
HUAWEI EX. 1116 - 457/714

umlrep. stnfenqoeriiifi _,'l"llil'E_l\IT 6:‘ commence
Patent and 'i'r‘aden1ari(‘6f_fice", , , . i .Address: COMMISSIONER OF PATENTS AND TRADEMARKS

Washington, DI}. 20231’ - ‘
R - ‘ ‘ - '. vVA'iTOHNEVDOCK‘ETNO.

FIEEEEIEES 5.‘=‘i§tE‘~i§iEiEFt.

LE!I=?§'3‘gL E3E'§—-’:5§§3§Ti‘??Ei‘é'§' ,
HENLETT ,F‘:‘3’sS!-£I!5‘:Ft33' iII5IaE?iF's‘3=i‘xi‘r"

“_‘=’ f_§?s:‘—tzr_.€

This is a communication from the examiner‘ in bhargeol your application.
COMMISSIONER OF PATENTS AND TRADEMARKS

E/This application has been examined D Fiesponsive to communication filed on D This action is made final.

A shortened statutory period for response to this action is set to expire 3 month(s),Ldays from the date oi this letter.
Failure to respond within the period for response will cause the application to become abandoned. 35 U.S.C. 133

Part I THE FOLLOWING A'|'|'ACHMENT(S) ARE PART OF THIS ACTION:

3. Notice of Art Cited by Applicant, PTO-1449. 4. CI Notice of informal Patent Application, PTO-152.
5. information on How to Effect Drawing Changes, PTO-1474.. 6. D

Part ll SUMMARY OF ACTION

1. IE/Notice of References Cited by Examiner, PTO-892. 2. Qfmtice of Draftsman's Patent Drawing Review, PTO—948.

1. gclaims [ g 3 G are pending in the application.
Of the above, claims are withdrawn from consideration.

2. D Claims \ have been cancelled.

3. El Claims are allowed.

4. Ezciaims ["3 G are rejected.

5. El Claims are objected to.

6. El Claims are subject to restriction or election requirement.

7. D This application has been tiled with informal drawings under 37 C.F.Fi. 1.85 which are acceptable tor examination purposes.
it

8. El Formal drawings are required In response to this Office action. ,

9. CI The corrected or substitute drawings have been received onT:Under 37 C.F.R. 1.84 these drawings
are E] acceptable; El not acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PTO-948).

10. D The proposed additional or substitute sheet(s) of drawings, illed on . has (have) been Elapproved by the
examiner; El disapproved by the examiner (see explanation).

11. E] The proposed drawing correction. filed . has been Elapproved; El disapproved (see explanation).

12. El Acknowledgement is made of the claim for priority under 35 U.S.C. 119. The certilled copy has El been received Cl not been received
El been tiled in parent application, serial no. ;fiied on

13. E] Since this application apppears to be in condition for allowance except lortormai matters. prosecution as to the merits is closed in
accordance with the practice under Ex pane Quayle, 1935 CD. 11:45:! 0.G. 213.

14. C] Other

,. EXAMlNER'S ACTION
PTOL-326 (Rev. 2/93) ._ ._.. j
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. Claims 25-36 are rejected under 35 U.S.C. 112, second paragraph, as being indefinite for

failing to particularly. point out and distinctly claim the subject matter which applicant regards as

the invention. The claims refer to the JPEG compression standard. However, the specification

does not indicate which JPEG compression standard is being referenced. Unless the date and

citation number of the standard are provided the claims will remain indefinite due to the indefinite

reference.

Claim Rejections - 35 USC § 103

2. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in

section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

Claims 1-3, 5-9, 14-17, 20-24, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) in View of Agarwal (5,488,570).

As to representative claims 14 and 15, and claims 1-3, 5-9, 29 and 34-36, Sugiura teaches

a method of compressing and transmitting images which produces decompressed images having

improved text and ‘image quality, the method comprising:
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compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

forming a second quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).

Sugiura does not explicitly teach that the second quantization table is related to the first

quantization table scaled in accordance with a predetermined fimction of the energy in a reference

image and the energy in a scanned image. Agarwal teaches decompressing (decoding) a second

video frame by relating (comparing) the energy of the scanned image (block of the encoded

second video frame) to the energy of a reference image (corresponding to the scaled quantization

level for the block where the energy for the quantization level is selected in accordance with

training video frames) (col. 1, lines 35-60). It would have been obvious to a person of ordinary

skill in the art at the time of the invention for Sugiura to decompress using a quantization table

scaled in accordance with a predetermined fl.l1’1ClZlOI1 of the energy in a reference image and the

energy in a scanned image as taught by Agarwal in order to decrease quantization errors.

As to claims 16 and 17, Sugiura teaches that the second quantization table (Inverse

Quantization Table) is determined independent of the order of transmission (fig. 1). It would
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have been obvious to a person of ordinary skill in the art at the time of the invention to scale prior

or subsequent to the transmission step since the second quantization table is determined

independent ofthe, order of transmission.

As to claims 20-23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which have text including

text with a serif font are well known in the art (official notice).

As to claim 24, in using a reference image to control the quality of the compression

process of a scanned image it would have been obvious to a person of ordinary skill in the art at

the time of the invention that scanned image could be the reference image since the reference

image is readily available to be a scanned image and would serve as a check ofthe quality

assurance steps.

4, Claims 4, 10-13, 18, 25-28, and 30-33 are rejected under 35 USC. 103(a) as being

unpatentable over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, fiirther in view

of Tzou (4,776,030).

As to representative claim 18, and claims 4, 10-13, 25-28, and 30-33, Sugiura does not

explicitly teach use of the Variance in the scaling factor to reduce the quantization error. Tzou

teaches that in an adaptive system the quantization of an image is ordered according to the

variance of the image coefiicients to reduce quantization error (col. 2, lines 21-42). It would have

been obvious to a person of ordinary skill in the art at the time of invention to use the image
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variances as taught by Tzou with the reference and scanned image to arrive at the scaling factor of

Sugiura and Agarwal in order to reduce quantization error.

5. V Claim 19 is rejected under 35 U.S.C. 103(a) as being unpatentable over Sugiura

(5,465,164) and Agarwal (5,488,570), fiirther in view of Applicant’s admissions of the prior art.

As to claim 19, Sugiura and Agarwal do not explicitly teach encapsulating the second

quantization table Qd with the compressed image data to form an encapsulated data file; and

transmitting the data file. Applicant admits that the prior art teaches that the data includes the

quantization tables for use in the decompression process (p. 5, lines 1-6). It would have been

obvious to a person of ordinary skill in the art to include the quantization table which will be used

in the decompression process in the transmitted data file as taught by the prior art for the data file

of Sugiura and Agarwal where the second quantization table would be used to decompress.

Conclusion

6. Any inquiry concerning this communication or earlier communications from the

examiner should -be directed to Brian Johnson whose telephone number is (703) 305-3865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The

examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Leo H. Boudreau, can be reached on (703) 305-4706.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone number is (703) 305-4700.

Brian L. Johnson

May 12, 1997
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CERTIFICATE OF CORRECTION

PATENTNO.: 5.465.164 Page A of g

DATED 2 November 7, 1995

INVBW0R6)= Susumu SUGIURA, et al.

It is certified that errbr appears in the above-indentified patent and that said Letters Patent is hereby
corrected" as shown below:

IN THE DRAWINGS

Sheet 7

Figure 8A, "ERRER" should read —-ERROR——
(both occurrences).

43, "an" should be deleted.

$7, "main" should read -—the main--.

8, "reminder" should read --remainder--.
40, "reminder" should read
——remainder——.

-49, "reminder" should read
--remainder--.

13, fldominator" should read
-—denominator--.
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IMAGE PROCESSING METHOD AND
DEVICE FOR THE SAME

BACKGROUND OF THE INVENTION

t. Field of the invention

The present invention retatcs to an image processing
method and device for the same by which image data is
quantized.

27.. Related Background Art

At present. an Adaptive Discrete Cosine Transform
ADC'I‘(Adaptivrapl1ic Expert Group) system is intended to
be standardized as a compression system of a multi-value
image data by JPEG (Joint Photographic Expert Group).

Also, it is contemplated to use the ADCT system in the
field of a color image communication, in particular, in the
field of a color facsimile.

Nevertheless, the above ADCT system has been studied to
be applied to an image having the relatively small number of
pixels such as an image on a CRT.

Therefore, the application of the ADCT system, as it is. to
a field such as the color facsirnilc requiring a high resolution
gives rise to a new problem. More specifically, when the
ADC’? system is employed for the color facsimile, as it is,
a deterioration of image quality such as shade off, disloca-
tion and spread of color is caused in the field of fine lines of
characters, graphics and the like.

Further, when data compressed by the ADCT system is
compared with data prior to compression, density is not
preserved and thus image quality is deteriorated.

SUMMARY OF THE INVENTION

Taking the above problems into consideration, a first
object of the present invention is to provide an image
processing method and a device for the same by which
image quality can be improved.

Another object of the present invention is to provide an
image processing method and a device for the same by
which a quaritized error produced in quantization is reduced.

To achieve the above objects, according to a preferred
embodiment of the present invention, there is disclosed an
image processing device which comprises a conversion
means for converting an image data to a space frequency
component. a quantization means for quantizing the space
frequency component converted by the conversion means,
and a control means for controlling the quantization means
so that a quantization error produced when the converted
space frequency component is quantized by the quantization
means is difiused to nearby space frequency components.

Further, the present invention has another object for
further improving an image compression method referred to
as ADCT.

Furthermore, the present invention has a further object for
providing an image processing method and device for the
same by which a compression ratio as well as image quality
are improved.

Other objects and advantages of the present invention wili
become apparent from the following embodiments when
taken in conjunction with the description of the accompa-
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing the arrangement of an
embodiment according to the present invention;

FIGS. 2A and 2B are diagrams showing a zig-sag scan-
ning;

2

FIGS. 3A-3C are diagrams showing a conventional quan-
tization method;

FIGS. 4A-4E are diagrams showing a quantization
method according to the present invention;

FIG. 5 is a block diagram showing a characteristic portion
of the present invention;

FIG. 6 is a diagram showing a second embodiment of the
present invention;

FIGS. 7A and 7B are diagrams showing an embodiment
embodying an error diffusion unit 60};

FIGS. 8A-BE are diagrams showing another embodiment
embodying the error diffusion unit 601:

FIGS. 9A and 9B are diagrams expiaining the content of
a bit diminution unit; and

FIG. 10 is a diagram showing the arrangement of a third
embodiment according to the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 is a block diagram showing an embodiment of an
image processing device according to the present invention,
wherein 101 designates an image input unit composed. for
example, of a color scanner arranged as CCD line sensors
for R, G, B; 102 designates a coior component conversion
unit for converting R, G. B signals of each pixel produced
in the image input unit 101 to YUV (lightness. chromatic-
ncss and hue) component signals; and 103 designates a DCT
circuit for causing each component signal of YUV to be
subjected to a discrete cosine conversion to thereby perform
an orthogonal conversion from a true space component to a
frequency space component; 104 designates a quantization
unit for quantizing the orthogonally convened space fre-
quency component by a quantization coeflicient stored in a
quantization table 105; 107 designates a line through which
two-dimensional block data, which is quantized and made to
iinear data by zig-zag scanning, is transmitted; 108 desig-
nates a Huffman coding circuit having a DC component
composed of category information and a data value obtained
from a diflerence signal and an AC component classified to
categories based on the continuity of zero and thereafter
provided with a data value; 106 designates a Huffman
coding table wherein a document appearing more frequently
is set to a shorter code length; and 109 designates an
interface with a communication line through which a com-
pressed image data is transmitted to a circuit 110.

On the other hand. data is received by an IIF £11 on a

receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Huifrnan decoded by a Huffman decoding unit
112 in accordance with El. coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then invcrsc quantized by an
inverse quarttizing unit 114 in accordance with a coeiiicicnt
set from an inverse quantizing table 115. Next, the tires
obtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer, ink jet printer
and the like.

Although the above deterioration of image quality is
caused by various factors, one of main factors is contem-
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plated to be that an error (remainder) produced in quant.i~
zation performed by a quantization tabie following to a
processing performed by DCT is cut off.

The present invention is devised to preserve the error
amount as effectively as possible to thereby prevent the
deterioration of image quality as much as possible.

Thus. according to embodiments ofthe present invention.
a reminder or error produced when quantization is per-
formed by a quantization table is multi-dimensionally dill
fused to nearby frequency components to keep the frequency
components oian original image as much as possible so that
an image with less deteriorated quality can be reproduced.

A DC"? portion as a main portion of the present invention
will be further described here prior to the description of the
characteristic portion of the embodiments of the presentinvention.

FIG. 2A shows an arrangement of frequency component
values subjected to a discrete cosine conversion of 8x8
which is a base of the DC’? portion. Although this arrange-
ment is basically a two-dimensional frequency structure. it
can be made to a linear frequency arrangement by a :u'g—zag
scanning, as shown in FIG. 2B. In FIG. 2B. a DC compo-
nent, and linear frequency component up to mdimensionat
frequency component are arranged from the left side thereof.
Each numeral in FIG. 2B is obtained by adding an address
in a vertical direction and an address in a horizontal direction
in FIG. 2A. and thus these numerais in FIG. 2B show an

address and do not show a value of a frequency component.
F§GS. 3Aw3C show a conventional quantization system.

and FIG. 3A shows a value of a frequency component just
after BC"? and FIG. 3B shows a quantization table. FIG. 3C
shows a result of quantization performed by using FIGS. 3A
and 33. wherein the values shown in FIG. 3A are simply
divided by the values shown FIG. 3B and portions other than
an integer portion are cut off. from which it is assumed that
a considerable error is caused by the cutting off.

FIG. 4A~4E show a portion of an embodiment of the
present invention.

FIGS. 4A, 4B and 4C correspond to FlGS. 3A. 3B and 3C.
respectively, and FIG. 4D shows a reminder value after
quantization has been performed. For example. since the
data value of 2 first frequency component is 35 and a
corresponding table value is 10, a value 3 is obtained after
quantization and thus a remainder is 5. This remainder 5 is
shown in the second box in FIG. 4i). Therefore. a second
frequency component 45 is made to 50 by being added with
the remainder 5 in the previous frequency. Since this value
50 is divided by a table value ll}, a quantized value of 5 is
obtained with a reminder of 0. An image ofgootl quality can
be reproduced on a receiving side in such a manner that a
frequency component loss caused by cutting off is reduced
by dillusirtg :1 remaining error component to a nearby
frequency component. as described above.

FIG. 5 shows a specific arrangement for performing the
processing shown in FIG. 4. wherein 501 designates color
decomposition data of three colors ‘(UV input from the
color component conversion unit 102; 502 designates a
buffer memory composed, for example, of an FIFO for a
plurality of lines for extracting data for each btock of 8x8
pixel from the color decomposition data of the three colors;
503 designates a DCT conversion circuit, 504 designates a
7.ig—zag memory for storing a space frequency component
produced by being subjected to the discrete cosine convcr~
sion and further subjected to the zigzag scanning conver-
sion as described above: and 595 designates an adder for
adding data from the 7.t'g~zag memory 504 with data delayed
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by a clock and suppiicd from a register 508 and outputting
resultant data. This addition operation of the adder 505
corresponds to an addition operation of the remainder value
and next data in FIG. 4. The data from the adder 505 is
divided by a divider 506 and only the integer portion of
resultant data is output as 513. Designated at 507 is a
subtracter for subtracting a value obtained by multiplying
data of 513 made to integer by a quantization cocflicient (an
output from a multiplier 514) from data supplied from the
adder 505 to thereby create remainder data. The remainder
data calculated by the subtractcr 507 is stored in the register
508 after delayed by a clock. On the other hand. a value of
the dorninator in the divider 506 is a memory portion in
which quantization data stored in 509 is stored. Designated
at 510 and 511 are address counters for extracting data from
509. These address counters 510 and 511 are operated in
synchronisrn with a clock from a clock generator 512
together with the buffer memory 502, DCT conversion
circuit 503. memory 504, and register 508.

Note, although a system based on a linear error diffusion
is described in the above example, it is apparent that the
same effect can be obtained in such a manner that errors are

two-dimensionaliy diffused about the line connecting the
point {ll}, 00 to the point 70. 07 in FIG. 2A. and this is also
included in the present invention.

According to this embodiment. since a frequency com-
ponent conventionally cut off by the DCT quantization
portion is accumulated to a nearby frequency component
and corrected. a reproduced image is less deteriorated and
thus a reproduced image of good quality can be obtained.
Moreover. since the basic requirements of the ADCT are
observed. a special extension circuit is not required on a
receiving side and thus this invention is expected to greatly
contribute to a communication of a color image hereinafter.

Next. R6. 6 is a block diagram showing another cmbodin
meat according to the present invention, wherein I01 des-
ignates an image input unit composed, for example. of a
color scanner arranged as CCD line sensors for R. G, B.

An output from the image input unit 101 is processed in
an error diffusion unit 691 such that the hit number of the

image data in the input unit 101 is diminished and an error
produced in the process of diminishing the bit number is
diffused to some nearby pixels of a subject pixel. Therefore.
an output from the error diffusion unit 691 is obtained in
such a manner that a result obtained by diffusing the errors
of the nearby pixels is added to the value of the subject pixel
and the number of bits of the subject pixel is diminished.
This output is processed such that the RGB signals thereof
are converted to YUV (lightness. chromaticrtess, hue) com-
ponent signals by a color component conversion unit 192.
next each component signal of the ‘(UV is subjected to a
discrete cosine conversion by a DCT circuit 103 and thus a
true space component is orthogonally converted to a fre-
quency space component, Designated at 194 is a quantiza~
tion unit for quantizing the orthogonally converted space
frequency component by a quantization eoeilicicnt stored in
a quantiizatieu table 105; 107 designates a line through
which two-dimensional block data. which is quantized and
made to linear data by zig-zag scanning. is transmitted;
designated at 108 is a Huffman coding circuit having a DC
component composed of category information and a data
value obtained from a difference signal and an AC compo’
nent classified to categories based on the continuity of zero
and thereafter provided with a data value designated at 106
is a Huifman coding table wherein a document appearing
more frequendy is set to a shorter code length; and desig-
nated at 109 is an interface with a communication line
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through which a compressed image data is transmitted to a
circuit 110.

On the other hand, data is received by an [IF 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Huffman decoded by e Huffman decoding unit
112 in accordance with a cnclllcient set from a Hutfman
decoding table I13 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse qttantizing unit 114 in accordance with a eoeflicient
set from an inverse quantizing table 115. Next, the thus
obtained data is inverse DCT convened by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide asoft copy such as a display and the like and
a hard copy printed by at laser beam printer, ink jet printer
and the like.

Therefore, in this embodiment, an input image of high
quality can be compressed by an ADCT conversion circuit
without being aifected by the number of bits of the input
image in such a manner that the input image is read by the
input unit 101, the number of bits thereof is diminished
without deteriorating the quality of the image by using an
error diffusion method even if the number of quantized bits
per pixel is increased and further the input image is sub-
jected to an ADCT conversion. In addition, it is possibtc that
the number of bits processed by the ADCT conversion
circuit is made smaller than a usual number by diminishing
the number of bits of an image data at the input unit to
thereby make the scale of the ADCI‘ conversion circuitsmaller.

Further, the deterioration of image quality may be further
restricted by using an improved ADCT shown in FIG. 5 in
place of the ADCT unit shown in FIG. 6 and a quantization
error produced after a DCT conversion is not cut off but
effectively preserved by an error diffusion.

FlG. ‘TA shows a first embodiment of the error diiiusion
unit 601. Image data of 10 bits input to the error dilfusion
unit 601 are first input to adders 701. 702 and 703 and added
with diffusion errors of three color components output from
a D-fiipilop 706. Therefore, the data outputs from the adders
701,702 and 703 have the number of bits up to 11 bits. The
iower 3 bits of each of the outputs are cut oil" by a lower bit
diminution unit 704 for cutting off bits and thus the output
becomes a signal of 8 bits and supplied to acolor component
conversion unit 102. Further, a lower bit extracting unit 705
extracts 3 bits having the same value as that cut off by the
lower bit diminution unit 704 from each of the outputs of ti
bits supplied from the adders 701, 702 and 703 and supplies
the same to u D—llipflop 706. Each of outputs from the lower
bit extracting unit 705 corresponds the diminution of bits
performed at the lower bit diminution unit 704 or an error
itself produced in the quantization. A pixel clock CLK in
synchronism with the outputs from the input unit 101 is
supplied to the D»ilipilop 706 and thus a delay of a pixel is
performed. Therefore, respective color component quanti-
zation crrors RE, GE, BE output from the D-flipflop 706 are
inputto the adders 701, 702 and 703 together with pixel data
spaced therefrom by a pixel and added therewith. Therefore,
as shown in FIG. '78, since a subject pixel (pixel being
processed) is added with a quantization error positioned in
front of it by a pixel, it can preserve a gradation correspond»
ing lo 10 bits regardless of the subject pixel being quantized
to 8 bits by the lower bit diminution unit704. To supplement
the above description, an error produced by the cutting oil’

65
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process in the lower bit diminution unit 704 has a positive
value. As a result, outputs from the adders have 11 bits
without a sign.

FIG. 8A shows a second embodiment of the error dilIu-
sion unit 601. image data of respective color components R,
G. 13 each having 8 bits and input from the input unit 101 to
the error diffusion unit 601 are first input to adders 801, 802
and 803 and added with diifnsion errors of three color

components output from error operation units 820, 817 and
818. Therefore, the data outputs from the adders 801, 802
and 803 have the number of bits up to 9 bits. The bits of
these outputs are diminished by bit diminution units 804.
805 and 806 and thus each of the outputs becomes a signal
of 4 bits and is supplied to a color component conversion
unit 102.

Further, the outputs from the adders 801. 802 and 803 are
subtracted from the outputs from the bit diminution units
804, 805 and 806 by subtracters 807, 808 and 809 and thus
data Re, Ge and Be can be obtained from errors 807, 808 and
809. Note that data from the bit diminution units 804, 805
and 806 are added with "0" and are normalized to corre-

spond to 9 bits. As shown in FIG. 8C, these errors are
divided to the circumference of the position of a subject
pixet at division ratios ofA, B and C, wherein (A, B, C) may
be set. for exarnpie, to (0.4, 0.2, 0.4). Therefore, when errors
produced in the circumference of the position of the subject
pixel are assumed a, b and c as shown in FIG. 8B, the errors
of A-a, B-b and C-c are added to the position of the subject
pixel around the circumference thereof by the adders 801,
802 and 803, as shown in FIG. SE. To supplement the above
description, the error Re of the position of the subject pixel
shown in F30. BC is divided as A-Re, BR: and C-Re to the
positions in the circumference of the subject pixel as shownin FIG. 8D.

Since the error operation units 820, 817 and 818 for
calculating the total of divided errors RE, GE, BE have the
same arrangement, the error operation unit 820 will be
described here. The error Re input to the error operation unit
820 is delayed by a pixel and by a horizontal line through a
D-flipllop DFF SE1 and one line width RFD memory 810,
respectively and an output from the one line width FIFO
memory 810 is further delayed by a pixel by a D-liipilop
Di”-‘F 812. Therefore, errors :1, b and c in the circumferential

positions of the subject error position are obtained from the
D-llipilops DFF 01} and DFF 812 and one line width FIFO
memory 810 and these errors a, b and c are multiplied by a
division ratios A. B and C, respectively, by multipliers 814,
815 and 813 and the total amount thereof A-a-l-B-b+C~c are
calculated by an adder 16 to determine RE which is added
with the value of the subject pixel by the adder 801.

Next, operation of the bit diminution units 804, 805 and
806 will be described. As shown in FIG. 9A, a first example
is a method of cutting off the lower 5 bits of an input signal
of 9 bits and remains only the upper 4 bits thereof.

In a second example, the bit diminution unit is composed
of a table using a ROM and RAM. FIG. 9B shows an
example ofthe content ofthc table, which nonlinearly shows
the reiationship between an input of 9 bits and an output of
4 bits. In this second example, data exceeding 255 repre-
sealed by an input of 8 bits are rounded to a maximum value
of 4 bits and thus an output of 4 bits can be effectively used
without adversely affecting the process of the color compo-
nent conversion unit 102 and the processes following to it.
In the system shown in FIG. 9A, however. the number ofbits
used is actually in the range of from 3 to 4 bits and thus this
system is a little disadvantageous. Further, in FIG. 93, it is
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preferable that data convened to data of 4 bits does not
exceed the value of input data when it is added with a bit “0"
as it is and convened to 8 bits by norrnalization. With this
arrangement. all the errors produced in the subtracters 807.
808 and 809 have a positive value and the values output
from the adders 801. 802 and 003 also surely have a positive
values accordingly. and thus no problem is caused. If a value
obtained by nortnalizing an output shown in FIG. 9B
exceeds an output value. the following cases will result.

First. an output from the subtracters 807. 808 and 809 may
produce a negative error and thus an output from the adders
801. 802 and 803 may have a negative value. In this case, the
output becomes 10 bits as an output by being added with a
sign bit. Accordingly, the bit diminution units 804. 805 and
806 are composed of a table for an input of it) bits. in this
case. if an arrangement is such that when a negative value
is input. an output from the table becomes 0 by rounding the
value. data can be supplied to the color component conver-
sion unit 102 without producing a negative output in the bit
diminution units 804. 805 and 806, and thus such a disati~
vantage that values of R. G and B are negative is not caused.

Therefore, in the system shown in FIG. 8A in which hit
diminution units 804. 805 and 806 are composed of a table,
respectively. when an input value to the table exceeds the
number of bits of R, G. B to an input unit 101. an output
from the table is rounded within the number of bits input to
the input unit 101 (255 types of representations in the case
of 8 bits) and a negative input value is rounded to 0. As a
result. the number of bits supplied to a color component
conversion unit 102 is clfectively used in a full range and an
error diffusion processing is performed without causing 21
disadvantage that a negative value is produced, and thus a
gradation corresponding to the gradation at the input unit
101 can be provided.

To supplement the above description. when an input value
to the table exceeds the number orbits of R, G. B to the input
unit 101. one bit of the output bits (4 bits in this embodi-
ment) from the tabic is needed for an error diffusion and thus
these hits cannot be effectively used. Further, a negative
value less than 0 is output with respect to a positive or
negative input value to the table. one more hit is used as a
sign bit. In this case. it hit using ellicieney is further lowered
as well as the color component conversion unit 102 must
process a not existing negative value ofR. G, B. which is not
theoretiealiy correct and sometimes catculation cannot be
perfonrted.

As described above, according to this embodiment, the
number of bits of image data can be diminished prior to the
ADCT image compression process. and thus a circuit scale
of the ADC'i‘circuit can be diminished and input data having
bits larger than those which can be processed by the ADC"?
circuit can be received.

Moreover. even if the number of hits of input image data
is diminished. the errors caused by the diminution are
divided to circumferential pixels. and thus luminance data or
density or gradation data can be preserved, whereby the
number of gradations achieved by the number of bits of the
input image data can be preserved as it is.

Next, a further embodiment of the present invention will
be described. This embodiment is characterized in that the
diffusion of errors is also applied to the DC component
obtained as a result of quantization in the ADCT. As
described above. a difference between a quantized value of
a usual DC component and a quantized value of a DC as
component in an 8x8 block positioned in front of the usual
DC component by a pixei in the ADCT and coded. However.

8

an error caused when the DC component is quantized is cut
off as it is. Therefore. the density or gradation ofan image
is not preserved unless the frequency of occurrence or the
size of positive errors and negative errors is normally
distributed or the total of positive errors coincides with the
total of negative errors over the entire image screen.

According to the embodiment of the present invention
described above. errors produced when the DC component
of an 8x8 block is quantized are diifused to nearby blocks or
a circumferentiai 8x8 pixel block and the blocks diffused
with the errors are quantized after the errors are added to the
DC component. The DC component shows an average vaiue
of image data in the 3x8 block. and thus when this average
value is preserved by the diffusion of the errors. a density or
gradation of the image is preserved as at whole and a
decrease in the reproduced number of gradations can be
prevented.

FIG. 10 is a diagram showing the arrangement of thisembodiment.

Ail the errors of the DC component of this embodiment
can be contained in a quantization unit 104. Since an error
diffusion process for an AC component is described above,
only an error diffusion process for a DC component will be
described here. First, only a DC component as the head
portion of data output from a zig~zag memory 504 as aresult
of an 8x8 DCT processing is latched by a DC component
extraction unit 1001 and added with a quantization error of
a DC component of an 8X8 pixel of a previous block by an
adder 1002. An output from the adder 1002 is quantized by
being divided by a DC coefficient of a quantization table 105
by a divider 1093 and rounded. A vaiue obtained as a result
of the division is multiplied by a DC quantization coeflicicnt
by a multiplier 1004 and a difference between a thus
obtained value and an output from the divider 1003 is
determined by a suhtraeter 1006 and serves as a quantization
error. The quantization error is delayed by a block by being
latched once by it latch unit 1007 and then added by the
adder 1002 with an output from the DC component extrac-
tion unit 1001 which is a DC component of the next block,

On the other hand, the quantization data as the output
from the divider 1003 is delayed by a block by being latched
by a latch unit 1005 3.t'lt'.‘.l supplied to a subtrttcter 1008. which
subtracts the one-bloeiodelayed data as an output from the
latch 1065 from the quantization data as the output from the
divider 1003 and outputs a thus obtained difference.

A switching unit 1009 switcbingty and sequentially out-
puts the difference value of the DC component and the
quantized value of the AC component.

Note that the description of the same elements in FIG. 10
as those in FIG. 5 is omitted.

What is claimed is:

1. An image processing rrtcthod for processing image data
arranged in image blocks. comprising the step of:

convening image data to a space frequency component
for each image block; and

diffusing a quantization error produced by quantizing a
space frequency component of an image block to
another space frequency component of the same imageblock.

2. An image processing device for processing image data
arranged in image blocks. comprising:

conversion means for converting image data to a space
frequency component for each image block;

quantization means for quantizing said space frequency
component converted by said conversion means; and
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control means for controlling said quantization means so
that a quantization error produced by quantizing the
space frequency component of an image block is difw
fused to another space frequency component of the
same image biock.

3. An image processing method according to claim 1,
wherein said quantization error is multi-dimensionally dif-
fused to said other space frequency components.

4. An image processing method according to ciaim 1.
further comprising the step of quantizing said space fre-
quency component.

5. An image processing method according to claim 1,
further comprising the step of assigning a Huffman code to
said quantized space frequency component.

6. An image processing method according to claim 1.
further comprising the step of transmitting said Huliman
code.

7. An image processing method. comprising the steps of:
convening image data having a first number of bits to

30

image data having a lesser number of hits; and

diffusing an error produced in said conversion process to
nearby image data and then convening the error-dif-
fused image data into frequency component image
data.

8. An image processing method according to claim '7.
wherein the first convening step is an ADC’? image com-
pression/extension processing.

9. An image processing method for processing image data
arranged in blocks, wherein the method is used in an ADCT
image compression/extension processing. comprising the
steps of converting image data to a space frequency com-
ponent for each image bioclr. quantizing a converted space
frequency component and diifusing a quantized error pro-
duced by quantizing a space frequency component of :1
block to another frequency component of the image bioek.

* I: it * ft
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BLOCK QUANTIZER son TRANSFORM CODING

BACKGROUND

Due to the advantages of digital transmission in tele-
communications and the flexibility of signal processing
by digital circuitry, digital images are preferred in vari-
ous applications. However, the transmission of images
in digital format needs much more bandwidth than
transmission of analog waveforms. In order to reduce 1°
the transmission rate for digital images, various image
compression techniques have been developed. Among
them. transform coding has been provcn to be an effi-
cit means of image compression.

In a typical transform image coding system. an image
is segmented into blocks of equal size as illustrated in
FIG. 1. In the illustration of FIG. 1, an image frame is
divided into 5X5 blocks. each of which includes
4)<4=N2 picture elements (pixels). Within each block.
the coefficients can be identified by the rectangular
coordinates Li. A small number of blocks and picture

‘elements are used for purposes of illustration. but a
more typical system would include 8X 8 or 16x16 pixel
blocks to complete a frame of 512x512 pirteis.

A two-dimensional transform is applied to each
block, and a block coder is then used to encode the
transform coefficients. The decoding system is just a
reverse procedure corruponding to the encoding. Vari-
ous transforms have been studied for image coding
applications. Among them, the Discrete Cosine Trans-
form (DC!) is found to be the best from the combined
standpoint of performance and computational effi-
ciency. ‘

With a discrete cosine transform an NXN array of
coefiicients rmults from the transform of an NXN
block of pixels. With a discrete Fourier transform a
laser number of complex coetfieients would be ob-
tained. Because natural images tend to have smooth
transitions, the coefficients tend to be greater in magni-
tude toward the lower frequencies, that is toward i,
j=O. O. For that reason. more efficient use of bits is
made by allocating a greater number ofbits to the lower
frequency coefficients during quantization. A typical
allocation of bits bgis shownin FIG. 1.

The most crucial task in designing a transform image
coding system is in designing a block quantizer to en-
code the two-dimensional transform coefficients. For

nonadaptive types of coding. a zonal coding strategy
that uses a fixed block quandzer might allocate the hits
as, for example, shown in FIG. 1. Basically, this type of
block quantizer is designed according to the rate de-
rived from the rate-distortion theory. For Gaussian
sources with the mean squared error (MSB) distortion
measure, the optimal rate or number ofbits, R;,,(D). for
the (i.j)th transform coefficient is found to be

(1)

[log afi./D :riJ>DR D)-

M a «$51:

where (Yul: the variance of the (i.j)th transform coeffi-
cient through the frame and D is the desired average
mean squared error. For most non-Gaussian sources.
the optimal rate could not be found from the rute-distor-
tion theory. Actually, there have been no known practi-
cal methods to achieve the minimum mean squared
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error. even for Gaussian sources. Instead. the rate
R,v_;(D) in equation (1) is rounded to its closest integer
[R;,(D)], and an [R.»_,(D)]-bit optimal quantizer is used to
encode the transform coefficient. The optimality of the
rate-distortion block quantize: is lost by this rounding.
Further. a study recently showed that the distribution
of AC coefficients of the DC!‘ is not Gaussian. Instead,
it is closer to a Lnplacian distribution.

In another approach the allocation of bits is deter-
mined for each frame by computing. for each bit to be
assigned to a block of coefiicients. the change in quanti-
zation error which would result by assignment of that
bit to each of the coefficients. Each bit is then assigned
to the coefficient which provides for the greatest reduc-
tion in quantization error. A. K. Jain. “Image Data
Comprmsion: A Review" Proceedings ofthe IEEE. Vol-
ume 69. Number 3, March, l9Bl. Pages 349-358, at 365.
The lain approach requires extensive computations.

SUMMARY OF THE INVENTION

In an adaptive system, discrete coefficients in a block
of coefficients are quantized with different numbers of
quantization bits per coefficient. Corresponding cge__f_t'i-
clents in each block are quautized,v,fltl1a.like.uumberof
bi”tI1T’_I‘o allocate the hits, the coefficients are ordered
according to the variance of the coefficients through a
frame of a plurality of blocks. (Because variance is the
square ofstandard deviation, ordering by standard devi-
ation would also order by variance.) Each quantization
bit is then assigned to a coefficient and the coefficients
are grouped according to the number of thus assigned
bits. The bits are assigned by determining, for each of
the plurality of quantization bits per block. the reduc-
tion in the quantization error of the frame ofblocks with
assignment of the quantization bit to the coefficient of

_ each bit group having the largest variance. The deter-

45

50

mined quantization errors are then compared and the bit
-is assigned to the coelficient for which the largest re-
duction in quantization error is obtained. The coeffici-
ents of each block throughout the frame are then quan-
tized with the assigned number of bits.

The system has been developed for quantizing the
coefficients resulting from a two dimensional transform
ofblocks of image data. Preferably, the change in quan-
tization error is computed for each coefficient from the
variance of that coefficient through the frame and a
normalized change in quantization error for the particu-
lar bit being added. The normalized change in quantiza-
tion error can typically be defined for each bit group
based on the distribution of the incoming signal and the
nature of "re quantizer to be used. The normalized
reductions in quantization error can be stored in tables
for known distributions such as the Gaussian and Lapla-cum.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects. featur, and advan-
tages of the invention will be apparent from the follow-
ing more particular description of a preferred embodi-
ment of the invention, as illustrated in the accompany-
ing drawings in which like reference characters refer to
the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead
being placed upon illustrating the principles of the in-vention.

FIG. 1 is an illustration of an image display organized
in 5X5 blocks, each of 4X4 pixels;
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FIG. 2 is a block diagram of an encoder embodying
the present invetion;

MG. 3 is a flow chart of the comparison and logic
control of FIG. 2;

FIG. 4 illustrates the use of pointers to group vuri- 5
ances in the system of FIGS. 2 and 3;

FIG. 5 is a block diagram of a decoder embodying
the present invention.

DESCRIPTION OF A PREFERRED
EMBODIMENT

The present invention is based on the concept that
each bit to be allocated to a block of coefficients is best
allocated to that coefficient which provides for the
greatest reduction in quantization error with the addi- [5
tion of that bit. For example, once three bits have been
allocated in a block, the fourth bit should be allocated to
that coefficient for which there will be the greatest
reduction in quantization error. If the two dimensional
array of NXN coefficient.-I are mapped into a one di- 20
mensionai army of N1 coefficients, the mean square
error E which must be minimized is given as:

2 (1)

E n ‘'22:! try} Efbg)
within a fixed total hit number constraint

IV‘I b
Bwkai 1‘

where crzis the variance of each coefficient through the
frame, bkis the number of bits assigned to each coeffici-

ent it within each block and E031‘) is the normalized 35
quantiution error for each particular bk-bit quantizer.
E(b;,) is directly and explicitly related to the distribution
of the coefficients being encoded and the type of quan-
tizer used, and the quantizer can be either uniform or
nonuniform. In the case of DCT image coding. the AC
terms of the transform coefficients have a distribution

close to the Laplacian and the DC term has a distribu-
tion ciose to the Gaussian.

The reduction AB;-in mean square error by allocating
another hit for coefficient 1: is

mann’I:‘l'E(bt)-E(ht+ l)l=~crk1AE(bt) (3)

The design rule is to assign an available bit to the coeffi-
cient lt that provides the largest AE;;. Nevertheless, the
computation of AE;, and the comparison for choosing
the largest AE;¢ does not have to be carried out over all
coefficients 1:. With a given number of bits previously
allocated to several coefficients. [E(bk}—E(br;+ 1)] is
equal for all coefficients. Therefore. the greatest reduc-
tion in mean square error AB); will result by allocating
the bit to the coefficient having the greatest variance.

identification of the coefficient having the greatest
variance is facilitated by initially listing the coefficient
variance by order of magnitude. initially. a single hit is
allocated to the coefficient having the greatest variance.
Thereafter, the coefficients are grouped according to
the number of bits allocated thereto and within each

group the variances are ordered according to the mag-
nitude thereof. To allocate each additional bit, a compu-
tation is made according to equation 3 of the change in
mean square error which would occur if the bit were
allocated to the coefficient having the largest variance
in each group. The computed mean square error reduc-

4
tion from each group then determines the coefficient to
which the bit is to be allocated. and that coefficient is
moved to the group of one additional bit.

Therefore, if an extra bt were allocated to Group G5.
where b is the number of bits previously allocated. the
bit should be assigned to the group's first element, that
is, that having the largest variance. The comparisons
that have to be carried out become those of comparing
the AB: corresponding to the first elements of each of
these groups. The design procedure of the bit map for
an N)-(N transform with b bits assigned to each coeffici-
ent of each group can be summarized as follows:
Step 1. Initialize variables. Set G.,={o':1.o-23 . . . , a-1,2.

. . awzrgvz}
Gbmlimpty for b: 1. Set counter Ncntatl.

Step 2. If Ncnt~—-total bits allocated to the NXN block.
then go to END.

Step 3. Calculate AE corresponding to the first element
of each group.

Step 4. Assign a bit to the first element of Group
Go with the largest AE. and move that
element to Group (354.1.

Step 5. Increment counter; i.e. Ncnt=.-Ncnt+ l.
Go to Step 2.
A system for implementing the above approach is

illustrated in FIG. 2. A sequence of pixels for an image
frame are-applied to a two dimensional transform 12
such as a DCl'. in the transform the image is divided
into blocks as illustrated in FIG. 1, and a two dimen-
sional transform is computed for each block to generate
a set of coefficients U(i.J) for each block. The thus gen-
erated coeflicieuts are stored in a RAM 14. The coeffi-
cients are used to determine an allocation of bits within

each block which is applied across the entire frame.
Once that allocation of bits is obtained. the coetiicients
are applied through a block quantizer 16 and quantized
to the assigned number of bits. The block quantizer 16

- may "use scalar quantizers of any available type. For
exampie, the optimal uniform and nonuniform quantiz-
ers proposed by J. Max may be used. J. Max, “Quantiz-
ing for Minimum Distortion". IRE Trans. Infannarfan
'!‘heary. 6, 1-12. (i960).

‘To determine the allocation of bits for the frame, the

variance av-F,jis computed at 18 for all coefficients i,j of
the frame. In the system illustrated in FIG. 1, for exam-
ple, l6 variances would be computed. Those variances
are then ordered according to magnitude in a one di-
mensional mapping unit 26 and stored in a RAM 21. In
a comparison and logic control 24, pointers are gener-
ated and stored for grouping the variances according to
the number of bits assigned thereto. Initially all vari-
ances are assigned to a first group Go-

In order to compute the reduction in mean square
error with the allocation of each bit, the nature of the
distribution of the incoming signal must be determined.
For example. the DC!‘ of a natural image has a distribu-
tion closer to the Gaussian distribution at DC and a
distribution closer to the Laplacian distribution at AC.
When the logic control determines that the org-3 corre-
sponding to o':,,v3= 011,02 is being considered, a AE based
on a Gaussian distribution would be obtained. Other-
wise, a AE(b) based on a Laplacian distribution would
be required.

E is also dependent on the group Ga, being consid-
ered.

A precalculated table of AE(b} based on the type of
qnaltizers in the block quantizer 16 being used can be
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provided in a ROM 26 for each type of distribution.
,Difl'erent tables may also be stored for different types of
quantizers in the block quantize: 16 which may be used
in the system. Each table would include a different
value of AE(b) for each group G5. A particular table of 5
AE(b) is selected by a signal 18 based on the known type
ofquantizer and the known distribution of the incoming
signal. Alternatively, in a more complex system, the
AE(‘b) might be calculated for each sequence of frames.
Typically, the distribution is constant throughout an 10
image sequence.

The system further includes a set of multipliers 30,
each of which is associated with a bit group G5. The
multipliers are used to calculate the product of the larg-
est variance of each bit group with the normalized 15
change in quantization error AE of that bit group. The
variances are addressed from the RAM 21 and latched
into buffers 32 by the comparison and logic control 24.
The changes in quantization error from the table 26
selected by the select signal 28 are latched into buffers 20
34. Alternative tables can be selected by the comparison
and logic control 24 by means of signal 36 when, for
example, the variance being multiplied is
with the Dcterm which has a Gaussian distribution. -

The logic control 24 selects the appropriate AE(b) for 25
multiplication with each largest o-:3 obtained from each
group G5. The products obtained from multipliers 30
are compared to determine the largest reduction in
mean square error. The out? which provides the largest
reduction in error is ahified to the neat larger group and 30
held as the smallest av} of that group. All other vari-
ances are retained in their respective groups. The sys-
tem has a maximum number of bits bmax into which a
coefficient may be quantized and the variances ofcorre-
sponding groups G5,.“ may not be used in the compari- 35

patisons continue untilson. The multiplications and cum
all bits designated for a bloclt have been allocated.
Thereaiter, the bits bkare mapped to the two dimen-'
sionaij of the coefficients ‘in 2-D map '31 and each
coeflicieat of each block is quantized according to the «to
assigned bit allocation. I ' .

Operation of the comparison and logic controller 14
is illustrated by the flow chart ofFIG. 3 and the illustra-
tions ofFIG. 4. Throughout the sequence, the variance:
are stored in addresses I) to N1--l with the largest vari- 45
mice stored at address 0 and the smallest at address

N1-1. The variances are grouped by two pointers As
and 3;. for each group. Asindicatm the largest variance
of the group and B1, indicates the smallest variance of
the group. The addresses are stored in registers in the so
comparison logic and control 24. Initially, all variances
are assigned zero hits and are thus included in group Ga.
Thisisiadieated byAocqualtoDBoequaJtoN3--1 as
illustrated in FIG. -IA, and those variables are
in Block 33 of FIG. 3. The other groups are initially
empty and this is indicated by setting As and 13:, each
equal to —l.

Each bit to a total number of bits Ntotal is then as-
signed to a respective group Gain a loop which includes
the return line 40. Within that loop. the Buffers 32 are
first loaded in a DO loop 42. Then, the changes in quan-
tization error are calculated through the tnultipliers 30,
and the maximum change in error itfdetennined in
Block 44 (FIG. 3, Sheet 2). Then, the pointers are modi-
fied to effectively transfer the variance which provides
the largest change in error to the next bit group G5.

A possible grouping of the variances by the pointers
Ag. and B1, is illustrated in FIG. 4B. In this illustration, a

6
group of variances including :3 is included in group
Gama. This group is defined by addresses B5.-m;=q and
A.-,,.,a,== :. Group G4 is defined by address pointers
B4ns and A4mr. Note that group G3 is empty so B3 and
A3 would both equal -1. Group G: incldes a single
element. so B2 and A1 both equal t. Group 1 is defined
by B;=N1—l and A1=u. Group Go is now empty, so
Ba and Aaboth equal —l.

As the system proceeds through the DO loop 42, it
first checks at 46 whether the address of the largest
variance of the group being considered is equal to 0. If
it is. the AE.(b) corresponding to a Gaussian distribution
is selected by signal 36 (FIG. 2) at block 48 (FIG. 3,
Sheet 1). That AE(b) is then applied to the buffer 34
associated with 17-. Then. at 50 the variance 11 at the
address A3. is latched into the associated buffer 32. For
any other variance. the AE(b) from the usual look-up
table selected by signal 28_ is used. For each Aanot equal
to zero, it is determined whether the address is greater
than D at 51. If it is less than 0 an empty group is indi-
cated, and a zero is latched into the buffer 32 associated
with the group of b hits at 52. If the address is positive,
the group includes at least one element, and the largest
element is that in the address "All. The variance at A1, is
loaded into the associated buffer 32 at 54.

"The DO loop 42 is continued until bmbtnax— 1. The
variances included in group b_m_ax are no longer consid-
ered in the comparison because no further bits can be
assigned to the coefticients in that group. With the
variances and the E(b)'s thus loaded in the buffers 32
and 34. the changes in quantization error resulting from
assignment of the next bit to the several bit groups are
available at Do to Dam, -1. The largest of those inputs
is selected at 44 to identify the bit group b‘ having the
variance to which thatibit should be assigned.

Selected variances are shifted - to next larger bit
. groups by shifting the addresses "B.-, and As from right to

Ian. The simplest case is where the selected variance is
taken from a group which had m_ore'than'the one vari-
ance therein aud is moved to _a group which already has
a variance therein. In that case. as illustrated in a move
of a variance from group (31 to group G2, the pointer

' A1 need only be shifted one element to the left by add-
ing one to its address. and the pointer B2 need only be
shifted one to the left by making its address equal to the
previous address of A1. These functions are performed
in Blocks 56 and 58. respectively. -

When the next larger group into which the variance
is shified is empty, as is group G3 in FIG. 4B. the
pointer A5‘+1 is -1. so it can not simply be left as it
was; rather. it is given the previous address of Ar,‘ as
indicated in Block 60. By thus defining the new Ag‘+1
and B:,*.,.1 in Blocks 60 and 58, "a new group having the
single element taken from the address Ar,‘ is created.
Thereafier, A5’ may be shifted in block 56 as before.

Another special case is where the selected variance
comes from a group having only that variance as a
single element. An example is where the variance is
taken from group G: of FIG. 4B. In that case, the group
G(,‘ is eliminated by setting both Ag‘ and Bg,"= —l in
block 62.

Once NCNT——~N'I‘O’I‘AL. the assignment of bits to
each coefficient is determined from the group pointers
at 63. That assignment is converted to a 2D map at 37
(FIG. 2) to select the appropriate b-bit quantizer 16 for
each coefficient. Before transmission of the quantized
coefficients. the variances and the signal 28 indicating
the type of quantizer and the distribution are transmit-
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ted. The signal 28 need only be transmitted once for a
sequence of frames and the variances need only be
transmitted once for each frame. At the decoder. illus-
trated in FIG. 5, the quantized coefficients are stored in
a random access memory 64 and the bit variances. The
computation may he by a system which is identical to
that of the coder in that it includes a one dimensional

mapping unit 20', an reduction iook-up table 26', a
RAM 21'. buffers 32' and 34‘. comparison and logic
control 24' and a 2-D mapping unit 37'. With the alloca-
tion of bits known. the quantized coefficients stored in
buffer RAM 64 are applied to an inverse block quan-
tizer 18 to recreate the two dimensional transform coef-

ficients, and those coefficients are then applied to an
inverse transform 80 to generate the original image.

While the invention has been particulariy shown and
described with reference to a preferred embodiment
thereof, it is understood by those skilled in the art that
various changes in form and details may be made
therein without departing from the spirit and scope of
the invention as defined by the appended claims.

I claim:

1. A coding system in which discrete coefficients in a
-frame ofblocks of coefficients are quantized with differ-
ent numbers ofquantization bits per coeflicient and like
numbers of bits for corresponding coefticients in the
blocks of the frame. the system comprising, for assign-
ing the quantization bits to the coefficients;

means for ordering the coefficients according to the
variance of the coefficients through the frame;

means for grouping the coefficients in hit groups
according to the number of bits, if any. already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;

means for determining, for each of a plurality of
quantization bits per block. the reduction in quanti-
zation error for the frame ofblocks with the assign-
ment of a quantization bit to the coefficient ofeach
bit group having the largest variance; and

5

{D

20

25

35

means for comparing the determined reductions 40
quantization errors and for assigning the next quan-
tization bit to the coetiicieiit for which the largest
reduction in quantization error is associated.

2. A coding sytem as claimed in claim 1 further
comprising means for performing a two dimensional
transform to provide the discrete coefficients. _

3. A coding system as claimed in ciairn I wherein the
means for determining the reduction in quantization
error computes the product of the variance of a coeffici-
ent and a normalized change in quantization error.

4. A coding system as claimed in claim 3 further
comprising a lookup table for storing the: normalized
changes in quantization error.

5. A coding system as claimed in claim 4 further
comprising means to select a table of the normalized
changes in quantization error based on the type ofdistri-
bution of the coefficients.

6. A coding system as claimed in claim 3 further
comprising means to identify the type of distribution of
the coefficients and for then determining the normal-
ized change in quantization error based on that type of
distribution.

7. A coding system as claimed in claim 1 further
comprising means for transmitting signals indicative of
the variances and the type of distribution with the quan-
tized data.

8. A coding system for transform image coding in
which discrete coefficients in a frame of two dimen-

45

50

65

8
sional blocks of coeliicients are quantized with different
numbers of quantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame, the system comprising. for assign-
ing the qnantization bits to the coefficients;

means for performing a two dimensional transform to
provide the discrete coefficients;

means for ordering the coefficients according to the
variance of the coetlicients through the frame;

means for grouping the coefficients in hit groups
according to the number of hits, it’ any. aiready
assigned thereto and for regrouping the coeffici-
cuts as each bit is assigned;

means for providing normalized changes in quantiza-
tion error as a function of signal distribution;

means for determining. for each of a plurality of
quantization bits per block. the reduction in quanti-
zation error for the frame ofbiocirs with the assign-
ment of a quantization bit to the coefficient of each
bit group having the largest variance by computing
the product of the variance of the coefficient and
the normalized change in quantization error;

means for comparing the determined reductions in
quantization error and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantmtion error is associated; and

means for quaritizing the coefficient of each block of
coefficients with the assigned number of bits.

9. A method of quantizing discrete coeilicients in
blocks of coefficients with different numbers of quanti-
zation bits per coefficient and like numbers of bits per
corresponding coefficients in the blocks, the method
comprising:

for a frame of a plurality of coefficients. ordering the
coefilcients according to the variance of the coeffi-
cients through thefiame; -. _ _ _ - _ I

a number of quantization" bits to each of ii
plurality ofcoefiicients in 'eac1i_bl_ock and grouping
the coefficients in bit groups according to the num-
ber of thus assigned bits. the bits being assigned by
determining. for each of a plurality of quantization
bits per block. the reduction in quantization error
for the frame of blocks with assignment of the
quantization hit to the coefficient of each bit group
having the largest variance, comparing the deter-
mined reductions in quantization errors and assign-
ing the next quantization bit to the coefiicient for
which the largest reduction in quantization error is
associated; and

quantizing the coefficients of each block of coeffici-
tints with the assigned number of bits.

19. A method as claimed in claim 9 further compris-
ing the step of performing a two-dimensional transform
to provide the discrete coefficients.

1]. A method as claimed in claim 9 wherein the re-

duction in quantization error is determined by comput-
ing the product of the variance of a coefficient and a
normalized change in quantization error.

12. A method as claimed in claim 11 wherein the

normalized change in quantization error is retrieved
from a lookup table.

13. A method its claim 12 further comprising the step
of providing the type of distribution for selecting the
normalized change in quantization error from the
lookup table.

14. A method as claimed in claim 11 further compris-
ing the step of identifying the type of distribution of the
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coefficients in order to determine the normalized
change in quantization error.

15. A method as claimed in claim 9 further compris-

ing the step of transmitting with the quantized coeffici-
eats signals indicative of the variances and type of dis-
tribution of the coefficients.

16. A method of assigning a number of quantization
bits to each of a plurality of discrete coefficients in
blocks of coefficients, the method comprising sequen-

tially assigning the available quantization bits to appro-
priate coefficients and grouping and regrouping the
coefiicienta in hit groups according to the number of
thus assigned bits, the bits being assigned by determin-
ing. for each assigned quantization bit, the maximum
reduction in quantization error for a frame of blocks of
coefficients with assignment of the bit to a predeter-
mined one of the coefficients of each bit group. and

assigning the bit to the coefficient, throughout the

10 .
frame of blocks of coefficients. which provides the
greatest reduction in quantization error.

17. A method as claimed in claim 16 further compris-
ing determining the reduction in quantization error
from a normalized change in quantization error which is
a function of the number ofbits already assigned to each
coefficient.

18. A method as claimed in claim 17 wherein the
normalized change in quantization error is determined
as a. function of the type of distribution of the coeffici-
ents.

iii. A method as claimed in 18 wherein the change in

quantization error is computed as the product of the
variance and the normalized change in quantization
error for the eoefficient having the iargest variance
within each group of coefficients having a particular
number of bits already assigned thereto.

20. A method as claimed in claim 16 wherein the

predetermined one of the coefficients of each bit group
is the coefficient having the largest variance.3 $ II I I
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ENCODING DECODING VIDEO
SIGNALS USING ADAPTIVE FILTER

SWITCHING CRITERIA

This is a continuation of copending application Ser. No. 5
O8/158,855 filed on Nov. 24, 1993.

BACKGROUND OF THE INVENTION
1. Field of the Invention’

The present invention relates to image processing, and, in
particular, to computer-implemented processes and systems
for decompressing compressed images.

2. Description of the Related Art ‘ . _
It is desirable to provide real-time audio, video, and data

10

conferencing between personal computer (PC) systems
communicating over an integrated services digital network
(ISDN). In particular, it is desirable to provide a video
compression/decompression process that allows (1) real-
time compression of video images for transmission over an

» ISDN and (2) real-time decompression and playback on the
host processor of a PC conferencing system.

It is accordingly an object of this invention to overcome
the disadvantages and drawbacks of the lmown art and to
provide a video decompression process that allows real-time
audio, video, and data conferencing between PC systems
operating in non-real-lime windowed environments.

Further objects and advantages of this invention will
become apparent from the detailed description of a preferred ’

I embodiment which follows. -

SUMMARY on ma INVENTION

The present invention is a computer-implemented process

2

‘ generating an energy measure value. corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with an energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference flame in accordance with the comparison.
A third video frame is encoded using the second reference
frame. The energy measure threshold value corresponding to
the selected quantization level for the block having been.
determined by: encoding one or more training video frames
using each of it plurality of quantization levels to generate a
plurality of encoded training video frames; decoding the

encoded training video franres to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measurethreshold
value for each of the quantization levelsin accordance with
the decoded training video flames.

The present invention is also a computer-irnplernented
process and apparatus for decoding video signals. According
to a preferred embodiment, an encoded first video frame is
decoded to generate a first reference framc;'A block of an
encoded second video frame is decoded to generate a block
of a‘ second reference frame, by: (1) generating an energy
measure, value corresponding to the block of theencoded
second video frame; (2). comparing the energy measure
value with an energy measure threshold value corresponding
to a selected quantization level for the block; and (3)
applying a filter to generate the block of the second reference
flame in accordance with the comparison’. An encoded third
video frame is decoded using the second reference frame.
The energy measure threshold value corresponding to the
selected quantization level for the block having been deter-
mined by: encoding one ormore training video frames using
each of a plurality of quantization levels to generate a

and apparatus for encoding video signals. According to a
preferred. embodiment, one or more training video flarnes
are encoded using a‘ selected quantization level to generate
one or more encoded training video frames. The encoded
training video frames are decoded to generatetonevor more
decoded training video frames and one or more energy
measure values are generated corresponding to the decoded
training video frames. This training processing is performed
for a plurality of quantization levels and an energy measure
threshold value is selected for each of the quantization levels
in accordance with the decoded training video frames. A first
reference frame is generated corresponding to a first video
frame. A block of a second video frame is encodedvusing the
first reference flame and a selected quantization level to
generate a block of an encoded second‘ video frame. The
block of the encoded second video frame is decoded to

generate a block of a second reference frame, by: (1)
generating an energy measure value corresponding to the
block of the encoded second video frame; (2) comparing the

plurality of encoded trainingvideo frames; decoding the
encoded training video frames to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects, features, and advantages of the present
invention will become more fully apparent from the follow-
ing detailed description of the preferredyemhodiment, the

- appended claims, and the accompanying drawings in which:

FIG. 1 is a block diagram representing real-time point- ‘
to-point audio, video, and data conferencing between two
PC systems, according to a preferred embodiment of the
present invention;

energy measure value with the energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame in accordance with the comparison.
A third video frarneis encoded using the second reference

frame. I V .
According to another preferred embodiment, a first ‘ref-

erence frame is generated corresponding to a first video
flame. A block of a second video frame is encoded using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame. The
block-of the encoded second video flame is decoded to _
generate a block of a second reference frame, by: (1)

65

FIG. 2 is a block diagram of the hardware configuration
of the conferencing system of each PC system of FIG. 1;

FIG. 3 is a block diagram of the hardware configuration
of the video board of the conferencing system of FIG. 2;

FIG. 4 is a block diagrarn of the hardware configuration
of the audiolcomm board of the conferencingvsystem of
FIG. 2;

K FIG. 5 is a block diagram of the software configuration of
I the conferencingsystem of each PC system of FIG. 1;

FIG. 6 is a block diagram of a preferred embodiment of
the hardware configuration of the audio/comm board of
FIG. 4;
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FIG. 7 is a block diagram of the conferencing interface
layer between the conferencing applications of FIG. 5, on
one side, and the com, video, and audio managers of FIG.
5, on the other side; —

‘FIG. 8 is a representation of the conferencing call finite
state machine (FSM) for a conferencing session between a
local conferencing system (i.e., caller) and a remote confer-
encing system (i.e., callee);

V FIG. 9 is a representation of the ‘conferencing stream FSM
for each conferencing system participating in a conferencing

V session; _ -

FIG. 10 is a representation of the video FSM for the local
video stream and the remote video stream of a conferencing
system during a conferencing session;

FIG. 11 is a block diagram of the software components of
the video manager of the conferencing system ‘of FIG. 5;.

FIG.‘ 12 is a representation of a sequence ofN walldng key
frames; ‘

FIG. 13 is arepresentation of the audio FSM for the local
audio stream and the remote audio stream of a conferencing

system during a conferencing session;
FIG. 14 is 3 block diagram of thevarchitecture ofthe audio

subsystem of the conferencing system of FIG. 5;
FIG. 15 is a block diagram of the interface between the

audio task ofFIG. 5 and the audio hardware of audiolcomm
board of FIG. 2; ' _ '

FIG. 16 is a block diagram of the interface between the
audio task and the com task of FIG; 5:

FIG. 17 is a block diagram of the com subsystem of the
conferencing system of FIG. 5;

_ FIG. 18 is .a_ block diagram of . the comm subsystem
architecture for two conferencing systems of FIG. 5 partici-
pating in a conferencing session;

FIG. 19 is a representation of the comm subsystem
application FSM for. a conferencing session between a local
site and a remote site; ‘

FIG. 20 is a representation of the com subsystem ‘
connection FSM for a conferencing session between a local
site and a remote site; , _, t .

FIG. 21 is a representation of thecomm subsystem control
channel handshake FSM for a conferencing session between
a local site and a remote site;

FIG. 22 is a ;representation of the com subsystem
channel establishment FSM for a conferencing session
between ‘a local site and a remote site; V

FIG. 23 is a representation of the comm subsystem
processing for a typical conferencing session between a
caller and a callee; ‘

FIG. 24 is a representation of the struct1.u'e of a video
packet as sent to or received from the com subsystem of

_ the conferencing system of FIG. 5;;
FIG. 25 is a representation ‘of the ..ompressed video

bitstream for the conferencing system of FIG. 5;

FIG. 26 is a representation of a compressed audio packet
for the conferencing system of FIG. 5;

FIG. 27 is a representation of the reliable transport comm
packet structure; I I ’

FIG. 28 is a representation of the unreliable transport
comm packet structure; -‘ . _

FIG. 29 are diagrams indicating typical connection. setup
and teandown sequences; ’ _

FIGS. 30 and 31 are diagrams of the architecture of the
audioleomm board; and

4

FIG. 32 is a diagram of the audio/comm board environ-
ment.

DESCRIPTION OF THE PREFERRED
EMBODIMENT(S)

Point-To-Point Conferencing Network .
Referring now to FIG.'1, there is shown a block diagram

representing real-time point-to-point audio, video, and data
conferencing "between two PC systems, according to a
preferred embodiment of the present invention. Each PC
system has a conferencing system .100, a camera 102. a
microphone 104; a monitor 106,’ and :1 sp alter 108. The
conferencing systemscommunicate viaan integrated ser-
vices digital network (ISDN) 110. Each conferencing system
100 receives, digitizes, and compresses the analog video
signals generated by camera 102 and the analog audio
signals generated by microphone 104. The compressed
digital video and audio signals are transmitted’ to the other
conferencing system via ISDN 110, where they are decom-
pressed and convenedfor play on monitor 106 and speaker
108, respectively.’ Inaddition, each conferencing system 100
may generate and transmit data signals to the other confer-
encing system 100 for play on monitor 106. In a preferred
embodiment, the_ video and data signals are displayed in
difl"erent windows on monitor 106. Each conferencing sys-
tern 100 may also display the locally generated video signals
in a separate ‘window. . p

_ Camera 102 may be any suitable camera for generating
NSTC or PALanalog video signals. Microphone 104 may be
any suitable microphone for generating analog audio sig-
nals. Monitor 106 may be any suitable monitor for display-

' ing video and graphics images and is preferably a VGA
monitor. Speaker 108 may be any. suitable device for playing
analog audio signals and is preferably a headset.
Conferencing System Hardware Configuration ‘

Referring now to FIG. 2, there is shown a block diagram
of the hardware configuration of each conferencing system
100 of FIG. 1, according to a preferred embodiment of the
present invention. Each conferencing system 100 comprises
host processor 202, video board 204, audio/comm board
206, and ISA bus 208._ I

Referring now to FIG. 3, there is shown a block diagram
of the hardware configuration of video board 204 of FIG. 2,
according to a preferred embodiment of the present inven-
tion. Video board 204 comprises industry. standard architec-
ture CISA) bus interface 310, video but: 312, pixel processor
302., video random access memory (VRAM) device 304. '
video capture module 306, and video analog4to~digital
(AID) converter 308. ’

Referring now to FIG. 4, there is shown a block diagram
of the hardware configuration of audiolcomm board 206 of
FIG. 2, according to a preferred embodiment of the present
invention. Audio/commvboard 206 comprises ISDN inter-
face 402, memory 404, digital signal processor (DSP) 406,
and ISA bus interface 408, audio input/output (1/0) hard-
ware 410. , .

Conferencing System Software Configuration
Referring now to FIG. 5. there is shown a block diagram

of the software configuration each conferencing system 100
of FIG. 1, according to a preferred embodiment of the
present invention. Video microcode 530 resides and runs on
pixel processor 302 of video board 204 of FIG. 3. Com
task 540 and audio task 538 reside and run on DSP 406 of
audiolcomm board 206 of FIG. 4. All of the other software

modules depicted in FIG. 5 reside and run on host processor
202 of FIG. 2.
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Video. Audio, and Data Processing ‘
Referring now’ to FIGS._3, 4, and 5, audio/video confer-

encing application 502 running on host processor 202 pro-
vides the top-level local control of audio and video confer-
encing between a" local conferencing system (i.e., local site
or endpoint) and a remote conferencing system (i.e., remote
site or endpoint). Audio/video ‘conferencing application 502
controls local audio and video processing and establishes
links with the remote site for transmittingvand receiving
audio and video over the ISDN. Similarly, data conferencing
application 504, also running on host processor 202, pro-
vides the top-level local control of data‘ conferencing
between the local ‘and remote sites. Conferencing applica-
tions 502 and 504 "communicate with the audio, video, and
com subsystems using conferencing application‘ program-
ming interface (API) 506, video API 508,'comm API 510,
and audio API 512; The functions of conferencing applica-
tions S02 and 504:and the AP_Isvthey'usc are described in
further detail later in this specification. '

, During conferencing, audio I/0 hardware 410 of audio/
comm board 206 digitizes analog audio signals received
from microphone 104 and stores the resulting uncompressed
digital audio tomemory 404 via ISA bus interface 408.
Audio task 538. running on DSP 406, controls the compres-
sion of thevuncompressed audio and stores the resulting
compressed audio back tomernory 404. Comm task 540,
also running on DSP 406, then formats the compressed
audio format for ISDN transmission and transmits the com-
pressed ISDN-forrnatted audio In ISDN interface 402 for
transmission to the remote site over ISDN 110.

ISDN intcrfaee_402 also receives from ISDN 110 com-
pressed ISDN-formatted audio generated by the remote site
and stores the compressed ISDN-formatted audio to memory
404. Comm task 540 then reconstructs the compressed audio . _
format and stores _the compressed audio back to memory
404. Audio-task 538 controls the decompression of the
compressed audio and stores -the resulting decompressed _,
audio back to memory 404. ISA bus interface then transmits
the decornpressed audio to audio I/O hardware 410. which
digital-to—analog (DIA) converts the decompressed audio
and transmits the resulting analog audio signals to speaker
108 for play. ' ' ' -

Thus, audio capturelcompression and decompression]
playback are preferably performed entirely within audiol
comm board_206 without going through the host processor.
As a result, audio is preferably continuously played during
a conferencing session regardless of what other applications
are nmning on host Tprocessor 202. ’ ' .

Concurrent with the audio processing, video A/D cou-
verter 308 of video board 204 digitizes analog video signals
received from camera 102 and transmits the resulting digi-
tized video to video capture module 306. Video capture
module 306 decodes the digitized video into YUV color .
components and delivers uncompressed digital video bit-
maps to VRAM 304 via video bus 312. Video microcode
530, nmning on pixel processor 302, compresses the uncom-
pressed video bitmaps and stores the resulting compressed
video back to VRAM 304. [SA bus interface 310 then
transmits, via ISA bus 208 the compressed video to host
interface 526 running on host processor 202. ' V ‘

Host interface 526 passes the compressed video to video
manager 516 via video capture driver 522. Video manager.
516 calls audio manager 520» using audio API‘ 512 for
synchronizadon, information. Video manager 516 then time-
stamps the video for synchronization with the audio. Video
manager 516 passes the time-stamped compressed video to
communications (comm) manager 518 using comm appli-

6
cation programming interface (API) 510. Comm manager
518 passes the compressed video through digital signal
processing“ (DSP) interface 528 to ISA bus interface 408 of
audio/comm board 206. which stores the compressed video
to memory 404. Comm task 540 then formats the com-
pressed video for ISDN ‘ transmission and transmits ‘the
ISDN-formatted compressed video to ISDN interface 402
for transmission to the remote site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 ISDN-
formatted compressed video generated by the remote site
system and storesthe ISDN-formatted compressed video to
-memory 404. Comm task 540 reconstructs the compressed
video format and stores the resulting compressed video back
to memory 404. ISA bus interface then transmits the com-
pressed video to comm manager 518 via ISA bus 208 and
DSP interface 528. Comm manager 518 passes the com-
pressedvideo to ‘video manager 516 using comm API 510.
Video manager 516 decompresses the compressed video and
transmits the decornpressed video to the graphics device
interface (GDI) (riot shown) of Microsoft® Windows for
eventual display in a video window on monitor 106.

For data conferencing, concurrent with audio and video
conferencing, data conferencing application 504 generates
and passes data to cominrnanager 518 using conferencing
API 506 and com API 510. Comm manager 518 passes the
data throughboard DSP interface 532 to ISA bus interface
408. which stores the data to memory 404. Comm task 540formats the ’ data for ISDN transmission and stores the

ISDN-formattedpdata back to memory 404. ISDN interface
402 then transmits the ISDN-formatted data to the remote
site over ISDN 110. g .

ISDN interface 402 also receives from ISDN 110 ISDN-

formatted data ‘generated by’ the remote site and stores the
ISDN-formatted data to memory 404. Comm task 540
reconstructs the data format and stores the resulting data
back to memory 404. ISA bus. interface 408 then transmits
the data to com manager 518, via ISA bus 208 and DSP
interface 528; Comm manager 518 passes the data to data
conferencing application 504 using comm API 510 and
conferencing API 506. Data conferencing application 504
processes the data and transmits the processed data to
Microsoi’r® Windows GDI (not shown) for display in a data
window on monitor 106.
Preferred Hardware Configuration for Conferencing System

Referring again to FIG. 2, host processor 202 may be any
suitable general-purpose processor and is preferably an
Intel® processor such as an lntel® 486 microprocessor. Host
processor 202 pr.;'erably has at least 8 megabytes of host
memory. Bus 208Vmay be any suitable digital communica-
tionsbus and is preferably an Industry StandardArchitecture

' (ISA) PC bus. Referring again to'FIG. 3, video AID con-
verter 308 of video board 204 may be any standard hardware
for digitizing and decoding analog video signals that are
preferably VNTSC or PAL standard video signals. Video
capture module 306 may be any suitable device for captur-
ing digital video color component bitmaps and is preferably
an Intel® A_ctionMedia® [1 Capture Module. Video capture
module 306 preferably captures video as subsarnpled 4:l:l
YUV bitmaps (i._e., YUV9 or YVU9). Memory 304 may be
any suitable- computer memory device for storing data
during video processing such as a random access memory
(RAM) device and is preferably a video. RAM (VRAM)
device with at least 1 megabyte of data storage capacity.
Pixel processor 302 may be any suitable processor for
compressing video data and is preferably an Intel® pixel

= processor such as an Inte1® i750® Pixel Processor. Video
bus 312 may be any suitable digital communications bus and
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is preferably an Intel® DVI® bus; ISAvbus interface 310
may be any suitable interface between ISA bus 208 and
video bus 312, and preferably. comprises three *Intel®
ActionMedia® Gate Arrays and ISA configuration jumpers.

Referring now to FIG. 6, there is shown a block diagram
of a preferred embodiment of the hardwarevconfiguration of
audio/comm board 206 of FIG. 4. This preferred embodi-
ment comprises:

Two 4-wire S-bus RJ-45 ISDN interface connectors, one
for output to ISDN 110 and one for input from ISDN
110. Fan of ISDN interface 402 of FIG. .4. ‘

Standard bypass relay allowing incoming calls to be
redirected to a down-line ISDN phone, (not shown) in
case conferencing system power is on" or conferencing
software is not loaded. Part of ISDN interface 402.

Two standard analog isolation and filter circuits for inter-
facing with‘ ISDN 110. Part of ISDN_ interface 402.

Two Siemens 8-bit D-channel PEB2085 ISDN interface

chips. Part of ISDN interface 402. _ ' _
Texas Instruments (TI) 32-bit 33 MHz 320031 Digital

Signal Processor. Equivalent to DSP 406. .
Custom ISDN/DSP interface application_ specified inte-

grated circuit (ASIC) to provide interface between 8-bit
Siemens chip set and 32-bit TI DSP. Part of ISDN

V interface 402. ‘ _ -

256 Kw Dynamic‘ RAM (DRAM) memory device. Part
memory 404. — _

32 Kw Static RAM (SRAM) memory device. Part of
memory 404. I . —

Custom. DSPIISA interface ASIC to provide, interface
between 32-bit TI DSP and ISA bus 208. Part of ISA

bus interface 408. p ;
Serial EEPROM to provide software jumpers for DSPI

’ ISA interface. Part of ISA bus interface 408.
Audio Codec. 421 5 by Analog Devices. Inc. for sampling

audio in format such as ADPCM, DPCM, or PCM
format. Pan of audio I/0 hardware 410.

Analog circuitry to drive audio I/O with internal speaker
for playback and audio jacks for inputof analog audio
from microphone 104vand for output of analog audio. to
speaker 108. Part of- audio I/O hardware 410.

Referring now to FIGS. 30 and 31, there are shown
diagrams of the architecture of tbeyaudiolcomm board. The
audio/comrn board consists basically of a slave ISA inter-
face, a TMS320C31 DSP core, an ISDN BR1 S interface,
and a high quality audio interface.

The C31 Interface is a 32-bit non-multiplexed dataport to I
the VC ASIC. It is designed to operate with a 27-33 Mhz
C31. The. C31 address is’ decoded for the ASIC to live»
between 400 OOOH and 4417 All accesses to local
ASIC registers (including the FIFO’s) are 0 wait-‘state.
Accesses to the I/O bus (locations 440 OOOH through 44F
FFFH) have 3 Wait states inserted. Some or the registers in
the ASIC are 8 _and 16 bits wide. In these cases, the datais
alignedto the bottom (bit 0 and_up) of the C31 data word.-
The remainder of the bits will be read as a “0”. All
non-existent or reserved register locations will read as a “O".

ISA Bus Signals

AEN

5

8

The B-channel interfaces provide a 32-bit data path to and
from the El and B2 ISDN data channels. They are FIFO
buffered to reduce interrupt overhead and latency require-
ments. The Line-side and Phone-side interfaces both support
transparent data transfer—used for normal phone-call,l
FAX, modem and H.221 formatted data. Both interfaces also
support HDLC formatting of the B data per channel to
support V.l20 “data data” transfer. _

The receive and transmit FIFO‘ 5 are 2 words deep, a word
being 32 bits wide (C31 native data width). Full, half and

. empty indications for all FIl~D's are provided in the B-chan-
nel status registers. Note that the polarity of these indications
vary between receive and transmit. This is to provide the
correct interrupt signaling for interrupt synchronized data
transfer. ‘ . .

The transparent mode sends data received in the B-chan-
nel transmit FIFO's to the SSI interface of the ISACs. The
transmitted data is not formatted in any way other than
maintaining byte alignment (i.e., bits 0, 8, 16, 24 of the FIFO
data are always transmitted in bit 0 of the B—channel data).
The written ‘FIFO data is transmitted byte 0 first, byte 3
last——where byte 0 is bits 0 through 7, and bit 0 is sent first.

Transparent mode received data is also byte aligned to the
incoming B-channel data strearn. and assembled as byte 0,
byte 1, byte 2, byte 3. Receive data is written into the receive
FIFO after all four types have arrived.

The ISAC IIO Interface provides an 8 bit multiplexed data
bus used to access the Siemens PEB2085s (ISAC). The 8
bits of I/Ovaddress come from bits 0 through ‘I of the C31
address. Reads and writes to this interface add 3 wait-states
to the C31 access cycle. Buffered writes are not supported in

V this version of the ASIC.
Each. ISAC is mapped directly into its own 64. byte

address space (6 valid bits of address). Accesses to the ISAC
are 8 bits wide and are located at bit positions 0 to 7 in the
C31 32 bit word. Bits 8 through 23 are returned as “0"s on
reads.

The PB2085s provide the D-channel access using this
interface. V

The Accelerator Module Interface is a high bandwidth
serial communication path between the C31 and another
processor which will be used to add MIPs to the board.
Certain future requirements such as g.728 audio compres-
sion will require the extra processing power.

The data transfers are 32bit words sent serially at about
1.5 Mbitsls. The VC ASIC buffers these transfers with

FICOs which are 2 words deep toreduce interrupt overhead
and response time requirements. The status register provide
flags for FIFO full, half, empty and overlunder-run (you
should never get an under-rim). Any of these can be used as
interrupt sources asselected in the Serial Port Mask register.

The following paragraphs describe the ISA interface of
the audiolcomm board. The ISA interface is the gate ‘array
that provides an interface between the multi-function board
and the ISA bus. Further, the ASIC will control background

' tasks between a DSP, SAC, and Analog Phone line inter-
faces. The technology chosen for the ASIC is the 1 micron
CMOS—6 family from.N'E'JC.

. Referring now toFIG. 32, there is shown adiagram of the
audio/comm board environment. The following is a descrip-
tion of the signal groups.

The address enable signal is used to de-gated the CPU and other
devices from the bus during DMA cycles. When this signal is active
(high) the DMA controller has control of the bus. The ASIC does not
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_ -continued

-respond to bus cycles when AEN is active.
The I/0 16-bit chip select is used by 16-bit IIO devices to indicate that
it can ‘accommodate a 16-bit transfer. This signal is decoded oh‘ of
address only.
This is an active low signal indicating the an IIO write cycle is
being performed. -.
This is an active low signal indicating the an 1/0 read cycle is being
performed. V ’ ‘
These signals are interrupt requests. An inter-mpt request is generated
when an IRQ is raised from a low to a high The IRQ must remain
high until the interrupt service routine acknowledges the interrupt.
This signal is used to initialize system logic upon power on.
The system bus high enable signal indicates that data should be driven
onto the upper byte of the 16-bit data bus.
These are the system address lines used to decode I/0 address space
used by the board. This scheme is compatible with the [SA bus.
These addresses are valid during the entire command cycle.
These are the system data bus lines.

HICLK is the DSP primary bus clock. All events in the primary bus
are referenced to this clock. The frequency of this clock is half the
frequency of the clock driving the DSP. See the TMS320C31 data
manual chapter 13.
’I‘ht-.se’are the DSP 32-bit data bus. Date lines 16. 17. and [8 also
intn-face to the EEPROM. Note tha_t the‘DSP must be in reset and thedata. bus tristated before access to the EEPROM. This date bus also
supplies the board ID when the read while the DSP is reset (see
HAUTOID register). '
This is the DSP active low reset signal.
"I'bese DSP address lines are used to decode the address space byASIC. .
This signal lndimtcs whether the current DSP external access is a read
(high) or a write (low) ' . _
_This is an active low signal form the DSP indicating that the current -
cycle is to the primary bus. .
This signal indicates that the current cycle being performed on the
pt-ir'nrrry_bus of the DSP can be completed. .
The Hold signal is an active low signal used to request the DSP
relinquish control of the primary bus. Once the hold has been
acknowledge all address, data and status lines are tristnted until Hold
isreleased. This signal will be used to implement the DMA andDRAM Refiesh. -
This is the Hold Acknowledge signal which is the active low indication
that the DSP has relinquished control of the bus.
This (.31 interrupt is used byvthe ASIC for DMA and Command
interrupts. . .
Interrupt the C31 on COM Port events.
Analog Phone Interrupts.

These signals are active low write strobcs for rnemory banks 1 and 2.
These signals are active low output enables for memory banks 1 and 2.
This is 2. active low chip selected for the SRAM that makes up bank2.
This the active low column address strobe to the DRAM
This the active low ruw address stmbe to tire DRAM.
These signals are a 12 and ?A ns delay eftl-te I-IICLK.
Muir is the signal that controls the external DRAM address rnurt
When this signal is low the CA5 addresses are selected and when it is
high the RAS addresses are selected. .

This is the EEPROM clock signal. This signal is multiplexed with the
DSP data signal lDl6. This signal can only be‘ valid while the DSP isin reset.
This is the input data signal to the EEPROM. This signal is
multiplexed with the DSP data signal Dl7. This signal can only bevalid while the DSP is in reset.
This is the data output of the EEPROM. This signal is
multiplexed with the DSP data signal D18. This signal can only
be valid while the DSP is in reset.
This is the chip select signal for the EEPRDM. This signal is NOT
multiplexed and can only be drive active (HIGH) during DSP reset.

This signal contmls the SAC mode of operation When’ this signal is
high the sac is in data or master mode. When this signal is lw the
SAC is in control or slave mode. _ .
This is the Soundport clock input‘ signal. This clock will either
originate from the Soundport or the ASIC.
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r ' -continued

This serial daa input from the rsoundport. The data here is shified in
on the falling edge of the SP_CLK. . ‘
This is the serial data output signal for the Soundport. The data is
shifted out on the rising edge of the Sl’_CLK.
This is the frame synchronization signal for the Soundport. This signal
will originate front the ASIC when the Soundport is in slave mode or
the Soundport is being progrzuned in control mode. When the
Soundport is in master mode the frame sync will originate from the
Soundport and will have a frequency equal to the sample rate.

CODEC Signals

24.576MHZ This clock signal is used to derive clocks used within the ASIC and the
_ _ 2.048Ml-lz CODEC clock. _

COD__FS1. COD_FS2, DOC__FS3, CODJS4 These signals are the CODEC frame syncs. each signal correspond to
one;of the.fon.r CODECs.

COD_SDOUT This signal is the serial data output signal of the CODES.
O0D_SDlN This signal is the serial data input signal to the CODECs.
COD_SCLl( This a 2.048MHz clock used to clock data inand out of the four

CODECs. The serial data is clocked out on the rising edge and in on
the falling edge.

Analog Phone Signals

LPSENSLI Line 1 oil’ hook loop eurrmt sense. If this signal is low andBYPSRLY1 is high it indicates the Sell has gone ofl’ hook. If the
signal is low and the BYPSRLYI is low it indicates that the board has
gone ofi hook. This signal is not latched and therefore is a Real-time

» signal. - .
LPSENSPI-ll Set 1 otf hook loop current ‘sense. lfthis signal is low it indicates the

Set 1 has gone off hook. This can only take place when EYPSRLY1 is
low. This signal is not latched and therefore is n. Real-time-‘signal.

LPSENSL2 Line2 ofl‘ hook loop current sense. If this signal is low and
BYPSRLY2 is high it indicates the Set 1 has gone off hook. If the
signal is low and the BYPSRLY2 is low it indicates that the board has
gone ofl‘ hook. This signal is not latched and therefore is n Real-time»
signal. . .

LPSENSPH2 Set 2 at? hook loop current sense. Ifthis signal is low it indicates the
_Set 1 has gone oil‘ hook. This can only take place when BYPSRLY2 is

V low. This signals is not latched and therefore is a Real-time-signal.
RINIGDETLI . Line 1 Ring Detect. If this input signal is low the Line is

ringing. _
RlNGDEl'L2 Liner2 Ring Detect. If this input signal is low the Line is

' ringing. --
CALLDETL2 Call Detect for Line 1. This signal is cleared low by softwareto detect 1200 baud FSK data between the first and second

rings. ' p -
CALLDETL1 Call Detect for Line 2. This signal is cleared low by software

to deIectvl200 baud FSK data between the first and second1'“|-E3- . .. .
FDOX-{Ll Pulse Dlal Oh‘ hook for Line 1. This signal is pulsed to dial phone

numbers on pulse dial systems. It is also used to take the line oh’ hookwhen low. .
PDOHLZ Pulse Dial OE’ hook for Line 2. This signal is pulsed to dial phone

numbers on pulse dial systems. it is also used to take the line oil hook
when low. , ‘

BYPSRLY1 and 2 This is an active low output signal controlling the Bypass Relay output.
When high the board is by-passed and the Line (l or 2) is connected
the desk Set (l or 2).

Miscellaneous Signals

6.l44MHZ This 216.144 MHz clock signal used to drive the module that can
Attached to the board. The module will then use this signal to
synthesize any Erequency it requires. _

TBST1, TEST2, TEST3, TEST4 These are four test pins used by the ASIC designers two decrease ASIC
manufacturing test vectors. The TEST2 pin is the output of the nami-
trce used by ATE.

VDD. VSS

Those skilled in the an will understand that the present audio, and com, as well as the encode method for video
invention may comprise configurations of audio/comm (running on video board 204) and encode/decode methods
board 206 other than the preferred configuration of FIG; '6. 50 for audio (running on audio/comm board 206). The capa-
Software Architecture for Conferencing System . - , g bilities of the CSC infrastructure are provided to the upper

The software architecture of conferencing system 100 layer as a device driver interface (DDI).
shown in FIGS. 2 and 5 has three layers of abstraction. A ACSC system softwarelayer provides services for instan-
computerlsupported collaboration (CSC) infrastructure layer tinting and controlling the video and audio streams, syn-
comprises the hardware (i.e., video board 204 and audio! 55 chronizingthe two streams, and establishing and gracefully
comm board 206) and hostlboard driver software (i.e., host ending it call andiassooiated communication channels. This
interface 526 and DSP interface 528) to support video, functionality is provided in anapplication programming
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interface (APD. This API comprises the extended audio and
video interfaces and the communications APIs (i.e., confer-
encing API 506, video API 508, video manager 516, video
capture driver 522, com API 510, comm rnanager 518,
Wave API S14, Wave driver 524, audio API 512, and audio
manager 520). . . . . V

A CSC applications layer brings CSC to the desktop. The
CSC applications may include video armotation’ to video
mail, video answering machine, audio/video/data conferenc-
ing (i.e., audio/video conferencing application 502 and data
conferencing application 504), and group decision support
systems. - . . . ‘

Audio/video conferencing application 502 and data con-
ferencing application 504 rely on conferencing API 506,’
which in turn reliesupon video API 508. comAPI 510. and’
audio API 512_to,interface with video manager 516,.r:omrn
manager 518, and audio manager 520, respectively. Comm
API 510 and comm manager 518 provide a transport-
independent‘ interface (III) that ‘provides ’ communications
services to conferencing applications 502 and 504. The
communications software of conferencing system 100‘sup-
ports different transport mechanisms, such as ISDN (e;g.,
V.12O interface), SW56 (e.g., BATP's Telephone API), and
LAN (e.g., SPX/IPX, TCPIJP, or'NetBIOS).-'l11eTlI isolates
the ‘conferencing applications from the underlying transport
layer (i.e., transport-medium-specific DSP interface 528).
The"l'lI hides the ‘network/connectivity specific operations.
In conferencing system 100, the TH hides the ISDN layer.
The DSP interface 528 is hidden in the datalinkmodule
(DLM). The TH provides services to the conferencing
applications for opening communication channels. (within
the same session) and dynamically managing the bandwidth.
'Ihe,bandwidth is managed through the transmission priority
scheme. ‘ V ~

In a preferred embodiment in which conferencing system
100 performsvsoftware video decoding, AVI capture driver
522 is implemented on top of host interface 526 (the video
driver). In an alternative preferred-embodiment in which
conferencing system 100 performs hardware video decod-
ing, anAVI display driver is also implemented ontop ofhost
interface526. " ’ ~.

V The software architecture of conferencing system_ 100
comprises three major subsystems: video, audio, and com-

nmnicatiou. The audio and video subsystems ar'e.decoup1ed' _
and treated as “data types" (similar to-text or graphics) with ,
conventional operations like open, save, edit, and display.
The video and audio services are available to the applica-
tions through video-management and audio-management
extended interfaces, respectively.
AudioNideo Conferencing Application

Audiolvideo conferencing application 502 implements
thcconferencing user interface.,Conferencing application
502 is implemented as a Microsoft® Windows 3.1 applica-
tion. One childwindow will display the local video image
and a second child window will display the remote video
image._AudioIvideo conferencing application 502 provides 55
the following services to conferencing system 100:

Manage main message loop.

Perform initializationand registers classes.
Handle menus.
Process toolbar messages.

Handles preferences. ‘

Handles speed dial setup and selections.
Connect and hang up.

Handles handset window
Handle remote video.

14

Handle remote video window.
Handle local video._
Handle local video window.

Data Conferencing Application
Data conferencing application 504 implements the data

conferencing user interface. Data conferencing application
- is implemented as a Microsoft® Windows 3.1 application.
The data conferencing application uses a “shared notebook”
metaphor. The shared notebook lets the user copy a tile from
the computer into the notebook and review it with a remote
user during a call‘. When the user is sharing the notebook
(this time is called a “meeting”), the users see the same
information on their computers, users can review it together,
and make notes_directly_ into the notebook. A copy of the
original file is placed in the notebook, so the original
remains unchanged. The notes users make during the meet-
ing are saved with the copy in a meeting file. The shared
notebook _.looks like a notebook or stack of_ paper. Confer-
enoe participants have access to the some pages. Either
participant can create a new page and till it with information
or make notes on an existing page. '
Conferencing API -

Conferencing API 506 of FIG. 5 facilitates the easy
implementation of conferencing applications 502 and 504.
Conferencing API 506 of FIG. ,5 provides a yneric confer-_
encing interface between conferencing applications 502 and
504 and the video, comm, and audio subsystems. Confer-
encing API 506 provides a high-level abstraction of the
services that individual subsystems (i.e., video, audio, and
comm) support. The major services include:

Making, accepting, and hanging—up calls.
Establishing and terminating multiple communication

channels for individual subsystems.

Instantiating and controlling local video and audio.
Sending video and audio to a remote site through the

network. .

Receiving, displaying. and controlling the remote video
_ and audio strearns. ‘ .

Conferencing applications 502 and ‘ 504 can access these
services through the high-level conferencing API 506 with-
out worrying about the complexities of low—level interfaces
supported in the individual subsystems.

In addition, conferencing API 506 facilitates the integra-
tion of individual softwarecomponents. It minimizes the
interactions between conferencing applications 502 and 504
and the video, audio. and com subsystems. This allows the
individual software components to be developed and tested
independent of each other. Conferencing API 506 serves as
an integration point that glues diiferent software components
together. Conferencing API 506 facilitates the portability of

' audiolvideo conferencing application 502.
Conferencing API 506 is implemented as a Microsoft

Windows Dynamic Link Library (DLL). Conferencing API
' 506 translates the functioncalls from conferencing applica-

tion 502 to the more complicated calls to the individual
subsystems (i.e., video, audio, and com). The subsystem
call layers (i.e., video API 508, com API 510, and audio
API 512) are also implemented in DLLs..As a result, the
programming of conferencing API 506 is simplified in that
conferencing API 506 does not need to implement more
complicated, schemes, such as dynamic data exchange
(DDE), to interface with other application threads that
implement the services for individual subsystems. For
example, the video subsystem will use window threads to
transmit/receive streams of video tolfrom the network.

Conferencing API 506 is the central control point for
supporting communication channel management (i.e., estab-
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lishing, terminating channels) for video and audio sub-
systems. Audiolvideo conferencing application 502 is
responsible for supporting communication channel manage-
ment for the data conferencing streams. ‘

Referring now to FIG. 7, there is shown a block diagram
of the conferencing interface layer 700 between.conferenc-
ing applications 502 and 504 of FIG..5,‘,on one side, and
com manager 518, video manager 516, and audio manager
520. on the other side. according to a preferred embodiment
of the present invention. Conferencing API 506 of FIG. 5 10
comprises conferencing primitive validator 704, conferenc-
ing primitive dispatcher 708. conferencing callback 706. and
conferencing finite state machine (FSM) 702 of conferenc-
ing interface layer 70001’ FIG. ,7. Comm API 510 of FIG. 5
comprises comm primitive 712 and com callback 710 of 15
FIG. 7. Video API 508 of FIG. 5 comprises video", primitive
716 of FIG. 7. Audio API 512 of FIG. 5 comprises audio
primitive 720 of FIG. 7. ’

Conferencing primitive validator validates the syntax ’
(e.g., checks the conferencing call state,‘channel state,-and
the stream state with the conferencing finite state machine
(FSM) 702 table and verifies the correctness of individual
parameters) of each API call. If an error is detected, primi-
tive validator 704 terminates. the call and retums the error. to

the application immediately. Otherwise,‘ primitive rvalidator
704 calls conferencing pr-iinitive dispatcher 708, which
determines which subsystem primitives to invokepnext.

Conferencing prirnitive dispatcher 708 dispatches and
executes the next confcrencing_APIpprimitive to start, or
continue to carry out the service requested by the‘applica-

V tion. Primitive dispatcher708 may be invoked either directly
from primitive validator 704, (i.e., to start the first ofa set of
conferencing API primitives) or from conferencing callback
706 to continue the unfinished processing (for asynchronous
API calls).‘Primitifve dispatcher 708 chooses the conferenc-
ing API primitives based onrthe information of the current
state, the type of ‘message/event, and the next primitive
being scheduled by the previous conferencing API primitive.

After collecting and analyzing the completion status from
each subsystem, primitivedispatcher 708 either (l)_retu'r'ns
the concluded message back to the conferencing application
by retuming'a message or invoking the application-provided
callback routine or (2) continues to invoke another primitive
to continueithe unfinished processing. ‘ '

There are a set of primitives (i.e.. comm primitives 712, I V
video primitives 716, and audio primitives 720) , imple-
mented for each API_call. Some primitives" are designed to
be invoked from a callback routine to carry out the asyn-
chronous services"; V ' ‘

The subsystem callback routine (i.e., comm callback,710)
returns the completion status of an asynchronous call to the
com subsystem tovconferencing callback 706; which will
conduct analysis to determine the proper ‘action to take next.
The cornra callback 710 is implemented as a separate thread
of execution (vthread.exe) that receives the callback
Microsoft® Windows messages from the com manager
and then calls VCI DLL to handle these messages.

Conferencing callback 706 retums the completion status
of an asynchronous call to the application. Conferencing
callback 706 checks the current message/event" type, ana-
lyzes the type against the current conferencing API'state and
the next primitive being scheduled‘ to determine the actions
to take (e.g.. invoke another primitive or retnm the message
to the application). If the processing is not complete yet,
conferencing callback 706 selects another primitive to con-
tinue the test of the processing. Otherwise. conferencing ,
callback 706 returns the completion status to the application.

60
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The conferencing callback 706 is used only for com
related conferencing API functions; all other conferencing
API functions are synchronous.

The major services supported by conferencing API 506
5 are categorized as follows;

Call and Channel Services (establishlterminatc a confer-
ence call and channels overthe call).

Stream Services (capture, play, record, link, and control
the multimedia audio and video streams).

Data Services (access and manipulate data from the
multimedia streams).

Interfacing with the Comm Subsystem
V Conferencing API 506 supports the following comm
services with the comm subsystem:

Call establishment"-—placc a call to start a conference.
Channel establishment—establish four comm channels

for incoming video. incoming audio. outgoing video.
and outgoing audio. These 4 channels are opened
implicitly as part of call establishment. and not through
separate APIs. The channel APIs are for other channels
(e.g;, data conferencing).

Call termination—hang up a call and close all. active
channels. ‘

25 Call Establishment
Establishment of a call between the user of conferencing

system A of FIG. 1 and the user of conferencing system B
of FIG. 1 is implemented as follows:

Conferencing Al-‘Is A and B call Beginsession to initialize
their comm subsystems.

Conferencing API A_ calls MakeConnection to dial con-
. ferencing API B's number.

Conferencing API B receives a CONN_REQUESTED
callback.

Conferencing.API B sends the call notification to the
graphic user interface (GUI); and if user B accepts the
call via the GUI, conferencing API B proceeds with the

following steps. _
Conferencing API B calls AcceptConnection to accept the

incoming call from conferencing API A _
Conferencing APIs A and B receives CONN__AC—

CEPTED message. '

Conferencing APIs A and B call RegisterChanMgr for
channel management. I

Conferencing API A calls Openchannel to open the audio
"channel.

Conferencing API B receives the Chan_Requested call-
_ back and accepts it via AcceptChannel.

Conferencing API A receives the Chan__Accepted call-
back. , = - _ _

l The last three steps are repeated for the video channel and
the control channel.

Conferencing API A then sends the business card infor-
mationon the control channel, which conferencing API

‘ B receives.

Conferencing API B then turns around and repeats the
above 6. steps (iLe., opens its outbound channels for
audio/video/control and sends its business card infor-

‘ mation on its control channel).
Conferencing APls A and B then notify the conferencing

applications with a CFM__ACCEPT__N'I'FY callback.
65 Channel Establishment

Video and audio channel establishment is implicitly done
as part of call establishment, as described above, and need
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not be repeated here. For establishing other channels such as
data conferencing’, the conferencing API passes through the
request to the com manager, and sends the comm manag-
er's callback to the user's channel manager.

Call Termination

5,488,570

Termination of a call between users~A and,B is imple- -
mented as follows (assuming usergA hangs up):

Conferencing API A unlinks locallremotc video/audiostreams from the-network. . .

Conferencing API A then calls the com manager's
Closeconnection. ‘

The com manager implicitly closes all channels; and
sends Chan_Closed callbacks to conferencing API A.

ConferencingAPI A closes its remote audio/video streams
on receipt of the‘Chan__Closed callback for its inbound
audiolvideo channels, respectively.

Conferencing API A then receives the CONN_CLOSE_
RESP fiom the com manager after thelcall is cleaned
up completely. Conferencing API A notifies its appli-
cation via a CFM__HANGUP_NTFY.

10

In the meantirne, the comm manager on B would have . .
received the hangup notification, and would have‘
closed its end of all the channels," and notified confer-
encing API B via _Chan_Closed. V

Conferencing API'B closes its remote audio/video streams
on receipt of the‘Cha1L_Closed, callback for its inbound
audio/video channels, respectively. _ ' . V, g ‘ V ’

Conferencing API B unlinks its local audiolvideo streams
from the network on’ receipt _of they Chan_Closcd
callback for its outbound audio/video channels. respec-
tively. . ' _

Conferencing. API B’ then receives a CONN_CLOSED
- notification from its comm manager. Conferencing API
B notifies its application viaCFM__l-lANGUP_NTFY.

Interfacing with the Audio and Video _Subsyst;ems .
Conferencing API-506 supports the following services

with the audio and video subsystems:

Capture/monitor/transmit local video streams.
Capture/transmit local audio streams.
Receive/play remote streams.
Control locallremote streams.

Snap an image from local video stream. I '
Since thevideo and audio streams are closely synchronized,
the audio and video subsystem services are described
together; ‘ V
Capt11relMonitor/Transmit Local Streams

The local video and audio streams are captured and 50
monitored as follows: _

Call AOpen to open the local audio sneam.
Call VOpen to open the local video stream.

45
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Call ACapture to capture the local audio stream from the
local hardware.

Call Vcapture to capture the local video stream from the
local hardware.

Call VMonitor to monitor thelocal video stream.
The local video and audio streams are begun to be sent out

to the remote site as follows: ’
Call ALinl<Out to connect the local audio stream to an

output network channel.
Call VLink0nt to connect the local video stream to an

output network channel. . _
The monitoring of the local video stream locally is

stopped as follows:

Call VMonitor(o£f) to stop monitoring the local video
‘ stream. p

ReceivelPlay Remote Streams
Remote streams are received from the network and played _as follows:

Call AOpen’to‘open the local audio stream.
Call VOpen to open the local video stream.
Call ALinkIn to connect the local audio stream to an input

network channel. ' »

Call VLinkIn to connect the local video stream to an input
network channel. , ' -

Call APlay to play the received remote audio stream.
Call VPlay to play thereceivcd remote video sueam.

Control Local/Remote Streams V
The local video and audio streams are paused as follows:
Call VLinkout(o'li) to stop sending local video on the

network.

Call AMute to stop sending local audio on the network. '
The remote video and audio streams are paused as fol-

lows:

If CF_PlayStream(ofl’) is called. conferencing API calls
’APlay(oli) and VPlay(off).

The local/remote video/audio streams are controlled as
follows: ‘ .

Call ACntl to control the gains of a local audio stream or
the volume of the remote audio stream.

Call VCntl to control such parameters as the brightness,
tint, contrast. color of a local _or remote video stream.

Snap an lmagefroin Local Video Streams
» A snapshot of the local video stream is taken and returned

as an image to the application as follows:
Call VGrabframe to grab the most current image from the

local video stream. "

' Conferencing API 506 supports the following function
calls by conferencing applications 502 and 504 to the video,
com, and audio subsystems:

Reads in the conferencing configuration parameters (e.g.‘. pathname of
the directory database and directory name in which the conferencing
software is kept) from an initialization file: loads and initializes the
software of the comm, video, and audio subsystems by allocating and
building internal data structures; allows the application to choose
between the message and the callback routines to return the event
notifications from the remote site.
Make: a call to the remote site to establish a connection for
conferencing. The call is performed asynchronously.
Accepts a call initiated from the remote site based on the information
received in the Cl-‘M_CALL_NTFY message.
Rejects incoming call, if appropriate, upon receiving a
CFM_CALL_.N'I'FY message.
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-continued

Hangs up a call thatpwas previously established; releases all resources.
including all types of vstrearns‘ and data structures} allocated during the
call.
Returns the current state of the specified call.
Stans the capture of analog video signals from the local camera and
displays the video in the loeal_video_window which is pre-opened by
the application. This function allows the user to preview hislher
appearance before sending the signals out to the remote site.
Starts the reception and display of remote video signals in the
rcrnotc.video_window. which is pr'e—opened by the application; starts
the reception and play of remote audio signals through the local
speaker. g p
Destroys the specified stream group that was created by CF__CapMon
or CF_PlrtyRcvd. As part of the destroy process. all operadorts (e.g,
sendinglplaying) beingperforrned on the stream group will be stopped
and all allowted system resources will be freed.
Uses AMute to turn on/off the mate function being performed on the
audio stream of a specified stream group. This function will
temporarily stop or restart the related operations. including playing and
residing. being performed on this stream group. This function may be
used to hold temporarily one audio stream and provide more bandwidth
for other streams to use.
Takes a snapshot of_ the video stream of the specified stream
group and relums a still image (reference) frame to the
application buffers indicated by the hbufler handle. .
Controls the capture or playback functions of the local or remote video
and audio stream groups, .

CF_l-langupcall

CF_GetCallState
CF_CapMon

CF_PlayRcvd

CF__Desn-oy

CF_Mute

Uses ALinkOttt to pauselttnpause audio. - g
Retums the current state and the audio video control block (AVCB)
data structure. preallocated by the application; of thespecified stream
groups. . I
Stnpslstarts the playback of the remote audiolvideo streams by calling
APlayNPlay. ‘

30

These functions are defined in further detail later in this

specification in It. section entitled “Data Strucotres, Func-
tions, and Messages." .. ’ -'

In addition, conferencing API 506 supports the following .
messages returned to conferencing applications 502 and 504
from the video, comm, and audio subsystems in response to
some of the abovo—listed functions:

—continued

called by caller.
Call state - state of caller and cause
during confemncing session. .
A hangttp or call cleanup is in progress.

ccsr_coNNccrcn
CCS'[’_CLOSING

Atthe CCST_.C0NNl.7£'I'ED state, the local application
may begin capturing, monitoring, and/or sending the local
audiolvideo signals to the remote application. At the same
time, the local application may be receiving and playing the
remote audio/videosignals, »

g Referringnow to FIG. 9, there is shown a representation
of the conferencing stream FSM for each conferencing
system participating in a conferencing session. according to
a preferred embodiment of the present invention. The pos
sible conferencing stream states are as follows:

Indicates that a call requestfrom the remote site has
been received
Indicates that a call statelprogress
notification has been received from
the local phone system support.
Indicates that the remote site has
acoeptedthe call request issued
lomlly.‘Also. sent to the accepting
application when CF_AcceptCall
completes. »
Indicales that the remote site has
rejected or the local site has failed
to make the call. ' _ .
Indicates that the remote site has
hung up the call.

CFM_CAL-L'_NTFY

CFMJROGRESSJVTFY

cr=M.AocatwrJn=v

Initialization state - state of local. and remote
streams aft: CCS'l"__CON'Nl3C'I‘ED state is

' tirst reached. ,
Capture state — state of local stream being
captured. Receive state - state of remote
stream being received.
Fail state - state of locallremote streamafter resource failure. .

CSSTJNITCFM,RElECl'_N'l‘FY

CFM_I-IANGUP_NTFY I CSSTJCHVE

_ _ . _ CSST__FAILURE
Referring now to FIG. 8, there ‘ts shown a representation

of the conferencing call finite state l'IlB.Ch1[lO_(FSM) for a 55
conferencing session between a local conferencing system
(i.e.. caller) and a remote conferencing system (i;e., callee),
according to a preferred embodiment of the present inven-
tion. The possible conferencing call states are as follows:

C$TJmL

CCST_IDLE

CCS'l‘_,CALL.lNG

Null State — state of uninitialized eallerl ‘
callee. ' ’
Idle State - state of callerlcallee ready
to make/receive calls. '
Calling state - state of caller trying tocall callee.

CCST__CALLED ' Called state ~ state of callee being

60

Conferencing stream FSM represents the states of both the
local and remote streams of each conferencing system. Note
that the local stream for one conferencing system is the
remote stream for the other conferencing system. ,

In a typical conferencing session between a caller and a
callee, both the caller and callee begin _in the CCST__NULL
call state of FIG. 8. The conferencing session is initiated by
both the caller and callcc calling the function CF_Init to
initialize their own conferencing systems. Initialization
involves initializing internal data structures, initializing
communication.-and configuration information, opening a
local directory data base, verifying the local user’s identity,
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and retrieving the user's profile infomration horn the data-
base. The CE__’Init function takes both the caller and callee
from the CCST_NULL call state to the CCST_lDLE call
state. The CF_Init function also places both the local and
remote streams of both the caller and callee in the CSST_ 5
INIT stream ‘state _of FIG. 9. ‘

Both the caller and callee call the CF__CapMon function
to start capturing local video and audio signals and playing
them locally, taking both the caller and callee local stream
from the CSST_DllT strearn state to the CSST__ACi"IVE
stream state. Both the caller and callee m'ay,then call the
CF’_Control function to control the local video and audio
signals, leaving all states unchanged. ‘ ’

The caller then calls the CF_MakeCall function to initiate
a call to the callee, taking the caller fiom the CCST_IDl.E
call state to the CCST__CALL1NG call state. The callee
receives and processes a CFM__CALL_NTFY message
indicating that a call has been placed from the caller, taking
the callee from the -CCST__‘IDLE call state to the CCST_
CALLED call state. The callee calls the CF___AcceptCall

. function to accept the call from the caller, the callee
from the CCST__CALLED call Stateto the CCST_CON-
NECTED call state. The caller receives and processes a
CFM_ACCEP'T__NTFY message indicating that the callee
accepted the call,.raking the caller from the CCST'__CALL-
ING call state to the CCST__CONNECTED call state. -

Both the‘ caller and callee then call the CF_PlayRcvd
I function to begin reception and play of the video and audio

streams from the remote site. leaving all_states—unchanged.
Both the caller and callee call the CF_SendSl:ream function
to start sending‘ the locally captured video and audio streams ‘
to the remote site, leaving all states unchanged. Ifnecessary.
both the caller and callee may therrcall the CF__Conu'ol
function to control the ' remote and audio streams,
again leaving allstates unchanged. The conferencing session
then proceeds with no changes to the call and stream states.
During the conferencing session,'the' application -may call
CF_Mute, CF_PlayStream, or CFT__SendStre‘arn. These
afl’ect the-state of the streams in the audiolvideo managers,
but not the state of the_ stream group. ‘ , .

When the conferencing session _is to be terminated, the
caller calls the CF_HangupCall function to end the confer-
encing session, taking the caller fiorn the CCST_CON-
NECIED call state to the CCST;IDLE call state. The callee
receives and processes a ‘CFM___'l-IANG_UP_NTFY message
from the caller indicating that the caller has hung up, taking
the callee from the CCST_CON_NECTED call state to the
CCS_T_IDLE call state. " _ ’ _

Both the caller and callee call the CF_Dest:roy frmclion to
stop playing the remote video and audio signals, taking both
the caller and callee remote streams from the CSS'I‘__
ACTIVE stream state to the CSST_lNIT stream state. Both
the caller and callee also call the CF_Destroy function to
stop capturing the local video and audio signals, taking both
the caller and callee local streams from the CSST_ACI‘IVE
stream state to the CSST_INrT stream state.

This described scenario is just one possible scenario.
Those skilled in the an will understand that other scenarios

2
may be constructed using the following additional functions
and state transitions:

If the callee .does_ not answer within a specified time
period, the caller automalitrally calls the CF__]~Iangup-
Call function to‘ hang up, taking the caller from the
CCST__CALLING call state to the CCST___IDLE call
state.

The callee calls the CF_RejectCall function to reject a
call from the caller, taking the callee from the CCST_
CALLED call state to the CCST_IDLE call state. The

caller then receives and processes a CFM_REIECl‘,,
N'I'FY message indicating that the callee has rejected
the caller’s call, taking the caller from the CCST_
CALLING call state to the OCST__IDLE call state.

The callee (rather than the caller) calls the CF_Hangup-
Call function to hang up. taking the callee fror_n the
CCST_CONNECTED call state to the CCST__IDLB

call state. The caller receives a CI-'M_HANGUP_
NTFY message-from the callee indicating that the
callee has hung up, taking the caller from the CCST_
CONNECTED call state to the CCSTJDLE call state.

The CF_GetCallState function may be called by‘ either the _
caller or the callee from any call state to determine are
current call state without changing the callstate.

During a conferencing session, an unrecoverable resource
failure may occur _in the local ‘stream or either the caller or
the callee causing thelocal stream to be lost. taking the local
stream from the CSST__ACTIVE stream state to the CSST__
FAILURE stream state. Similarly, an unrecoverable resource
failrue may occur in the remote stream ofeither the caller or
the callee causing the remote stream to be lost, taking the
remote stream from the CS ST__ACI'IVE stream state to the
CSST;__FAILURE stream state. In either case, the local site
calls the CF_Dest.noy function to recover from the failure,
taking the failed streamrfrom the CSST__FAILURE stream
state to the CSST_INIT stream state. ’

‘ The‘'CF_GctSl:rea.rnI_nfo function may be called by the
application from any stream state of either the local stream
or theremote stream to determine information regarding the
specified, stream groups. The CF__SnapStrearn and
CF_RecordSI:ream functions may be called by the applica-
tion for the local stream in the CSST_AC'1'IVE stream state
or for the remote stream (CF_RecordStrearn only) in the
CSST_ACTIVE stream state. All of the functions described

in this paragraph leave the stream state unchanged.
Video Subsystem I

The video subsystem of conferencing system 100 of FIG.
5 comprises video API 508,‘ video manager 516, video
capture driver 522, and host interface 526 running on host
processor 202 of FIG. 2 and video microcode 530 running
on video board 204. The following sections describe each of
'theseVconstituents of the video subsystem.
VideovAPI I _ ,

Video API’ 508 of FIG. 5 provides an interface between
audio/video conferencing application 502 and the video
subsystem. Video API 508 provides the following services:

Capture Service Captures a single video stream continuously from a local video
hardware source. for example, a video camera or VCR, and directs the
video stream to a video software output sink (i.e.. a network
destination).

Monitor Service Monitor: the video stream being captured from the local video
hardware in the local video window previously opened by theapplication. ‘
Note: This function intercepts and displays a video stream at the
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-continued

hardware‘ board when thesueétm is first captured. This operation issimilar to a "Short circuit" or a UNIX tee and is ditferent from the
“play" function. The play function gets and displays the video stream ;
at the host. In conferencing‘ system 100, the distinction between
monitor and play services is that one is on the board and the other at
the host. Both are carried out on the host (i.'e.. software playback).
ltathe'._the distinction is this: monitor service intercept: and displays.

, on the local system. a video stream that has been captured with the
Ioml hardware (generated locally). By oontrast, play service operates
on a video "stream that has been captured on a remote system‘: . .
hardware and then sent to the local system (generated remotely).
Suspends capturingvor playing of an active video stream; resumes
capturing or playing of a previously suspended video stream.
Grabs the-mt current complete still Unage, (called at refuenoe frame)
from the specified video stream and rentrns it to the application in the
Microsott 59 DIB (Deviee—lndependent Bitmap) format.
Plays a video streatn continuously by consuming the video frames from
a video software source (i.e‘.; a network source). >
Links a video network source to be the input of a video stream played
locally. This service allows applications to change dynamically the
sohwsre input source of a video stream , '
Links a network source to be the output of a video stream captured
locally. This service allows applications to change dynamically the
software output source of avideo stream.
Controls the video stream “on the fly," including adjusting brightness.
contrast, frame rate, and data rate. . . . —
Returns status and.int‘ormau'orn about a specified video stream.

Pause Service

image Capture

Play Service

Linlt—ln- Service

Link-Out suns

Control Service

lnformation Service
lrlitialization/Configumtion Initializes the video subsystem sndealculates the cost. in tetrns

of system resources, required to sustain emain video
configurations. These costs can he used by other mbsystetns to
determine the optimum product configuration for the given
system.

‘ Video API 508 supports the following function calls by 3°
‘ audiolvideo conferencing application 502 to the video sub-
. system:

Opens a video stream with specified attributes by
allocating all necessary system mmurces (e.‘g..
internal data structures) for it.

‘ Stmtslatnps capturing a video stream fiom a local
video hardware source. such as a video camera or
VCR. _ . '
Startslstops monitoring a video stream ctptttred
fromlocalavldeocametaorvcll.
Stattslstops playing a video stream from a V I
uetwotk,‘or remote, video source. When starting
to play, the video frat-nes are consumed from a
network video source and displayed in a window
pte-opened by the application. . . .
l..inlrsIunlinks a network . to/from a specified
video stream. which will be playedfis being played
locally. _ .
Linkslunlinb a_ network . . . tolfturn a specified
video stream.’ which will be cspturcdfs being
captured fmnt the local camera or VCR.
Grabs the most current still image (reference
frame) from a specified video stream and returns
the frame in anapplicntion-pmvided bufiet.

.Sl.Hl'ts/stops pausing a video stream capntredl
played locally. _Controls a video stream by adjusting its
parameters (e.g., tintlcontrast, frame/data rate).
Returns the status (VINFO and state) of a video
stream. . p _ . - V
Closes a video streatn and teleases all system
resources allocated for this stream. _
Initializes the video subsystem. starts capture and.
playback applications. and calculates system ’ '
ntiliz-scion for video configurations. . i _
Shuts down the video subsystem and stops the
capture and playback applications. .
Calculates and reports the percentage CPU ,
utilization required to support a given video _
stream. ‘ .

VOpen

VCapture

These functions are defined in further detail later in this

specification in st section entitled “Data Structures, Func-
tions, and Messages.” .

‘ Referring now to FIG. 10, there is shown arepresentation
of thevideo FSM for the local video stream and the remote

video stream of a conferencing system during a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible video states are as follows:

initial state - state of local and remote video
streams met the application calls the CF__lnit
function. .

, Open state - state of the locallremote video
stream afier system resotuces have beenallocated. -
Capture state — state of local video stream
being captured. _Link-out state - state of local video stream
being linked to video output (e.g.. network
output channel oi output file).Link-in state - state of remote video stream
being linked to video input (e.g.. network
input channel or input file). -
Play state '- state of remote video stream
being played. .
Error state - state of localltemote video
stream after a system resource failure occurs.

VS'l‘__lN1T

VST_OPEN

VS'l‘_CAP'I'URE

VST_LINl(OUT

VST_LINKlN

VS'l‘_PLAY

VST__ERROR

_In a typical conferencing session between a caller and a
callee. both the local and remote video streams begin in the
VST_INIT video state of FIG. 10. The application calls the
V0pen function to open the local video stream, taking the
local video stream from the VST__INlT video state to the

VST__OPEN. video ‘state. The application then calls the
VCapture function to begin capturing the local video stream,
taking the local video stream from the VST_0PEN video
state to the VS_T___CAPTURE video state. The application
then calls the VLinkOut function to link the local video
stream to the video output channel, taking the local video
stream from the VST_CAP‘TURE video state to the VST___
LINKOUT video state.
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The application calls the V0pen function to open the
remote video stream, taking the remote video stream from
the VST_lNIT video state to the VST_OPEN video state.
The application then calls the VLinkIn function to link the
remote video stream to the video input channel, taking the '5
remote video stream from the VST_OPEN video state to the
VST_LlNKIN video state. The application then calls the

. VPlay function to begin playing the remote video stream,
taking the remote video stream from the VST_LINKlN
video state to the VST__PLAY video state. The conferencing 1o

- session proceeds without changing the video states of either
the local or‘ remote video stream. . —

When the conferencing session is to be terminated, the
application calls the .VClose fiinction to close the remote
video channel, taking theremote video stream from the 15
VST_PLAY video state to the VST_INIT video ‘state. The

application also calls the VClose function topclose the local
video channel, taking the local video stream from the
VST_LlNKOUT video state to the VST__INIT video state.

This described scenario is just onepossible video see 20
nario. Those skilled in the/art will understand that other
scenarios may be constructed using the following additional
frmctionsand state transitions:

The application calls the VLinkOut function to unlink the _
local video stream from the video‘ output channel, 75
taking the local video slream from the VS’I‘__LINK-
0UT‘video state to the VST_CABlTlRE video state.

The applicationcalls the VCapture fimction to. stop cap-
turing the local video ‘stream, taking the local video
stream from the VST__CAl’TURE video state to the 3°
VST_OPEN video state. .

The application calls the VClose function to close the
local video stream, taking the local, video stream from
the ‘VST_OPEN video state’ to the VST__lNIT video
state. . A -

The application callsthe VClose function to close the
local video stream, taking the local video stream from
the VSI‘_CAPI'URE video state to the VST__IN1”I‘
video state. - _ - ' A

The application calls the VClose function to recover from
a system resource failure, taking the local video stream
from the VST__ERROR video state to the VST_lNlT
video state.

The application calls the_VPlay ftmotion to stop playing 45
the remote video stream, ‘taking the remote video
stream from the VVST__PLAY video state to the VST_
LINKIN video state. ~ -

The application calls the VLinl<In fimction to unliuk the
remote video stream from the video input channel,
taking the remote video stream from the VST__

LINKIN video state to the VST_OPEN video state.
The application calls the VClose function to close the

remote video stream, taking the remote video stream
fi'om the VST_OPEN video state to the VST_INTI‘

video state. V
The application calls the VClose function to close the

remote video stream, taking the remote video stream
from the VST_LINIGN video state to the VST_INIT 50
video state.
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video stream, except for the VST_lNlT state. The VPause
and VGrabFrame functions may be called by the application
for the local video stream from either the VST__CAPTURE
or VST_’LINKOUT video states or for the remote video
stream from the VST_PLAY video state. The VMonitor

function may be called by the application for the local video
stream from either the VS'l‘_CAPTURE or VST_LINK-

‘OUT video states. All of the functions described in this
paragraph leave the video state unchanged
Video Manager '

Referring now to FIG. 11, there is shown a block diagram
of the software components of video manager (VM) 516 of
FIG. 5, according to a preferred embodiment of the present
invention. Video manager 516 is implemented using five
major components:

(VM DLL 1102) A Microsufi ® Windows
Dynamic Link ubrary (DLL) that provides
the library of functions of video API 505.
(VCapt EXE H04) A Microsoft ® Windows

application (independently executable control
thread with stock, message queue. and data)
which controls the capture and distribution of
video frames from video board 204.
(VPlay I-‘XE 1106) A Micrusofi ® Windows
application which controls the playback (i.e.,
rhcode and display) of video frames received
from either the network or u co-resident
capture application.
(Netw DLL 1108) A Microsofl ® Windows
DLL which provides interfaces to send and
receive video frames across a network or in a
local loopback path to a co-resident playback
Ippliclllion. The New nu‘. hide: details of
the underlying network support from the
capture and playback applications and

implenrerrts (in a manner hidden from those
applications) the local loopback l‘u.uctiorL
(AVSync DLL lllll) A Microsoft (9 Windows
DLL which provides interfaces to enable the
synclrrurrizalion of video frames with a
separate stream of audio frarnes for the
purposes of achieving "lip-synclrroniulion."
AVSync DLL 1110 supports the
implementation of an audio-video
synchronization technique descr-flied later in
this specification

Library

Audio‘-Video
Synchroniution
Library

The five major components. and their interactions, define
how the VM implementation is decomposed for the pur-
poses-of an implementation. In addition, live techniques
provide fiill realization of the implementation:

A technique for initially starting. and _
restarting. a video stream. If a video stream
consists entirely of encoded "delta" frames,then the method of stream stanlrestan
quickly supplies the decoder with a ‘‘key''
or reference frame. Stream r-esrnn is used
when a video stream becomes out-of-sync
with respect to the audio. . _
An audio-video synchronization technique
for synchronizing a sequence. or stream, of
video frames with an external audio source.
A technique by which the video stream bit
rate is controlled so that video frame data
coexists with other video conferencing
components. This technique is dynamic in
nature and acts to "throttle" the video

Stream Restart

Synchronization

Bit Rate Throttling

The application calls the VClose frmction to recover from
a system resource failure, taking the -remote video
stream from the VST_ERROR video state to the

VST_INI'1‘ video state. v V 65
The VGetInfo and VCntl functions may be called by the

application fromvany video state of either the local or remote

Multiple VideoFormats

stream (up and down) in response to higher
priority requcsts (higher than video data
priority) made at the network interface.
A technique by which multiple video
formats are used to optimize transfer,
decode. and display costs when video frames
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-continued

are moved between video board 204 and
host processor 202. This technique balances
video frame data transfer overhead with ’
host processor decode and display overhead
in order to implement eiiiciently a local

_ video monitor. ' .
‘A selfcalibnnion technique which it used to
determine the amount of motion video PC
system can support. This allows .
conferencing systern:l00 to vary video
decode and display configuration: in order
to run on a range of PC systems. it is V
particularly applicable in software-playback
systems.

Self-Calibration

i Capl;u.reIPlayba.ck Video Etfects ; ‘
_ This subsection describes ‘an important feature of the VM
implementation that has an impact on the implementation of

’ both the capture and playback applications (VCapt EXE
. 1104 and VPlay EXE 1106). One of the key goals of VM

capture and playback is that while local Microsofl® Win-
dows application activity may impact local video playback,
it need not effect remote video playback. That is. due to- the
non-preemptive nature of the Microsoft® Windows envi-
ronment, the VPlay application may not get control to run,
and as such. local monitor and remote playback will be
halted. However, if captured frames are delivered as a part
of capture hardware interrupt handling. and network inter-
faces are accessible at interrupt time, then captured video

’ frames can betransrnitted on the network, regardless of local
conditions.‘ ’ _ ‘

With respect to conferencing system 100, both of these
conditions aresatisfied. Thisis an‘ iinp‘ortant,f‘eature in an
end-to-end conferencing situation, where the local endpoint
is unaware of remote endpoint processing, and - can only
explain local playback starvation as a result of local activity.
The preferred capture and playback application design
ensures that remote video is not lost due to remote endpoint
activity. »
Video Stream Restart-

'Ihe preferred videocompression method for conferenc-
ing system 100 (i.e., ISDN rate video or IRV) contains no
key frames (i.e., reference frames). Every frarue is a delta
(i.o., difference) frame based on‘ the preceding decoded
video frame. In order to establish a complete video image,
IRV dedicates a small part (preferably 1/ssth) of each delta
frame to key frame data. 'I'he‘pa1-t of an IRV delta frame that
is key is complete and does not require inter"-frame decade.
The position‘ of the key information is relative. and is said to
“walk" with respect to a delta frame sequence, so that the use
of partial key information may be referred to as the “walking
key frame." _ _

Referring now to FIG. 12, there is shown arepresentation
of a sequence of N walking key frames. For a walking key
frame of size 1/N, the kth frame in a sequence of N frames,
where (k<=N), has its kth component consisting of key
information. On decade, that kth component is complete and
accurate. Provided frame k+l is decoded correctly, the kth
component of the video stream will remain accurate, since
it is based on a kth key component and a k+l correct decode.
A complete key frame is generated every N frames in order
to provide the decoder with up-to-date reference information
within N frames. V i .

For a continuous and uninterrupted stream of video
frames, the walking key frame provides key information’
without bit—rate fluctuations that would occur if a complete
key frame were ‘sent at regular intervals. However, without
a complete key flame, video stamp requires collecting all
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walking key frame components, which requires a delay of N
frames. If video startup/restart occurs often, this can be
problematic, especially if N is large. For example, at 10
frames per second (fps) with N=85, the stamp/restart time to
build video from. scratch is 8.5 seconds. .

» In order to accelerate IRV'stream startup and restart, an
IRV capture driver "Request Key,Frame’? interface is used to
generate a complete key frame on demand. The complete
key frame .“compresses” N frames of walking key frames
into a single frame, and allows immediate stream startup
once it-isvreceived and decoded. Compressed IRV key
frames for (l60x120) video images are approximately 6-8
KBytes in length. Assuming an ISDN bandwidth of 90 kbits
dedicated to video, ISDN key frame transmission takes
approximately 0.5-0.6 seconds to transmit. Given a walking
key frame size of 1/as (N=85), and a frame rate of i0 fps, use
of a complete keyframe to start/restart a video stream can
decrease the startup delay from 8.5 secs to approximately 56sec.

In order for walking key frame compression to be suc-
cessful, the delta frame rate must be lowered during key
frame transmission. Delta frames generated. during key
frame transmission are likely to he “out-of-sync" with

- respect to establishing audio-video synchronization, and

60

65

given the size of _a key frame. too many delta frames will
exceed the overall ISDN bandwidth. The IRV capture driver
bit rate controller takes into account key frame data in its
frame generation logic and decreases frame rate immedi-
ately following a key frame. ,

A key frame once received may be _“out-of-sync" with
respect to the audio stream due to its lengthy transmission
time. ‘Titus, key frames will be decoded but not displayed,
and the video stream will be-“in-sync" only when the first
follow-on delta frame isreceived. In addition._the “way-
out-of-sync" window is preferably sized appropriately so
that key. frame transmission does not_cause the stream to
require repeated restarts. .

Once it is determined that a stream restart, either
as part of call establishment or due to synchronization
problems, the local endpoint requiring the restart transmits
a restart control messageto the remote capture endpoint
requesting a key frame. The remote capture site responds by
requesting its capture driver to generate a key frame. The
key frame is sent to thelocal endpoint when generated. The
endpoint requesting the restart sets a timer immediately
following the restart request. If a key frame is not received
after an adequate delay, the restart request is repeated.
Audio/Video Synchronization , 4

, Video manager 516 is responsible for synchronizing the
video stream with the audio stream in order to achieve
‘.‘lip-sy_nchronization," Because of the overall conferencing
arch_itec_ture.‘thc audio and video subsystems do not share a
common clock. In addition, again because of system design.
the audio stream is a more reliable, lower latency stream
than the video stream. For these reasons. the video stream is
synchronized by. relying on information regarding capture
andplayback audio timing.

For VM audio/video (AN) synchronization. audio stream
' packets are timestamped from an external clock at the time

they are captured. When an audio packet is played, its
tirnestamp represents the current audio playback time. Every

V video frame captured is stamped with a tirncstamp, derived
from the audio system, that is the capture-timestamp of the
last_a.udio packet captured. At the time of video playback
(decode and display,.typically at the remote endpoint of a
video conference), the video frame timestamp is compared
with the current audio playback time, as derived from the
audio system.
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Two windows, or time periods, 5, and 8,, are defined,
with 8,<52, as part of VM initialization. Let V‘, be the
timestamp for a given video frame, and let A7. be the current
audio playback time when the.,video frame is to be played.

If lA,~V,l§6,,' then the videostream is “in-sync" and
played normally (i.e.; decoded and displayed immedi- g .

, ately).
If 5,<lA,-—V,l§52, then the video stream is “cut-of-sync"

and a “hurry-up‘.’ techniqueis used to attempt re-synchro-
nization. If a video stream remains out-of-sync for too
many consecutive flames, then it becomes “way-out-of
sync” and requires a restart.

If 62<lA._,--V,J, then the video stream is “way-out-of-sync"
and requires a restart. ‘ _
Because of the overall design of conferencing system 100,

a video stream sent from one endpoint to another is “bchind" '
its corresponding audio stream. That is, the transmission and V
reception ofa video fiarne takes longer than the transmission
and reception of an audio flame. This is due to the design _of 20
video and audio captureand playback sites relative to the
network interface, as well as video and audio frame size
differences. In order to compensate for this, the audio system

_ allows capture and playback latencies to be set for anaudio
stream.‘ Audio capture and playback latencies artificially 25
delay thevcapture and playback of an audio stream.)

As part of the VLinkOut function, video manager 516
calls audio manager 520 to set an audio _capture latency. -As
part of the VLinlcln function, video manager 516 calls audio
manager 520 to set an audio playback latency. Once the 30
latencies are set,‘.. they are preferably not changed _ The
capture and playback latency. values are: specified in>milli-
seconds. and defined as part of VM initialization. They may
be adjusted as part of the Calibration process.‘ ‘ ‘

In order to attemptre-synchronization when a stream is 35
not too far “out-of-sync” as defined by the above rules, an
feature ‘called “Hurry-up" is used When passing a video
frame to the codec for decode, if hurry-up is specified, then
the codec performs frame decode to a YUV intermediate

V format but does not execute the YUV-to-RGAB color c_on- 40
version. Though the output is not color converted for RGB

. graphics display, the hurry-up. maintains the playback
decode stream for following frames. When Hurry-up is used,
the flame is notdisplayed. By decreasing the decodeldisplay
cost per frame and processing frames on demand (the 45
number of frames processed for playback per second can
vary), it is possible for a video stream that is out-of-sync to
become in-sync.
Bit Rate Throttling

Conferencing system 100 supports a number of dilferent 50
media: audio. video, and data. These media are prioritized-in
order to share the limited network (e.g., ISDN) bandwidth.
A priority order of (highest-to-lowest) audio, data, and video
is designated. In this scheme, ‘network bandwidth that is
used for video will need to give way to data. when data 55 ,
conferencing is active (audio is not compromised). In order
to implement the priority design, a mechanism for dynami-
cally throttling the video bit stream is used. It is a self-
throttling system, inthat it does not.require input from a '
centralized bitrate controller. It both throttles down and 60
throttles up a video bit strea.m'as a function of available
network bandwidth. _.. _

A latency is a period of time needed to complete the
transfer of a given amount of data at a given bit rate. For
example, for 10 kbits‘, at 10 kbits/sec," latency=l. A throttle 65
down latency is the latency at which a bit stream is throttled
down (i.e., its rate is lowered), and a throttle up latency is the
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latency at which a bit stream is throttled up (i.e., its rate is
increased).
Multiple Video_’Formats

Conferencing system 100 presents both a local monitor
display and 2 remote playback display to the user. A digital
video resolution of (l60xl2D) is preferably used as capture
resolution for ISDN-based video conferencing (i.e., the
resolution of a coded compressed video stream to a remote
site). (160xl20) and (320x24) are preferably used as the
local monitor display resolution. (3 20x240) resolution may
also be used for high-resolution still images. Generating the
local monitor display by decompressing and color convert-
ing the compressed video stream would be computationally
expensive. The video capture driver 52 of FIG. 5 simulta-
neously generates both a compressed video stream and an
uncompressed video stream. Video manager 516 makes use
of the uncompressed video stream to generate the local
monitordisplay. Video manager 516 may select the format
of the uncompressed video stream to be either YUV-9 or
8-bits/pixel (bpp) RGB-——Device Independent Bitmap (DIB)

‘ format. For a (160xl20) local monitor, the uncompressed
DIB video stream may be. displayed directly. For a (320><
240) monitor. a‘ (l60><l2(l) YUV-9 format is used and the
display driver “doublcs" the image size to (320x240) as part
of the color conversion process. I .

In the RGB and YUV-9 capture modes, RGB orYUV data
are appended to capture driver IRV buifers. so that the
capture application (VCapt EXE 1104) has access to both
fullypencoded IRV frames and either RGB or YUV data.
Conferencing system 100 has custom capture driver inter-
faces to select either RGB capture mode, YUV capl:ure
mode, or neither.
Self-Calibration _

CPU, IIO bus,,and_ display adapter characteristics vary
widely from computer, to computer. The goal of VM self-
calibration is to support software-based video playback on a
variety ofPCplatforms, without having to “hard—code” fixed
system parameters based on knowledge of the host PC. VM
se1f~calibration measures a.PC computer system in order to
determine the decodeand display overheads that it can
support VM self-calibration also offers a cost function that
upper-layer software may use to determine if selected dis-
play options, for agiven video compression format, are
supported. . _

There are three major elements to the self-calibration:
l. The calibration of sofiware decode using actual video

decompress cycles to measure decompression costs. Both
RGB/YUV capture mode and IRV frames _are decoded in
order to provide accurate measurement of local (monitor)
and remote video decode. YUV (l60'x120) and YUV
(320>d40) formats are also decoded (color converted) to
provide costs associated with the YUV preview feature of
the video subsystem. ‘

2. A calibration ofPC displays, at varying resolutions, using
actual video display cycles tomeasure display costs.

3. A video cost function, available to applications, that takes
as input frame rate, display rate, display resolution, video
format, and miscellaneous video stream characteristics,
and outputs a system utilization percentage representing
the total system costfor supporting _a video decompress
and display having the specified characteristics.

The calibration software detects a CPU upgrade or display
driver modification in order to determine if calibration is to

be rim, prior to_ an initial run on a newly installed system.VM DLL

Referring again to FIG. _11, video manager dynamic link
library (VM DLL) WB is a video stream “object manager."
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That is, with few exceptions, all VM DLL interfaces take a
“Video Stream Object Handle" (HVSTRM) as input‘. and the
interfaces define a set of operations or functions on a stream

‘ object. Multiple stream objects may be created.
Video API 508 defines all of external interfaces to VM

DLL WE. There are also a number ofVM internal interfaces
to VM DLL WB that are used by VCapt'EXE WC, VPlay
EXE WD, Netw DLL WE, and AVSync DLL WE for the
purposesvof manipulating a video stream at a lower-level‘
than that available to applications. The vm.h i'ile,'provided to
applications that use VM DLL WF, contains a definition of
all EPS and VM internal interfaces. EPS interfaceslare

prefixed with a ‘V’; V_M internal interfaces are prefixed with
a ‘VM’. Finally. there are a number of VM private inter-
faces, available only to the VM DLL”code, used to imple-
ment the object functions. For example, there are stream
objectvalidation routines. The se1f—calibration code is, a
separate module linked with the VM DLL code proper.

Video API calls, following HVSTRM and parameter
validation, are typically passed down to either VCapt or
VPlay for processing. This is implemented using the
Microsoft® Windows SDK Send.Message' interface. Send-
Message takes as input the window handle of the target

‘ application and synchronouslycalls the mainvwindowproc
of that application. As part of VM initialization, VM starts
execution of the applications, VCapt and VPlay. As part of
their WinMain processing,._these,app1icationss make use of
a VMRe'gister interface to return their window handle to VM
DLL WB. From registered window handles, VM DLL WB
is able to make use of the SendMessage_i'nterfaoe. For every
video API interface, there is :a corresponding parameter
block structure used to pass parameters to VCapt or VPlay.
These structures ‘are defined-in. the vm.h file. In addition to

the Winlixec startup and video API interface calls, VM DLL
WB can also send a shutdown message to VCapt and VPlay
for termination processing. V V

Irnrnediately following the successful. initialization of
VCapt and_VPlay, VM 516 calls the interface ‘videoMea-
sure’ in order to run self-calibration. The VCost interface is
available. at run-time, to return measurement information
per video stream, to applications. .-_
VCapt EXE ' ’ '

The video capture application (VCapt EXE WC) imple-
ments all details of video frame capture and distribution to
the network, including: ' ' V

Control of the ISVR capture driver.
Video fomtat handling to support IRV and RGBIYUV

capture mode. '
Video frame capture callback processing of captured

video frames. . V

- Copy followed by PostMessage transfer of video frames
to local playback applicatiou.(VP1ay EXE). ‘

Transmission, via Netw DLL WE, of video frames to the
network. '

Mirror, zoom, cameravideo attributes, and miscellaneous
capture stream control processing. '

Restart requests front a remote endpoint.
Shutdown processing. V V
VCapt EXE WC processing may be summarized as a 50 ments all details of video playback, including:

function of the Microsoft® Windows messages as follows: ‘
WINMAIN .

Initialize application.

Get VCapt EXE initialization‘ (INI) settings.
Open ISVR driver:

Register window handle (and status) with VM DLL WE. ~
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Enter Microso_ft® Windows message loop.
WM_.VCAPTUR.E_CALL (ON)

Register audio callback with audio manager 520.
Set audio capture latency with audio manager 520.
Initialize the ISVR capture stream based on stream object

V attributes.
WM_VLlNKOUT_CALL (ON)

Register Netw callback handler for transmission comple-
tion handling.

Initialize bit rate throttling parameters.
WM_MONI'I'OR__DATA_RTN

Decrement reference count on video frame (user context
butters). .

WM_PLAY_DATA_,R1‘N-

Add buifer back to capture driver.
This message is only in loopback case of remote playback-
preferably for testing only.
WM_RESTART_STREAM

Request key frame from capture driver.
‘WM__VCNTL_CALL

Adjust video stream controls based on VCntl parameters
- - (from VM DLL WB).

WM_PLAYBACK

Get stream format type (IRV, YUV).
Set ISVR RGBIYUV capture mode controls: If IRV
. (160><120) playback then RGB; if IRV 320x240 play-

back, theri YUV. ‘ _
This ' message is from local playback application (VPlay
EXE WD) in response to local window (monitor) size
changes. - ‘
WM_SHUTDOWN

Disable capture; includes closing the capture driver.
Un-initializes capture application.
Destmywindow. '
VCapt Capture Callback is a key component of the VCapt

EXE’application. VCapt Capture Callback processes indi-
vidual frames received, in interrupt context, from the capture
driver (ISVRDRV). The main steps of callback processingare:

'Iime stamp the video frame using AVSync DLL WF.
Set the packet sequence number ofthe frame (for network

error detection).

If the video stream is in the Monitor state, then copy the
frame outlyof interrupt .context into a local monitor
playback frame iirst—in first-out (FIFO) device. If the
video format is YUV, then only the frame header is
copied, since YUV data does not go to the network, and
is not “real-time.” .

If the video stream is in the LinkOut state of FIG. 10, then
call the NETWSendFra.me function to send the frame to
the remote playback site, and then add the frame buffer
back to the capture driver. Also, use interface Dat-
aRate'I‘hrottleDown to adjust the video bit rate, as
needed. .

VPlay EXE
The video playback application (VPlay EXE WD) imple-

‘Opening aniinstance of the IRV playback codec for each
playback stream: local monitor and remote playback.

Maintaining, display mode attributes for each stream,
based on playback window sizes.

Maintain palette “awareness" for each video stream.
Receive video frames for decompress and display.
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Filter video frames using AVSync DLL WF and playback
frame FIFO state.

Restart video stream as necessary.
Decompress video frames (via Microsoft® Windows 3.1

SendDriverMessage Codec interface; . 5
Display video frames via Microsoft® GDI or DrawD

interfaces. ' A

Handle VM.DLL messages generated as a result of video
API interface calls.

Handle application shutdown.
In order to encapsulate decode and display attributes for a
video stream in a “Display Object," references to a Display
Object are passed to internal VPlay procedures. The struc-
ture of the Display Object is defined in the vplay.h include
file. . -

VPlay EXE WD processing may be summarized as a
function of the Microsoft® Windows messages as follows:
WINMAJN ‘

Initialize application. .
Get vmay initialization (IND settings. 2°

Register window handle (and status) with VM D_LL we.
Enter Microsoft® Windows‘ message loop.

WM__TIMfl{
. Kill the outstanding restart timer. V

If the stream associated with the message is still in the
restart state, then Restartsuearn. v - _ ’

Initialize the ISVR capture stream basedon stream object
attributes.

WM_MONITOR__DATA , V
Validate stream state (MONITOR) and video frame data.
ProcessPlayFrame. .
Set reference count to 0 (copy frame FIFO).

WM_Pl..AY__DATA V V
Validate stream state (PLAY) and video frame data.

ProcessPlayFrame. . . . 1
NEI‘WPostFrarne to "return frame boiler to the network.‘

WM_VMONI'IDR_’_CALL (ON)

" Get video stream attributes and determine internal stream 40
playback values.

' Set up codec for stream; set up decompress structures.
Restartstrearrt

WM_VPLAY_CALL (ON)

Get video stream attributes and determine internal stream 45
playback values.

Set up eodec for stream; set up decompress structures.
Restartstream. V .

WM_VHNIGN_CALL (ON)
AVRegisterMonitor to set AVSync audio manager call-

back. '

AVSetLatency_ to set audio manager playback latency.
N'ETWRegisterIn to register receive data complete call- V

backs from network andpost video frame network 55
buffers.

WM__VCNTL_CALL-

Adjust video stream controls (via codec) based on VCntl
parameters (fi'om VM DLL WB).

WM_VGRABFRAME___CALL
Copy out the current RGB display bufier for the stream.

WM,_MEASURB._’BEGIN
Turn on video statistics gathering.

WM_MEASURE__END V
Return decode and display playback statistics for the

stream
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WM_MEASURE_BEGIN

Turn on video statistics gathering.
WM_SHUTDOWN

Clean up codec.

Destroywindow. V
Unregister Class. The ‘_ProcessPlayFrame’ procedure is a

key component of the playback application (VPlay
EXE WD). It processes individual frames received, in
user context, from either the VCapt capture callback, in
the case of, local monitor playback, or from the New
receive data complete callback, in the case of remote

. playback. The main steps of ‘ProcessPlayFrame‘ pro-
cessing are: ,

Send the video frame through the ‘SyncFilter'.
If the frame is'_“way-out_-of-sync,” then restart the stream.
If the frame is “out-of-sync,” then ‘hurry_»_np'=TRUE.
Else, ‘hurry___up’=FALSE.' _

Based on the stream display frequency attribute, deter-
’ mine if the frame should be displayed. If the frarne is

not to be displayed, then ‘burry_up’=TRUE; else
‘hurry__up'=FALSE.

If the stream is REMOTE, then decode with IRV decom-
press. _ _

If the stream is LOCAL, then: .
If the stream is IRV (i.e., not RGBIYUV capture mode),

_ then decade with lRV decompress;
Else if the, stream is RGB capture mode, then copy to

RGB display bufl’er; g _ . _
Else if the stream is YUV capture mode, then decode

with IRV Color” Convert;
Elselif the stream is YUV, then decode with IRV Color

Convert; '

If all frames have been decompressed (no more frames in
playback frame FIFO) and ‘hurry_,up’=FALSE, then
Display Frame.

SyncFilter. a procedure used by ProcessPlayFrarne, is
‘ implemented as follows: -

If the playback frame Fifo length is> AVFrameHighWa-
terMark, then retum ("way-out—of-sync”);

Ifthe stream is REMOTE, then if there is a Frame Packet
Sequence Number Error, then return (“way-out-of-
sync"). _ '

If the stream is REMOTE, then return (AVF1ameSync
(StreamObject. FramePtr)). _

The first test is important: It states that the number of frames
queued for playback has exceeded a high water mark, which
indicates that VPlay EXE WD has been starved and the
stream playback is “way-out-of-sync.” The AVFrsrneSync
interface (AVSync DLL WP’) is preferably only used with
remote streams, since local streams do not have the concept
of, an associated audio playback time.

Displ'ayFrame, a procedure used by ProcessPlaytFrame,
is implemented as follows: Based on the stream Display
Object mode, use Microsoft® Windows DrawDib, BitBlt. or
StrctchB1t- to display the frame. The display mode is a
function of playback window size and video format resolu-
tion. .

Restartstream is a procedure that handles details of
stream restart. Its implementation is:

Clear the playback‘ frame FIFO (the C1earFrameFifo
procedure recycles queued video frames to the network
or VCapt, as needed).

Set the stream state to ‘RESTART’.

If the stream is LOCAL, then:
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If YUV/RGB capture mode is not enabled; then Post- AVSync DLL
Message (WM_STREAM_rRESTART, 0, 0) to AVSync DLL WF provides a library of interfaces
VCapt EXE WC indicating a key frame request. If designed to support the capture and playback applications in
YUV/RGB capture mode is enabled, then every the implementation of the audio-video synchronization tech-
captured frame contains_ a RGB or YUV capture 5 nique, including: '
m°d° keli frame-‘and 3 K9)’ flame T590951 is “W190 Implementing audio system callbacks used to deliver
¢5S31'Y- , t - timestamp values.

E156 ($333111 is REMOTE) NETWSGHGCMI (WM_RE' Iniplernenting audio system latency settings.
START_STREAM) to have thenetwork send a restart Maintaining capture stream and playback stream time}
control message_;_ Set the Key Frame Request timer. mmp~S_ .

One of the more important areas of the VPlay implemen- Vid. fr ‘ 6 . .th v,d u_ ti tam
tation is its “Palette Awareness" logic. In order that video vfifuesam cgmpmsan W1 1 6° 5 cam mes Pdisplays retain proper colors in a palettized environment, _ ,

VPlay must respond to a Mietosoft® Windows palette 15 f0l'1I£.‘Es_mwrfa°°s provided by the Avsync DLL are as
change and get new palette messages. To accomplish this, A‘; '_ _ _ _ _ _

uhooksn the window in the Illt--II'llIl3.llZ3IlD[l. IIICIUCICS getting CIIUCEI SyIlC
CALL message parameter block, so that palette messages to Valwjs from file’ _ g ' -
tho --hookoo" window will be. t,-aogommod lo 3 procodm-o AVllegrsterMomtor—Reg1ster trmestarnp callback for a
within V'Play that properly handles the palette management. Video Stream ' V

I Netw DLL» . ‘ . » AVUnRegisterMonitor—Unregister timestamp callback
Network library (Netw DLL WE) provides a library of for a video stream.

network iflteffafics desigflw *0 hidfl thfi C3P“m’= and P13)“ AV/SetALatencyfiSetacapture or playback audio latency
back applications from details of the underlying network va1uo_ . .

3°“"i°°- i“°h“fi“g5 7 . it . AVReSetALatency—Reset a captureor playback audio
Management of network butfers. monoy Va1oo_
Asynchronous interrupt-time callbacks when data is AVFifoHighWaterMark—Retum a configuration-defined

1’°°8iV6d 01' V11‘-iI151'|11'5Si"511 is 0°mP1€t€- value fortlre high water mark of a video frame FIFO.
Video frame and control message transmission. (Used in VPlay SyncFi1ter.)

Compaction of video frame headers, from Microsoft® AVFrameTimeStamp—Time stamp a video frame with an
Video for Windows (VfW) defined lreaderspto packed _ associated audio capture time stamp.
headers ‘suitable for low-bandwidth networks (on; AVFrameSync—Deterrnine if a video frame is “in-sync"
ISDN)- ‘ as defined for “in-sync," “out-of-sync.” and “way-out-

Tzansparent local loopback of video, frames (supports _ of-sync“ disclosed earlier in this specification.
single machine testing of video subsystem).- Video Capture Driver '

Netw DLL WE defines a.‘SUPERVIDEOl-IDR’ structure; Video capmin driver 512 of FIG- 5 follows driver snori-
whioh is on extension of the -v1DEoHDRv stroomm tications set forth in the Microsoft® Video for Windows

defined» by V Mio,oso'fi® vidoo far .windows_ The ‘ (V_fW) Developer Kit documentation. This documentation
VIDEOHDR so-“om,-o is “sod by Vfw capture and specifies a series of application program interfaces (APIs) to
playback applications on a single PC. The SUPER- which the video capture driver responds. Microsoft® Video
VIDEQHDR oomajos mo VIDEQHDR so-noun-o, plus for Windowsis a Microsoft extension to the Microsoft®
VM_9p5¢ific comm] jnfommion, an an-,3 .w11o,o Windows operating system. vrw provides a common
VIDEOHDR data can be compacted for networktraris-. f1T3meW°1'k t0 imegfate audio and Vii‘-15° mm 33 3PP1i°91i°“
mission, and acontiguous frame databuifer. The con- P*'°81'3m- Vida’ CRPNW d1'iV°l' 522 ‘M51153 31° basic
tiguity of the surnnvrononna structure allows the Microsof_t® AP! definitions by providing six “oustom" APIs
vfwr snucmm to be “sod without modification by that provide direct control of enhancements to the standard
VCapt and VE'lay (which are also VtW applications), WW specification to enable and control bit rate throttling
while at the same time allowing a video frame to be and W569 m0Dii0fi“E-
uaosnfimd on mo network in 3 single operation‘ Bit rate throttling controls the bit rate of a transmitted

The imorfaocs providod by the New DLL an as follows: video conference data stream. Bit rate throttling is based on
NETwCanbackIn__Canback used for Vmnkh mums. two independent parameters: the quality of the captured

processes received dam from me nctwom . ’ video image and the image capture frame rate. A user of

NETW¢n1back9ui—C=g;back 1 ‘tired ::.:i:‘:::;:§.5:;::=‘;*.:;'.?.::.::::.:::“:z.:‘;:.':a::.“.;‘.*:::;
5“°‘““?- P’°°F_“?‘ 5°“ °°‘.‘‘P ‘‘ 1°“? mm ‘’ "5 ‘”°’ - API. A high-qualityirnage has more fine detail information

NETWInr_t—_Initiali:s network buffeés. 1 d thapgha lgwqlgafifiiy i,(,i,;1go_ f h deNE'l‘WRegisterIn—- egisteranetwor input channe an e ata an wi capacity 0 t e vi 0 con erence
post bufl"ers for receiving data communication channelis fixed. The amount of capnired

NETWRe'gister0ut——Register a network ‘output channel. Vid°° dim (0 be lmflfilllimid is Vfififiblfia dcpmdiflg “P09 the

Wwggggggjfigjng 3°35; ';;:j;:r°- ;‘2‘§.‘i.‘3.‘7§ ‘§§‘§b‘i;“’éJ‘c§.i‘ff.?1“§.f§§§.‘§..lii‘°.§} iilgftfli
_ _ captured by changing the quality of the next captured video

NETWPostFra.me——Post a video frame buffer to the net— frame and by not capturing the next Video flame (udmppingn
work interface. - the frame). '

NETWC1eanup—Un-initialize NETWH support; bufiers, The image‘ quality is determined on a frame-by-frame
etc. ‘ basis using the following equation:
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(Tar etsize — ActnalFrarueSize) .
ConstantScalcFactorQuality =

Quality is the relative image quality of the next captured
frame. A lower quality number represents a lower image
quality (less image detail). ,Tar'getSiz\e is the desired size of
a captured and compressed frame. Targetsize is based on ature frame rate.

Normally, the capture driver captures new video frames at
a fixed, periodic rate which is set by the audio/video
conference application program. The capture driver keeps a

‘ running total of the available communication channel band-
width. When the capture driver is ready to capture the next
video frame, it first checks the available channel bandwidth
and if there is insufiicient bandwidth (due to a large, previ-
ously captured frame), then- the capture driver delays cap-
turing the next video frame until suflicient bandwidth is
available.‘Fina.lly, .the size of the captured video frame is
subtracted front the available channel bandwidth total.

A user of conferencing system 100 : may control the
relationship between reduced image ‘quality and dropped
frames by setting the minimum image quality value. The '
minimum image quality value’ controls _the range of permit-
ted image qualities, from-a wide range down to a narrow
range of only the best image qualities. ‘

Bit rate throttling is implemented inside of the video
capture driverand is controlled: by the following VfW‘
extension APIs: ’

Sets the data rate of the
communications clmnneL
Sets the minimum in-age
quality value. .
Sets the desired capture
hams rate. ‘

CUSl‘OM_SET_DATA_RATE

CUS'IUM_SET_QUAl.._PERCENl‘

cusroIvt_srrrJl=s

The local video monitoring extension to ViW. gives the
video capture driver the ability to output simultaneously
both a compressed and a non-compressed image data stream
to the applicadon, while remaining frilly compatiblewith the
Microsoft® ‘VfW interface specification. Vtfrthout local
video monitoring, _the audio/video conferencing application
program would be required to decompress and display the
image stream generated by the capture driver, which places
an additional burden on the host processor and decreases the
frame update rate of the displayed image. '

The VfW interface specification requires that compressed
image data be placed in an output buffer. When local video
monitoring is active. an uncompressed copy of the same
image framevis appended to the output buifer immediately
following the compressed image data. The capture driver
generates control information associated with the output
bufier. This control information reflects only the compressed
image block of the output ,bufi"e’r‘and does not indicate the
presence of the uncompressed imageblock. making local
video monitoring frilly compatible with other VfW applica-
tions. A “reserved,” 32-bit data word in the WW control
information block indicates to a local video monitor aware _
application that there is a valid uncompressed video image
block in the output‘ bulfer. The application program may then
read and directly display the uncompressed video image
block from the outputbulfer.

‘ The uncompressed image data may be in either Device
Independent Bitmap (DIB) or YUV9 format. DIB format
images may be displayed directly on the computer monitor.
YUV9 format images may be increased in size while retain-
ing image quality. YUV9 images are corivened_iuto' DlB
format before they are displayed on the computer monitor.

5
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The capture driver allows the uncompressed video image
to he captured either normally or niirrored (reversed left to
right). In normalmode, the local video monitoring image
appears as it is viewed by a video camera—printing appears
correctly in the displayed image. In mirrored mode, the local
video monitoring image appears as if it were being viewedIn a mirror.

The CUS'IOM_SET_DIB_CONTROL extension API
controls the local video monitoring capabilities of the video
capture driver. .
Custom APIs for Video Capture Driver

The CUSTOM_SET_FPS message sets the frame rate
for a video capture. This message can only be used while in
streaming capture mode.
, The CUSTDM__SET_ICEY message inforrus the driver
to produce one key frame as soon as possible. The capture
driver will'comrnonly' produce onedelta frame before the
key. Once the key frame has been encoded. delta frames will
follow normally. . .

The CUS'IDM__SET_DATA_RATE message informs
the driver to set an output data rate. This data rate value is
in K1.’-its per second and typically corresponds to the data
rate of the comrmmications channel over which the com-
pressed video data will betransmitted.’

The CUSTOM_SEI‘__QUAL___PERCENT message, con-
trols the relationship,be’twcen reducing the image quality
and dropping video frames when the compressed video data
stream size exceeds the data rate set by the CUSTOM_
SET__DATA__RA'.'_['E message. For example; a CUSTOM_
SET._QUAL_PERCENT value of 0 means that the driver
should reduce the image quality as much as possible before
dropping frames and a value of 100 means that video frames
should be dropped before the image quality is lowered

The CUSTOM',_.SET___DlB_CONTROL message con-
trolsthe 8-bit DIBIYUV9 format image output when the
IRV compression format has been selected. The RV driver
is able to simultaneously generate the IRV compressed data
stream plus an uncompressed image in either DIB‘ or YUV9
format. Ifenabled, the IRV driver can retum the DIB image
in either (80260) or (l60><l20) pixel resolution. The (160><

120) image is also available in YUV9 format. All images are
available in either rninored (reversed left to right) or a
normal image. This API controls the following four pa.ra.m-
eters: .

DIB enable/disable

Mirroredlnormal image
The DlBimage size .
Image data format The default condition is for the uncom-

pressed irnage to be disabled. Once set, these control
flags remains in effect until changed by another CUS-
TOM__SET_DIB_CONTROL message. The uncom-
pressed image data is appended to the video data buffer
immediately following the compressed IRV image
data. ‘The uncompressed DIB or YUV9 data have the
bottom scanline data first and the top scan-line data last
in the bufier.

The CUSTOM_SET__VIDEO message controls the
video ’ demodulator CONTRAST, BRIGHTNESS, l-lUE

(TINT), and SATURATION parameters. These video
parameters‘ are also set by the capture driver at initialization
and via. the Video Control dialog box.
Video Microcode . V

The video microcode 530 of FIG. 5 running on video
board 204 V of FIG. 2 performs ._video compression. The
preferred video compression technique is disclosed in later
sections of this specification starting with the section entitled
“Compressed Video Bitstream.”
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Audio Subsystem V
The audio subsystem provides flail duplex ‘audio between

two conferencing systems 100. Theaudio streams in‘ both
directions preferably ‘run virtually error free, and do not _
break up due to activity on host processor 202; While the
video subsystem is responsible for synchronizing video with
audio, the audio subsystem provides an interface to retrieve
synchronization information and for control over‘ audio
latency. 'I'he synchronization information and latency con-
trol is provided through an interface internal to the audio and
video subsystems. ' _. 2

The audio subsystem provides an interface for control of
the audio streams. Output volume, selection of an audio
compression method, sample size, and sample rate are
examples of audio attributes that may be selected or adjusted
through the interface. ~' .In addition to controlling audio
attributes, the audio subsystem provides an interface to send
audio streams out to the network, receive .and play audio
streams from the network, and monitor the local audio
stream. - ’ ' ' ' ~

When audio/comm board 206 is not_ being used for video
conferencing, the Microsoft® Wave interface provides
access to the stereo audio codec (SAC). Wave driver 524
supports all of the predefined Microsoft® sample‘ rat‘es;’fuil
duplex audio, ‘both eight and sixteen bit samples, and mono
or stereo audio. Wave driver 524 provides the audio sub-‘
system with a private interface that allows the Wave driver
to be disabled.

In a preferred embodiment, the Microsofi® Wave inter- .
face perfomis record and playback of audio during a con-
ferencing session. To achieve this, the audio subsystem and
the Wave implementation cooperate during video confer-
cncing so that the audio strearn(s) can be split between the
Wave interface and the source/sink of the audio subsystem.

Referring now to FIG. 13, there is shown a block diagram
of thearchitecturc of the. audio subsystem,_ according to a
preferred embodiment of the present invention, The audio
subsystem is structured as a “DSP application." Conforming
with the W DSP architecture forces the audio subsystem’s_
implementation to‘ be split between host processor 202 and
audiolcornm board 206. Concephially, audio tasks on the —
audio/comm board communicate directly with a counterpart
on the host processor. For example, Wave driver 524 (‘F1 the
host processor) communicates directly with Wave task 534
(on the audio/comm board). In FIG. 13, these communica-
tions are represented by broken lines representing virtualconnections. .

The bulk of the audio subsystem is implemented on the
‘audio/comm board as a‘ Spectron _SPOX® DSP.operating
system task. The portion of the audio subsystem on the host
processor provides an interface to control the SPOX®
operating system audio task. The programming interface to
the audio subsystem is implemented as a DLL on top of DSP
interface 528. The DLL will translate all function calls into
DSP messages and respond to messages passed from audio
task 538 to the host processor. .

The audio task 538 (running on the_audio/comm board
responds to control information and requests for status from
audio manager 520 _ (running on the host processor). The
audio task is also responsible for hardware monitoring ofthe
audio input source on the audio output sink. A majority of

i the audio task’s execution time is spem fulfilling its third and
primary responsibility: full duplex audio‘ communication
between two conferencing systems.

The conferencing applicatior_1's interface to the audio
subsystem is implemented on the host processor, and the
audio processing and control is implemented on the audiol
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com board as a SPOX® operating system task. These two
software components interface with each other through
messages passed through the DSP interface 528 of FIG. 5.

Referring againto FIG. 1, in order for the audio sub-
system to achieve full duplex communication between two
conferencing systems, there is a network connection (i.e.,
I_SDN line 110) between two conferencing systems. Both
conferencing systems run the same software. This allows the
audio task on one conferencing system to communicate with
another instantiation of itself on the other conferencing
system. The ISDN connection is full duplex. There are two
B-Channels in each direction. Logical audio channels flow-
ing through the ISDN connection are provided by the

‘ network tasks and have no physical representation. The
audio task on each of the conferencing, systems is respon-
sible for playing back the compressed audio generated on
the remote system. and for transferring the‘ compressed
audio generated locally to the remote system.

' Referring now to,FlGS. 1 and 13, audio samples gener-
ated onconfetencing system A are first sampled by micro-
phone 104, digitized by the stereo audio codec (SAC).
filtered and compressed by the stack of device drivers 1304,

. and delivered to the audio task 538._ The audio task pack-
etizes the compressed audio (by! time stamping the audio
inforrnatiort), and then sends the audio to com task 540 for
delivery to the remote system The audio samples consumed
(i.e., played back) by conferencing system A are delivered
by the comm task after conferencing system B. has gone
through the sarne- process as conferencing -system A to
generate and send a packet. Once conferencing systemA_ has
the audio packet generated by conferencing system B, the

_’ comm task records the time stamp. and sends the packet
’ down the device stack 1302 to be decompressed and sent to

the eodec (i.e., audio hardware 1306). As the remote audio
samples are being transferred to the codec, the corlec may
mix them with local audio samples (depending on whether
the local system is in the monitor state or not), and finally
sends the samples to the attached speaker 108.

W Audio API , -
Referring again to FIG. 5, the audio API 512 for the audio

subsystem is an internal programming interface used by
other software components of the conferencing system,
specifically video manager 516 and the conferencing API
506. The audio API is a library that is linked in with the
calling application. The audio API translates the procedural
interface into DriverProc messages. See Microsoft® Device
Driver Development Kit (DDK) and Software Development
Kit (SDK) for the definitions of the DriverProc entry point
and installable device drivers. The audio API layer also
keeps the state machine for the audio subsystem. This allows
the state machine to be implemented only once for every
implementation of the audio subsystem.

Audio API 512 of FIG. 5 provides an interface between
‘ audio/video conferencing application 502 and-the audio

subsystem. Audio API 512 provides the following services:

Captures a single audio stream
continuously from a local audio
hardware source, for example, a
microphone, and directs the audio
stream to a audio software output
sink (ie.. a network destination).
Monitors the audio stream being
captured from the local audio
hardware by playing the audio
stream locally. Note: This function
intercepts and displays a audio

Capture Service

Monitor Service
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-continued

stream at the hardware board when
the stream is tirst captured. This
operation is similar-.to a "Short
circuit" or a UNIX tee and is -
dilferent from the “p1ny" function.
The play function gets and displays
the audio sueam at thehost.
Plays an audio sueam continuously
by consuming the audio data from
an audio software source (i.e., a
network source). ,
Links an audio network source to
be the input of an audio stream
played locally. This service allows
applications to change dynamically
the software input source of an
audio stream .
Links :1 network source to be the
output of an audio stream captured
locally. This service allows
applications to change dynamically
the sofiwnre output source of an
audio stream.
Controls the audio stream "on the
fly," including adjusting gain,
volume. and latency. ‘
Returns requested information
regarding the specified videoSHEER].
Initialize at OPEN time.

Control Service

Information Service

InitializatinnlConliguration

Audio API 512-supports the following function calls by
audiolvideo conferencing application 502 to the audio sub-
system: ' ‘

Retrieves the number of dliferent audio
managers installed on the system
r-nu t.he‘ADevCaps strucnnewith
information regarding thespecified audio
manager. . - .
Opens an audio stream with specified
attributes by allocating all necessary system
ruourees (e.g.. internal data structures) for it.
Stnrtslstops capturing an audio stream from a
local audio hardware source, such as a
microphone.
Startslstnps monitoring on audio stream
captured a local microphone. ,
Starts/stops playing an audio stream by
consuming the audio data from an audio
network source. _ .
Links/nnlinlts a network input charmel or an
input file tolfroru the specified audio stream
that will he played or is being played locally.
Links/unlinks a rietwodc output channel V
to/from the specified audio stream that will be
captured or is being captured mm the local
microphone V
Controls an audio stream by adjusting its
parameters (eg., gain. volume). .
Returns the status (AINFO and state) of anaudio stream.
Closes on audio stream and releases all system
resources allocated for this stream
Registers an audio soeam moniton,
Returns the packet number of the cunent
audio packet being played back or recorded. _

AGetDevCaps

A0pen

Acapuue

APlay

ALiuk0ul

ACntl

AGetlnfo

AClose

Allegisterlvlonitor
APaekctNumber

These functions ‘are defined in further detail later in this
specification in a section entitled “Data Structures, Func-
tions, and Messages.” ‘ ' p ‘

Referring now to FIG. 14, there is shown a representation
of the audio FSM for the local audiostrearn and the remote

audio stream of a conferencing system during a conferenc-
ing session, according to ‘a preferred embodiment of the
present invention. The possible audio states are as follows:

42

Initial state — state of local and remote
audio streams afier the application calls the
CF__luit function.
Open state — state of the locallremote audio
stream after system resources have been
allocated
Capnrre state - state of local audio stream
being captured.
Link-out state - state of local audio stream
being li.nked/unlinked to audio output (e.g.,
network output channel or output file].
Link—in state - state of remote audio stream
being linked/unlinked to audio input (e.g..

‘ network input channel or input file).
Play state - state of remote audio stream being
played.
Error state - slate of locallremote audio
atrearu after a system resource failure occurs.

AST_lNlT

AST_OPEN

A.ST_CAI’l'URE

AST_LlNl(0UT

AST_LINKlN

AST_PL.AY

AST_F.RROR

In a typical conferencing session between a caller and a
callee, both the local and remote audio streams begin in the
AST__INI'I‘ audio state of FIG. 14. The application calls the
AOpen function to open the local audio sneam, taking the
local audiostreana from the.AST_lNl'l‘ audio state to the
AST_OPEN audio state. The application then calls the
ACapture function to begin capturing the local audio stream,
taking" the local audio stream from the AST_OPEN audio
state to the .AST__CAPTURE audio state. The application
then calls the ALinkOut function to link the local audio

stream to the audio’ output channel, taking the local audio
stream frorn the AST_CAPTURE audio state to the AST_
LINKOUT audio state. _

The application calls the Aopcn function to. open the
remote audio stream, taking the remote audio stream from
the AST__INl‘l‘ audio state to the AST_OPEN audio state.
The applicationthen calls the ALinkIn function to link the
remote audio stream to the audio input channel. taking the
remote audio stream front the AST_OPEN audio state to the
AST_LlNKlN audio state. The application then calls the
APlay ihnctiou to begin playing the remote audio stream,
taking the remote audio stream from the AST___LlNK1N
audio state to the AST__PL'AY audio state. The conferencing
session proceeds without changing the audio states of either
the local or remote audio stream V

' When the conferencing session is to be terminated, the
application calls the AClose function to close the remote
audio channel, taking the remote audio stream front the
AST__PLAY audio state to the AST__INIT audio state. The
application also calls the AClose function to close the local
audio channel, taking . the local audio stream from the
AST_LlNKOUT audio state to the AST_INlT audio state.

This described scenario’ is just one possible audio sce-
nario. Those skilled ln the art will understand that other
scenarios may be constructed using the following additional
functions and state transitions:

The application calls the ALinkOut function to unlink the
local audio stream from the audio output channel,
taking the local audio stream from the AST__l..lNl<'.-
OUT audio‘ state to the AST_CAPTURE audio state.

The application calls the ACapture function to stop cap-
turing the-local audio stream, taking the local audio
stream front the AST_CAPTURE audio state to the
AST_OPEN audio state.

The application calls the AClose function to close the
local audio stream, taking the local audio stream from
the AST_OPEN audio state to the AST_lNlT audiostate.

The application calls the AClose function to close the
local audio stream, taking the local audio stream from
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the AST_CAP'I'URE audio state to the AST__INIT
audio state. , ‘ .

The application calls the AClose function to recover from
a system resource failure, taking the local audio stream
from the AST_ERROR audio state to the AST__INIT 5
audio state. . ~ ' -

The application calls the APlay[ function to stop playing
the remote audio _ strearn, taking the remote audio .‘
stream from the AST_PLAY audio state to the AST_
LINKIN audio state. - . V

The application calls" the ALinkInvfunction to unlink the
remote audio stream from thcaudio input channel,
taking the remote audio stream from theAST_LINK1N
audio state to the AST_0PEN audio state. _ p

The application calls the AClose "function to close the 15
remote audio stream, taking the remote audio stream
from the AST___OPEN audio. state to the AST_INIT
audio state.

The application calls the AClose ftmction to.close the
remote audio stream, taking the remote audio stream 2°
from the AST_LINKIN audio state to the AST__lNlT
audio state.

The application calls the AClose function to recover from
a. system resource failure, taking the remote audio 25
stream from the AST__ERROR audio" state to the

‘ AST___lN1T audio state. 1 ” . .
The AGetDevCaps and AGetNumDevs functions may be

called by the application front any audio state of either the
local or rernote andiostream. The AGetInfo; Y-\Cnt1, artd 30
APacketNumber fttnctions may be called by theapplication ‘
from any audio state of either the local or remote audio
stream, except for the 'AST__IN1T_ state. The AMonit_or
ftmetion may be called by the application for the local audio
strearnfrom either the AST__CAP'l'URE or AST_LlNl(- 35
OUT audiostntes. ‘The A_RegisterMonitor function may be
called by the application for the local audio stream from the
AST_LINKOU'l‘ audio state or for the remote audio stream
from eitherthe AST_LINKIN or AST_PLAY audio states.
All of. the ‘functionsdescribed in this paragraph leave the 40
audio state unchanged. -
Audio Manager , _ p ’ -

The ftmction of audio manager 520 of FIGS. 5 and 13, a
Microsoft® Windows installable. device driver, is to'inter-
face with theaudio task 538 running on the audio/comm 45
board 206' through the DSP interface 532. By using flte
installabledeviec driver model,.many di1Terent_implen‘ten-
rations of the audio manager may co-exist on the same
machine. Audio rnartager 520 has two logical parts:

A device driver interface (DDI) that comprises the mes- 50
sages the .device driver expects, and ’

An interface with DSP interface 528.
Audio Manager Device Driver Interface —

The device driver interface specifies the entry points and .
messages that the audio manager’s installable device driver 55
supports. The entry points are the same for all installable
device drivers (i.e., Microsoft® WEP, LIBENTRY,. and
Dn‘vcrPt-oc). All messages are passed through the_Drivcr-
Proc entry point. Messages concerning loading, unloading,
initializing, opening, closing, and configtning the device 60
driver are predefined by Microso'ft®. Those messages spe-
cific to the audio manager are defined in relation to the
constant MSG__AUDIO_MANAGl':‘.R_»(these message will
range from DRV_RESERVED to DRV_USE_R' as defined
in Microsoft®WINDOWS.l-I). All messages that apply to an 65
audio stream are serialized (i.e., the applicationdoes not
have more than one message per audio stream pending).

10
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The installable device driver implementing the audio

manager responds to the open protocol messages defined by
Microsoft®. The expected messages (generated by a
Microsoft® OpenDriver SDK call to installable, device
drivers) and the drivers response are as follows:

DRV_LCiAD Reads any configuration parameters associated
with the driver. Allocate: any_rncmcu-y
required for execution This call is only made
the that tirne the driver is opened.

I Set up the Wave driver to work with the
audio manager. Ensures that an audio/comm

Di{V_ENABl..E

I board is installed and functional. Foraudio/comm board 206 of FIG. 2, this means
the DSP interface 532 is accessible. This call
is only made the tint time the driver isc .

Allocstes the pet applicafion data. This _
. includes information such as the callback and
' the application instance data. Ifthis is an input

or output call, slam the DSP audio task arni
sets up eonrtrtunieation between host processor
and the DSP audio lcsl: (e.g., sets up mail
boxes, registers cn1lbacks).'l‘he audio manager
may be opened once for input, once for output
(i.e., it supports one full duplex conversation),
and-any number cftitncs for device
capabilities query. This call is made each time
OpcnDriver is called. »‘ ,

DRV__0PEN

These three messages are generated in response to a single
application - call '(OpenDtiver). The 0penDrivcr call is

. passed a pointer to the following structure in the lParam2_ of
the parameter of thecall:
 _—_:

typedef struct OpenAudioMangerStmct {
EOOL Get.DevCaps:
LPACAPS . lpACaps:
DWORD Synchronouslirrorz
LPAINFO Alnfo;
DWORD dwCallbttclc;
DWORD dwCallbnclclnstance'.
DWORD ' dwF|ag=:

_ DWORD - ’ wFicld; _
} 0penAudioManager. FAR " l.pOpenAudioManager;

All three messages receive this parameter in their lParam2
eter. If the open is being made foreither capture or

playback, the caller is notified in response to an asynchro-
nous event (i.e.. DSP_0PEN generated by dsp0penTask).
If the open is being‘ done in order to query the devices
capabilities (indicated by the field OpenAudioManager with
GetDevCaps being set to TRUE), the open is synchronous
and only fails if the board cannot be accessed.

The DRV_OP/EN handler always checks for error con-
ditions, begins execution of the audio thread, and allocates
per audio stream state inforrnation. Once the open command
sets state indicating that a DRV_0PEN is pending. it will
initiate execution of the audio thread via the DSP interface.

dsp0penTask posts a callback when the audio thread has
successfully begun. This callback is ignored unless it indi-
cates an error. Thcvtask will call back to the audio driver
once it has allocated all the necessary resources "on the

‘ board. The callback from the DSP interface sets the internal

state of the" device driver to indicate that the thread is
runrting. Once the task has responded, a DRV_OPEN
message call back (i.e.. post message) back to the caller of
the open command with the following values:

Paraml equals A_OK, and
Paramz contains the error message returned by the board.

e ‘The installable device driver_will respond to the close
protocol messages defined by Microsoft®. The expected
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messages (generated by the Microsoft® SDK CloseDriver
call to installable device drivers) and the drivers response
are asfollows:

DRV_CLOSE ‘ Frees the per application data allocated in
DRV__0PEN message. 5 . '
Shuts down the DSP audio task Enables the
Wave driver and Wave task. Frees all
memory allocated during DRV.__LOAD.

. Ignored.

DRV_DISABLE

DRV_FREE

This call sequence is symmetric with respect to the call
sequence generated by OpenDriver. It has the same charac-
teristics and behavior as theopen sequence does. Namely, it
receives one to three messages from the Closenriver. call
dependent on the driver’_s state and it generates one callback
pcr CloseDri_ver call. Three messages. are received when the
driver's final instance is being closed. Only the» DRV_
CLOSE message is generated for other CloscDr-iver calls.

DRV_CLOSE message closes the audio thread that cora
responds to the audio stream indicated by HASTRM. The
response to_ theclose message is in response toa message
sent back from the board indicating that the driver has
closed. Therefore, this call is asynchronous._ There is a race
condition ‘on close.Theaudio task could close down‘ after the
close from the DRV has completed. If this is the.case,.the
DRIVER could be unloaded before the callback occursrlf
this happens, the callback will call into non'existent'code.
‘The full driver close sequence is preferably generated on the
last close as indicated by the SDK. See Microsofi® ‘Pro-
grammers Reference, Volume 1: Overview, pages 445-446).

The installable device driver implementing .the host port».
Lion of the audio subsystem re'cognizes.specific messages
fiorn the audio API layer. Messages are passed to the driver
through the SendDrivcrMessage_. and are received by
DrvProc. The messages and their expected parameters are:

lParam2
ll_’an'ml"Mesrage

LPDWORD .
LPDWORD
u=owo_aDLPDWDRD
LPDWORD
LPDWORD

BOOL
vBDOL
noon .
I%R*AUm&mm-
ENR*AumSmmt
ma-ummnu

Ahtjuusnuunmr nmugnmnmb LPDWORD
AM_nMmanNUMmER NULL . NULL

AM_CAl’I'URE Message
The AM__CAPI'URE message is sent to the driver when-

ever the audio "manager function ACaptu're is called. ‘This

AM._CAP'l'URE
AM_MUl'E
AM_PLAY
AM,_LINKD\l
AIVLLINKOUT
AM_Cl‘RL .
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AM__MUTE Message

The AM__MUTE message is sent to the driver whenever
the audio manager function AMutc is called. This message
uses Paraml to pass a boolean value and Paramz a long
pointer to a DWORD for a synchronous error value. The
stream handle is checked to ensure that it is a capture stream,
and that no messages are pending. If an error state is
detected, theappropriate error message is returned. The
BOOL passed in Paramlindicates whether to start or stop
muting. A value of TRUE indicates muting should start, a
value of FALSE that muting should be turned otf. The driver
posts the‘ message AMU'I'E__TlVISG to’ the audio task
through the DSP interface, and sets the message pending
flag, When the driver receives this callback, it will call
backlpost message to the appropriate entity on the host
processor, and then cancel the message pending flag.
AM_PLAY Message T

The AM_PLAY message is sent to the driver whenever
the audio manager function APlay is called. This message
uses _Param1 to pass an audio manager. stream handle
(HASTRM) and Para.rn2 to pass a boolean value. TheAPlay
message handler checks the stream handle to ensure that it
is a playback stream, and verifies that there is nota message
pending'Taga.inst'this stream. If an error is detected, a call _

= backlpost message is made immediately. The BOOL passed

message uses Paraml to pass a. boolean value andParamz is _
used for along pointer to ’a DWORD where: synchronous
errors can be returned. The stream handle will be checked to
ensure that it is a capture stream; and that there is not a
message pending; The state is not checked‘ because the
interface module should keep the state. If an error state is
detected, the appropriate error message will be returned. The
BOOL passed in Pararnz indicates whether to start or stop
capturing. A value of TRUE indicates capturing should staif,
a value of FALSE that capturing should be stopped. ACAP-
TURE_TMSG is sent to the audio task running on the »
audiolcorum board and the" message pending flag is.set for
that stream. When the audio task receives the message via
the DSP interface, it will change its state and call backto the
driver-(When the driver receives this callback, it will call
back/post message to the appropriateentity on. the host
processor. and cancel the message pending flag. This call is
a toggle, no state is kept by the driver, and it will call the
DSP interface regardless of the value of the BOOL.
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in Paraml indicates whether to start or stop playing the
remote stream. A value of TRUE indicates that playback
should start, a value of FALSE‘ that playback should stop.
The APLAY_TMSG is posted to the audio task through the
DSP interface and the message pending flag is set for this
stream. When the callback is processed, the caller is notified
(via callbacklpost inessage).'and finally the message pend-
ing flag for this stream is canceled.
AM__LlNKIN Message -.

The AM_LlNKIN message is sent to the driver whenever
the audio manager function ALinkIn is called. Paraml
passes the Audio" Manager" stream handle (HASTRM).
lParam2 contains a pointer to the following structure:

typedef struct__ALinlrStrnct {
BOOL ToLink;
CHANID ‘ Chrmld;

}ALinkStruct, FAR ‘ lpALiukSt:'uct:

ToLi.nk contains a ‘BOOL value that indicates whether the
stream is being linked in or unlinked (TRUE is linked in and
FALSE is unlinked). If no error is detected and 'I'oLink is
TRUE, the channel and the playback stream should be
linked together. 'lhis isdone by sending the Audio Task the
ALINKlN_'_I‘MSG message with the channel ID as a param-
eter. This causes the Audio Task to link up with the specified
comm channel and begin playing incoming audio. Channel
ID is sent as a parameter toALINKIN_TMSG implying that
the channel ID is valid in the board environment as well as
the host processor. In response to this message, the audio
manager registers with the com task as the owner of thestream. . ’ .

Breaking the link between the audio stream handle and
the channel ID is done when the ToLink field is set to

FALSE. The audio manager serzls the ALINK1N_TMSG to
the task along with the channel ID. Since the link is made,
the "audio task responds to this message by unlinking the
specified channel ID (i.e;, it does not play any more audio).

Errors that the host task will detect are as follows:

The chauhellD does not represents a valid read stream.
The audio stream handle is already linked or unlinked

(detected on host processor).
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The audio stream handle is not a playback handle.
If those or any interface errors“ (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If no errors are detected, the ALlNKlN_
TMSGS is issued to the DSP interface and the message
pending flag is set for this stream. Upon receiving the
callback for this message, the callback associated withjthis
stream is made. andfinally the message pending flag isunset. ‘

AM_LlNKOUT Message ' I
The AM__LINKOUT_ message is sent to the driver when

ever the audio manager functionALink0ut is called. Paraml
passes the audio manager stream handle (I-IASTRM).
lParam2 contains a pointer to the following structure:

typedef struct_.AI..inkStmct (
BOOL Tol..ink;
CHANTD . Chanld;

}ALinkStrnet, FAR ‘ lpALinkStruct;

ToLink contains a BOOL value that indicates whether the

stream is being linked out or unlinked (TRUE is linked out
and FALSE is unlinked). If no error is detected and ToLinlc'
is TRUE, thechannel and the audio in stream should be

‘ linked togethen This is done by sending the Audio Task the
ALlNKOUT_TMSG message with the channel ID as a .
parameter. TheAudio Task responds to this by sendinglaudio
over the logical chanrielthrough the comm task. Channel ID
is sentas apararneter to ALlNKOUT_TMSG implying that
the channel ID is valid in the board erivironmcnt as well as
on the host processor. . .. —~ ’ -

Breaking the link between the: audio stream handleand
the channel ID is done when ToLink field is set to FALSE.
The audio manager sends the ALlNlCOUT__TMSG to the
task along with the channel ID. Since the link is made, the
Audio 'Ihsk responds to this message by unlinking the
specified channel ID (i'.e., it does not send any more audio).

Errors that the host task detectsare as follows:
The channel ID does not represents a. valid write stream.

. The audio [stream handle is already. linked or unlinked
(detected on the host processor). ’

The audio stream handle is not an audio handle. ~

If those or any interface errors (e.g., message pending) are
detected, the callback associated with this stream is notified

‘ immediately. If no errors are detected, the ALINKOUT_
TMSG is issued to the DSP interface and the message
pending flag is set for this stream, Upon receiving the
callback for this message,‘ the callback associated with this
stream is made, and finally the message pending flag is
unset.

AM_CRTL Message ,
The AM_CRTL message is sent to the driver whenever

the audio manager function ACtrl iscallcd. Paraml_ contains
the I-IASTRM (the audio stream_handle) and I‘aram2 con-
tains a long pointer to the following structure:

typedef struct_ControlStnrct {
LPAINFU lpAinfo;
DWORD - flags‘.

) Controlstruct. FAR ' lpControlStrur:t:

The flags field is used to indicate which fields of the AINFO
structure pointed to by lpAinfo are to be considered. The
audio manager tracks the state of the audio task and only
adjust it if the ‘flags and AINFO structure actually indicate
change. ’ -
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Error checking will be for:
Valid audio stream state. _
Values and fields adjusted are legal.
Pending calls on the current stream.

5 If there are any errors to be reported, the audio manager
immediately issues a callback to the registered callback
indicating the error.

if there are no errors, the audio manager makes the audio
stream state as pending, saves a copy of the structure and the
adjustment to be made, and begins making the adjustments
one by one. The adjustments are made by sending the audio
task the ACNTL_TMSG message with three arguments in
the dwArgs array. The arguments identify the audio stream,
the audio attribute to change, and the new value of the audio
attribute. Each time the audio task processes one of these
messages, it generates a callback to the audio manager. In
the callback, the audio manager updates the stream’s
attributes, removes that flag from the flags field of the
structure (remember this is an internal copy). and sends
another ACN'I'L’__'I‘MSG for the next flag. Upon receiving
the callback for the last flag, the ‘audio manager calls back
the registered callback for this stream, and unsets the pend-
ing flag for this stream, ,
AM__REGISTERMON Message .

The AM_REGIS’I‘ERMO.‘l message is sent to the driver
whenever the audio manager function ARegisterMonitor is
called. Param_2 contains a LPDWORD for synchronous error
messagcsartd Paraml contains a-long pointer to the follow-
ing structure: ‘

typedef strnct__RegisIerMcnitor { '
DWORD dwcellbock;

_ DWORD dwcullbacklnstnnce;
DWORD dwflsgs;
DWORD _ dwRequestFrequency;
LPDWORD lpdwsetfieqnency

} RegisterMonitnr, FAR ' LPRegisterMonitor;

The audio manager calls this routine back with information
about the status of the audio packet being recorded/played
back by the audio task. There may only be one callback
associated with, a stream at a time. If there is already a
monitor associated with the stream when this call is made,
it is replaced. , ‘

Errors detected by the audio manager are:

Call pending against this audio stream.
Bad stream handle. ’

These errors are reported to the callback via the functions
return values (i.e., they are reported synchronously).

If the registration is successful, the audio manager sends
the audio task a _ARFGISTERMON__TMSG via the DSP
Interface. The first DWORD of dwArgs array contains the
audio stream ID,‘ and the second specifies the callback
frequency. In response to the AREGIS'l'ERM_0N__TMSG,
the audio task calls back with the current audio packet
number. The audio task then generates a callback for every
N packets ofaudio to the audio manager. The audio manager
callback generates a callback to the monitor function with
AM_;PACKET_NUMBER as the message, A__0K as
PARAM1, and the packet number as PARAM2. When the
audio stream being monitored is closed, the audio manager
calls back the monitor with A__STREAM__CLOSED as
PARAM1.

' AM_PACl(ETNUMBER Message
The AM_PACKETNUMBER message is sent to the

driver whenever the audio manager function APacketNum-
her is called. Pamml and Param2 are NULL. If a monitor is



HUAWEI EX. 1116 - 550/714

5,488,570
49

registered for this stream handle, the audio task is sent a
APACICETNUMBER__TMSG message. In response to this
message, theaudio task calls back the _audio manager with
the current packet number. The audio manager in turrt calls
back the registered monitorwith the current packet number.

This is one of the few callslmessages that generates both
synchronous and asynchronous error messages. The mes-
sages have been kept asynchronous whenever possible to be
consistent with the programming model. Synchronous errors
that are detected are: ‘

The stream has no monitor registered.
Bad ILASTRM handle. . V

Ifthere is no monitor registered (i.e., no callback function to
call) or if the HASTRM handle is -invalid (again no callback
to call), the error is given synchronously (i.e., as a return
value to the function). Asynchronous errors are as follows: V

There isa call pending on this audio stream.
The stream is in an invalid state (i.e., not AST_LINK-

OUT or AS'I‘_PLAY). . t . ’
The asynchronous en-ors are given to the monitor function,
not the callback registeredwith the audio stream on open.
Audio Manager Interface with the DSP Interface ' ‘ _

This section defines the messages that flow between the
audio task 538 on the audio/comm board 206 and the
installable device driver on the host processor'202. Mes-
sages to the audio taskare sent using dspPostMessage. The
messages that return" information front the audio task to the
host driver- are delivered as callback messages.
Host Processor to Audiolcomtn Board Messages V

All messages from theuhost processor to theaudio/comm
board are passed in a DSPMSG snucture as the dwMsg field.
Additional parameters (if used) are specified in the dwArgs
DWORD array, and are called out and defined in each of the
following messages: '

Causes the audio task to start
or stopthe‘ flow of data from
the audio source. This message
is a toggle (i.e., if the audio is
flowing. it is stopped: ifit is

' not, it is started).
Toggles the coded into or takes
it out of muting mode.
Toggles playback of audiofiom a network source.
Connectsldisconnects the audio
task with a virtual circuit
supported by the network task.
The virtual cirwit ID is passed
totheaudiotaskinthefirst
DWORD of the dwArgs may.
The virtttal circuit (or
channel ID)’ is valid in both
the host processor and the
audiolcomm board euvirou—
ment ' ,
Connects the audio task with a
virtual circuit supportedtby the
network task. 'l'he.v1'rtu2tl cir-
cuit ID is passed to the audio
task in the tirst DWORD of
the dwArgs array.
Registers a monitor orrthe
specified stream. The stream
ID is passed to the audio task
in the first DWORD of the
dwArgs array, the second con-
tains the notifleation frequency.
Issues a. callback to the Audio
Manager definiugpthe current
packet number for this stream.
The stream ID is passed to the

ACAl’I'URE__'I’MSG:

AM'U'l'E__TMSG:

APl.AY_TMSG:
ALlNIGN_TMSG:

ALINKOU'l‘_TMSG:

AREGIS'I'ERMON_TMSG:

APACK.EI‘N'UMBE1_TMSG:

5

I5

' ,AOPEN__TMSG
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-continued

audio task in the first DWORD
of the dwArgs array. p
Sets the value of the specified
atnibute on the audio device.
'lt1ree elements of the dwAr-gs
array are used. The first
parameter is the stream ID. the
second indisates the audio
attribute to be adjusted, and
the third is the value of the
audio attribute.

ACNTL_TMSG:

Audio/Comm Board to Host Processor Messages
All messages from the audio/comm board to the host

processor are passed back through the registered callback
function. The message from the DSP task to the host driver
are received in the dwParam1 parameter of the registered
callback function. ‘

Each message sent to the audio task (running on the
audio/comm board) from the hostprocessor is returned by
the audiolcomm board through the callback function. Each
time a message is‘ sent to the audio/comm board, a DSPMSG
is generated from the audio/con-rm board to respond. The
message is the same message that was sent to the board. The
parameter is in DSPMSG.dwArgs[STATUS_lNDEX]. This
parameter is either ABOARD_SUCCESS or an error code.
Error ‘codes for each of the messages from the board were
defined in the previous section of in this specification.

Messages that cause response to host processor action
other thanjust sending messages (e.g., starting the audio task
through the DSP interface) are as follows:

Message returned in
response to the device
opening properly
(i.e.,.ca1led in response
to dsp0penTask).
Once the installable driver
receives the
AOI’EN_'I'MSG from the
board, it sends a data stream
huifer to the task containing
additional initialization
information (e.g.. com-
pression and SAC stream
stock and initial attributes).
Once the task has processed
this information, it sends an
ASI-?I‘UP_'I'MSG rrzssage
to the host.
This message is delivered to
the host when the Com-
munication subsystem notifiesthe task that the channel
upon which it was
oansrnitlinglreceiving audio
samples went away.

ACHAN'NEL_l‘-1ANGUP_'I‘MSG

Wave Audio Implementation
V The DSP Wave driver design follows the saute architec-

ture as the ‘audio subsystem (i.e., split between the host
processor and the audiolcomm board). For full details on the

' Microsoft® Wave interface, see the Microsott® Multimedia
Programmer's Reference. Some of the control functions
provided by the audio manager are duplicated in the Wave!
Media Control Interface. Others, such as input gain or input
and output device selection, are controlled exclusively by
the Media control interface.

Audio Subsystem Audio/Comm Board-Resident Implemen-tation

The audio task 538 of FIGS. 5 and 13 is actually a pair of
SPOX® operating system tasks that execute on the audio]
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com board 206 and together implement capture and play-
back service requests issued by the host processor side ofthe
audiosubsystem. Referring again to FIG. 13, the audio task
connects to three other subsystems running under SPOX®
operating system: ’ p

l. The audio task connects to and exchanges messages
' with the host processor side of the audio-subsystem via the
host device driver 536 (DSI-l,HOS'l'). TMB_g'etMessage
and TMB__postMessage calls are used to receive messages
from and route messages to the audio manager 521) through .
the host device driver 536. . ,

2. The audio task connects to the audio hardware on the
audio/comm board via a stream of stackable drivers tenni-
nated by the SAC device driver. This oonnection'is" bi-
directional. Stackable drivers on the stream running from the
SAC driver to the audio task include the compression driver
and automatic gain control driver. V p

3. The audio ‘task connects with comm task 540 (the
board-resident portion of the comm subsystem) via a mail-
box interface exchanging control messages and a streams
interface for exchanging data. The streams, interface.
involves the use of pipe drivers. Ultimately. the interface -

allows the audio task to exchange compressed data packets
of audio sarnplesacross ISDN lines with a peer audio task

' running on an audio/comm board located at the remote end
ofavideoconferencefi m _ V . p ,»

The audio task is composed of two SPOX®' operating
system tasks referred to as threads for the. purposes of this
specification.'One thread handles. the capture side of the
audio subsystem, while the other supports the playback side.
Each thread is created by the host processor side of the audio
subsystem in response to an 0penDriver call issued by the
application. The threads exchange compressed audio buffers
with the com task via a streams interface that involves
bouncing buffers off a pipe driver. Control messages are
exchanged between these threads and the comm task ‘using
the mailbox interface which is already inplace for transfer-
ring messages between DSP tasks and the host device driver536. ' . ' .

The playback thread blocks waiting for audio buffers from
the comm task. The capture thread blocks waiting for audio
buffers from the SAC. While active, each thread checks its
dedicated control channel mailbox .for commands received

from the host processor as well as unsolicited messages sent
by the comrn taslcA control channel is defined asthe pair
of mailboxes used to communicate between a . SPOX®
operating system task and its DSP counterpart running on
the host processor. . ' ‘-
Audio Task Interface with Host Device Driver _V

The host processor creates SPOX® operating system
tasks for audio capture and playback Among the input
parameters made available to these threads at entry is the
name each thread will use to create a stream of stackable

drivers culminating in the SAC device driver. Once the tasks
are created. they ‘send an AOPEN__TMSG message to the
host processor. This prompts the host processor to_ deliver a
buffer ofladditional information to the task. One of the fields
in the. sent structure is a pathname such as:

“/tsp/gsm:OImxr0IespIVCadc8l-("

The task uses this pathname and other sent parameters to
complete its initialization. When finished, it sends an
ASETUP_TMSG message to the host signaling its readi-
ness to receive additional instructions.

In most cases, the threadsrdo not block while getting
messages from TMB_MYMBOX or posting messages to
TMB_HOSTMBOX. In other words, TMB__getMessage
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and 'I‘MB_putMessage are called with timeout=0. There-
fore, these mailboxes are preferably of sufiicient depth such,
that messages sent to the_Host.by the threads are not
dropped. The dspOpen'I‘ask lpdsp'IaskAttrs “nMail-
box.Depth” parameter» are preferably set higher than the
default value of 4. The audio task/host interface does not

support a data channel. Thus, the “nToDsp" and
“nFromDsp" fields ofdsp0penTask lpdspTa.skAttrs are pref-
erably set to 0. 5. '
Audio‘Task' Interface with Audio Hardware

Referring now to FIG. 15, there is shown a block diagram
of interface between the audio task 538 and the audio

’ hardware of audiolcomrn board 206 of FIG. 13,according to
a preferred embodiment of the present invention. FIG. 15
illustra‘tes.how input and output streams to the audio hard-
ware might look afier successful initialization of the capture
and playback threads, respectively. _

On the capture side, audio data is copied into streams by
the SAC device driver 1304 (the SAC). The buffer comes
from a pool ; allocated to this. IO_SOURCE driver via
I0_frec() calls. The data works its way up to the capture
thread 1502 when the latter task issues an SS_get() call. The
data is transformed each time it passes through a stackable
driver. The ‘mixer/splitter driverV1510 may amplify theaudio -
signals or it may split the audio stream sending the second
half up to the host to allow for the recording of a video
conference. The data is then compressed by the compression
driver 1508. Finally, -timestamp driver 1506 appends a
timestamp to the buffer before the caphrre thread receives it

v completing the SS_-_gct(). The capture thread 1502 either
queues the Butler internally or calls>IO__free() (depending
on whether the capture thread is trying to establish some
kind "of latency or is active but unlinked), or the capture
thread sends the buffer to the com task via the pipe driver
interface. .

On the playback side, audio data is received in sueams
buffers piped to_the playback thread 1504 from the com
task. The. playback thread internally queues the buffer or
frees the buffer bypassing the buffer back to the pipe driver;
or the playback» thread calls SS_put() to send the bufler
down the playback stream ultimately to the SAC 1304 where
the samples are played. First, the timestamp is stripped oif
the'butfer by timestamp driver 1506. Next. the buffer is
deeompressed by decompression driver 1508. Prior to it
being played,,the audio data undergoes one or more trans-
formations mixing in other sound or amplifying the sound
(mixer/splitter driver 1510). and reducing oreliminating
echoes (echolsuppression driver 1512). Once the data has
been output to thcsound "hardware, the containing buffer is
ready to be’ freed back up the stream satisfying an I0__al-
loe[) issued from the layers above.
Trmestantp Driver . I

The video manager synchronizes with the audio stream.
Therefore, all the audio task needs to do is timestamp its
stream and providean interface allowing visibility by the
video manager into this titnestamping. The interface for this
isthrough the host processor requests AREGISTERMON_
TMSG and APACKEI'NUMBER_'['MSG. The timcstamp
is a 32-bit quantity that is initialized to 1. incremented for
each block passed to the audio task fromthe I0_SOURCE
stackand added to the block; The timestamp is stripped from
the block once received by the audio task executing on the
remote node.

The appding and stripping‘ of the tirncstamp is done by
the tirnestamp driver 1506 of FIG. 15. Performing the
stamping within a separate driver simplifies the audio task
threads by removing the responsibility of setting up and
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maintaining this header. However, in order to implement the
APACKETNUMBER_TMSG host command, the threads
are able to access and interpret this header in order to
determine the packet number. ' p '

On the capture side of the audio task, the capture thread
will have allocated stream buffers whose size is large enough
to contain both the packet header as well as the compressed
data block. The timestarnp driver deals with each buflier as
a SPOX® operating s'ystem’IO_Frame data type. Before the
frames are IO_free()’ed to the compression stackable driver
below, the timestamp driver subtracts the size of the packet
header from the frame’s current size. When the frame
returns to the timestamp driver via IO_get(), the driver
appends the tirnestarnp by restoring the size to “ma.xsize"
and filling the ‘unused area with the -new header. The
‘handling is reversed for the playback side. Bufi"ers received
from the comm task contain both the compressed data block .

and header. The timestarnp driver strips the header by
reducing “size" to “maxsize" minus the header size.
(De)Compression Drivers »

In a preferred embodiment, the DSP architecture bundles
the encode and decode functions into one driver that is

alwaysstaclred between the audio task and the host proces-
sor. The driver performs either compress or decompress

"functions depending on whether it is stacked. within an
I0_SINK or I0_SOURCE strearn, respectively.’Under this

stackable d.river compresses the data stream on route to the
host processor (IO_SlNK) and decompresses the stream if
data is being read from the host processor (IO~§OURCE)
for playback. ;

In an alternative preferred embodiment, the audio task
deals with compressed data in fixed blocks since that is what
gets stamped or examined on route to or from -the ISDN
comm, task, respectively.‘ In this embodiment, vthe’DSP
architecture is impleniented by the DJCF transformation
driver 1508.’ Either driver may be ‘placed in an

‘ IO_SOURCE or IO_SINK stream. ' 3 .
Due to the audio subsystern’s preference to manage

latency reliably, the audio task threads know how much
capture or playback time is represented by each compressed
data sample. On the capture side, this time may be calculated
from the data returned by the compression driver via the
DCO_FILLEXTWAVEFORMA'l‘ control ‘ command
DCO__ExtWaveFormat data fields “nSamplesPerSec” and
“wBitsPerSa_mple” may beused to calculate a buffer size
that provides control over latency at a reasonable level of 5°
granularity. ’ V . .

Consider the following example. Suppose we desire to
increase or decrease latency in 50 millisecond increments.
Suppose further that a DCO__FILLEXTWA\/EFORMAT 55
command issued to. the compression driver returns the
following fields: *

nChannels =
nSarrrplesPerSer: =
n.Block.Align = _
wllitsFer-Sanrple = , 

If we assume that compressed samples are packed into each
32-bitword contained in the buffer, then one TI C31 DSP as
word contains 16 compressed samples. The hulfer size
containing 50 ms worth of data would be:

30
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words=( sooo§"—“'-&— x0.05See ¢ =25Sec word

5 To this quantity, the capture thread adds the size of the
packet header and uses the total in allocating as many
streams buifers as needed to service its I0__SOURCE
stream. .— V _

, On the receiving side,'the playback thread receives the
‘ packet containing the buifer ofcompressed data The DCO_

FILLEXTWAVEFORMAT control command is supported
by the encoder, not the decoder which the playback thread
has stacked in its IO_._SINI_( stream. In fact, the thread has
to send the driver a DCO_SETEXTWAVEFORMAT com-
mand before it will decompress any data. Thus, we need a
mechanism for providing the playback thread a DCO__
ExtWaveFormat structure for handshaking with decompres-
sion driver prior to entering the AST_PLAY state.
Mixerlsplitter Driver ‘ r

The mixer/splitter driver 1510 (i.e., the mixer) is a stack-
able driverthat coordinates multiple accesses to the SAC
1304. as required by conferencing. The mixer allows mul-
tiple-simultaneous opens ‘of the SAC for both input and
output and mixes the channels. The mixer also supports
priority preemption of the control-only SAC device “sac-
ctrl.” ‘ .

p The SPOX® operating systemimage for the audiolcomm
board has mappings in the device name space to transform

' references to SAC devices into a device stack specification
that includes the mixer. For example, atask that attempts to
open “/sac” will actually open “Imxrllsac". The mapping is
transparent to the task. To avoid getting mapped through the
mixer, an alternative set of names is provided. The alterna-
tive names consist ofthe standard device name prefixed with
“VC’T-. For example,'to open the device “adc8K" without
going through the_rnixer, a task would use the name
“NCadc8K”. To obtain priority access to the SAC, the

A software opens the device “/mxr0IVCadc8K”.
, For output operation, the software opens the mixer with

device ID 0; any other client opens the mixer with device ID
1. Device ID 0 be opened only once; when it is, all other
currently open channels are muted. Thatis, output to the
channel is discarded; Subsequent opens of device ID 1 are
allowed if the sample rate matches. Device ID 1 may be
opened as many times as ‘there are channels (other than
channel 0). All opens after the first are rejected, ifthe sample
rate does not match the first open. When more than one
channel is open and not muted. the output of all of them is
mixed before it’i.s passed on to the SAC.

For input operations, the software opens the mixer with
device [D 0_; any other client opens the mixer with device ID
1. Device_ID 0 may be opened only once; when it is, if
channel I is open, it is muted. That is. get operations return
frames of silence. Device ID 1 may be opened once before
channel 0 is open (yielding channel 1: normal record opera-
tion). Device ID 1 may also be opened once afier channel 0
is opened (yielding channel 2: conference record operation).
In the second case, the sample rate‘ must match that of
channel 0. Channel 1 returns data directly from the SAC (if
it is not muted). Channel 0 retumsdata from the SAC mixed
with data from any output channels other than channel 0.
This allows the user to play back a recording during a video
conference and have it sent to the remote participant. Chan-
nel 2 returns datafrom the SAC mixed with the output to the
SAC. This provides the capability of recording both sides of
conference. - .

There are four control channels, each of which may be
opened only once. They are prioritized, with channel 0
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having the highest priority, and channel'3 having the lowest.
Only the open channel with the highest priority is allowed to
control the SAC. Non-conferencing software, which opens
“lsacctrl”, is connected to channel 3, the lowest priority
channel. ’

Mixer Internal Operation
For output operation, the mixer can, in theory, support any

number of output channels. The output channels are _all
equivalr-,nt'in—the sense that the data. from all of them is
mixed to form the output sent to the SAC. However, there
is one channel that is designated the main channel. Thefirst
channel opened that is not mutedis the main channel. When
the main channel is closed, if there are any other non-muted
channels open, one-of them is promoted to be the main
channel. Opening channel 0 (conference output) mutes any
channels open at the time“ and channel 0 cannot be muted.
Thus, if channel 0 is open, it is always the main channel. Any
open output channel that is not than the main channel is
called an auxiliary channel. ' , _ '

When an I0__put operation is performed on a non-muted
auxiliary channel, the frame is placed on the channel‘s ready
list. When an IO_'_put operation is performed on the main‘
channel, data from the auxiliary channels’ ready lists are
mixed with the frame, and the frame is passed immediately
through to_the SAC. If an auxiliary channel is not ready, it
will be ignored (and a gap will occur in the output from that
channel); the main channel cannot be held up waiting for an V
auxiliary channel. _

When an l0_put operation is performed on a muted
channel. the frame is placed directly on. the channel's free
list. The driver then sleeps for a period of time (currently 200
ms) to ‘simulate the time it would take for the data in the
frame to be played. This is actually more time than it would
normally take for -a block of datato be played; this reduces ’
the CPU usage of. muted channels. V

An,I0_alloc operation on the mainchannel is passed
directly through to the SAC; on other channels, it retums a
frame from the 'channel’s free list. If a frame is not available,
it waits on the condition fi'eeFra_meAvailable. When the
condition is signaled, it checks again whether the channel is
the main channel. If the main channel was closed in the
meantime, this _ehannel may have beenpromoted.

The mixer does not allocate any framesitself. All the
frames it manages are those provided by tile task by calling
IO_free or I0_put. For auxiliary channel, frames passed
to IO_free are placed on the channel's free list. These are
thenreturned to the task when itcalls IQ alloc. After the
contents of a frame passed to IO_put have been mixed with
the main channel, the frame is returned to the channel's free
list. Since I/O operations on the main channel. (including
I0_free and I0__alloc) are passed through to the SAC,‘no
buffer management is done by y the mixer. for the main
channel, and the free list and the ready list are empty.

However, the mixer does keep track‘ of all frames that have
been passed through to the SAC by IO__free or I0_put and
returned by I0_get or IO_alloc. This is done to allow for
the case where the main charmel is preempted by opening
the priority channel. In this case, all frames that have been
passed to the SAC are recalled and placed on the mixer’s
free list for that channel. ~

Another special case is when themain channel is closed,
and there is another open non-muted channel. In this case,
this other channel is promoted to be the main channel. The
frames on‘ its ready list are passed immediately to IO_put to
be played, and the frames on its free list are passed to
IO_free. These frames are, of course, counted, in case the
new main channel is preempted again.
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For output mixing, aframe on the ready list of an auxiliary
channel is mixed with both the main output channel and with
input channel 0 (conference input), if it is open. I/0 opera-
tions on these twochannels are running independently, so
the mixer. does not knowwhich channel will perform I/O
first. or whether operations on the two will strictly alternate.
or even if they are using the same frame size. In practice, if
the conference input channel is open. -the main output
channel is conference‘ output, and the two use the same
frame size; however, the mixer does not depend on this.
However, the auxiliary channel typically will not be using
the same frame size as either of the main channels.

_To handle this sil:uation,'die mixer uses two lists and two
index pointers and a flag for each channel. The ready list,

" where frames are placed when they arrive. contains frames
that eontaindata that needs to be mixed with both the input
and the output channel. When either the input side or the
output side_ has used all the data in the first frame on the

, ready list.the.frame is moved to the mix list. The flag is set
to indicate whether the mix list contains data for the input
side or the output side. If the mix list is empty, both sides
take data fromthe ready list. When all the data in a frame on
the mix list has been used, the frame is moved to the free list.

Mixing operations are done in units .of a main-channel
frame. This may take aportion of an auxiliary channel frame
or it may take parts of more than one. The mixing routine
loops over themain channel frame. Each pass through the
loop, it determineswhich auxiliary charmel frame to mix
from, takes as much data from that frame as it can, and
moves that frame to a new list ifnecessary. The auxiliary
channel frame to mix from is either the fir_st frame on the mix
list, if it is non-empty and the flag is set to indicate that data
has not been used from that frame yet, or the first ‘name on
the ready list.- The index,.either inkeadylndex or outReady-
Index, specifies the first unused sample of the frame.

' For example, suppose mixing is with the, main input
‘ channel (conference in), and the data for an auxiliary output
channel is such that the read list contains two frames C and
D and the mix. list contains two frames A and B, "wherein

mixFlags equals M)CR__INPUT_DATA and inReadyIndex
equals 40. Assume further that the frame size on the main
charmel is 160 words and the frame size on the auxiliary
channel is 60 words.

The ‘first time through the loop in rnix__frame, the mix list
is not empty, and the mix flag indicates that the data on the
mix list is for the input channel. The-unused 20 samples
remaining in the first frame on the mix list are mixed with
the first 20 samples of the main channel frame. inReadyln-
dex is incremented by 20. Since it is now equalto 60, the
frame size, ‘we finished with the frame. The output
channel is finished with it, since it is on the mix list, so the
frame is moved to the free list and set inlleadylndex to 0.

The second timethrough the loop, tnix__index is 20. All

60 samples are mixed but of the first frame on the mix list,
and the frame is moved to the free list. .

The third time through the loop. rnix__index is 80. The
mix list is empty. All 60 sarnples are mixed out of the._first
frame on the ready list. Again the frame is finished, -but this
time it came from the ready list, so it is moved to the mix
list. The mix flag is changed to indicate that the mix list now
contains data for the output channel. outlleadylndex is not
changed, so the outputchannel will still start mixing from
the same ofiset in the frame that it would have used if the

‘frame had not been touched. :
The fourth time through the loop, rr1ix_index-is 140. The

mix list is not empty, but the mix flag indicates that the data
on the mix list is for the output channel, so it is ignored. The
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remaining 20 samples are mixed from the first frame on the
ready list. All the data" in the frame has not been used, soit
is left on the ready list; the _next time a frame is processed
on the main input channel, processing continues where it left
oil’. After mixing is complete, the ready list contains only
frame D,.the mix listcontains only frame C, mix.Flags equals
MXR'_OUTPUT_DATA, and inReadyIndex equals 20.

After each step described, the data structures are com-
pletely self-consistent. In a more typical situation, the
frames on the auxiliary channel will be much larger (usually
1024 words), and only a portion of a frame will be used for
each frame on the main channel. However, the processing is
always similar to one ortwo of the four steps described in
the example. ,-

For input operations,=unlike the output channels, the three
input channels have distinctly different semantics. The main
channel is always channel 0 if it is open, and charmel 1 if
channel 0 is not open. Channel 1 will always be muted if it
isopen when channel 0 is opened, and cannot be opened
while channel 0 is open. Channel 2 is never: the main
channel; it can be opened only while channel 0 is open, and
will be muted if channel 0 is closed. , 3

Operation of the main channel is similar to the operation
described for output. When IO_get or ID_free is called, the
request is passed on. to the SAC. For channel 0, when the
frame is returned from . the SAC, any output ready on
auxiliary output channels is mixed with it before the frame
isreturnedtothecaller.‘ _ V C

When channel 2 (conference record) is open, output
frames on channel 0 (conference output] and input frames on
channel 0 (conference input)‘ (including the mixed auxiliary
output) are sent tothe function record_frame. Record__
frame copies these frames toframes allocated from the free
list for channel 2, mixes the input and output channels, and
places the mixed frames on the readylistv When IO_get
operation is performed on channel 2, it retrieves a frame
from the ready list, blocking if necessary until one is
available. If there is no frame on the free list when reoord__
requires one,~th_e data will not be copied, and there will be
a dropout in the recording; however, the main channel
cannot be held up waiting for the record channel. _

‘For conference t record, mixing, record_vneeds to mix
frames from both conference input and conference output
into a frame for channel 2. Again, IIO operations onithe
conference channels are nmning iudependently.;'['he mixer
uses the mix list of the conference -record channel. as a
holding place for partially mixed frames. readylndex con-
tains the number of samples in the first frame on the mix list
which are completely mixed. _'l'he frame size contains the
total number of samples from either channel that have been
placed in the frame. The difference between the frame size
and readylndex is the number of samplesbthat have been
placed in the frame from one channel but not mixed with the
other. The flag ,mixFla‘gs indicates which channel these
samples came from. .

Mixing operations are done in units of .a main-channe1 ‘
frame, as for output This may take a portion of a record
channel frame or it may take parts of (more than one. The
mixing routine loops over the main channel frame. Each
pass through the loop,»it does one of thefollowing:
1. If the mix list contains data from the otherchannel, mix

with the first frame on the mix list rcadylndex indicates
the place to start mixing. If the frame is now fully mixed,
move it to the ready list. ' '

2, If the mix list contains data from this channel (or equal
pans from both channels), and there is free space in the
last frame on themix list, copy the data into that frame.
‘The frame size indicates the place to start copying.

3. If neither of the above is true, allocate a new frame from
the free list and add it (empty) to the mix list. On the next
iteration, case 2 will be done.

5

' having

58

_ To provide mutual exclusion within the mixer, the mixer
uses a semaphore. Every mixer routine that manipulates any
of the data for a channel first acquires the semaphore. The
semaphore mechanism is very similar to the monitor mecha-
nism provided by SPOX® operating system. There are two
major differences: (1) a task within a SPOX® operating
system monitor cannot be suspended, even if a higher
priority task is ready to run, and (2) when a task within a
SPOX® operating system monitor is suspended on a con-
dition, it implicitly releases ownership ofall monitors. In the
mixer, it is necessary to make calls to routines which may
block, such as I0_alloc, ‘while retaining ownership of the
critical region. The semaphore is released when a task waits
for a mixer-specific condition (otherwise, no other task
would be able to enter the mixer to signal the condition), but
it is not released when the task blocks on some condition
unrelated to the mixer-, such as within the SAC.
Echo Suppression Driver’ _

The echo suppression driver (ESP) 1512 is responsible for
suppressing echoes prevalent when one or both users use
open speakers (rather than headphones) as an audio output
device. Thepurpose of echo suppression is to permit two
conferencing systems 100 connected by a digital network to
carry on an audio conversation utilizing a particular micro-
phone and a plurality of loudspeaker devicechoices without

to resort to other measures that limit or eliminate
acoustic feedback (“coupliug") from loudspeaker to micro-
phone. - ' . . .

Specifically, measures obviated by the ESP include:
An audio headset or similar device to eliminate acoustic

coupling. I . 1 _
A commercial 4"speakerphone" attachment that would

perform the stated task of the PC andwould arid cost
_ and complexity to the user. _ - .

The ESP takes the form of innovations embedded in the
context of. an known variously as “half-duplex speaker-
phones” or “half-duplex hands-free telephony" or “echo
suppression.” The ESP does not relate to an known as “echo
cancellation.” _

The general ideas of “half-duplex hands-free telephony"
are current practice. Electronic hardware (and silicon) exist
that embody these ideas. The goal of this technology is to
eliminate substantially acoustic, coupling from loudspeaker

"to" microphone by arranging that substantial microphone
gain is never coincident with substantial speaker power
output when users are speaking. ' - .

The fundamental idea in current practice is the following:
Consider an audio system consisting of a receiving channel
connected to a . loudspeaker and ‘a transmitting channel
connected to a microphone. If both charmels are always
allowed to conduct sound energy freely from microphone to
network and from network to loudspeaker, acoustic coupling
can result in which the sound emanating from the loud-
speaker is received by the microphone and thus transmitted
hack to the remote station which produced‘ the original
sound. This “echo” elfect is annoying to users at best and at
worst makes conversation between the two stations impos-
sible. In order to eliminate this etfect, it is preferable to place
an attenuation ‘device on each audio channel and dynami-
callycontrol the amount of attenuation that these devices
apply by a central logic circuit. This circuit senses when the
remote microphone is receiving speech and when the local
microphone is receiving speech. When neither charurel is
carrying speech energy, the logic permits both attenuators to
pass audio energy," thus letting both stations receive a certain

V level of ambient noise from the opposite station. When a
user speaks, the logic configures the attenuators such that the
microphone-energy passes through to the network and the
network audio which would otherwise go to the speaker is

V attenuated (this is the “talk state"). When on the other hand
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speech, is being received from the network and the local
microphone is not receiving speech, the logic configures the
attenuators conversely, such thatthe network speech is
played by the speaker and the microphone’s acoustic energy
is muted by the attenuator on that channel (this is the “listen
state"). ,

The ESP operates without aseparate dedicated speaker-
phone circuit device. 'I‘he ESP operates over a network

penniued to distortsignal

The ESP eifectivelyv distributes computational overhead
such that redundant signal processing is eliminated.

The ESP is a distributed digital‘ signal processing algo-
rithm. In the following, the algorithrnis spoken of as
“distributed,” meaning that two instantiations of it reside on
the two conferencingsystems connected by a digital. net-
work, and their operation is interdependent). “Frame
energy" means. a mean sum of the squares‘of'tlre digitized
audio samples within a particular time segment called a

The instantaneous configuration of the two, attenuations is
. encoded as a single integer variable, and the attenuations are

implemented as a fractional multiplier as a computational
function of the variable. I ._

In order to classify a signal as speech, the algorithm
utilizes a frame energy threshold which iscomputed as an"
olfset from the mathematical mode of a histogram in which
each histogram bin represents the "count of frarnes_ in a-
particular energy range. Thisthreshold varies dynamically
over time as it is recalculated. '11re"re exists a tlrreshold for
each of the two audio channels. V

Since both stations need access to the threshold estab-
lished at a particular station (in that one station's transmit
stream becomes the other station's receive stream), the
thresholdis shared to both instantiations of the algorithm as
an out-of-band network. signal.~This obviates the need for

V both stations to analyzethe same signal, and makes the
stations immune to any losses or distortion caused by the
audio codec. r , 5 _ _

The energy of a transmitted audio frame is embedded
within a field of the communication fonnat which carriesthe
digitally-compressed form of the frame. In this way, the
interactive performance of the station pair is immune from
any energy distortion or losses involved in the audio codec.

The ESP makes possible hands-free operation for video
teleconferencing products..It is well-known that hands-free
audio conversation is a much more natural conferencing
usage model than that of an audio headset. The user is freed
from a mechanical attachment to the PC and can participate
as one would._ at _a conference table rather than a telephone
call.
Audio Task Interface with Comm Task V

The interface between the audio task to the audio hard-
ware is based on SPOX® operating system streams. Unfor-
tunately, SPOX® operating system streams connect tasks to
source and sink device drivers. not to each other. Audio data
are contained within SPOX® operating system array objects
and associated with streams. To avoid unnecessary butfer

copies, array objects are passed back and forth between the
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driver: _The actual pipe driver used will be based on a
SPOX® operating. system driver called NULLDEV. Like
Spectron's version, this driver simply redirects butfers it

‘ receives as an IO_SlNK to the IO_SOURCE stream; no
butter copying is performed. Unlike Spectron’s pipe driver,
however, NULLDEV does not block the receiving task if no
buffers are available from the sending stream and discards

S bulfers received from _the IO__SOURCE stream if no task
has made the [O_SlNK stream connection to the driver. In
addition, NULLDEV will not block or return errors to the
sender. If no free bufiers are available for exchange with the
sender's live buffer, NULLDEV‘returns a previously queued
live buifer. This action simulates a dropped packet condi-
tion., ’ ’ ~ .

Setup and teardown of these pipes will be managed by a
message protocol between the comm task and audio task
threads utilizing the existing TMB mailbox architecture built
into the Mikado DSP interface; »

The interface assumes that the comm task is running, an
ISDN connection has been established, and channel ID's
(i.e., virtual circuii ID’ s) have been allocated to the audio
subsystem by the conferencing-API. The capture and play-
back threads become the channel handlers for these ID's.

The interface requires the com task first to make available
to the audio threads the handle to its local mailbox Tl\/[B_
MYMBOX. This is the mailbox a task uses to receive
messages from the host processor. The mailbox handle is
copied to a global memory location and retrieved by the
threads using the global data package discussed later in this
specifications _
Message Protocol

Like the com task, the audio task threads use their own

TMB_MYMvBOX-mailboxes for receiving messages from
the comm task. For the purpose of illustration, the capture
thread, playback thread and com task mailboxes are called
'I'MB_CAPTURE, TMB_j’LAYBACK, and 'I'MB_COM-
MMSG, respectively.~ The structure of the messages
exchanged through these mailboxes is based on TMB_Msg
defined in “TMB.H" such that:

typedef struct ’I'MB_Msg {
Int mag;
Uns words[TMB_MSGl..EN];

} '['MB_Msg;

The messages that define this interface will be described via
examples. Currently, specific message structures and con-
stauts are defined in the header file “AS.H“.

Referring now to FIG. 16, there is shown a block diagram
of the interface between the audio task 538 and the com
task 540 of FIGS. 5 and 13, according to a preferred

' embodiment of the present invention. For audio capture,
when the capture thread receives an ALink0utTMsg mes-
sage from the host processor, it sends an AS_REGCHAN-
HDLR message to the TMB__COMMMSG mailbox. The
message contains an on-board channel ID, a handle to the
mailbox owned by the capture thread, and a string pointer to
the pipe. .

typedef struct AS__0PENMSG {Uns
Uns
TMB_MBox
String

I‘ msg = = AS_REGCHANHDLR. ‘I
/* On board channel ID “I
I‘ Sending Task's mailbox. "I
I‘ Device name to open. ‘I

‘"531 .
Cnannel_lD;
mailbox;
DcvNarne;

} AS_0PENMSG:

comm and audio-subsystems running on the audio/comm
board using SPOX® operating system streams and a pipe

65

Channel_ID is used to retrieve channel specific informa-
tion. The task stores this information in the global name
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space. A pointer to this space is retrieved via the routine
GD_get:Address(lD). The information has the followingstructure:

typedef struct COMM_AUDl0J3A'I‘A {
‘ struet {

unsigned int
unsigned int
unsigned int

} boo];
Uns localll);
Uns remoteln;

} Co_rnmAudiolJaIa. ‘CommAudinDataPtr; :_:::

This sttucture isdeclared in “AS.H". From this structure, the

initialized
read

comm task can deterrnineif the- buifer is initialized (it 15

always should bear the audio tasks would not be calling),
if the task is expecting to read or write data to/from the
network (if read_ is 1, the com task will open the pipe for
write and put data from the network there), and finally the
local and remote IDs of the network channels. The following 20
pseudo code illustrates‘ the actions performed by the caphrre
thread to establish a link with the com task:

5,488,570
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com task via the pipe driver. After each SS_put() to the
pipe driver, the capture thread notifies the com task that an
incoming buffer is on the way via an AS_RECElVECOM-
PLETE status message.

audio = (ASJNFOMSG *) &message:
a.udio—>msg -5- AS_STATUS;
audio—>Channel__lD = AS_CA.P'l‘URE_CHAN;
nndio—>stanrscode = AS__RECEIVECOMPLETE:
TMB postMessage (TMB_COMMMSG, audio, 0);

The corrlm task sends the buifers to the ISDN driver which

transmits the data frame on the audio output's ISDN virtual
channel. ’

Between each input streams bufl’er processed. the capture
thread checks TMB_CAPTURE for new requests messages
from the comm task or the host processor. When a second
ALlNKOUT_TMSG message is received from the host
processor, the capture thread stops sending data bufiers to
the pipe driver and notifies the com task of its intention to
terminate the link:

______________..._..______._:_._'__......._
AS_0PENMSG ‘audio; .
TMB_Msg ' rrnssage:
ConimAudioDa1aPt:r - pCADaIa: .
pCADaxa = (ConmAudioDataPn) GD_geL-\ddress(AS_CAP'I‘URE_CHAN)
<sct pCADala. lields> . -
audio = (AS OPDIMSG ') dturersage;
audio—>msg = AS__REGCI-IANHDLR: , .
audiu—>Charurcl_]D = (Uns) AS_CAPI'URE_Cl-MN;
sudio—>rrrailhox = (TMB_~.MBox) TMB_CAPI‘URE;
audio—>DevName = (String) “lnull“;
'l‘MB__portMessagc(I'MB_COMMlVlSG, audio, 0); 
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The com task’s first action will be_ to call GD_getAd-
dresso and retrieve an address to the CotnrnAudioData
structure. It validatesthe structure using the local and remote
IDs linking the thread with the appropriate ISDN _channe1. .
Finally, the com task responds by connecting to its end of 40 '
audio->DevName (“Inull") and returning status to the cap-
ture thread via a message directed to TMB_CAPI'URE
such that:‘

audio = (AS_INFOMSG ") Rcmessage;
audio—>msg = AS_CIDSE__-_Cl-IAN;
audio—>Channel_lD = AS_CAP'I'URE__Cl-IAN‘,
'I'MB_portMessage ('I'MB__COMlVfl\/ISO. audio, 0);

Capture treats the 'AL'IN'KOUT_TMSG message as a
toggle: the first receipt of the message establishes the link,

' .

TME__Msg .
CommAudioDntaPtr pCADn1a',
AS__Ol7'E.NMSG ‘audio;
typedef struet AS_lNFOMSG {Uns msg:

Uns Clmnne1.ID:
Uns statnscode;
Uns starusExtm:

} AS__lNFOMSG ‘comm ; ..
TMB_getMessage (TMB_COM1IMSG, (’l'MB__Msg)&audio. O); V
pCADa.tn= (ComrnAudioDaIaFftr) GD_get.Addres§(audio.Gtannel_lD);
<validate pCAData fields and open audio. DevNa.me>
comm = (AS__INFOMSG *) &n'£ssage; V
comm->rnsg = AS__S1.‘ATUS; I
eomm—>Channcl_lD = audio.Channel_lD;
comm->statuscode sf AS_‘.REGC[-IAN!-IDLR_OK'. .
TMB'_postMes'sa’ge (eud.io.mailbox, comm, 0);

message:

I* On board chanue1ID *1
I‘ Status Code "I .
I‘ Additional status info ‘I

I‘ AS_C1.0SE_Cl-IAN or AS_SI'ATUS */

:_: 

If the com task detects anerror, the statusCode.and
statusExtra fields are set to the appropriate error codes
defined in the- section Status and Error Codes.‘ ‘

The capture thread subsequently receives stream buifers 65
filled with time stamped and compressed audio data from the
input driver stack via SS_get0 calls and routes them to the

the second receipt terminates it. The com task first closes
its half of the pipe driver and then terminates its connection

with the capture thread via an AS__CLOSE__Cl-lAN_OK
message.
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At any time during the link state, problems with or a

comm—>|-mg = As_s-rm-us;. . nomiai shutdown of the ISDN logical channel may generatecomn1—>C|iannel_lD = Channe1_1D; _ -' - » ' -
co >smumdc.= As_CHANCwSE_oK; a hang up condition. The comm task notifies the capture
TMI_3_posu\/Iessagc ('l‘MB_CAP1'URE, comm, 0); - and/or playback thread via the unsolicited status message

_ , AS_COMM_HANGUP_NOTIFY:
On the other side of the audio task, the playback thread waits ' c
for the ALINKIN__TMSG message from the host processor
after first opening the IO_SINK side ofa second pipe driver
“/null2". When that message finally arrives,‘ the playback
thread opens the communication pathway to the comm task
and registers as the audio input, channel handler via an
AS___REGCHANI-IDLR message. Like the capture "thread,
the playback thread supplies the channel ID, its response
mailbmt, and a string pointer to the second pipe driver;

pCAData = (ComrnAudicDntaPtr) GD_getAdd.ress(AS_PLAYBACK_CHAN)
<set pCADsm tields> '
audio = (AS_QPENMSG *5) &message;
audio—>msg = ‘AS_REfiCHANHDLR; .
audio—>Channel_ID = (Una) ASJLAYBACLCHAN;
audio—>mailbox = (TMB_MBox) TMB_PLAYBACK;
audio—>DevName = (String) “Inull2";
TME_poutMessage ('l‘MB_COMMMSG, audio, 0); _ . 

Exactly as with the capture thread, the comm task behaves
as follows: ‘ '

 _

' 'l'MB__getMesssge (TMB_COMMMSG, ('l'MB_Msg)&mdio. 0);
pCADau. = (ComInAudioDataPtr) GD__getAddress(nudio.Channel_II));
<validate pCADala fields and open audio. DevNanue>
comm =‘(As_INFOMsG ‘J amessage: ’
comm->mxg = AS_S'l'A'1'US;
comm->ChauneL_ID = audio.ChanneL_lD‘,
comm—>smn5Code = AS»_R.EGCHANHDLR_OK;
TMll_po|tMcssa;e (audimmailbox. comm. 0): _ 

Once this response is received,‘ the playback thread blocks

comm = (AS__IN'FOMSG *) Eamessage;
eotnrn->msg = AS_STATUS;eomm—>Channel_ID = Cl1annel_JD: .
comm—>statusCode = AS___GOMM_HANGUP_NOTlI<“I;
comm—_>statusextra = <QMUX errDr> ‘
TMB_postMessage' (<l‘M'B_PLAYBACK or TMS__CAP1‘URE >, comm. O);

waiting for notification of input buffers delivered by the 50 In response, the threads close the channel, notifying the host
comm task to its side the pipe driver. After each buffer is put processor in the process.

to pipe, the com task notifies the playback thread: ‘ As defined in “ASH”, the following are status and error
- ' codes for the statusCode field of AS_STATUS messages:

comm = (AS_1NT’0MSG “) Scmessagez
comm—>msg =.AS__STATUS', _
cornm—>Chae.nel_ID = Channel__ID: . AS—‘REGcHANHDLR-‘OK gE:‘lE:'lEcl:eAdI::u)I‘Rcomm->stntusCede = AS_RECElVEO0MPLEa'[‘E: . ’

TMB_po_stMessage ('I‘MH_PLAYBACl(, com, 0); As—REGCHANHDLR'—FM1‘ :':u—:::3fGu§::ANHDLRAS_CHANCLOSE_0K AS_CHANClDSE

The playback thread collects each buficr and outputs the 60 As_CHANCwSE_FALL
audio data by SS__put()’ing each butfer down the driver AS COMM HANG“? NOT mquggtfagleik in SAC 13o4_ . » _ _ _ IFY Open channel closed.

sta"I:‘l1emhanecli‘ng of the second ALTNKIN_TMSG request "S‘RE°E"E°°MPLm fin,“",1’°,“°[,§'\‘,‘?‘ "°°“°"‘ '
received from the host processor is the same as on the 65 ASJ-0ST—DATA Oneofmm dim packs“

capture side. The playback thread closes “lnull.2" and uses d’°”’°d‘
AS_CLOSE__CHAN to sever its link with the com task.
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Regarding buffer management. issues, the ‘ audio task
maintain a dynamically configurable amount of latency‘ on
the audio streams. To do this, both audio task threads have
control over the size of the buffers that are exchanged with
the_ com task. As such, the com task adopts the butfer
size forthe streams assigned it by the audio task In addition,
thegnumber of bullets which exist within the NULLDEV
link between the com task and an audio task thread are

defined by the threads; Mechanisms for implementing this ‘
. requirement involves the following steps: ’ V

1. Both audio task threadscreate their SPOX® operating
system stream connections to the NULLDEV pipe driver
before registering with the com task Each thread issues
an SS_create() specifying the buffer size appropriate for
the audio compression rnethod and time stamp framing to
be performed on each buffer. In addition, the attrs.nbufs
field is set to the desired number of bufiers available for
queuing audiodata within the NULLDEV.link. _

2. When setting’ up its NULLDEV sti-earns, the com task
sets the SS_create() bulfer-size parameter to -1 specify-
ing that a‘ “device-dependent value will be used for the
stream bufier size". See SPECFRON.’s SPOX® Applica-
tion Pmgramming Refemncc Manual. Version l.4,Vpage
173; in addition,“ the attrs._nbufs are set to 0 ensuring that
no additional butfers are ‘added to the NULLDEV link.

3. After opening the stream, the com task will query for the
correct bulfer size via an SS_sizeof0 call. Thereafter; all

. buifers it receives from the capture thread’ and all buifers
it delivers to the playback thread arethis size. It uses this
size when creating the SA_Array object used to receive .
from and sendgbuifers to NULLDEV. . . _

The com task preferably performs no buffering of live
audio data. Cornmrinication between audio task endpoints is
unreliable. Because audio data is being captured, transmit-
ted, and played back in real time, it is undesirable to have‘
data blocks retransmitted across an ISDN channel.

Whether unreliable transmission is supported or not_ for
the audio strearmthe NULLDEV driverdrops data blocks if
live bufiers back up. NULLDEV does not allow thesender
to become bulfer starved. It continues to exchange buflers
with the task issuing the SS_put0. If no free_bufi’ers are
available to make the exchange, NULLDEV returns the live
buifer waiting at the head of its ready ‘queue. »
Global Data Package ' . _

The SPOX® operating system‘ image for the audiolcomm
board contains a package referred to as the Global. Data
Package. It is a centralized repository for global dam that is
shared among . tasks. The -interfaces to this package are
defined in “GD.H”. The global data is contained in a
GBLDATA struct that is defined as an arrayvof pointers:

typedef strnct GBLDKFA ( .Pt!‘ avn1'lahleDatalMAX_Gl.OBAl.S];
v }> GBLDATA; ' .

Like all SPQX® operating system packages, the global data’
package contains _an initialization entry point GD_init() that
is called during SPOX® operating system initialization to
set the items in GBLDATA to their initial values. Tasks that
wish to access the global data will contain statements like
the following to obtain the contents of the GBLDATA
structure: ' v .

mi point.erToGlobal0bject;
pointer’l'cGlobal0bject = '
GD__getAdress(0BIECl‘_NUMBER);

In apreferred embodirnent. there is no monitor or semaphore
associated with the global data So by convention, only one

. 66

task will write to an item and all others will only read it. For
ertarnple, all data pointers are set to NULLby GD_init(). A
pointer such as av_ailableData[CommMBox] would then be
filled in by the com task during its initialization with the
following sequence: ’

puintezToGlcIba1Data= GD_getAddress(AS_COMlVlMEOX);
poinIerToGlobalData—>CotnmMBox= TNEB__MYMBOX;

Tasks that wish to communicate to the com task can check

— that the task is present and obtain its mailbox handle as
follows:

poirLter'l’oG1oba1Data= GD_getAdrlress(AS_COMMMBOX);
if (pointerTcGlohalData—>CommMBox ‘z NULL) {

I‘ COMMTASK is present ‘fl
'l'MB_pcstMersage ( pointer’l‘aGlcbslDaca—>ComrnMBcx ,

-~ aMessnge,
- h'rncOutValue);

}
else { .

I“ IT IS NOT ‘I
l

NULLDEV Driver V ._
. The SPOX® operatingsystem image for the audio/board
contains a device driver that supports interprocess commu-
nication through the stream (SS) package. The number of
distinct streams supported by NULLDEV is controlled by a
defined constant NBRNULLDEVS in NULLDEV.H.. Cur-

rently, NULLDEV supports two streams. One is used for the
audio task capturethread to communicate with the com
task. The other is used by the playback thread to commu-
nicate with the comm task. The assignment of device names
to tasks is done by the following two constants in
AS’I‘ASK.H:

“Innll"
“/null2"

ifdefine AS_CAFl'URE_Pll’E
#define AS__PLAYBAClC__PlPE _

Support for additional streams may be obtained by changing
the NBRNULLDEVS constant and recompiling NULLD-
VR.C. The SPOX® operating system config file is also
adjusted by adding additional device name strings to this
section as follows:

driver NULlJ)EV__driver {
"Inull": devld = 0;
"Inull2": devid = l;

l;

The next device’ is the sequence has'devid=2.
SS__get() calls to NULLDEV receive an error if

NULLDEV’s ready queue is - empty. It is possible to
SS__put() to a NULLDEV stream that has not been opened
for SS_get() on the other end. Data written tothe stream in
this case is discarded. In other words. input live buffers are
simply appended to the free queue. SS_put() never returns
an error to the caller. Ifno bufiers exist on the free queue for
exchange with the incoming live buifer, NULLDEV
removes the butter at the head of the ready queue and returns
it as the free buffer.

Comm Subsystem ‘
- The communications (co_Inm)_subsystem of conferencing

system 100 of FIG. 5 comprises comm API 510, com
manager 518. and DSP interface 528 running on host pro-
cessor 202 of FIG. 2 and com task 540 nmning on
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audio/comm board: 206. . The com subsystem provides
connectivity functions to the conferencing application pro-
grams 502 and.504. It maintains and manages the session,
connection, and the virtual channel states. All the connection
control, as well as data communication are done through the
communication subsystem. , ’ t .

Refcrringnow to FIG. 17, there is shown a block diagram
of the com subsystem of conferencing system 100 ofFIG.
5, according to- a preferred embodiment_of the present’ '
invention. Thevcomm subsystem consists of the following
layers that reside both on host processor 202 and theaudio/comm board 206: ' ’

Transport independent interface ('I'[I.DLL),
Reliable datalink module (DLM.DLL+KPDAPI.DLL,

where‘KPDAPI.DLL is the. back-‘end of the ‘DLM
which communicates with the DSP interface),- and

Datalink module._ TlI.DLL and RDLM;DLl.; reside
’ entirely on the host processor. Datalink module com-

. prises DLM.DLL residing onthe host processor, and
control (D‘ channel), D channel driver"; data comm
tasks, and Bchannel drivers residing on audiolcomm
board 206. . . .

The com interface provides a “transport independent
interface". for the conferencing applications. This means that
the com interface hides all the network dependent features
of the conferencing system.. In a preferred embodiment,
conferencing system 100 uses the ISDN Basic Rate Interface
(BRI) which provides 2*64 KBitslsec data (8) channels and
one signaling (D) charmel (2B+D).’ Alternative preferred
embodiment may use alternative transport media such as
local area networks (LANs) as the communication network.

Referringnow to FIG. 18, there is shown a block diagram
of the comm subsystem architecture for two conferencing
systems 100 participating in a conferencing session, a‘c'cord- ‘
ing to a preferred embodiment of the present invention. The ,
comm subsystem provides an_ asynchronous interface
between the audio/comm board 206 and the conferencing
applications 502 and-504.‘ ’ '

The com subsystem provide all .the,software modules '
thatmanage the two ISDN B channels. The com sub-
system provides a multiple virtual channel interface for the
13 channels. Each virtual channel is associated with trans-
mission priority..The~ data queued for the higher priority
channels are transrnitted before the data in the lower priority
queues. The virtual channels are unidirectional. The confer-
encing ‘applications open write-only channels. The confer-
encing applications acquire read-only channels as a result of
accepting a open channel request from the peer. The DLM
supports the virtual channel interface. ‘

During a conferencing session, the com subsystem
software handles all the rnultiplexingand inverse multiplex-
ing of virtual channels over the B channels. The number of
availableB channels (and the fact that there is more than one

physical charmel available) is not a concern to the applica-
tion. ’ .: . ' .

The com subsystem provides the D channel signaling
software to the ISDN audiolcomm board. The com sub-
system is responsible for providing the ISDN B charmel
devicedrivers for the ISDN audio/comm board. The com

subsystem provides the ISDN D channel device drivers for
the ISDN audio/comm board. The comm softwareis pref-
erably certifiable in North America (U.S.A, Canada). ‘The
signaling software is compatible with Nil, AT&T (hrstom,
and Northern Telecom DMS-1_O0. V

The comm subsystem provides an interface by which the
conferencing applications can gain access to the communi-
cation hardware. Thegoal of the interface is to hide the

68

implementation of the connectivity mechanism and provide
an easy to use interface. This interface provides a very
simple (yet functional) set of connection control features, as
well as data communication features. The conferencing

applications usevirtual channels for data communication.
Virtual channels are simplex. which means that two virtual
channels are open for full duplex communication between
peers. Each conferencing). application opens its outgoing
channel which is write-only. The incoming ("read-only‘) chan-
nels are created by “accepting” an “open channel"«request
fromthe peer. — _ .
qMUX MULTIPLE CHANNEL STREAMING MODULE

The QSource Multiple ‘Channel Streaming Module
(qMUX) is based on the need to utilize the high bandwidth
of two bearer (B) channels (each at 64 kbps)_as a single
lugh-speed channel for the availability of multiple upper
layer users. This section V specifies the various interfaces
between4QS’ource qMUX module and other QSource mod-
ules or application modules to achieve this objective. -

Qsource qMUX is a data link provider for one or more
end-to-end connected upper layers to exchange data between
themselves at a higher data rate than is possible over a single
bearer (B) channel. qMUX accepts messages from upper
layer providers and utilizes both B channels to transfer the
data. On the receiving" end, qMUX willreassemble received
bufiers from Layer 1 in sequential order into a user message
and deliver the message to theawaitirig upper layer. There
is no data integrity. insured by qMUX. There is no Layer 2
protocol (i.e.,V LAPB) used in the transmission of packets
between the two endpoints; however, packets are transmitted
using HDDC framing. Throughout this section, the term
ULP means Upper Layerfrocess‘ or qMUX User.

_ qMUX is a data link provider process that receives user
data frames from upper layers (data link user) and equally
distributes them over the two B channels. This achieves a
higher bandwidth‘ for an upper layer than if a single B
channel was used. Several higher processes can be multi-
plexed through the qMUX process. each being assigned its
own logical channel through qMUX. This logical channel is
known as an qMU_X logical identifier (qLI).

A priority is assigned to each qLI as it is opened. This
priority ensures that buffers of higher priority are sentbefore
butfers of lesserpriority are transmitted over the B channels.
This enables an upper layer, -whose design _ensures a smaller
bandwidth usage, to be handled in aarhore timely manner.
ensuring a more rapid exchange of data between the two endusers. ’ ‘

two end users. There is no retransmission of message data.
Although received packets are delivered to the higher
requesting .layers, there is no guarantee of data integrity
maintained between the two cooperating qMUX processes.
Packets may be lost between the two endpoints because
there is no Layer 2 protocol ‘(i.e.. LAPB) used in the
transmission of packets between the two endpoints; how-
ever, packets are transnutted using HDLC framing. In order
to providereliability. a transport provider such as TPO
(modified to work with qMUX) is preferably used as a ULP.
qMUX considers a message as one or more data buffers from
the higher layer. These chained buffers are unchained,
assigned sequence ‘numbers within the message sequence,
and transferred tothe far end. Each bufier contains a

sequence number that reflects its place within the message.
At the receiving end, the bulfers are reassembled into

messages and delivered to the awaiting upper layer. Message
integrity is notguaranteed. Messages are discarded on the
receiving end if buflers are not received before final reas-
sembly and delivery.

qMUX is an unreliable means of-data transfer between’
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All messages transmitted by qMUX are preferably split
into an even number ofbuffers, independentofmessage size.
Two processes, namely SM2 and SCUD, split messages into
equal bulfers. In an alternative preferred embodiment. mes-
sages are split after exceeding a specific. size (160 octets).
Splitting messages into an even‘ number of butfers, regard-
less of size, ensures timely delivery of data. In another
alternative preferred embodiment, qMUX transmits a mes-
sage contained in a single butter. , _ "

Upper layers ensure that both endpoints are synchronized
on their qLI (logical channel identifier) and priority. Once »
both E channels are established, ‘the ULP establishes a

qMUX logical interface with the qMUX pmcess. This‘ qLI,
assigned by the ULP, allows for the transfer of data between
qMUX and the ULP. This qLI assignment may be trans-
ferred or reassigned to, another ULP, by use of the qMUX_
BlND__REQUEST primitive. The qLI may be used by only
one ULP at a time. Themaximum qLI value in a system is
defined as a stamp parameter (MAX»__LOGICAL_CI{AN-
NELS). A ULP requesting a qLI‘wl'.ten all of the assignable
qtlareinuseisdenied. ' "

_ If a message is received for a qLI that is not assigned‘, then V
the, message is discarded. A received; message has the
sending qLI and theintended receiver’s qLI contained in the
message. If the ULP assigned to the qLI does not have an
outstanding ‘ request to receive data when a message is
received, the message is discarded as well. ' ‘ -

A qLI of 0 (zero) is used asra control channel for a ULP
requesting assignment as a controlling ULP. The controlling
qL.I may be used to synchronize the two end ULPs cooper-
ating in the data exchange. .

When a qLI is requested, the requesting ULP assigns a
priority for the handling ofmessages. Those ULPs requiring
a high throughput with very littlebandwidth should request
a high priority togits messages. Priority isvalid for outgoing
messages only; that is, thepriorityis used when the buffer
is queued to the B channel driver. ' » .

Data transfer between the ULP and qMUX is performed
on a message ‘basis. A message is defined to be one or more
data buffers containing user data. The butfers are dis-

. assembled, assigned sequence numbers. and transfened over
' the available bandwidth of the two B channels in their

assigned priority order, and re-assembled on the far-end for
delivery to a requesting ULP. Should a fragment of the
message not he delivered, the entire message is discarded;
no retransmission of the message or its-. parts are attempted
by qMUX. . .

End-to-End flow control is not performed by qMUX.
Before bufiers are queued to layerpl, the queue depth is
checked. If,the.nu'rnber of bulfers on a B-channel queue
exceeds 15. the message is discarded, and notification given
to the ULP. » ' .: _ ' _

qMUX maintains a message window‘ per qLI that efl’ec-
tively buflers incoming messages. This guards against net-
work transit delays that may exist due to the two bearer
channels in use. The current size of themessage window is
three. For example, it is possible for qMUX to have com-
pletely assembled message numbers 2 and 3, while waiting _
for the final part of message 1. When message 1 is com-
pletely assembled, ‘all three are then queued, in message
order, to the appropriate ULP. If any part of message 4 is
received before message 1 is complete,‘ message 1 is dis-.
carded and the ULP-no'tified. The message window then
slidesto include messages 2, 3, and 4. Since messages 2 and
3 are complete,» they are forwarded to the ULP and the
window slides to message 4. The following primitives are
sent from the ULP to qMUX:

‘so

qMUX_DATA___REQUEST Indicates the message
carries application data.
T12 message is comprised
of one or more Qsource
system buifers.
Arequest by A ULP for a
qLI assignment. Both Bchannels are assumed to.
be connected at this time;
the state of the two E
channels is unaltered
This request can also he
used to request a control-
ling (11.1 (0) fora
ULP. q
A request by u ULP to
have the specified qLI
bound to the requesting
ULP. All subsequent
received tmflie is
directed to the requesting
ULP. .
Used by aULPlo end its
usage of a qLI. All sub-
sequent messages received
are discarded for this qLI.
Thisisnsed hyaULl’to
end the logical connection
and reception of data.

qMUX_A'l“I‘ACH__R.EQU'EST

QMUX__DEA'I'1'ACH._.REQUESI‘

The following primitives are sent from qMUX to the
UI..P: ‘ '

Indicates that user data is
contained in the message. The
message is one or more
Qsvurce system hufus.
Acknowledges to the UL!‘ that
a previously received primitive
was received successhrlly. The
qLI is returned within the
aclcnowledgement.
Informs the ULP that a
previously issued request was
invalid. The primitive in error
and the associated qLl (if
valid) are conveyed back to
the ULE

qMUX_DATA_lNDlCATION

' QMUX_0K_ACK

qUMx_r=.ruzoR_Acr<

The rorrdwaig primitives are exchanged between PH (B
channel Driver) and qMUX: '

PI-l_DATA_r_REQUES'l‘ Used to request that the user data
contained in the Qsouroe system

system bulfer be transmitted on theindicated 3 channel.
Used to indicate to qMUX that the
user data in the Qsource system
bulier is intended for an ULP. This
particular bufler may only he a
part of a message.

PH__DATA__lNDICA'l'ION

PH_DATA_REQUEST Used to request that the user
data contained in the Qsouroe system bulfer be trans-
mitted onthe indicated B channel.

PH_DATA_INDICATION Used to indicate to qMU'X

tha_t,_the user data in the QSource system butter is
intended for an ULP. This particular butfermay only be
a part of a message.

55 The following example of the usage of qMUX by two
~ cooperating‘ULPs (referred to as ULP-A and. ULP-B)

assumes that a connection has already been established:
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The session manager sends a QMUX_CONNECT_REQ
primitive to qMUX that states that both B-channels are
available. ULP-A and ULP-B establish both B Chan-
nels at their respective ends. .

ULP-A issues a qMUX_A'ITACH_REQUEST for a 5
controlling qLI to qMUX, and two _qMUX_AT-
'1ACl-l_REQUESTs for a data exchange path. The iirst
path is for sending and the second is for receiving data.

ULP-B also issues a qMUX._A'l"I‘ACH..REQUEST for a
controlling qLI (of zero) to qMUX, and two qMUX__
AT'I‘ACH_R_EQUES'I§ for a data exchange path. ULP
assigns zero for the controlling qLI requests and qLI S
and 6 for ULP-A and qLI Stand 6 for LP-B, '

ULP-A formats a peer-to-peer (ULP-A to ULP-B) request
for informing ULP-B that messages for ULP-A should
be directed over qLI 6. ULP-A sends the message via
qMUX over the controlling qLI.

ULP-B also formats a “peer-to-peer (ULP-B to ULP_-A)
request for informing ULP-A that messages for ULP-B
should be directed ‘over qLI 6. ULP-B sends the mes-
sage via qMUX, over the controlling qLI.

ULP-‘A receives. the request from ULP-B from the con-
trolling qLI. A response is formatted which gives the
qLI for ULP-A as 6 and ULP-B‘ as 6..It is sent to qMUX
for transfer over the controlling qLI. _ ‘

ULP-B receives the request from ULP-A from the con-
trolling qI..I. A response is formatted which gives the
quiet ULP-B as_6 and ULP-Aas 6. It is sent to qMUX
for transfer over the controlling_qLI.

Once both ULP peers have received the responses to their
peer-to- peer requests, they an exchange data."

The following scenario illustrates the interface and design
of qMUX for the exchange of datalvideolaudioz V

ULP-A issues a qMlJX_D}¥I‘A_REQUEST over qLI.5
for delivery at the far-end to qLI 6. The message was
segmented into two Qsource system buffers by SMZI
SCUD and sent to the B channels asfollows:
Segment one: marked as STAKI'___OF_MESSAGE,

sending qLI is 5, receiving qLI is 6,‘ sequence
number is 1 (one). It is sent to the 11 channel driver
for B channel 1 with a primitive of PH_DATA__'_
REQ- . »

Segment‘ two: marked as END_0F___MESSAGE,
sending qLI is 5, receiving qLI is 6, sequence
number is 2,(two). It issent to the B channel driver
for B channel 2 with a primitive of PH_DATA_

qMUX at the receiving end receives the buffers as fol-lows:

Segment onezl received from B channel» driveron B
channel 1. Bufier has header of START___0F_MES-
SAGE, sequence number 1. State is now AWAIT-
ING_EOM for qLI 6. .

Segment two: END_OF_MESSAGE received. Buifer
‘ _ is chained to buffer two. Primitive is made qMUX_

DATA_lNDICA'I'ION and sent to the ULP-B who
had bound itself to qLI 6. State is now set to
AWAITING__START_0F_MESSAGE. ' _

The above activity occurs during the message windowfor
this qLI. The message window is currently set at three. A
message window exists-on a qLI basis.
Comm API . — V

Comm API 510 of FIG. 5 provides an interface between
conferencing applications 502 and 504 and the com sub-
system. Comm API 510 consists-of a transport-independent
interface (TlI.DLL of F[G.‘17). The TI! encapsulates the
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network driver routines provided to the upper-layer modules
(ULMs). Comm API 510 provides the following services
and functions:

Initialization Commands. ‘
Beginsession: Begins a comm. session. Only one

“thread” of execution is allowed to begin the comm
session for a given media. This thread specified the
session handler. which is the. focal point of all the
connection management events- All connection
related events are given to the session handler.

Endsession: Ends a comm session.
Connection Control Commands

Mal-:eConnection: Makes connection to a remote peer.
A MakeConnection command sends a connection

request to the . session handler of the specified
“address".

CloseConnection: Closes a connection. This command
closes all the open virtual’ channels and the connec-
tion. All the relevant handlers are notified of the
events caused by this command.

Acceptconnectionz-Accepts a peer’s request-for con-
nection. The session handler of the application which
has received a connection request issues this com-
mand; if it wants to accept the connection.

Rejectconnectionz Rejects a peer's request for connec-
tion. . '

Virtual-Channel Management.
RegisterCha.nMgr: Registers the piece of code that will

handle channel events. This call establishes a chan-
' nel manager. The job ofchannel manager is to field

. the "open channel" requests from the connected peer.
Registerchanliandlen Registers the piece of code that‘ will handle data events. The channel handler is

notified of the data related events, such as receipt of
‘data and completion of sending of a data bulfer.

0penChanneI: Opens a virtual channel for sending
data. ‘

Acceptchannel: Accepts a virtual channel for receiving
data. . .

RejectChannel: Rejects the virtual channel request.
CloseChannel: Closesan open channel.

“Data” exchange 3
SendData: Sends data over a virtual channel.
ReceiveData: Posts butters for incoming data over a

virtual channel. Communications Statistics '

Getchanlnfo: Returns information about a given chan-
nel (e.g., the reliability and priority of the channel).

GetChanStats: Returns statistical information about a

given channel (e.g., number of transmissions,
receives, errors).

GetTiiStats: Returns statistical information about the
current TII channels.

Transport-Independent Interface
Comm API 510 supports calls to three ditferent types of

‘transport-independent interface functions by conferencing
' applications 502 and 504 to the com subsystem: connec-

tion management functions, data exchange functions, ses-
sion management; and communications statistics functions.
Connection management functions provide the ULM with
the ability to establish and manage virtual channels for its
peers on the network. Data exchange functions control the
exchange of data between conferencing systems over the
network. Communications statistics functions provide infor-

65 mation about the channels (e.g., reliability, priority, number
of errors, number of receives and transmissions). These
functions are as follows:
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Connection Management Functions

RegisterChanMgr Registers a callback or an application window whose message
processing function will handle 1ow—level notifications generated
by data channel initialization operations. This function is
invokcd before any 0penChanncl cells are made.

Reg1'ste.rCl1anHand1er Registers a. callback or an application window whose "message
processing function will handle low-level notifications generated
by data channel input/output (lI0) activities The channels that
are opcnai will receive CHAN_DATA'_SENT, and the accepted
channels will receive Cl-lAN_RECV_COMPLTE. _
Requests 21 sub-cltamiel connection from the peer application.
The result of the action is given to the application by invoking
the callback routine specified in the RegistcrCban.Handler. The
application must specify an ID for this transaction. This [D is
passed to the callback routine or posted in aruessage.
Note: All Connection requests are for establishing connections
for sendingdata. The receive channels are opened as the result
of accepting a Connectchannel request. . p
A peer application can issue AcceptChannel in response to a
Cl-IAN_.REQIJES'l‘ (0pextCl:tannel) message that has been
received. The result of the AcceptChaunel all is a one-way
conammication sub-channel for receiving data mounting data
notification will be sent to the callback or window application
(via PostMessage) to the Channel!-landler. '

RejectChannel Rejects an 0peaChannel request (CHAN_REQUEST message)
from the peer.

Closechannel Closes a suh~clraane1 that wasqopened by Acceptchannet orDounectchannel.
Data Etchange Functions '

SendData Sends data. Data is normally sent via this rnechanism.
Receivebata Receives data. Data is normally received through this mechanism. '

This call is nominally issued in response to a DATA_AVAILABL.E
. message.

Communications Statisti Functions

GetChanIafo Return: channel information. _ ‘
Getchanstats 1 Returns various statistical iufonnation about a channel
Get'l‘iiStats ‘ Rettnns various statistical information about aTll channel.

These functions are defined in further detail later in this
specification in a section entitlcd.“Data‘ Structures, Func-
tions, and Messages.”_ ' " . ' ' '7' p

In addition, comm API_ 510 supports three ‘types of 40
messages and callback pararneters returned to conferencing
applications 502 and 504 from the comm subsystem irt
response to some of the'abo’ve—listed‘functions: session
messages, connection messages, and channel messages.
Sessionmessages are generated infresponse to change of 45
state in the session. Connection‘ messages are generated in
response to the various connection-related functions.
Message and Callback Parameters V

This section describes the 'pa.'rarnetet's.that are passed
along with the messages generated by the communication
functions. The events are categorized as follows:

Connection Events: Connection-related messages that are sent to the session handler (e.g.,
» ‘ connection request. connection accepted. connection closed).

Gzanncl Events: Channebrelattal messages that are handled by the channel manager
(e.g., channel request, channel accepted, channel closed).

Data Events: ‘ Events related to data communication (e.g., data sent, receive
completed). These events are handled by the channel handlers. Eachvirtual channel has a channel handler. -

. t V . 65
The following messages are generated in response to the -

various connection related functions:
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CONN__REQUl':'§'I‘EDwPar-am
lparern

CONN_ACCEl’I'ED

wParam
lparaln

CONN_RElECl‘ED
wPararn
1Parnm

CONN_TlMEOUT
IP21-am

CONN._EIROR

wPanm
_ |Param

CONN_CL.OSED
wParam

CONN_,CLOSE_RESP
wpar-um
lPlt&IIl

SESS_LCLOSEDwPararrr

Connection handle
Pointer to incorzting connection informationstructure:
i
WORD
LPTADDR
LPCONN_Cl-lR
} . . .
Response to MakeCunneetion or AeceptConrrection
request
Connection handle
Pointer to connection inforrnation structure:
i .
Dworm

Session handlePointer to caller's address
Pointer to connection attributes

Transld (specified hy user in
earlier request)

LPCONN_CHR Pointer to connection attributes
}
Response to MakeConnection request.Reason
Tr-artsld (specified by application in earlier
request) “ . p
Response to MalreConnecn'on request).
Ttansld (specified by application in earlier
request) ‘ ' V
Indication of connection closed due to fatal
erton '
Connection handle
Error > .Indication of remote Close.
Connection handle
Response to CloseConnectinn request.
Connection handle »
'l‘mnsld (specified by application in earlier Close
request) '
Response to Endsession request.
Session handle
 

Channel Manager Messages
»The following messages are generated in response to the

various chanriel management functions as described with the
fimction definitions:

 

wrmm

CI-iAN_ACCEPTED
wPararn
[Parent

Cl-lAN._RElECl‘ED
lPnrem

CHAN__CUOsED
wPanm1

CHAN_CLOSE_RESP
wPa.rar:n
l.Pararn .

indication of remote Openclrannel request.Channel handle
Pointer to Channel Request information structure:
i
nwoni) Transld (to be preservedin

AcceptIl3ejeetChnnnel)Connection handle
Pointer to CHAN_lNFO passed by
remote application

l-{CONN ,
LPCI-lAN__1NFO

l
Response to OpenC'hannel request.
Channel handle p
Trans1D specified by application in Openchanuel
request ' _ _
Response to OpenChannel request. .
TranslD specified by application in OpenCharmel
request .
Indication of remote Closechannel.
Channel handle v
Response to CIoseCha.nrrel request.
Channel handle .
TmnsID specified by application in CloseChannel 

Channel Handler Messages_ .
The following messages are generated in response to the

various channel» I/0 functions as described with the function
definitions:
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CHAN_DA'I'A_SEN'l‘
wPamm »
l.Para.u1

Cl-IAN_RCV_COMPLEI'E
wPararn -
lPara.'n

CI-IAN_DA'.l‘A__LOST
wParam
lPara.rn

Response to Sendbata.
Actual bytes sent

Response to ReceiveDnta.
Actual bytes received

Bytes discarded
'l'ranslD specified by application .

Data Structures

The following are the important data structures for the
com subsystem:

TADDR, LPTADDR:
CI-IAN_lNFO, LPCHAN_lNFO:
CONN__CHR. LPCONN_’CI-IR:

Channel information Vsnucnu-e.
Connection Attributes structure.

The com subsystem provides two difierent methods of

event notification ' to the conferencing applications:
Microsoft®_ Windows messages and callbacks. A conferencé
ing application program instructs the comm subsystem as to
which method should be used for hotification:0f ditferent
events. Micmsoft® , Windows messages employ , the
Microsofl® Windows messaging mechanism to .notify the
conferencing application that an event, has occurred. For
callbacks, the com subsystem calls a userprocedure when
an event has taken place. There are restrictions _on what the
conferencing:_application may or may not do within a
callback routine. . i V . , V ‘

"Referring now to FIG. 19, there is shown a representation
of the comm subsystem application finite ‘state machine
(FSM) for a conferencing session between a local confer-V
encing system (i.e., local site or caller) and a remote
conferencing; system (i.e.. remote site or callee), according
to a preferred ernbodimentof the present invention. The
possible application states are as follows:

rmrm or null gt... -
Conferencing session begun‘
Incoming connection request
Outgoing connection request made to remote site

INIT
IN_SESSl0N
CONN_IN
CONN_DUT
CONNCTED

remote site for outgoing connection)
Incoming channel request received from remote site
Outgoing channel request made to remote site
Incoming channel accepted by local site
Outgoing channel accepted by remote site

CHAN_IN
CHAN_DUT
RECEIVE
SEND

Referring now to FIG. .20‘, there is shown a representation 55
of the comm subsystem connections FSM for a conferencing

session between, a local siteand a remote site, according to
a preferred embodiment of the present invention. The pos-
sible connection states are as follows: _

Null state
Idle state ,
Awaiting response from local site
Awaiting acceptance response
Awaiting response from remote
site ,
Connection is alive

NULL
IDLE
AWAIT_LOCAL__RE§P
AWAl"I‘_ACCEP'I‘_RESP
AWAI’l‘_REMOTE__.RESP

ALIVE

TransID specified by application in SendData

Address structure for-callerlcallee.

40

received from remote site -

FSTABLISHED

Transfl) specified by application in ReceiveData

-continued

Connection is established

Referring now to FIG. 21, there is shown arepresentation
of the coinm subsystem control channel handshake FSM for
a conferencing session between a local site and a remote site,
according to a preferred embodiment of the present inven-
tion. The possible control channel handshake states are as
follows: 1

NULL
AWAI‘l‘__Cl‘L._0PEN

AwAtr_AL1ve_MmsAce
CI'L_F-STABLISHED

Null state .
Awaiting opening of controlchannel 0
Awaiting message that control
channel is alive ,
Control channel established

Referring nnwto FIG. 22, there is shown arepresentation
of the com subsystem channel establishment FSM for a

‘ conferencing session between a local site and aremote site,

Connection accepted (by local site for incoming connection and by

according to a preferred embodiment of the present inven-
' tion. The possible channel establishment states are as fol-

lows: '
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NULL Null state
IDLE Idle state
CHAN__AWAl'l‘_DLM__0PN_RX
A\VAlTJa0CAL_RESP

CI~lAN_RECElVlNG
CHAN_AWAlT_DLlVL_0l>N__'l'X
AWAlT_REM_R.ESP

receive channel »
Receive channel open

send channel
CHAN__SF.NDlNG ~ Send channel open

Awaiting DLM to open send channel
Awaiting remote application response to request to open

Awaiting DLM to open receive channel ' ‘ , .
Awaiting local application response to request to open

 

Referring now to FIG. 23, there is shown a representation
of the com system processing for a typical conferencing
session between a caller and acallee; according to a pre-
ferred embodiment of the present invention. Boththe caller
and callee call the Beginsession function to begin the
conferencing ‘session The caller then calls the MakeCon-
noction function to initiate a connection to the callee, which
causes a ConnectRequest message to be sent to thecallee.
The callee responds by calling the AcceptCnnnection func-
tion, which causes a Connecmccept message to be sent to
the caller andtlie callee. ' - _

Both the caller and callee then call the RegisterChanMan
function to register the channel. Both the caller callee
then call theopencliarmel function to open a channel to the
other, which causes Chan'uelRequest messages to be
exchanged between the caller and canoe. Both the caller and
callee call the Acceptchannel function to accept the channel
requested by the _ other, which causes Channt-.’lAccepted
messages to be exchanged between, the caller and callee.
Both the caller and callee call ‘the Registerchanliandler
function two times to register both the incoming" and out- '
going channels.

The callee calls the ReceiveData function to be ready to i
receive data. from the caller. The caller then calls the
SendData function, which causes conferencing data to be ,
sent to thecallee. The caller receives alocally generated
Datasent message with the sending of the data is complete.
The callee receives a ReceiveComplete message when the
receipt of the data is complete. Note that the caller does not
receive a message. back from the callee that the data was
successfully received by the callee. ‘

The scenario of FIG. 23 is just one possible scenario. _
Those skilled in the art will understand that other scenarios

may be constructed using other function calls and state ‘transitions.

Comm Manager
‘The com manager 518 of FiG._5 comprises three‘

dynamically linked libraries of FIG. 17: transport indepen-
dent interface-('I'lI),‘ reliable datalink module (RDLM.DLL)
and datalinlc module interface (DLM.DLL). The DLM inter-
face is used by the T11 to access the services of the ISDN ‘
audiolcomm board 206. Other modules (i.e., KPDAPI.DLL
and DSEDRV) functionpastthe interface to the audiolcornrn
board and have no other function (i.e., they provide means
of communication between the host processor portion of the ‘
DLM and the audiolcomm portion of the DLM. The host
processor portion of the DLM (i.e., DLM.DLL) uses the
DSP interface 528 of FIG. 5 (under Microsott® Vlrmdows
3.1:) to communicate with the ISDN audio/comm board side

portions. The DLM interface and functionality must adhere
to the DLM specification document.

The Tl] provides the ability to specify whether or not a
virtual channel is reliable. For reliable channels, 'I'II

employs the RDLM to provide reliability on a virtual
channel; This feature is used to indicate that the audio and

video virtual channels are unreliable, and the data virtual
channel is» reliable.
Data Link Manager

The DLM subsystem maintains multiple channels
between the clients and supports data transfers up to 64K per
user message..The upper layer using, DLM assumes that

. message boundaries are preserved (i.e., user packets are not
merged or fragmented when delivered to the upper layer at
the remote end). ‘ . -

Before data. can be transferred via DLM, the two com-
~ municating machines each establish sessions and a connec-

tion is set up between them. This section details the func-
tions used to establish sessions and connections. DLM
provides the following functions for call control:

DLM_BeginSesslon
DLM_EndSession
DLM_Listen
DLM_MakeConnection

lJLM_AcceptConnection
DLM_RejectConncction
DLMHCloseConriection The following calls should be

allowed in an interrupt context: DLM_MakeConnec-
tion. DLM_AcceptConnection. DLM_RejcctConnec-
tion, and l)LM_C1oseConnection. These functions
may generate the following callbacks to the session
callback handler. ‘described below.

CONN__REQUES'l'ED
CONN__ESTABLISHED

CONN_REJECl‘ED

CoNN_cLosE COMPLETE
CONN_CDOSE NOTIFY
SESS_CLOSEl)
SESS;_ERR-OR
CONN__ERROR
Most of the session and connection management func-

tions of the DLM are asynchronous. They initiate an action
and when that action is complete, DLM will call back to the
user via the session callback. The calling convention for the
callback is as follows:
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FAR PASCAL CnnnectionCallback (LPEVENTSTRUCT Event);
Event is a far pointer to a sh'ueh.1re:struct EVENTSTRUCT
i

WORD EventType;
WORD Stams;
BYTE Dlmld;
BYTE Mdmld;
DWORD Dlmsessionldj
DWORD ' DlmC0unld;
DWORD Token:
LPTADDR Addr;
LFCONNCHR. Cha.ractetisties:

}
where:
EventTypc Specifies the type of event which triggered thecallback. ., -
Status Indicates the status of the event.
Dlmld Unique ID ofthe DLM performing the callback.

(Equals 0 _for. DGM&.S.)
‘Unique ID of the MDM that processed the event.
(Equals 0 for-DGM&S.) .
Indicates the Session ID, assigned by DLM, on
which this evmt occuned. (Equals 0 for DGM&S.)

DlmCounId Indicates the Connection Id, assigned by DLM, on
which this event occurred. (Equals 0 for DGM&S,)

Taken The token value was given in the call to initiatean action When the callback notifies the user
that the action is complete; the token is returnedin this field. ' »
Specifies the LFFADDR of the caller. - I
This field is n LPCONNCHR to the connection

» characteristics.

Mdmld

Dlmsessionld

Add!’ .
Characteristics

For each functiondeflned below which generates a call-
back, all of the fields of the DLM event structure are listed.
Ifa particular field contains a valid value during acnllhack,
an X is placed in the table for the callback. Some fields are
only optionally returned by the DLM (and -underlying"
MDMs). Optional fields are noted with an ‘O’ in the tables.
If a pointer fleld is not valid or optionally not returned the

DLM will pass a NULL pointer in its place. The upper layer

should not assume that pointer peraineters such as LPE—
VENTSTRUCT. LPTADDR. and LPCONNCHR are in

static memory. If the upper layer needs to process them in acontext other than the callback context it should make a

private copy of the data.
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Status Indicates the status of the event.

DlmId Unique ID of the DLM performing the callback.
(Equals O for DGM&S.)

MdmId- Unique ID of the MDM that processed the event.
(Equals O for DGM&S.)

DlmSessicnId Indicates the Session ID, assigned by DLM, on
which this event occurred. (Equals 0 for DGM&S.)

DlmConnId Indicates the Connection Id, assigned by DLM, on
' which this event occurred. (Equals 0 for DGM&S.)

Token , The token value was given in the call to initiate
' an action. when the callback notifies the user.

that the action is complete, the token is returned
in this field.

Addr Specifies the LPTADDR of the caller.

Characteristics This field is a LPCONNCHR to the connection
7 characteristics. a

For each function defined below which generates a callback, all of the fields of

the DLM event structure are listed. If a particular field contains a valid value during a

callback, an X is placed in the table for the callback. Some fields are only optionally I

returned by the DLM (and underlying MDMs). Optional fields are noted with an '0’ in the

tables. If a pointer field is not valid or optionally not returned the DLM will pass a NULL

pointer in its place. The upper layer shouldinot assume that pointer parameters such as

LPEVENTSTRUCT, LPTADDR, and LPCONNCHR are in static memory. If the upper

layer needs to process them in a context other than the callback context it should make a

private copy of the data.

DLM_BeginSession: Prepares DLM for subsequent connection
establishment. It is done at both ends

before a connection is made or accepted.



HUAWEI EX. 1116 - 568/714

5,438,570

WORD DLM_BeginSession(BYTE Dlmld,
, BYTE MdmId ,

LPTADDR LocalAddress

FARPROC Sessioncallback,
LPDWDRD lpDlmSessionId):

7%
ADlmId: -Global identifier of the DLM that is to be used.(

for DGM&S) .

Mdmld: Global identifier of the MDM that is to be used.(
for‘DGM&S)

LocalAddress Far Pointer toba TADDR at which the local
connection will be made. This may not be relevant
for DLMs such as DGM&S.

Sessioncallback ‘ Callback function for the session responses.

lpDlmsessionId Output parameter, the session ID allocated.
(DGM&S-will return a Session Id'= 0). Only a

single session need be_supported by DGM&S.

Return Value: Status Indication
E_NOSESSION session could not be opened.‘ .
E_IDERR DlmID parameter does not match the DLM ID of the

called library.

‘Local Callbacks:
None

Peat Callbacks:
None

This function does_not perform a listen. Session IDs are unique
across all DLMs. Uniqueness is guaranteed.

DLM_£ndSession: Ends the specified session at the given
address. Any outstanding connections and/or
channels on the session and their callbacks

Ware completed before the local SESS_CLOSED
callback.

WORD DLM_EndSession (DWORD D1mSessionId);

Parameters: , V A
Dlmsessionld: Session identifier returned in DLM_BeginSession

Return_Value: Status Indication
E_SESSNUM DlmSessionID is not valid.
E_SESSUNUSED Session is not in use.
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E_SESSCLOSED - Session has been closed.
E_sESSNOTOPEN Session is not open.
E_IDERR Session is not active on this DLM.

Local Callbacks:

SESS_CLOSED

Event Parameter SESS_CLOSED
EventType
Status
D1mId
Mdmld -
DLMSessionId
DLMConnId
Token
Addr
Characteristics

Peer Callbacks:
NONE

DLM_Listen: Initiates a listen on the specified connection.
When an incoming connection request arrives,
asynchronous notification is done to the Session
callback function. The Listen stays in effect

. until DLM_Endsession is performed.

worm DLM__Listen (DWQRD Dlmsessionld, s
,LPCONNCHR Characteristics);

Parameters: ‘ _
D1mSessionID Session identifier returned in

DLM_BeginSession.
Characteristics Desired characteristics of an incoming

connection. Passed uninterpreted to the
lower layers.

Return Value: Status indication

E_SESSNUM D1mSessionID is not valid.
E_SESSUNUsED Session is not in use.
E SESSCLOSED Session has been closed.

E:SESSNOTOPEN Session is not open.
E_IDERR ' Session is not active on this DLM.

Local Callbacks:

CONN;REQUESTED
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Event Parameter CONN_REQUESTED
EventType
Status

.DlmId
Mdmld
DLMSessionId
DLMConnId
Token
Addr -
Characteristics

Peer Callbacks:
None

DLM_MakeConnection: Makes a connection_to the specified address.
It generates_a callback when the connection
is complete which provides the DLM connection
ID to be used in all further operations on
this-connection.’ Connection IDs are.unique
across all DLMs. Uniqueness is guaranteed.
(DGM&s support a single connection, with a
Connection Id = 0). ‘

WORD DLM;MakeConnection (DWORD Dlmsessionld,
LPCONNCHR Characteristics
DWORD Token, V
LPTADDR RemoteAddressJ;

Parameters: V
DlmSessionID: . -Session identifier returned in

DLM_BeginSession. ..
Characteristics Desired characteristics of the connection.

Passed uninterpreted to_the lower layers.
Token ‘Uninterpreted_token returned to the upper

layer in the response callback.
RemoteAddress Address on the remote site on which to make

the connection.

Return Value: Status Indication

H_SESSNUM DlmSessionID is not valid.
E_SESSUNUSED Session is not in use. '
E_SESSCLOSED Session has been closed.
E;SESSNOTOPEN Session is not open. V
E_IDERR Session is not active on this DLM.
E_NOCONN Unable to allocate local connection.

Local Callbacks: .

CONN_ESTABLISHED
CONN_REJECTED
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Event Parameter CONN_REJECTED CONN_ESTABLISHED
EventType '
Status
Dlmld
MdmId
DLMSessionId
DLMConnId
Token
Addr -
Characteristics

N<3M$<N><N>€N
Peer Callbacks:

CONN_REQUESTED satisfies a previous DLM_Listen on this address.

Event Parameter CONN_REQUESTED
EventType
Status
Dlmld
Mdmld .
DLMSessionId
DLMConnId
Token ‘
Addr
Characteristics

DLM_AcceptConnection: Accepts an incoming connection request.

WORD'DLM_AcceptConnection(DWORD‘DlmConnID,
DWORD Token);

Parameters:

DlmConnID: Connection identifier returned previously in the
CONN_REQESTED callback. .

Token . Uninterpreted DWORD returned to the caller in the
CDNN_ESTABLISHED response callback.

Return Value: Status Indication _
E_SESSNUMv ConnID is not valid.
E_SESSUNUSED Session is not in use;
E_SESSNOTOPEN Session is not open.
E IDERR ConnID does not refer to a connection on this DLM.
E:CONNNUM ConnID is not valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open.

Local Callbacks: _
CONN_ESTABLISHED
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Event Parameter CONN_ESTABLISHED
EventType
Status
DlmId
Mdmld
DLMsessionId
DLMConnId
Token
Addr .
Characteristics

%()N><N><N><N
Peer Callbacks: _

CONN_ESTABLISHED satisfies a previous DLM_MakeConnection on
this address.

Event Parameter CONN_EsTABLIsHED
EventType
Status
Dlmld
MdmId* .
DLMSessionId
DLMConnId
Token
Addr -

Characteristics.

N(3N><Nb4Nb¢N
DLM_RejectConnectian: Rejects an incoming connection request.

' It returns a WORD status.

WORD DLM_RejectConnection (DWORD DlmConnId) ,-

Parameters: . _ _ -
D1mConnID: .Connection identifier returned in the

CONN_REQESTED callback.

Return Value: Status Indication

E;SESSNUM _ »ConnID is not valid.
E_SESSUNUSED_ Session is not in use.
E_SESSNOTOPEN Session is not open. '
E_IDERR ». ConnID does not refer to a connection on this DLM.

.E_CONNNUM. ConnID is not valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open.

Local‘Callbacks:None

Peer Callbacks: _‘
CONN_REJECTED satisfies a previous DLM_MakeConnection on thisaddress.
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Event Parameter CONN_REJECTED
EventType
Status
Dlmld
Mdmid H
DLMSessionId
DLMConnId
Token.
Addr
Characteristics

DLM_CloaeCannection: Tears down an established connection.
’ This call is allowed only for

connections that are established.

WORD DLM_CloseConnection(DWORD D1mConnId,
- DWORD Token);

Parameters:

DlmConnID: Connection identifier returned in the
CONN;ESTABLISHED callback or through a call to
DLM4MakeConnection. .A

Token » Uninterpreted value returned to the upper layer in
the response callback.

Return Value: Status Indication
E_SESSNUM ‘ ConnID is not valid.
E_SESSUNUSED Session is not in use.
E*SESSNOTOPEN2 Session is not open.
E_IDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is not valid.
'E_CONNUNUSED Connection is not in use. .
E_CONNCLOSED Connection has been closed already.

Localbcallbacksz.
CONN_CLOSE_COMPLETE

Event Parameter CONN_CLOSE_COMPLETE
EventType
Status
Dlmld
Mdmld
DLMSessionId
DLMConnId
Token
Addr
Characteristics

‘Nb<N><N>¢N
Peer Callbacks:

CONN_CLOSE__NOTI FY
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Event Parameter CONN__CLOSEZ_NOTIFY
-EventType
Status
Dlmld
Mdmld

DLMsessionId
DLMConnId
Token
Addr .
Characteristics

Referring now to Fig. 29, there are shown diagrams indicating typical

connection setup and teardown sequences. ’

Interfaces - Channel Management & Data Transfer

V V Once connections are established between two machines, DLM will provide

thenser with multiple logical channels on the connections. This section details the functions

and callbacks used to set up; tear down, and send data on channels. DLM has the following

entry points for channel management and data transfer.

DLM_~Open
DLM;_Send "
DLM'_PostBuffer

DLM_Close _

D_I.M_GetCh:tracteristics

Each of these functions is callable from an‘ interrupt or callback context. These functions

generate callbacks into the user's’ code for completion of a send operation, receipt of data,

and events occurring on ‘a given channel. These callbacks are described and their profiles

given a later section of this specification.
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Referring now to FIG. 29, there are shown diagranls
indicating typical connection setup and teardown sequences.
Interfaces - Channel Management & Data Transfer ‘

. Once connections are established between two machines,
DLM will provide the user with multiple logical channels on
the connections. This section details‘ the functions . and
callbacks ‘used to set up, tear down. and send data on
channels. DLM hasthe following entry points for channel
management and data transfer.

DLM_Open '
DLM___Send
DLM_PostBufl'er

5,488,570
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DLM_C1ose

DLM__Ge'tCharactei'istics V
Each of these functions is callable from an intemtpt or

‘ callback content. These fi.l1‘lCtiO1’lS generate callbacks into the
user’s code for completion‘ of a send operation. receipt of

"data, and events occurring on a given channel. These call-

backs are described and their profiles given a later section’of
10 this specification.

Initializes _n new data channel for a connection. It;does not communicate with the remote site. its role is
simply-to declare the channel identifier to the DLM so
that incoming and outgoing packets can then use the
given cl1anneL

WORD Dl..M__Open(DWORD ,CcIiIn]D,

Parameters:

Chs.nnelID

(ltaracteristics
Evemtnllbnck

Ret:eiveCallback

SendCallback
Return Value: ’
E__,NOCl-LAN

E_SESSNUM
l':__$ESSUNUSs_sasscLosnD
E._SESSNOTOPE.N
E_]DEP.R ~

- E_00NNN_UM
ILCONNUNUSED
E_CONNCLOSED
E_CONNNO'l‘0PEN -
Local Callbacks:

BYTE ChannellD.
LPCHANCHR Characteristics,
FARPROC Evcntcallback.
FARPROC ReceiveCa.|lb2U:k.
FARPROC SendCallback)

Connection on which to open the channel.
Identifier of the channel to open, between 0 and N
where N is irnplementnslon defined. The value of
E5 is reserved to indicate an unknown or invalid
channel in callback fnnetinns. .
Dwired characteristic: of the channel. »
Callback function for cvetus occurring on this
channel. (this includes all events except for
data received and send complete) .
Callback function for data reception on this
channel." 2 V . V
Callback function for data sent on this channel
Status Indication j _ '
Unable to allocate channel ID or ID already inuse. -
Count!) is not valid;
Session is not in use.
Session h been closed.
Session is not open. .
ConnlD does not refer to 3. connection on this DLM.
Count!) is not valid. _
Connection is not in use.Connection-has been closed.
Connection is not currently open.

CHANNELOFEN callback to the event callback for this channel.
DIM_Send Entry "point for sending data via the DLM.
WORD DLM_v.Scnd(DWORD ConnlD.

Parameters:
ConnID:
Bulfer
Buffersize _
On‘ginntingChannel
RcceivingChannel

CallerTolccn

Retnm_ Value:
E_.NDCl-[AN
E_Sl§SNU'M
E_SF_9SUNUSED
E__SESCLOSED
E_,SESSNO'l‘0PEN
E_lDERR
E___CONN'N'UM ~
E_CONNUNUSED
E_CON'NCLDSED
E_CONNNOTOPEN

BYTE FAR 'BI1fi'er.
WORD -Bufi'erSize. ,
BYTE Or-iginntingCha.nnel.
BYTE ReceivingChanne1,
DWORD Ca1lerToken)

Connection to use.
For pointer to the user buffer to send.
Number of bytes in the user butter.
Local chaxmel on which to send the data. .
Channel ID from the remote machine which
receives Lhedata.
Tokeuwhich will be returned to the user. in
the send conplete callback for this buffer.
Status Indication
Originating channel is not valid or is closed.
ConnlD is not valid.
Session is not in use.
Session has been closed.
Session is not open.Connfl) does not refer to a connection on this DLM.
ConnlD is not valid.
Connection is not in use.
Connection has been closed.
Connection is not currently open.
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-continued
E_ Originating channel ID is, not valid.
E_CIl-IANUNUSED originating channe1.is not in use.
E__CH.ANCIDSED Originating channel is closed.
E__NOMEM'

send.
E__lNTERNAL An internal error has occurred withi.n the DLM.
Local Callbacks: -
Callback to the send complete function for this channel when this
buffer is posted to the net .

The return value of DLM_Send specifies the synchro«'
nous status of the send. Ifit indicates success, the requesthas
been accepted to be sent on the network for this channel and

at some time the send complete callback will be activated for
this bufl‘er. Between the call to DLM_Send and the send

complete callback, the user must not change; the contents of
the buffer. When the callback occurs, DLM is finished with
the bttifer and the user is free to alter it in any fashion. The
DLM does not guarantee that the call to DLM_Send.com-
pletes before the send complete callback occurs. If the

synchronous . status indicates that the send operation has
failed, the send complete callback will not be activated for
this bullet and the

Unable to allocate enough memory to perform the

ing data. if it indicates failure, a receive callback will never

occur for this buifelz DLM preserves the order of bullets on

15 data receives. Provided that no errors occur, the first butfer
posted will be the first one used for data, the second one will
be the second used, etc. ‘

linear is immediately available for 25
modification by the user.

DLM_.PostBu.fl‘er supplieibulrers to DLM in which to place incomingam ~ '
WORD D1.M__PostBu.fi'er('DWORD .Con.n1D. .

Parameters:
ConnID:
Buficr
Bnficrsiu
Chanllel.lD

.Cnl.l:I’l'oken

Return Value:
' E_NOCl-IAN
ILSESSNUM V
E_SESSUNUSED
E_SESSC1DSED
ILSBSSNOTOPEN
E_.1DERR
E_CONN‘NUM
E_CONN'U't~lUSED
E_‘_CONNCI.DSED
E_CONNNO'l'OPEN
E_Cl-{ANNUM
E_Cl-IANUNUSED
E___Cl-IANCLOSED
E_N0l\/[EM
EJNTERNAL
Local Callbacks:

BYTE FAR ‘Butler,
WORD Bufim-Sim.
BYTE Channel!D,.
DW_DRD CallerTolr:n)

Connection to use.
For pointer to the user bufiu to use.

. Size of the user bllfier in bytes.
Dxcal channel to use this buifcr for. .
Tbkcn which will herenu-ned lo‘ the user in the
dam receive callback for this bullet.
Status Indication '
Channelll) is not valid or is closed.

- Oonnlll is not valid.
Session is not in use.

' Session has been closed;
Session is not open. v. _
Conn1D does not refer to a connection on this DLM.
ConnID is notivalid.
Connection is not in use.
Connection has been closed.
Connection is not currently open.
ChanrtelID is not valid. _Channel is not in use. '
Channel is closed. _ V
Unable to allocate enough lnelnnry to store the butter.
An internal error has occurred within the DLM.

. Callback to the data receive function for this channel when DLM .
loads the user bu.li'er with incoming data.

. The return value is a word indicating thestatus of, the an
operation. If it indicates success, the bullet has been
enqueued for the given channel and will be used for. incom-
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DLM___Close Used to close a previously opened channel.
WORD DLM Close(WORD Conn1D,

. BYTE Channel)
Parameters:
ConnID:
Channel
Return Value:
E_.SESSNUM
E_SESSUNU»SE-ID
E_SESSCLOSED
E_Sl:'.S_SNOTOPEN
E_lDERR
E_CONNNUM
E_CONNUNUSED'LCONNCLDSED
LCDNNNOTOPEN
E_CHANNUM
E__Cl-IANUNUSED
E_Cl-IANCLOSED
Local Callbacks: V
Callback to the event callback function for this channel with the
CHANNELHDSED event afier the close has completed.

V Connection on_which'to close the channel.Local channel to close.
Status Indication
Cunrrll) is not valid.
Session is not in use.
Session has been closed.
Session is not open. .

ConnID is not valid.
. Connection is not in use.

Connection has been closed.
Connection is not currently open.Channel is not valid.
Channel is not in use.
‘Channel is already closed.

The function DLM_Close shuts down a given channel.
All future ret‘erence_s to this channel are considered invalid.
It performs a. forced shutdown in that thecallback functions
for all pending sends and receiveseare immediately activated
with a status value indicating that a close oc'curred._ DLM.
does not guarantee that the call to DLM__Close will retum
before the callback is activated.

DLM__GetCharnctzr'istics' V Gets relevant data about the DLM (a‘ ' synchronous call).
WORD DLM_GetChamaIerisu'es(LPCE{MS‘1'RUCl‘
Charaeteriltics) ' _ -
Parameters:
LPCHARSTRUCI‘ Far pointer to the characteristics structure

_ to be filled by this call.
Local Qllhncks: ' ' ,
None

Send Callback . t ' p
The send complete-callback is activated whenever data

has been extracted from a user's bulfer and enqueued for
transmission. It is not a guarantee that the data has actually
been delivered to the ‘remote site. The entry point for the
send complete callback is defined Sendcallback parameter
to DLM__Opcn. This is a far pointer to a far pascal function
defined as follows;

Corrnll) does not refer to a connection on this DLM.

void FAR PASCAL SendCaI1back(DWORD Conn]D.
BYTE FAR ‘liutfersent.
WORD ByteCount,.
BYTE Origi.natingChannel,
BYTE Recelvingthannel.DWORD Token,

r WORD Srarnsoisrmd)
Parameters: ‘ '
ConnlD:
ButlerBu&'erSize
Originan'ngChannel

ReceivingChannel

Connection on which data was sent.
Far pointer to the user bulfer sent.
Number of bytes sent to the network.Loml channel on which to the data was
sent. ,
Channel [D from the remote machine
which will receive the data.
Taken‘ which war given in the call to
DLM_Send for this buffer.

CalIei’l'oken

Data‘ Receive Callback

The data receive callback is activated when data has

arrived on the network for a particular channel. The entry

point for the data receive callback is defined in the Receive-

Callback parameter» to D.LM__0pcn, described below. It
must be a far pointer to a far pascal function defined as
follows:

void FAR PASCAL ReceiveCa1lback(D\VORD ConnlD.

Parameters:
ConnID:

EuEerRcccived
llytecount
OriginatingChannel _

ReceivingChanrrel
Token

Stan:sOtReceive

BYTE FAR “'Bufl'erReceived.
WORD Bytecount,
BYTE OriginatingChnnncl,
BYTE ReceivingChannel
DWORD Token, ~
WORD Status0£Receive)

Connection on which the data was received.
The user supplied buffer that was received.
The number of bytes received.
Channel identifier of the channel on the
remote machine which sent the data.
Charurel identifier on the local machine that
received the data.
Token value that was given in DLM_Post.Eufi"er
when this buffer was posted to DLM.
Status of the operation.

The Statusotlteccive parameter can be any of the following values: '
E_0K
E_TOOSMALL

Indicates that the receive succeeded.
Indicates that the beginning of a data packet has
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arrived and the given buifer was enqueued but it
is too small to contain the entire dam packet.
Indicates that the buffer wasrin the receive queue
when thechannel an the local machinewas closed.
Indicates that a data packet has arrived and there
is no bufier iu the queue for the receivingchannel.

Indicates that part of a data packet has been
dropped. either by the network or by internal

E_CLOSED

E_DA’I‘ADROP

E,.PARI‘IAL

memory limitations of the MDM or DLM. The bu.fi'er
represents everything received up to the droppeddata. »

The state of the parameters depends on the status of the
operation. The table below lists all possible status values 15
correlating them with the values returned in the other
parameters, and entry of Valid indicates that this parameter
contains meaningful data. The connection ‘ID is always .
valid. '

Original Receiving
ByteCount Channel Channel

Valid

Status Butfer

Valid Valid
Valid
Valid

. NULL
Valid

Valid
Valid
Valid
Valid

. Valid’

E_0K . »
E_’IOOSMALL
E_CLOSED
E_DA'I‘ADROP
E_.PARl‘lAL

Valid
Valid Valid:

. V ‘ 30

When errors E'_TOOSMALL, E__DATADROP or E__PAR-
TIAL are returned the upper layer may not depend on the
contents of the retumed data‘ buffer. '

Activated when an action completes for a. given
channel. The entry point for the channel event
callback is defined in the Eventcnllhnek parauieter
to DLM_0peir. It is n. for pointer to a fur pascal
function defined as follows.

EventCsllbnck

, void FAR PASCAL EvenLCallbad<(DWORD CorrnlD,
BYTE Channel.
WORD Event, .
WORD Status) v

Parameters: ’
Conn1D: Connection on the‘ event occurred.
Channel Channel on which the event occurred.
Event The type of the event
Status Status of the operation;
The event may be any of the following values. -
Cl-IANNlH.._0Pl-IN The given channel has been opened and is nowavailable for data transfer:
Cl-lANNB..,CLOSED The given channel has-been closed.

DSP Interface . _ V
The ISDN comm task 540 of FIG. 5 which run on the

ISDN audio/cornm board 206 of_ FIG. 2 communicate with
the host processor 202 via the DSP interface 528. The host
processor operates under Microsoft® Windows 3.x environ-ment.

Comm Task V t .
The com task 540 of FIG. 5 comruurticates withthe

audio task 538 on the ISDN audio/comm board_206.v'I'he '
channel ID of the audio virtual channel isvaccesvsible to both
the host processor and the audiolcomm board. The model is '
as follows:

A channel is opened by the host processor or an open
channel request is granted by the host processor.

60

The host processor signals the audio task on the audio/

comm board that a channel is acceptedlopened on its
behalf.

Token

Valid
Valid
Valid

Valid ? .

The audio task on the audiolcomm board notifies’ the
com task that . all incoming (if V. the channel was
accepted) or outgoing (ifthe channel was opened) will
be handled by the on-board audio task. '

Application-Level Protocols ' .
The application~level protocols for conferencing system

100 ofFIG. 5 are divided into those for the video, audio, and
data streams. - V

Video Protocol
Referring nowpto FIG. 24, there is shown arepresentation

of the structure of avideo packet as sent to or received from
the cornrnpsubsystem, according to £1 preferred embodiment

' of the. present invention. Source video is video that is
captured (and optionally monitored)» on the local conferenc-
ing system and sent to the com subsystem for transmission
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to a remote system. Sink video is video that is captured
remotely, received from the comm subsystem,.and played
back on the local system. The first ten fields (i.e., those from
lpData through dwReserved[3]) are defined by Microsoft®
as the VIDEO!-[DR structure. See the Microsoft® Program-
mer's Guide in the Microsofi® Video for Windows Devel-
opment Kit. The video packet fields are defined as follows:

108

invention. Each ‘compressed video bitstream represents one
‘frame of video data stored in the Data field for a video data
packet of FIG; 24. The videocornpressionldecompression
method associated with the compressed video bitstream of
FIG. 25 is used for low-data-rate, relatively-low-frame-rate,
teleconferencing applications. The method preferably oper-
ates at approximately (l60><120) resolution, a data rate of

 
lpDahr . Long pointer to the video fiarne data hufler.
dwfinlferlerrgllr
dwBytesUsed
dwTinreC.aptnred

' Length of hyteuused in the data buffer.
Length of the am bufier pointed to by IpDaw. in bytes.

Time, in milliseconds.‘ between the current name and the beginning of
the capture session. This field is preferably used to carry a timestamp
used to synehrorrize_nudiu and video fiarrres at the receiving endpoint.
Reserved for applicrrtion use.
lrrfomration about the data buffer, defined flags are:
VHDR__DONE
VI-EDRJNQUEUE
VHDR_KEYFRAME
VHDR_PREPARED

dwllrer

- the driver.
Reserved for driver use. _ ~
’Iype of the packet, defined types are:
VDATA(=l) Video data packet.
‘VCN'l‘L(=2) . . Control packet. . .

Data buffer is ready for the application.
Data boiler is queued pending playback.

‘ Data buffer is a key frame.
Data butler has been prepared for use by

Unused for video data packets. For coritral_ packets, may be one of the
following: _ ,_ p .
RESTART (=WM_USER+550h) Request for a key fr-arne. -
when a RFSTART control paelret issent, no video frame data is sent.

. WM__USER is a Microsoft ® Windows defined value and is preferably
400lr., RESTART indicate: the video stream needs to be restarted to
recover from problems. WNLUSER it a Microsoft ®—defirred consmnt.
indicating that all values greater than this nrrmber-are application-

. . defined constants. V . i .
Data Compressed video fnrme data.

Video data packets are used to exchange actualvldeo fiamev
data and are identified by the Type_field._In this __case, the
video software redirects the VIDEOHDR lpData pointer to
the Data array which starts at the end of the packet. In this
way, the packet header and data are kept contiguous in linear
memory. The VIDEOHDR dwBufi'crLength field is used to
indicate the actualamount of yideo data in the bufier and
therefore theamount ‘of data to be sentlreeeived. Note that
the receiving application must redirect lpData to itscopy of
Data since the memory pointer only has local significance-
In a preferred embodiment, Data length has an upper bound
of_l8K bytes. _v t
Compressed Video Bitstrearn - .

Referring now to FIG. 25, there is shown a representation
of the compressed video bitstrearn for conferencing system
100, according to a -preferred embodiment of the present

approximately 100 Kb/sec, and a frame rate of around 10

‘frames/sec. Under these conditions, the compressed video
hitstream may be encoded or decoded in real7time by an

Intel® i750® processor, or decoded in real-time by an
Irrtel® architecture processor such as an Intel® 80386,
80486, or Pentiun1® processor. .

The fields of the compressed video hitstrenm of FIG. 25
definedvas follows: '

VersinnNumher
Compression method ID.

Flags . Contains various flag bits defined as follows:
FLAGS_MV 1
FLAGS_FlILTER 2
FLAGS_S’l'lLL_IMAGE 4
FLAGS_STlLL_.BLKS 8

Datasize '
Reserved 1
Imagefleight
Xnngewidtl-r

' UVquant
Yquanr
Stillstrip

Size of the hitstrearn in rntits of hits.
Reserved field.
Height of image in pixels.
Width of image in pirrels.
Base quantization value for the U and V planes.
Ease quantization value for the Y plane. .
Strip of blocks encoded as still blocks (for delta irmges only). If
Stillstrip = 0, there is no‘st.il.l-'sIn'p. Otherwise. the strip of blocks is
determined as follows. Consider the blocks of the Y. V. and U planes
in raster order as a linear sequence of blocks. Divide this sequence of
blocks into groups of 4 blocks. and number each group with tile

V sequential integers 1. 2. 3, etc. These numbers correspond to the value
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oft_Sti1lSn-ip. ln :1 preferred embodiment. all planes have dimensions
that are integer multiplespof 4. 5 .
Locations of additional blocks in the image that are encoded as still
blocks (only if the FLAGS_ST[I.L_ELKS Bag is let). The rule for
identifying these blocks is based on the quantization value quant for
each block nsdetennined during the decoding pmcedure. A block is n. still block if

qnant <'= Sti1l'['I_i.resh
These still blocks nrejndependent of the blocks in the still strip, which
are encoded as still blocls regardless of their quant values.
Blocks to which the loop filter is to be applied (only if the .
FLAGS_FlLTER flag is set) The rule for applying the loop filter is to
apply it to a block if

qum<=fimflhuh , .
MotionVectors( 1 Array describing the motion vectors used in decoding the image (only

present if the" l'~'LAGS__MV flag is set)._There is one 8-bit motion
» vector field for each (16 X 16) black in the image. .

huflinan date The compressed data for the image. .

FLAGS_MVt.indicatcs ‘whether motion’ vectors are .‘ .-continued
present in the bitstream (i.e., whether the MotionVectors[I 2° ____________________:____________
array is present); A delta finmevwitlt FLAGS MV=0 is 5 4 55 5 5 5 5
interpreted as one in which all the inotion vectorsare 0. 44 5 5 5 5 6 6

. FI..AGS_F.ILTERH indicates whether. the loop filter is 5 5_5 5 5 5 55
enabled for this image. If enabled, then the loop filter may '
be used on each block in theimage, as determinedlbythe 25
value of Filter’I'hresh. FLAGS__S'l'lLL‘__1MAGE indicates _

‘whether the image is‘ a still fnarne _or adeltn (non-still) frame. g 2 g g g g g g
Astill frame is.oneinwhichallbloclcsareencodedas still 44555555
blocks. In a delta frame", most blocks are delta blocks; but . 5 5 5 5 5 5 6 6

' there may be astrip ofstill blocks in the image, as‘ specified 3° 5 5 5 s s s 6 6
by the StillStn'p ’ field, and ‘there may be. ‘additional still 5 5 5 5 5 5 6 5

blocks as determined by the value ofStil1Thresh. FLAGS_ § 2 2 2 2
V STlLL_BLKS indicates whether “additional still blocks" 5 5 5 5 5 5 5 5
are enabled for, this image. If enabled, then any block with '- V 5 4 4 4 5 5 6 6

quantization value less than or equal to‘Sti1lThresh is coded ‘ :22‘: 2 2
a-”5‘flU’1°°k- . A . 44445566

A quantization value is a number in the range 0-15 that ' 5 5 5 5 5 5 5 5
indicates one of-a set of sixteen (8><8) quantization matrices, 5 5 5 5 5 5 6 6

with 0 indicating the coarsestquantization and 15_indicnting E 33 g g g gg
the finest‘. The UVquant and Yquatit variables are refeired to i 5 4 4 4 5 5 5 5
as base quantization values. The base quantization value is ' 4, 4 4 4 5 5 s 5
the value selected for use atthe beginning of aplane, and is 5 4 4 44 5 5 5 5

used for the entire plane unless changed ‘by a NEWQ code 4 gggg g g 3;
in the bitstream. The preferred 16 quantization . 5 5 5 5 5 5 5 5'mmmuame: ‘ 55555555

1 55555555
54444455

55667788 44444455
55667788 44444455
66667788 _ 44444455
66667788 44444455
77777788 44444455
77777788 55555555
88888883 55555555
88888888 43445566
54556677 33445566
44556677 44445566
55556677 ‘ , ' 44445566
55556677 55555566
66666677 55555566
66666677 6666666
77777777 6666666
77777777 3445555
54555577 3445555
44555577 44445555
55555577 44445555
55555577 ' 55555555
55555577 55555555
55555577 55555555
77777777 . 55555555
77777777 43444455

6
6
4
3
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33444455
44444455
44444455
44444455
44444455
55555555
55555555
43334455
33334455
33334455
3333445544444455
44444455
55555555

'55555555
43334444.
33334444
33334444
33334444“44444444
44444444
44444444
44444444

‘43333355
33333355
33333355
33333355

5
5
5 .
54
4
4
4
4

33333344
44444444
44444444
33222233
33222233
22222233
22222233
22222233
22222233
33333333
33333333 _

There is one motion vector per (16$<16) block of the Y plane,
listed in block raster-scan order. The number of (1 6X1 6)
blocks in the image, and hence the size of this array, can be
determined from Imagefleight and Image Width as: ‘

(lmagcHeight+l5)>>4)‘((ImageMdthi-15)>>4)

In each byte of the MotionVector[] array, the upper 4 bits
specifies the X component of the motion vector and the
lower 4’bits specifies the Y_ component (both in two's-
oomplement notation). Both components, of the motion
vector are between +7 and -7, inclusive. The motion vectors
preferably apply to the plane only; the U and V planes’ are
processed by the decoder‘ using motion vectors of 0.
Video Decoding Procedure .

For conferencing system 100, images are encoded in- a
9-bit YUV format (i.e, YUV 421:1 format), in which there
are three’ 8-bit planes of pixels (Y, U_, and V) with __U and V
subsarnpled by 4x in both directions; Each plane is subdi-
vided into a gridof (8x8) blocks of pixels, and each block 60
is encoded using a frequency-domain transform. The planes
are encoded in the order Y, V. and U, and within each plane
the blocks are traversed in raster-scan order. - ‘

If a given plane’s dimensions are not evenly divisible by
8, “partialVblocks" at the right or bottom edges will occur. 65
Partial blocks are encoded bypadding. them out to the full
(8><8) size (using whatever method the encoder chooses,

40

M

W

fl

112

such as replicating the last column and/or row or pixels) and
encoding them as if they were full blocks. In the decoder,
such blocks are reconstructed by first decoding the full (8><8)
block but then writing only the partial block to the final
image bitmap in memory. The decoder can determine the
location and sizes of ’partialb1ocks_ entirely from its knowl-
edge of the image dimensions (Imagel-{eight and Image-
Width). ‘ .

Each (8x8) block is encoded using a transform method.
Instead of the discretecosine transform (DCT), a simpler
transform known as thediscrete slant transform (DST) is
used. The DST, is almost as good at the DCT, in terms of
compression and quality, but is simpler and faster for both
an Intel® i750®_processor and an Inte1®_architec*ure pro-
cessor such asan Intel® 80386. 80486, or Pentiurn® pro-
cessor to compute. ’ p

All the data in the bitstream, after the header. is Huffman
encoded. Unlike H.261 and MPEG, which have a multiplic-
ity of Hutfman tables, for conferencing system 100, a single
Huffman table is used for encoding all values. This single
Hufl'n1an table is:

# codes

ms
lmu

Ilflxxxx
‘_l1l0xxxxx' lllloxxxxxx
lllll0xxxxxx
lllllloxxxxxx

km

This table defines.252 Huifrnan codes of lengths 3, 5. 7, 9,
1 1, 12, and 13 bits. Only the first 231 of these Huifman codes
are preferably used; the remaining ones are reserved for
future expansion. In the pseudo-code below, the function
hufideco appears. This function does a huffman-decoding
operation on the next bits in the bitstream, and returns the
index of the code word in a lexicographically-ordered list,
like -so:

Cuhwmd

G”
M1
N0
OH

IMDO
1m»1
lwm
an

The first step in decoding a block is to decode what are
known as the “run/value‘ pairs" (or run/val pairs, for short)
for the block. Each run/val pair represents one non-zero DST
frequency-domain coefficient.

This procedurealso updates -the current quantization value
(held in the variable quant) when a NEWQ code is received
from the bitstream. The value of quant is initialized at the
start of’ each plane (Y, -' U, and V) to either Yquant or
U_Vquant, but may be adjusted up or down by NEWQ codes
in the bitstream. Note the following importantrule, not made
explicit by the pseudo-code below: a NEWQ code may
preferably only occur at the beginning of a block. A decoder
may use this~fa'_ct to make decoding faster, since itnced not
check for NEWQ codes in the middle of parsing a block.

The procedure for decoding the run/val pairs and NEWQcodes is as follows: -
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The function tosigned() converts from an unsigned number

k = O. to a non-zerdsigned number, as follows:
while'(l) A

( V =hufi.dec0: ’ losig'ned(n)
‘”";aE?“’ ‘ { v=(n>>1)+l;
else if.(v = NEWQ) if (“ ‘E’ D " = “"

quam += Ioslgned(huffdec0); ' rcmmm‘else if (v =‘E.SC) ll get explicit run,vnl fimm

// bitsneam _ v I ‘ . .
{ This conversion-is used on both the quantization change and

the explicit value read after an ESC, both of which are
} non-zero signed numbers. 1303, ESC, and NEWQ are
else II laolmp mn.val lg. tables ' specific decoded values defined as follows:{

run[k-H-] =runtbl{v]; 15 5013:“
va1|kH] = val.I:hl[v]; ES(_1=3O

NEWQ=6 _ ..
Finally, n1ntbl[] and valtblfl are preferably defined as fol-
lows:

mnfk-H-I = hn.fl"dccO + 1;
vallk-H-1 = tosigned(hu.fl'dcc() I (hufl’dec0 << 6));

unqoannmnu:':z3\'§§2'nZ-'25--.—8§»-.p~aua.¢...-... ab-|N?>‘F-'§F‘I-ILa.:s~1a.a«r~.‘n-.L-u>-ucoon>—o»aL_.~_:r4--v---»-r~:oa-—Lnu.—- uaqmawwwAuS$N$B5§$~Huq~mapmwn D-lfillxlhflhflifihlhlh—dUIAU100OkI\I>-Ulcbbislvcb-NO-h'O0OVcI-'7-'UHBI-‘G‘»—\la\l\-7&0 «.n:.u:mau~v-»-uu§5E'u§>’$5335§n—.s='S:uu-u:~— b1‘»—»—-u-—-.-.—ts....- pawnM-mnmmmouwo&<HuHmwHNnm~
0
1
4
l
7
2
l
1
7
2
l

12
14
10
30
19
22
26
l7 ,2
3
3
l.
2
2
6

’ 7
4
6

l
:-

I__E.1."""'»—ruv.n~:--4:»N>-‘MU1
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-continued

The next step in decoding is to convert the runluvalypairs 10 - _ . -continued
into an (8X8) block of DST coefiicients, as follows: Define '
the scan path through an (BX8) matrix by the following ‘ ;m,1_,Z,3_,4_’,5',6,7_,g;
numbers: ~ ’ int t.t1.*p;

' ' if (fwd)
l

17 18 37
19 15 39
24 25‘ 44
27 32 4731 33 52
34 35; 55'
51' 56 59
57 58 62

P:‘385£&#&$ 6‘n';‘:3\Gt3G'r'~‘).'1-‘V IInitHi"¥’i"i"

where the scan path is found by traversing these ‘nuntbers in
increasing order. The (8><8) block of DST ooeflicients coeif
[8][B]is created by the following procedure:

for (i=0-. i<8; i-l_—l~)
for (i=0: i<8: 547+)

eoefl'[i][j) = 0;
sun at position "—l' on the scan path (one step “before"
0) for (each runlvsl pair) '
i

step forward by 'run‘ positions on the scan path
deposit ‘val' at the new position

} .

gfl
The next step is to dequantize the block of coefiicients. ‘

This is done by applying quantization matrix number quant,
as follows: :xZ'.:3xi‘a’d.5‘a'i‘~.=.'=. IL!I:ILILIIII 23:32?

for (i=0; i<B; i-1+)
for (i=0; i<8: J'++) .

coelflillil =. ooefilillil <$ qrmtrixlqulntllillil; ‘

if

5222e%%%5&5The next step is to undo “DC prediction," -which is used
to further compress" the DC coeflicient ooefi'[0][0] in still
blocks. If the blockbeing decoded is a still block (either
because this is a still image, or because this block is part of
the still strip in a relative image), DC prediction is undone 50
by applying the following equations: ‘ ‘

_UII'Ui§$f
II

assesses
R ll.

..l?'ii{-
t:oefi'l0)[0]+=prevDC - E

prevDC=cnefl0][0} 55

The value of prevDC is initialized to 8*128 at the start of
each ifnagg p1,me_ » ~ 1 _ V p where butterfly(x,y) is the following operation:

The next step is to transform the (8x8_) coeflicient array » '
into the spatial dom_ain.—This is done by applying an _(8><l) ~ bum_fly(x_y)_,
DST toleach of the 8 rows and 8 columns of coeif[][]. The 60 ‘ t= x+y;
(8><l) DST can be described as follows: y = x-y;x=u

slnnt8xl(s.d,t'wd) 1/ s = sre army. d = an array,
in: 5u,dn,rw.t; // fwd: 1 for forward xfon'n.0 for and SlantPart1, SlantPart2, SlantPa.rt3, SlantPan4 are four
” i'“'°"° macros defined as follows:
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ildefine Sla.ntPa.rtl\
bily(rl,r4);\
bfly(rZl-3):\
bfly(r_S,r8);\
bfly(r6,r7);\

tldciine SlantPart2\
bily(rl,r2);\
reflect(r4,r3);\
bfly(r.‘3,r6);\
rctlect(rB,r7):

flrleiim Slal1tPart3\
bfly(rl,r5);\
bflY(r2.r6);\‘
bliy(r7.r3);\
bily(r4,r8); gtldefine SlanrPazt4 3
t= r5 __- (r5>>3) 4- (r4>>l);l
r5 = r4 — (r4>>3) - (r5>>l);\
r4= I; _ .

lidefine reflect(sl',s2) _ _
t = :1 l- (s1>>2) + (sb>1);\
32 = -—s2 — (s?>>2) + (sl>>1),’\
s1 = t;

The (8Xl) DS’Is are preferably performed in the following
order: rows first, then columns. (Doing colunms followed by
rowspgivesslightly different, incorrect results.) After doing
the (8><l) DS'l’s, all 64 values in the resulting (8><8) array are
preferably right-shifted by 3, bits, and then clamped to the
range (-128, 127), if a delta block,'or to the range (0, 255),
ifastill block. V p = , q , _

If the block being decoded is a still block, no more
processing is required. The DST calculation produces the
block of reconstructed pixels’. to be written to the image.

If the block being decoded is a relative block, the block '
of reconstructed pixels is calculated as:

for (i=0; i<8: i~H-)
for (i=0: i<8:i++) .

imagaiilfil = =13ml10.155(lfl¢V[illJ'l + Hmyllllillt

where array[][] is the result of the DST calc_ulal:ion, prev|][]
is the (8><B) block of pixels from the previous image, and
clamp0__~255O is a function thatclamps a value to the range
(0.255). The previous block is the one in the same spatial

‘ location as the block in the‘ current image,.but oifset by the
motion vector for that block; which is either determined
from the Motionvector array (if processing the Y plane) or
is 0 (if. Dmcessing the U or V plane, or if FLAGS_MV=0).

During decoding the loop filter may need to be selectively
applied. If the FLAGS_F[LTER flag is set, and if a block is
not a still block, and if the quantization value for a block
satisfies '

quant<=Ftlter'I'hresh

and if the blocltis not empty (i.e., does not consist of only
, EOE), then the loop filter is applied to prev/[] before "adding
the array[][] deltas. The preferred loop filter is afilter with
kernel as follows: '

l

where the pixel marked x is replaced by:

118
x=(a+b+r: +d)>>2

where a,b;c,d are the four pixels in the corners of the (3><3)
block. On the edges of an (8><8) block. a one-dimensional (1
0 1) kernel is preferably used. The comer pixels of the block
are preferably not filtered.
Inna/Inter Decision Rules

Acertain class of motion compensated video compression
systems encode certain blocks in motion compensated dif-
ference images as .“int:ra" blocks and others as “inter”
blocks. The decision to encode a block as an intra or inter
block is based on a decision rule which is referred to as the

“intralinter decision rule". This section describes a preferred
method for generating an intra/inter decision rule for con-
ferencing system:l00. The intra/inter decision rule generated
by this method is (1) Cflmputafionally simple, (2) encoded
implicitly (requiring no hits fordilferentiating iutra vs. inter
blocks, (3) adaptive to spatiotemporal image content, and_(4)
statistically optimal in providing a means of difi‘erentiation
between motion compensation artifacts and scene features.

(The conventional objective of encoding some blocks as
intra in motion compensated difference frames is to reduce
the number ofbits required to encode those blocks that have
low spatial .var_iation but high temporal variation. The objec-
tive of encoding some blocks as intra in difierence_£ra.mes is
to reduce the effects ofhigh (frequency motion compensation

‘artifacts (sometimes referred to as “mosquitoes” in the
- literature) without’ having to use (computationally expen-

sive) _loop filtering. An area in a motion compensated
difference frame) _that_exhibits mosquitoes when encoded as
a quantized) dilferénce will instead appear blurred ifencoded
as a quantized intra‘; ‘ v '

Thepreferred technique for generating an intralinter deci-
sion rule for agiven motion compensated video compression
system works as follows:
Given: . .
1. A transform

2. A set of N quantlzers for Inter blocks (Q1; Q2, . . . , QN)
3. A setof M quantizers forlntra blocks _(K1, K2. . . . . KN)

—4. A set of “training data" that is representative of the
application in hand. 3 . .

Let S'.AD(i.j) denote the “Sum of absolute differences” for
block (i,j) in a motion compensated difference image.
Step 1: . ' . '

For each Quantizer Qi,.perforrn the following operation:
a. Compress the trainingdata, using Qi as‘ the quantizer

for all the blocks in the all the motion compensated
difference images. .

b. By a visual observation ofthe (compressed and decom-
pressed) training image : sequences, collect all blocks
that contain perceptible mosquitoes.

c. From the ‘set of blocks collected in (b), find the blockwith the lowest SAD. Denote the SAD of the block

with the lowest SAD as LSADi (corresponding to
quantizer Qi). — - _. V

d.'From the set or blocks collected in (b), select a subset
of n blocks with the lowest SADs in the set.

e. For each block in the subset collected in (:1), determine
the number of bits required to encode the block. Let B
be the average number of bits required to encode a
block in the‘ subset. For each intra quantizer Kj. deter-
mine the average rlumber of bits BKj required to
encode a block in the subset as an intra (using quantizer
Kj). From the set {BKL BK2, . . . . BKM}, find j such

' that IB-B_Kj| is minimized. Kj is the inlra quantize:
assigned to Qi.
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Step 2: .

From _Step 1; for each Qi, there is a corresponding LSADi
which is the lowest SAD value for which there are percep-
tible motion compensation artifacts and an intra quantizer
Kj. The intralinter decisionvrule isdefined as follows:

For each block (p,q)_in a motion compensated diiference
frame, given a quantizer Qi (as determined by an
external . quantizer selection process) the block is
encoded as intm if and only if_SAD(p,q) >LSADi. Intra
quanlizcr Kj is used to encode the block.

A major advantageof the intra/inter decision rules generated
by this technique is that the intralinter decision is implicit in
the method and is known to both the encoder and decoder.

Therefore, it does notneed to be explicitly transmitted and
thus requires no bits.; ._ , » 9
Post Reconstruction Loop Filtering

This section describes a preferred method of “loop filter-

5

10

15

ing" for conferencing system 100 for the reduction of high .
‘ frequency artifacts ‘associated with motion compensated ‘

video cornpressionfor the present invention. A_tradih'onal
20

loop filtering operation operates onthe previously decoded - '
(reference) image.,C’er1ain blocks of the previously decoded
image are low"-pass filtered prior_ to ‘motion compensation.
This reduces the high frequency content in the reference
block and, as a result, the high frequency content in the final
output. ' V’ 1 _ , _

In the preferredmcthod of loop filtering, a low-pass filter
is applied to certain blocks after the motion compensation _ .
and addition operation to generate a filtered reconstructed
image. This approach to loop filtering has two major advan-
tages: . ‘ , I V p
1. It is easier to implement, since thermotion estimation and

diiferencing operations may be merged into one opera-
tion. ' . - ‘ ' "

'2. It has a‘ greater low-pass-[filtering effect on the recon--
structed image since the final image is filtered instead o
the reference image only. ’

Adaptive Loop Filter Switching Criteria _
This section describes a preferred method for generating

. a criterion for the switching (“on” or “ofi”) of a loop filter
in conferencing-system 100.'The loop. filter switching cri-
terion generated by this method is ‘better adapted) to the
spatiotemporalimage content and provides a differentiation
between motion compensation artifacts and scene features.
A traditional loop filtering operation operates on the previ-
ously decoded (reference) imag‘e_;_—_Certain macroblocks
(typically 16x16 areas)‘of the previously decoded image, are .
low-pass filtered prior to motion compensation. This reduces
the high frequency content in the reference rnacroblock and,
as a result, the high frequency content in the finalioutput,

The objective of loop filtering is to reduce high frequency
artifacts. associated with residual ‘quantization. noise, in
motion compensated diiference images. Ideally, only those
mncroblocks should be filtered that — exhibit such motion
compensation artifacts. A criterion for decidingpwhether or
not a given macroblock should be loop filtered or not is
referred to as the “loop filter switching criterion."

A conventional loop filter switching criterion is to apply
a loop filter if the rnacroblock has a non-zero motion vector
and not to apply’ it if the motion vector for the given
macroblock is the zero vector. Amajor drawbaclr of this
criterion is that it filters macroblocks thathave non-zero
motion but no motion compensation artifacts.

V The preferred method for generating a loop filter switch-
ing criterion works as follows:
Given:
1. A transform
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2. A setof N Quantizer (Q1, Q2, '. . . , QN)
3. A set of representative “training data” for the application

at hand. .

Let SAD(i,j) denote the "Sum of absolute dilferenccs” for
Macrobloclc (ij) in a motion compensated difference image.
Step l: ‘

For each Quantizer Qi, perform the following operation:
a. Compress the training data, using Qi as the quantizer

for ‘all the macroblocks in the all the motion compen-
sated difierence images. ‘

b. By a visual observation of the (compressed and decom-
pressed) training image sequences, collect all macrob-
loclcs that contain perceptible high frequency motion
compensation artifacts (sometimes refened to as “mos-
quitoes” in the literature). »

c. From the set of macrohlocks collected in (b), find the
macrohlock with the lowest SAD. Denote the SAD'Of
the nracrobloclc with the lowest SAD as LSADi (cor-

- - responding to quantizer Qi).
Step 2:. , _ ~

From Step 1; for each Qi, there is a corresponding 'LSADi
which is the lowest SAD value for which there are percep-
tible motion compensation artifacts. The loop filter switch-
ing criterion is defined as follows: .

For each Macroblock (p,q) in a motion compensated
difference frame; given a quantizer Qi (as determined
by an external quantizer selection process) the loop
filter is appliedif only if SAD(p,q)>l..'SADi.

Design of Quarrtization Tables ‘ g ‘
This section describes a preferred method for designing

quantization tables to be used for quantization in conferenc-
ing system 100. This preferred method exploits the percep-
tual properties of the human visual system in.a statistical
sense’ to arrive at quantization tables that per-
ceived quantization artifacts at a» given effective bit rate.

' in conventional video compression systems. the quanti-
zation process is spatially adaptive. Ditferentregions in the
image are quantized using diiferent quantizers. In a trans-

. form-based video, compression system that uses linear quan-
tization. thc quantization - operation may be completely
specified by a table of numbers, each of which corresponds

‘ to the_(linear)’ quantizcr step size to be used to quantize a
specific frequency-band in the transform domain.

The present invention relates to the design of the quan-
tization table Q[8][8]for- conferencing system 100. The
design process is as follows: .
Given: ' V v V -
1. Transforrn-base‘d conferencing system 100
2. A set of video sequences that are representative of the

application at hand ‘ p
3. A specification of target bitrate (or compression ratio) for

the application.
Objective: . _

'Ib design a set of N quantization tables Q1, Q2, . . .
such that: _

a. QN/2 results in target bitrate for typical video
sequences.

Q1,A. . . , QN meet a specified dynamic range specifi-
cation. For a given video sequence, the bitrate gener-
ated using, Q1. should be about K times the bitrate
generated by QN. Here~.K is the _dynamic range speci-
fication and is usually dependant on the variability of
the allocated channel bandwidth of the channel over

' which the compressed video bitstrearn is being trans-
mitted. , ‘

c. Q1, . , QN'minimize the perceived artifacts in the
processed (compressed and decompressed) video

.QN

b.



HUAWEI EX. 1116 - 586/714

- Q3,.'. .

5,488,570 m
121

sequence at their point of operation (in terms of bit
rate). \ .

Procedure:

Step 1. Design of Q1 ’ .
V g Q1 is the weakest quantizer table and is designed so as to 5
generate no ‘perceptible artifacts at the expense of a bitrate
that is potentially much higher than Target Bitrate. Q] is
designed as follows:.- ' .

Set Q[i][i]=1 for all i,j (all frequency bands) Starting from
’ the lowest frequency band to the highest frequency

band, V

111m‘-Elfin! Qlillll ' . .
Use Q[8][8] as the qnantizer in the given video compression
system . V 3
If there are any perccivable artifacts in the processed video
sequence. '

i. Decrement Qlilljl
. ii. Goto the next band

Else goto (a)

The above process generates a quantizer table (Q1) that is at
the perceptual threshold, referred to as the perceptual thresh- ‘
old quantizer (P'I‘Q)'”. ' "
Step 2._Design of Q2, Q3, . . . ,,QNI2 _ V .

Let Bl be the bitrate generated using quantizer Q1 with a
typical video sequence; Let.BT be the target bitrate. The.
objective now is to design Q2, Q3, . . ‘. QNI2 such that QN/2
generates target bitrate (BT) for typical sequences and Q2,

, QNl_2-1 generate monotonically decreasing inter-
mediate bitrates between B1 and‘BT. From the perspective
ofa bitrate controller, it is desirable to have a linear decrease
in bltirate with quantizer table index..Tab1es Q2, Q3, . . . ,
QNI2 are designed with this requirement in mind. The
following is the design procedure for tables Q2,Q3, . . . ,
QNIZ: ' ’ 5_ —

Let dB--(B1‘—B'I‘)/(N/.2).
Set Q2=Q1 . V

For each quantlzer Qk, k='2_ to N/2 '
Starting from the highest frequency band to the ‘lowest

frequency band,

Set Qk = Qk-1 _ __
- Inuement all Qk[i][il with the same horizontal or vertical
frequency, ‘ I
Use Qk[8]{8l as the quantizer in the given video compression
system _
If the bitrtste is reduced by 4:13.

i. ‘Save the state of Ql:{B][8]
ii. ' Goo: the next band at l
Else goto 2., q ' _

e. Amongst the quantize: states saved in (d)(i), select that
qutuitizer that has the" least perceptible artifacts for
typical video. This is the choice for Qk.

Step 3. Design of QNI2+1. . .' . , QN.
From the perspective of'a bitrate controller, it is desirable

to have a progressively increasing decrease in bitrate with
quantizet table index from tab1e.N/2+1 to table N. The
design of tables QNI2+l, . . . . QN is the same‘ as the design
for tables 2,_.. . . , Nl2 except that‘ for each new table, dQ
increases instead of remaining constant. The magnitudes of .
the dQs for qhantizers _QN/2+1, . . . , QN depend on the
desired dynamic range inbitrate and themanner of decrease
in hitrate with quantizer table index." For exarnple,'i_f the
desired dynamic range is BT to BT/4 from QN/2 to QN and i
the decrease in bitrate is logarithmic then ' '

65

dQ(NI‘2+l) = dQ(N/2)
for i=(NI2+2) to (NI2)
dQi = kdQi—1
dQ(NI2+1) + dQ(N/2+2) + . . . + dQN = ET — BTI4
dQ(Nl2)(l + k + ktk + l<*k*k + . . . ) = SBTI4
(1 + k + k*k +k*k*k + . . . )= 3BT/4/ (dQNI2)
(1+2+3+-4+ ._. . +(NI2-1)) logk = log (SBT/4 I dQNI'l)
logk = log (3BT/4 /EIQNIZ) I N/4
1-: = (SBTI4 I dQNI2) to the power 4IN

Adaptive Transform Coefiicient Scanning .
This section describes a preferred method of transform

coeflicient scanning in conferencing system 100, a trans-
form-based image and video compression system, that
exploits the properties of the transform and the associated
quantization technique to generate coefiicierit scan orders
that generate thelowest bitrates. The image (for image
compression) or motion compensated dilferencc (for motion
compensated video compression) is transformed. The trans-
formed coefficients are quantized. The transformed quan-
tized. coeflicients are scanned in’ a certain order from a two
dimensional array to a onedimensional array. This one

V dimensional‘ array is re-represented by a run-length - value
(RV) representation. This representation is then entropy
coded and the result transmitted or stored to be decoded.

The preferred method applies to the “scan" part of the
processing where the quantized transformed coefiicients are
scanned from a two dimensional array to a one dimensional
array. The purpose of this scanning is to facilitate efiicient
representation by :1 RV representation. The:same scan-order
is applied to every bloc]; in the representation.

' The preferred method of scanning involves the following
operations: i '
Given:
1. A transform. , .

2. A set of N quamizers (typically quantization matrices)
denoted hy'Ql, Q2,‘. . . , QN. ._

3. Representative “training? data for the target application.
Step 1. — ‘ V q m

For each’ quantize: Qi, generate quantized transformed
blocks for all of the training data.
Step 2. '

Compute the average amplitude for each of the transform
coeflicients from the quantized transformed blocks for all
the training data.
Step 3. .

Sort the average amplitudes computed in Step 2.
Step 4. '

For quantizer Qi, the scanorder Si is generated by the
locations of the (amplitude sorted) coeflicients from Step 3.
The largest coeflicient is the first in the scan order and the
smallest is the last. . ,
Using this preferred method, a scan order Si is generated for
each quantizer Qi.. In the encode and decode process, for
each block for which Qi is used as the quantizcr, Si is used
as thevscan order. "p - .

‘ The advantage of this invention over previous scanning
techniques is thatvdue to the adaptive scan orders, the RV
representations are more eflicient and for a given quantizer,
fewer bits are required to encode a given block than with
conventional nonadaptive zigzag scanning.
Spatially Adaptive Quantization

This sectiondescribes a preferred method of spatially
adaptive quantization for conferencing system 100. The
preferred method provides a means of efliciently encoding
motion compensated difierence images. Aconventional non-
adaptive quantization technique simply takes a given quan-
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tizer for each frame and applies that quantizer uniformly to‘
every macroblock'(l6x16 area) in the image. An adaptive
quantization technique applies different quantizers to difi"er-
ent macroblocks in a- given frame. Information about which
quantizer has been applied to which block is also encoded
andtransmitted: d . _

The preferred method of spatially adaptive quantization is ~
based on the‘ “sum of absolute dilferencc" (SAD) that has
already been computed for each rnaeroblock by the motion
estimation subroutine...The preferred quantizer selectionmethod works as follows": -

Step 1. - , _ _
The mean SAD for the entire frame is computed. This

denoted by, MSAD. , '
Step 2. ' .

For eachmacroblock, if the SAD of the macroblock is
lower than the mean. then it is assigned a finerquantizer than .
the mean quantizer (which is theglobnl vquantizer for this
frame passed down by the bit-rate controller). Conversely, if
the SAD in the macroblock is higher than the mean, then it
is ‘assigned a coarser quantiaer, ' , -

In a case where there are 16 quantizers, numbered 1
' through I6 with higher numbers denoting finer quantizers.

let SAD(ij) be the SAD associated, with the current mac- _
roblock (i,j). Let MSAD be the mean SAD in the frame. Let
Q(i,j) denote the quantizer. assigned to the current macrob-
lock. Let QGdenote the global'quantizer.for thefrarne. Then
Q(i,j) is assignedas: ’

V Q(i,i)=QG+8*log2
— MSAD))‘.. ,

Q(i,j) is saturated to the ran'ge‘(1,l6) alter performing the
above‘ operation.

‘_ There are 2_majcr,advantages of the preferred spatially
adaptive quantization 'tecl1'niqu_e over conventional tech-
niques: » i ' _ '
1. The spatial adaptation is based on values that have already

been computed in the motion estimation routine; There-
fore the" spatial adaptation process is computationally
simple. . ' p ‘ . _ ‘

2. The . spatial. adaptation process -‘generates _ an optimal
quality image given the _.bit_-budget of the current frame by
distributing bits to diflerent macroblocks in proportion to
the perceived cfl’ect_of quantization on that macroblock.

Fast Statistical Decode . I V d ’ V _t 3
Host processor. 202 preferab1y'per_forms fast statistical

decoding. Fastjstatistical decoding on hostprocessor 202

((SAD(i,-dj)-I-ZIIVISAD)/(2SAD<i,_i)+ ‘

‘ allows time eflicientdecoding of ‘statistically coded data
(e.g., Hufiman decoding). Moreover, since statistical Huff-
man coding uses code words that_'ar‘e not fixed (bit) length,
the decoding of such codewords is generally‘ accomplished
one bit at a time. The preferred method is as follows:
1. Get nextinput bit and_ juXtapose'with bits already in

potential codeword (initially none).
2. If potential codeword is a complete codeword, then emit

“symbol", eliminate bits in potential codeword, and go to
(1). Otherwise, if potential codeword is not a complete
codeword} then go to (1). " t

The preferred ' method of the present invention provides
decoding of one.“_symbol” in one operation, as follows:

a. Get next (fixed number)’ several input bits. ‘
b. Use the input bits to select a symbol and emit symbol. V
c. Go to (a). ' ' V V -
The statistical code used is designed to be “instanta-

neous," which means that no codeword “A" is a “prefix" of 65
any codewords “B”. This allows a- lookup amble to be
constructed which may be indexed by a potential codeword,
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unambiguously yielding a symbol corresponding to the
codeword. The potential codeword is guaranteed to contain
a complete codeword since it starts with a codeword, and it
is as long as the longest codeword.
Contrast. Brightness, and Saturation Controls

This section describes a preferred integer implementation
of contrast, brightness, and "saturation controls for the
presentyinvention for adjusting and for application of the
controls to realtime video. The implementation has two
pans. The first is a method ofgenerating translation tables to
implement adjustable brightness, contrast, and saturation
controls. The second is a method of using the tables to
change the appearance of video being displayed.

The generation of thetables uses integer operations in the
generationof tables that express floating-,point' relations.
Prior to application of any controls, the video data consists
of a description of the Y, V. and U ccmponentsat 8 bits per
value.iThe problem is to provide a translation from the
decoded Y values to Y values that rellect the current setting
of the brightness andcontrast controls. and further to pro-
vide a translation from the decoded U and V values to U and

V values that reflect the current setting of the saturationcontrol. ' -

The method begins with an identitytranslation table -
(f(x)=x). As controls are changed, the identity nanslation
becomes ‘perturbed cumulatively. In the case of brightness,

control changes are indicated by ’a signed biased value
providing both direction and magnitude of the‘ desired
change. 'l"l1e current translation table are changed into f(x)=
x-lc, for x>=k, and f(x)=0 for 0<=‘x<l< (decrease) or f(x)=x+k,
for x<=255—lc,'and f(x)=255 for 255>:=x>’255-k (increase).
, In the case of contrast, control changes are indicated by a
scaled fiactional value. The value indicated “n" represents

' “(n+i)lSCALE'? change: a “change” of (SCALE-1) yields no
change, a change of (SCALE) yields a change by 1/SCALE
in each of the translation table values. The definition of
contrast as y'=(n'F‘(y——1 28))+1 28 (for 8 bit values) is then
provided by subtracting 128 fromthe translation table value.
multiplying by’ SCALE, multiplying by the indicate control
change. value, and then dividing by SCALE twice to remove

- the scale multiple implied in the representation of the control
changevalue, and the ‘multiply explicitly perfonned here.
128 is then added to the modified translation table value and
the result is clamped to the range of 0_ to 255 inclusive.

. This method avoids the use of floating point arithmetic in
the computation of the proper translation table values. In the
definition olfered of~“contrast” the value-“n” is a floating
point number.‘ Saturation is simply contrast as applied to the
chrorninance data. and is handled-in the same way as the

' contrast control; but with a different copy of the translationtable.
The translation tables are made available to the host

‘ processor in the same locale as the data that they are used to
translate: after generation of the modified translation tables,
the tables are appended to the data" area for the luminance
and chrominance, at known fixed ofisets from the start of
same data areas (on a per instance basis, each video window
has its own copy of this data.) This allows the host processor
to access the translation tables with a 1 processor clock

60 penalty in address generation (for an lnte1® 486 micropro-
cessor; there. is no penalty on an Intel® Pentium® proces-
sor), and with a high degree of locality of reference, and no
pointer register reloads (due to the fixed ofiset.)

The translation of the decoded Y, V, and U values is
perfonned by reading and translating eight values and then
writing the eight translated values as two 32-bit values to the
destination. This is important to Intel® architecture micro-
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processors. and in particular is important to the Intel® 486
processor, which usually runs with a write saturated bus.

For the method of performing the translation,—the BX
register is assumed to contain zeroes in thehigh order 8(24)
bits.'The low order 8 bits are loadedwith thevvalue to
translate, and the value is used as the base register with an
index register,(set to the offset of the translation table -t-base
of data buffer) in an indirect load to acconiplishithe trans-
lation. The destination "of the load is changed as the opera-
tion is repeatedover multiple values, until register storage is
exhausted, at which point the translated values are written
out and the cycle‘ repeats. The process here described
executes at a sustained three or four clocks per value

- translated.

Audio Protocol ,
Referring now to FIG. 26, there is shown a representation

of a compressed audio packet for conferencing system 100,
' - according to a preferred.embodintent of the present inven-

tion. Source audio is audio that is captured (and optionally
monitored) at the. local system and sent to the. com
subsystem for transmission Sink audio is audio’ that is
received from the comm subsystem for playback onthe local
system. Audio is. preferably handled on audio/comm board
206 and not on host processor 202. The compressed audio
packet ofFIG. 26 is that which is actually serrtlreceived fi'orn
the corumunications subsystem and__ not necessarily that
manipulated by an application on{the hostprocessor. The
audio packet fields are defined as follows: '

Value used to synchronize audio and video names
at the receive endpoint. The audio stream preferably
generates timestamps as arnaster clock that are
copied to the capttued video frames before

. transmission. '
Reserved field. . __ ' .-

Mute I Bitindicates whether or not the audio stream is ‘
muted at not:The.nudi’o is ‘muted when the bit is set.
When the Mute bit is set, no audio data is st.

Data Compressed audio data. - ‘

'fiIIlL¢I-lily

The length of the audio data is not explicitly specified in the
packet header. A receiving endpoint's comm subsystem

. reassembles an audio packet and therefore implicitly knows
the length and can report it to its application. The length-of
an audio packet is a run-time parameter and depemds’ onthe
compression method and the amount of latency desired in
the system. The preferred audio oornpressionldecompression
method implementation has 100 -msecond‘ latency. which
‘translates to 200 bytes of compressed audio’ data per packet;
Compressed Audio Bitstreanr ,

The preferred audiostrream for conferencing system 100
is a modification of the European Groupe Speciale Mobile
(GSM). GSM was developed in the context of the standard-
ization of the European digital mobile radio. It resulted from '
the combination’ of the Regular-Pulse Excitatiori[Linear-
Predictive-Coding‘ codee developed by Philips’(Gerrn_any)
with the Multi-Pulse-Excitation/Linear-Predictive-Coding
codee devised by IBM (France). For furtherinforntation, see
the ETSLGSM Technical Specification, GSM 06.10, version K
3.2.0, UDC 621396.21, published by the European Tele-
communication Standards _ Institute in Valbonne Cedex,
France. ‘ ' V. 7 _' _ _

The data rate of the standard GSM codee is 13.0 kbits/sec.
The preferred GSM implementation for conferencing. sys-
tem 100 has a bit rate of 16 kliitslsec. The mean opinion ~
score (MOS) quality rating of the preferred GSM imple-
mentation» is 3.54. It isnot prone to rapid quality degradation 65
in the presence of noise. The relative complexity is about
MOPSsIs. Due to implementation processing consider-
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ations, the standard GSM implementation is adjusted to
yield the preferred GSM implementation. In addition, head-
ers are added to provide extra control information, such as
frame counting and muting. ‘ . -

In order to saveprocessing, the 260-bit audio frame is not
packed. This results in a 320-bit frarnes.~.These frames occur
every 20 mseconds. This increases the bit rate from 13

. kbits/sec to 16 kbits/sec. The composition of the preferredaudio frame is as follows:

unsigned int larl: 6,
unsigned int lar2: 6
unsigned int 1211-3: 5,
unsigned int lar4: 5
unsigned int lar5: 4
unsigned int lard: 4.
unsigned int lafl: 3.
unsigned int larfit 3,
unsigned int lag v 7,
unsigned int gain 2
unsigned int grid 2
unsigned int xnrax 6

3.
3.
3.

typedef sIruct{ \* stp parameters "\

} STP;
typedef stnrot {

' l* rpe parameters ‘I

unsigned int x0
unsigned int x'l
unsigned int x2 -
unsigned int x3 3
unsigned int x4 3,
unsigned int x5 3.
unsigned int x6 3,
unsigned int x7 3
unsigned int x8 3.
unsigned int 1:9 3.
unsigned int xl0 3,
unsigned int xll. 3.
unsigned. int 3:12 3', _ ) LTP_RPE

typedef struct { STP n-nine;LTl’_Rl‘E. rub-
t'r-ame (4); »

I‘ pulse amplitude‘/

; /* ltp parameters ‘/

_ ) onrvrarrs;

The result of not packing these structs on a Texas Instru-
ments® C31 DSP, a‘32-bitprocessor, is a 320-bit frame. At
a frame ‘rate of 50 fiameslseo, the datarate is 16.0 lcbitslsec.

A header has also been added to groups of frames. The
length" of the header is one 32-bit word The MSB is a mute
flag (lmute); The remaining bits represent a timestamp.
This time stamp is notnctually time, but is preferably a
1'rame_ counter. The initial value of it is arbitrary. It is
therefore a relative number representing the ‘progress of
audio frames and useable for synchronization.
Data Protocol’ . . p '

Data packets are inside TH packets. The data conferenc-
ing application will have its own protocol inside the T11
protocol stack. ‘ = _ _
Communication"-Level Protocols

The application-level audio, video, and data packets
described in the previous section are sent to the com
subsystem for transrnission to the remote site. The com
subsystem applies its own data structure to the application-
level packets, which the com subsystem treats as generic
data, and defines a protocol for transport. In a preferred
embodiment of the present invention, the basic transport is
unreliable. That is;'at the basic level. there is no guarantee
that application data will reach the destination site and, even
if itdoes, there is no guarantee as to the correctness of the
data delivered. Some applications will use the unreliable
communication services,‘ such _as audio and video. For
applications requiring guaranteed delivery ofdata, reliability

. is built on the basic urneliable service. Application data is art
example of a data type requiring reliable transport; control
information between peer processes is another.
Reliable Transportcornm Protocols .

Referring now to FIG. 27, there is shown a representation
of the reliable transport comm packet structure, according to
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a preferred embodiment’ of the present invention. For" reli-
able transport. conferencing system 100 preferably uses a ,-
protocol akin to LAPB'.-Since .transport is preferably on -
[SDN B-channels, vvhiehvare assumed to have already been ‘
set up, there is no need toinclude those portions of LAPB 5
that deal with circuit establishment and "teardownp (e.g-.
SABM, FRMR, UA, and DISC); Therefore, the preferred
reliable transport comm protocol is void of those portions.
The fields of the preferred reliable transport comm packet
are defined as follows: .

Definestlie type of packet and relays acknowledgment
information. The types of packets are: lnfomwation (I).
Receiver Ready (RR), Receiver Not Ready (RNR),
Ind R5100! (REJ): . A ‘ ’
length of the client data portion of the padcet, ins. '

bcyxlic redundancy check code. VClient data of length specified by the Length field.

Control

Length

CRC
Data

For anlnforrnation (1) packet, the format of the control 2.,field is as follows:

5-7
NR

14 4
g NS P

(Bit) 0
(Field) 0 I

A . V , 25

The NS bit field is used to refer to a send sequence number.
NS is interpreted as specifying to the receiving site the next
packet to be‘ sent. _The NR bit field is usedvto refer to a
receive sequence number. it is lusedtoyacknowledge to a‘
sender that the receiver has received packet NR-cl and is 30
expecting packetNR The 1’ bit field is the LAPB poll bit and A v
is arenot used in thepreferred embodiment. All sequence
numbers are modulo-8 mcaninggthat at most 7 paeltets can
be outstanding. It is the responsibility of the transmitting
sites -to assure that they do notvhave more than 7 packets 35
outstanding. Information —.pa'cke/t_ isvused to send client
data. The receive ackriowledgment can be piggybacked on in
theNRbitfield.' -' .‘ .

The Receiver Ready (RR), Receiver Not Ready (RNR);
and Reject (REJ) packets are supervisory packets that are 40
used for acknowledgment. retransmission. and flow control.
They are not used to carry client data. V _ _

For a Receiver Ready (RR) packet, the format of the
control field is as follows: .

4 5-7
PF NR(Bit) 0 1 '2 3

(Field) 1 o _ o o

The PF bit field is the LAPB poll/final bit and is not used in

the preferredaembodirnent; The R packet isused in two
cases. The first case is to acknowledge packet receipt when
there are no - packets bending ‘transmission on which‘ to
piggyback the acknowledgment. The" second case is. when

the link is idle." In this case; an R packet is sent periodically 55to assure the remote site that the local site is still alive and .

doing well. . ‘
For a Receiver Not Ready (RNR) packet. the format of the

control field is as follows:

50

4 5-7
PF ' NR(en) 1 2 . 3

(Field) iv o 1~o

The RNR packet is sent by areceiver to indicate to the
remote site that the remote site should stop sending packets; 65
Some condition has occurred, such ‘as insuflicient receive
buffers, rendering the remote site unable to accept any

to
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further packets. The RNR.packet is intended to be used for
temporary flow control. When the remote site is able to
accept more packets it issues _an_ RR frame. .

g For a Reject (REJ) packet, the format of the control field
is as follows:'

'3 4
PF

S-7
NR

(Bit) 0 l 2
(Field) 1 0- O l

The REJ packet is sent as a form of negative acknowledg-
ment. The receiver of an RE] packet interprets the NR bit
field as. a request to retransmit all packets from NR to the
most currently sent, inclusive.
Unreliable Transport Comm Protocols _

At the lowest layer of conferencing system 100, an
unreliable protocol is preferably used to transport data on the
ISDN B-‘channels. For those applications requiring reliabil-
ity, the reliable protocol discussed in the previous section is
added on top of the unreliable protocol discussed in this
section. The unreliable protocol sits atop of HDLC framing
which the unreliable protocol uses for actual node-to-node
transport of packets. Even though HDLC framing is used, a
data link protocol is not irnplemented. In particular, there is
no guarantee that data packets will be delivered or that they
will be uncorrupted at the receive node of a link. The CRC

validation of the HDLC is used to detect corrupted data.
The unreliable protocol provides for logicalchannels and

virtualization of the two Basic Rate -lSDN’B-channels.

channels are local site entities that are defined
between the DLM and T11 is layer and the client [i.e.,
application program) using them. The logical channels pro-
vide the primary mechanism clients’ use to send rrutltiple
data types (e.»g.,» audio, video‘, data). The layer services

‘ multiplex these tlatntypes together for transmission to the
remotejsites. _

In a preferred embodiment, logical channel zero is used as
a control channel. Site peers (i.e., two conferencing systems
in a ,conferen'cing session) use this control channel to
exchange irrforiitation on their use of other logical channels.
Logical channels are half—duplex. Therefore. ‘two channels
are necessary to send and receive data. Apriority attribute is
associated with a logical channel (andthereforc with a data
type). The unreliable protocol asserts that higher priority
data will always be sent ahead of lower priority data when
both are pending. Priorities are assigned by anA.PI call to the
'I'II services. Audio has the highest priority, then data, and
last video. - _ » _ =

Although the. ISDN‘Basic Rate Interface (BRI) defines
two physical 64 kbit/second B—channels for data, the ser-
vices at both DLM and T11 virtualiae the separate B-chan-
nels as a‘ single '_l28 kbit/second channel. Client data types.

A defined by theirylogical channe1s,Vare ‘multiplexed into a
single virtual stream on this channel. -In a preferred embodi-

R rnent, this inverse multiplexing is accomplished by breaking
all packets into an even number of fragments attd alternating
transmission on the _two physical B-channel connections.
Initially, after channel establishment, the first fragment is
sent on the B lchannel, the second on the B2—ohannel, etc. At
the receiving site, fragments are collected for reassembly of
the packet. _

Referring now to FIG. 28, there is shown a representation
of the unreliable transport comm packet structure,.according
to a preferred embodiment of the present invention. The
fields of the preferred unreliable transport comm packet are
defined as follows:
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Standard HDLC Flag field _
The receiving site's logical channel identitier. The
transmitting site peer acquires this D by . '

. communicating to, the remote site before exchanging
rant This is done using a control logical channel (i.e.,
channel zero). . . . ‘ .
The sending site's logical channel identifier The type.
of data in the packet can be determined by knowing the
logcal channel ID—‘to-dam typevtnapping. The current
in1plementen'_on uses the follonring mapping: The - _
umpping‘is_Erorn DLM channels to"l'1I channels, which
occur at the T11 level. At the time‘ the TH channel is
opened for it datntype, ‘I'll dynamically assigns unique
DLM channelsvfor difietent data types in ascending
order surfing Rom one (1). ‘ ’ I -
The packet sequence number. Distinguished from the
FragN'o field which counts tltefragnents within 3 ,
packet. The PktNo field is used by the receiving site
peer to implement a sliding window protocol. This
allows packet bnlfering which is used to compensate
for transmission delays. ’ _ _
If the SOP bit is set, then the ctnrent frngntent is thekn . V, .
If the BOP hit is set, then the current fingrneut is the
end of a packet. > -
Reserved field. . . -
The fr-agrnent‘ saiuence number. Distinguished from the
PktNo field which counts the rtttmher oflwhulc packets.
The Pt-a,gNo is used by the receiving site peer to
reassemble frngments into packets. The SOP and
EDP fields are used to locate the start and end of A-
whole packet; respectively. '
The data held

5,4-88,570
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-continued

Standard]-IDLC CRC field.
Standard}-IDLC Flag field.

Data Structures, Functions, and Messages
‘ _This sectionicontains the data structures and definitions of

the functions and messages for conferencing API 506, video
API 508, audio API 512, and mm API 510.

Conferencing API Data Structures, Functions, and Messages
Conferencing API 506 utilizes the following data types:

LPHCALL
LPAVCB

Ll'CCB
LPBITMAPIINFO

i_pns1'Gtu=..' ‘LPABBUSCARDINFO

Pointer to a call handle.
Pointer to an Audio Video Control
Block (Al/CB).
Pointer to a. Configuration Control
Block (CCB). . -
Pointer to ‘a Microsoft ® Windows
BITMAPINFO structure that‘ defines a
DIB (Device-Independent Bitmap).
Pointer to the handle of a. stream group.
Pointer to n ABBUSCARDINI-‘O.’
which defines the personal card
infomtntion, front Address Book.
Contains business card Infonmtion;
format is specified by the GUI.

Conferencing API 506 utilizes the following structures
that arepassed-to conferencing API 506 in function calls
(e.g., CF___Init, CF___CapMon) and then passed by confer-
encing API 506 to the audio/video managers:



HUAWEI EX. 1116 - 591/714

5,488,570

LPAVCB Pointer to an Audio Video Control Block
(AVCB) .

LPCCB Pointer to a Configuration Control Block
‘ (CCB).

LPBITMAPINFO V V Pointer to a Microsoft“) Windows BITMAPINFO
structure that defines a DIE ’(Device- ‘

Independent Bitmap). '

LPHSTGRP~ Pointer to the handle of a stream group.

LPABBUSCARDINFO Pointer to‘ a_ABBUSCARDINFO, which defines the
personal card information, from Address Book.
Contains business card information; format is
specified by the GUI.

. Conferencing API 506 utilizes the following structures

that are passed to conferencing API 506 in function oalls (e.g.,

CF_Init, CF_CapMon) and then passed by conferencing API 506 to

the audio/video managers:

MCB (Media Control Block)

» worm wTypc Media type: b WM wad)
» » I Cl-'M’l'_AUDlO - Audio Type (e.g., narrow or uziudband)
» - CFM'l'_VlDEO - Video Type 0

CCB (Configuration Control Block) ,' >
» WORD wversion. Version Number _ _ V
» MCB ' mtMedia[] list of Media types supported by the system.

AVCB (Audio Vidco Control Block)
» WORD wType Local or remote AVCB type: ’
» CFAVCB__LOCAL - local AVCB type
» ' CFAVCB_REMO'I'E - remote AVCB type

» Union { » »
» // local AVCB

)) suuct{ CV
» WORD wAln Audio input hardware source

» WORD wAGain _ Gain of the local microphone
» WORD wAMute _On/Off flag for audio muting
» . WORD . wVln ‘ Video input source

DWORDdwVDRate . Maximum videovdata rate
WORD wVComrast Video contrast adjustment
WORD wVTint Video tint adjustment
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wVBrightness ' Video brightness adjustment
wVColor Video color adjustmerit
wVMonitor Onloff flag for local video monitoring‘

wVMute On/Off flag for local video muting. As the flag is
turned on/off, it will temporarily stop or restart the

related operations, including playing andsending,
being performed onthis stream group. This can be
temporarily "hold one video stream and provide
more bandwidth for other streams to use. For

example, a video stream can be paused while an
> audio stream continues, to speed up a file transfer.

} localcb

8 .l.-’ remote AVCB

struct { V _ _
' WORD wA0ut Audio. output hardware destination

WORD wAVol Volume of the local speaker -
WOR.D_\vAMute On/Off flag for audio muting
WORD wVDut Video output source .
WORD wi/Contrast Video contrast adjustment

V worm wVTint _ Video tint adjustment ; .
WORD 'wVBrightness Video brightness adjustment
WORD wVColor ’ ' Video color adjustmem ‘
WORD wVMute ‘ On/Ofi‘ flag for. local ‘video muting

} remotecb ' ‘ '

vso
)7
J)
))
))
)1
D
M
))

.-v

ll’ ADDR Infonnation - the address to be used for the oonf. application to make a
. Connection/call, via issuing the C1-'_Mal<eCall with the remote site.

/1’ NOTE: This‘ is the same as the TADDR stmclure defined by TH. '
stmct { ' ' _

WORD wType ’ Type of Address, e.g., phone number, intemet
. ‘ address. etc-.

WORD wsize Size of the following address buffer
LPSTR lpsAddrBuf Address buffer

3

Conferencing AP! 506 utilizes the following constants:

Conferencing ‘Call States:

CCST_NULL Null state
ccsr_1nLE Idle State_

‘ CCST CONNECTED Connected state

ccsT'cALLING . Calling State
CCST:ACCEPTING Accepting _ State
CCST CALLED Called state

CCST:CLOSING Closing State
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Conferencing Qhangel Statesé

CHST_READY V . Ready State
CHST_OPEN V Opened state
CHST_DPENING Opening state
CHST_SEND V Send state
CHST_RECV 9 Recv state
CHST_RESPONDING ‘ . Responding state
CHST_CLOSING Closing state

Conferencing Strean States:

CSST_INIT Init state
CSST;ACTIVE ‘Active state
CSST_FAILED Failure state

Cstatus Return Values:

CF_OK _
CF_ERR_PATHNAME
cF;£RR_ccB ’
cF_zRR;AvcB V .

.CF_ERR_TOO_MANY_CAPTURE
CE_ERR_CALLBACK
CF;ERR_FIELD
CF_ERR_STATE
CF_ERR_CARDINFO
CF;ERR_STRGRP
CF_ERR_FFQRMAT
CF_ERR_HANDLE
CF_ERR_PHONE#
CF_ERR_TIMEOUT e
CF_ERR_INSUFF_BUFSIZE
CF_ERR_CALL ’
CF_ERR_RESOURCE_FAIL

In the above return values, CF_ERR_xxx means that the Pxxx"

parameter is invalid.

The functions utilized by conferencing API 506 are

defined as follows:

CF_Init

This function reads in the conferencing configuration parameters
(e.g., directory names in which the conferencing system software
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are kept) from an initialization file (e.g., c:\cyborg\vconf.ini),
loads and-initializes the software of video, comm., and audio
subsystems. In addition, this function acquires the phone resource
that no other applications can access the resource until this
application makes a call to CFLUninit later to relinquish the phoneresource. ' V - = ‘

Also, it allows the application to choose between the messaging and
the callback interfaces to return the event_notifications. The
callback interface allows the conferencing software to call a user
designated function to notify the application of incoming events.
The messaging interface allows the conferencing to notify the
application of incoming events by posting messages to application
message queues. The parameters to the function varying depending on
the notification method chosen. .

Cstatus CF_Init( LPSTR lpIniFile,
‘ ’ l LPADDR lpLocalAddr.

LPCONN_CHR . :lpConnAttributes,
.WORD. wFlag, . H_
CALLBACK cbAppCall,

LPCCB lpCcb)' 1 ’ _
input vIpIniFi1e: thei pathname to the conferencing INI‘file.

1pLocalAddr:.\ pointer to the local address

lpConnAttributes , pointer to the attributes requested for
incoming calls V l

wFlag: Indicates the type-of.notification to be used:
CALLBACK_FUNCTION for callback interface
CALLBAcK_WINDOW for post message interface

cbAppCall: the callback routine or the message interface to
_ return the notifications from the

remote site to the application.

output . g ,
lpccb: « returns the handle to the configuration control

p block, preallocated by the .
application that contains the configurationinformation.

Valid state(s)-to issue:

Null Statev

State after execution:

C‘CS’I'__IDLE
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Return values:

CF_OK
CF_ERR_PATHNAME
CF_ERR_CCB‘
CF_ERR_CALLBACK
CF_ERR_RESOURCE_FAIL‘
CF_ERR_ALREADY_INITIALIZED

Callback-routine: vb
FuncName (WORD wmessage, WORD wParam, LONG lParam)

wMessage: the Window message type le,g.,wCFM_XXXX_NTFY)
‘wParam: i'the Call_Handle V» _

lParam: _ additional Information which is message—specific

‘NOTE: the parameters of the callback function_are equivalent to
the last three parameter passed to a Window message handler
function (Win 3.1).

:CP;Uninit

This;function’writes,outAthatconferencing‘configuration
parameters back to the initialization file (e.g,, . «
c:\cyborg\voonf.ini),' unloads and uninitializes the software of

video,.comm., and audio subsystegfigifiénladdition. this functionrwith CE_Init.relinquishes the phone resource

Cstatus CF_Uninit (Laces lpccb)
ingut t . _
lpCCb: the handle to the configuration control block that

contains the configuration information.

Valid state(s) to issue:
CCST_IDLE

State after execution:
CCST_NULL

Return values:
CF_OK
TBD

Status Message:

CFM_UNINIT_NTFY: iUnInit complete.

Communication
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Call Management _ b
The Call Management functions_will provide the application the
ability to establish and manage calls/connections to its peers on
the network.

CF_MakeCall

This function makes a call to the remote site to establish a
call/connection for-the video conferencing. This call will be
performed asynchronously.

After allv related ,operations for CF_MakeCall. is eventually
complete, the callback routine.(or the message) specified in the
CF_Init function will return the status of this call.

The Deer application will receive a CFM_CALL_NTFY callback/message
.

as a result of this call.

Cstatus CF;MakeCa1l ( LPADDR 1pAdaress,
- LPCONN CHRA lpConAttributes.

LpABBU§cARDINFo lpabcardlnfo,
__WoRD V Timeout,

LPMTYPE lpmedial
i gutg '
1pAddress: pointer to the _address structure of the

destination (or Callee),.

lpConnAttributes pointer to the attributes requested for the
‘ ' call. ’

lpabcardlnfoz ‘ pointer to business card information of the
caller.» ‘

wTimeOut: - Number of seconds to wait for peer to pickup
the phone.

lpMedia: fiointer to a list of desirable media types.
Ifla null pointer is specified; the default
(best possibility) will be selected.

Valid statets) to issue:
CCST_IDLE

State after execution:

ACCST_CALLING

Return values:

cF_oK
CF_ERR_STATE
CF_ERR;HANDLE ’.
CF_ERR_RESOURCE;FAIL
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Peer Messages: .
A cFM_cALL_NTF! message will be delivered to the remote site
to indicate the call request.

Status Messages: . .‘
CFM_ACCEPI_NTFYE The peer process has accepted

V the call

cFM_PRoGRESs_nTFY: ‘ The optional progress
information of the call

CF_PROG.__D IAL_T.ONE
CF__PROG_D IALING. m
CF_PROG_RINGBACK

CFM_REJECT_NTFY: . The error reported for the
- . call -

CF_REJ_TIMEOUT
CF_REJ_ADDRESS _ _ _
CF_REJ_‘~_NETWORK_BUSY
CF__REJ_STA'I‘ION__BUSY
CF_REJ_RESOUCE_FAIL

CF_AcceptCa11

This function iigiigred to accept a call request,'received as part
of_ the ‘CPM__C!ALL callback/message, that was initiated from the
peer. '

— /1

Both siaes will receive a CFM_ACcEPT_NTFY callback/message as a
result of this call.

Cstatus CF_AcceptCall C HCALLA 5 hcall,
LPABBUSCARDINFO lpabcallee,
LPMTXPE —1pMedia)

jggut. ._ ‘ .

hcall: . handle to the call (returned by the cFM_CALL_NIFY
message). .

lpabcallee: pointer to ABBUSCARDINFO of the callee who issuesthis function. V

lpMedia: pointer to a list of desirable media types. If a
null pointer is specified, the default (best
possibility) will be selected.

Valid state(s) to issue:

‘ CCST_CALLED

state after.execution:
CCST_ACCEPTING
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Return values;
CE'__OK
CF_ERR_STATE
CF_1‘<__‘.RR__CARDINFO
CF__ERR__HANDLE .
CF_ERR_RESOURCE_FAIL

Peer Messages: f .
A CFM;ACcEP!LflTFY message will be received by the remote
site.

Status Messages: ‘ g
A CFM_AC¢EPT;flTFY message will be received by the acceptingsite.

cF_RejectCa.1l

Upon receiving a_cFM_cALL_NTFY message, this function can be issued
to reject‘ the incoming call request. In. fact; this_ function
neither picks up the incoming call, nor sends a rejection message
to ‘the remote; Instead} it will simplyj ignore, the call
notification and let the peer application time4out; This would
avoid.the unnecessary telephone charge or thequnpleaseant rejection
to the caller.‘ .‘ V Mfipfldfldflz

The peer Aapplication will receive as CFM_IIMEOUT_NTFY
callback/message as'a result of this call. u

Cstatus CF_RejectCall (I-{CALL hcall)
input -

hCal1:__ handle etc the call (returned. by the CFM_CALL_NOTIFY
message).

Valid state(s) to issue:
CCST_CALLED"

State after execution:
CCST~IDLE

Return values:

CF_OK _ .
CF__ERR_S‘I‘ATE} _
CF_ERR;RESOURCE_FAIL

Peer Messages:. .

A CFM_3EJECT;NTFY message will be resulted to the remote app

Status Messages:
none ’
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CF_HangupCa11

This function hangs_up a call that was previously established. It
releases all system resources, including all types of streams,
channels, and data structures; allocated during this call.

Cstatus cF_Hangupca11 (HCALL hcall)
ingut

hCall: handle to the call

Valid state(s) to issue:

'CCST_CONNECTED

State after execution:
CCST_CLOSINGv

Return values:

cF_oK
CF_ERR_STATE .
CF_ERR_RESOURCE_FAIL

Peer Message:

A CFM_HANGU?¥NTFY message will be delivered to the remote
site.

Status Message: _ a
A CFM HANGUP NTFY message will be delivered to the local
site When the Hangup is complete.

CF_GetCallInfo

This function returns the current status information of the

specified call. '

Cstatus cF_Getca111n£o ( HCALL . s hCall,:
LPCONN_CHR lpConnAttributes,
LPWORD lpwstate,
LPMTYPE _V ; lpMedia v_
LPABBUSCARDINFO lpabcardlnfo)

ingut -
hCall: handle to the call

outggt
lpwstatez current call state

1pConnAttributes: Connection Attributes

lpMedia: V a list of selected media types used for this
call. Note that this list can be different
from the desired list.
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lpabcardlnfoz‘ peer7s business card information

Valid state(s) tc issue:
all call states

State after-execution:

unchanged

Return values:

CF_OK _
CP_ERR_RESOURCE_FAIL
CR_ERR_HANDLE

Channel Management A V

These Channel Management functions will provide the application
the ability to establish and manage virtual channels to its peers
on the network. ‘ ' »

CF_RegisterChanMgr”

This function registers a callback or an application window whose
message processing function will handle notifications generated
by network channel initialization operations.A This function must
be invoked before any CF_OpenChannel calls_are made.

Cstatus CF_RegisterChanMgr I HCALL hcall,
A WORD _ _- wFlag,

CALLBACK cbNetCal1)

input
hCall: handle to the call

wflag: indicates the type of notification to be used:
pCALLBACK_FUNCTION for callback interface-
CALLBACK_WINDOW for post message interface

cbNetCal1: Either a pointer to a callback function, or a
window handle to which nmssages will be posted,
depending on flags}

valid state(s) to issue:
call state

' CCST_CONNECTED

State after execution:
call state

CCST_CONNECTED

Return values:

CF_OK ‘
CF_ERR_HANDLE
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Callback routine format:‘
FuncName(UINT Message, WPARAM wparam, LPARAM lparam)

Message: The message types
wParam: ‘Word parameter passed to function
lParam: Long parameter passed to function

NOTE: the callback function parameters are equivalent to the
second, third, as fourth parameters that are delivered to a
Window message handler function (Win 3.1).

status Messages: none
Peer Messages: none’

CF_OpenChannel

This routine requests to open a network channel with the peer
application. The result of the action is given to the application
by invoking the callback routine specified by the call to
CF_RegisterChanMgr. The application must specify an ID for this
transaction; This ID is passed to the callback routine or posted
in a message. *

Note that the channels to be opened by the CE_0penChannel call is
always "write—on1y“, whereas the channels to be opened by the
CF_AcceptChannel call is always Pread-only".

Cstatus CF;OpenChannel(HCALL hCall, LPCHAN_INFO lpchan, DWORD
dwTransID) -
input‘ p
hCall: handle to the call;

lpchan; ' Pointer to a channel structure.. Filled by
application. ,
The structure contains:

— A channel number. . .
- Priority of this channel relative to other

channels on this connection. Higher numbers

represent higher priority.
— Timeout value for the channel

- Reliability of the channel.
— Channel specific information. See CHAN_INFO

' definition in TII. _ ’
dwTransID: An application-defined identifier that is returned

with “status messages to identify the channel
_ request that the message belongs to.

Valid state(s) to issue:
call state .

CCST_CONNECTED
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channel state

CHST_READY

State after execution:

call state _

’CCST_CDNNECTED

channel state
CHST_OPENING

Return values:

CE_0K
CE_ERR_HANDLE
CF__ERR_STATE pgwgmv
cF_ERR_r:eRiesw
CF_ERR_NQ;CHANMGR
cF;sRR_cHAN;NUMsER
CP;ERR_CHAN_INUSE

Status Messages:

CFM_CHAN_ACCEPT_NTFY: The peer process has accepted
_ _ request.

CFM_CHAN_REJECT_NTFY: The Peer process has rejected
_ ‘ request. b

CFM_CHAN_TIMEOUT_NTFY: No answer from peer

Peer Messages:
CFM_CHAN_QPEN;fiTFY:

CF_ncceptChannel

‘A peer applicatign can issue Acceptchannel in response to a
CFM_CHAN_0PEN;NTFY (openchannel) message that has been received.
The result of the Acceptchannel call is a one-way network channel
for receiving data.

Note that the channels to be opened by the CF;QpenChannel call is
always “write—only”, whereas the channels to be opened by the
CF_AcceptChannel call is always "read—on1y".

cstatus CF;AcceptChanne1(HCHAN hchan, DWORD dwTransID)
ingut

hchan: handle to the channel _ . M
dwTransID: A.user defined identifier that was received as part

of the CFM_CHAN_OPEN_NTFY message.

Valid state(s) to issue:
call'state

CCST_CONNECTED
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ghannelistate
CHST_RESPONDING

State after execution:
call state

cCst_coNNEcTED

channel state
CHST_OPEN

Return values:

’ CF_OK
CF_ERR_HANDLE
CF_ERR_STATEf'
CF_ERR_CHAN_NUM

Status Messages} none
Peer Messages:

VCFM_CHAN_ACCEPT_NTFY The TransID is sent in lParam.

»CF;RejectChanne1

This routine tejects an CFM_CHAN;0PEN_NTFY from the peer.

Cstatus CF_RejectChannel(HCHAN hchan, DWORD dwTransID)
ingu; , ' V » ‘
hChan: Handle to the channel.

dwTransID: ‘A user defined identifier that was receive as part
of the CFM_CHAN;0PEN;NTFY message.

Valid state(s) to issue:
2e;L_etate

CCST_CONNECTED

channel state _
CHST_RESPONDING

State after execution:
call state '

CCST_CONNECTED

channel gtgte
CHST_READY
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Return values:

CF;OK.
CF_ERR_HANDLE
cE_ERR_sTAmEv
CF_ERR;CHAN_NUM

Status Messages: none
Peer Messages: ’. .: V .

CFM_CHAN_REJECT_flTFY The TransID is sent as lParam.

CB_RegiéterchanHand1er_

This function registers a callback or an application window whose
message processing function will handle notifications generated
by network channel IO activities{ The channels that are opened
will receive CFM-DATA SENT NTFY, and the accepted channels’ will
receive CFM_RECV;COMPETE_NTFY.

cstatusvcp RegisterChanHandler(HCHANVhchan, wonn wFlag, CALLBACK
cbChanHandleCall)
inset ‘ _ .
hChan:A handle to the channel. A -.
wFlag: Indicates the type of notification to be used:

CALLBACK_FUNCTION for callback interface _
CALLBACK;WINDOW‘- ' for post message interface
NOCALLBACK . ” for polled status interface.

cbChanHandleCall: . 7 ~_ .
Either a pointer to a callback function; or a window handle
"to which_messages will be posted, depending on flags.

Valid state(s) to issueé
call state '

CCST_CONNECTED

channel state

cHsT_pPEN

State after execution:
call state.‘

' 'CCST_CONNECTED

channel state A

CHST_SEND (FOR OUTGOING CHANNEL)
CHST_RECV (FOR INCOMING CHANNEL)
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Return valuesé

CF_OK'
CE_ERR_HANDLE
CF_ERR_STATE_
CF_ERR_CHAN_NUMBER

Callback routine format: _.
FuncName(UINT Message, WPARAM wParam, LPARAM lParam)

Messaée: _The message type _b _
wParam: Word parameter passed to function r -
1Param: Long parameter passed to function (TransID)

NOTE that_the callback function-parameters are eqnivalent to the
second, third, as fourth parameters that are delivered to a
window message handler function (Win 3.1).

Status Messages: none

Peer Messages: none

CF_CloseChanne1

This routine will close a _network channel that was opened by
CF_AcceptChannel or CF_ppenChannel. The hand1er.for this channel
is automatically de4registered. ’

'CStatus CF;C1oseChannel(HCHAN hchan, DWORD;dwTransID)
AEEEE - .

hchan: _ ‘ handle to the Channel to be closed.

dwTransID: An application defined identifier that is returned
with the response notification.

Valid state(s) to issue:
gall state

CCsT_CONNECTED

2ha22el_§£ate ‘ :
CHST_SEND; CHST_RECV, cHsT;oPEN

State after-execution:
call state

CCST_CONNECTED

channel state

CHST_CLOSING
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Return values:

CE_0K 1
CF_ERR_HANDLE
CF_ERR;STATE

status Messages: V
CFMgCHAN_CLOSE_NTFY:

Peer Messages: V .

' CFM_CHAN_CLOSE_NTFY:

Data Exchange

All the data communication is done in "message passing" fashion.
This means that any send will satisfy any receive on a specific
channel, regardless of the length of the sent data and the
receive buffer length. If the length of the sent message is‘
greater than the length of the posted receive buffer the data
will be truncated. »

All these calls are "asynchronousfl, which means that the data in
the send buffer must_not be changed until a CFM_DATA_SEND_NTFY
notification has been sent to the application, and the contents of
receive buffer is not valid until a CFM_RECV_COMPLETE_NTFY has been
received for that channel.

CF_Sendhata

Send data to peer. If there are no receive buffers posted on the
peer machine; the data will be lost.

Cstatus CF_SendData(HCHAN hchan, LPSTR lpsBuffer, wono Buflen,
DWORD dwTransID) ‘
ingut

hchanz Handle to the channel.
lpsBuffer: A_pointer to the buffer to be sent.
Buflen:- V The length of the buffer in bytes.
dwTransID: . This is a user defined transaction ID which will

be passed to the channel handler along with other
status message data to identify the transaction
that the response belongs to.

Valid state(s) to issne:
call state _

CCST_CONNECTED

channel state

CHST_SEND
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State after execution:
call state _

CCSTLCONNECTED

channel state

CHST_SEND

Return values:

CF_OK_ ‘V
cF_ERRgcHAN_NUMBER
CF_ERR_STATE .
CF_CHAN;TRAN_FULL (Channel transaction table full)

Status Messages:
CFM_DATA_SENT;NTFY

Tells the application that the data has been extracted
from the buffer and it is available for reuse.

CFM_DATA_LOST;NTFY
This message will be delivered to the caller if the
data could not be sent. .

Peer Messages: . gm
CFM_RECV;COMPLETE_NTFY

indicates that data was received.

CFM CHAN oATA LOST NTFY
* this message Will be delivered to the peer if there are

no RecvData calls pending. ,

CF_RecvData

Data is received through this mechanism. Normally this call is
issued in order to post-receive buffers to the system. when the
system has received data in the given buffers, the Channel
Handler will receive a_CFM;RECV_COMPLETE_NTFY.

cstatus CF_RecvData(HCHAN hchan, LPSTR 1psBuffer, WORD Buflen,
DWORD dwTransID) ‘ -

Lassa .i . _ V. .
'hChan: Handle to the channel‘ . .
lpsBuffer: A pointer to the buffer to be filled in.
Buflen: The length of the buffer in bytes; Max. bytes to

' receive;; ‘ » .

dwTransID:_ This-is a user defined transaction ID which will
be passed to the channel handler along with other
status message to identify the transaction that
the response belongs to. —
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Valid state(s) to issue:
call state

CCST_CONNECTED '

channel state

CHST_RECV

state after execution:
call state ,

CCST_CONNECTED

channel-gtgtg
C1-IST_RECV

Return values:

C_F_OK
CF_ERR_CHAN_NUMBER
CF_ERR_STATE i Av ' .
CF_CHAN_TRAN_FULL V (Channel transaction table full)

Status Messages:_
CFM_RECV COMPLETE NTFY

indicates that data was received.

CFM__CHAN_DATA__LOST_NTFY A ,
indicates that the buffer was too small for an incoming
data message, or some other data error. The contents of
the data buffer are undefined;

Peer Messages:
none

Communication Control E Statistics

cr;eet

Chanlnfo , _

This function will return various statistical information about a
channel. For examples: Bandwidth information, number of
sends/second, number of receives/second, etc. Full set of
statistical information will be define& at a later time.

Cstatus CF_GetChanInfo(HCHAN hchan, LPCHAN;INFO lpcsrnfo)

input
hchan: Handle to the specified Channel

lpcslnfo: Pointer to a CHAN_INFO struct.
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Valid state(s) to issue:
call state‘ .

CCST_CONNECTED

channel state .
Any except CHsT_NULL, CHST_READY

state after execution;
Q§ll;§E§§§.

CCST_CONNECTED

channelwstate
UNCHANGED

Return values:

CF_OK V
CF_ERR_CHAN_NUMBER

Status'Messagesé‘none

Peer Messages: none

Capture, Record, & Playback

These "convenience" calls will provide the application the
ability to capture, record, and playback the audio/video streams
from the specified source (e.g., from the local Audio/Video HW or
from the Network) and/or to the specified sync (e.g., local
Audio/Video HW, File, or Network).

cF_capMon

This function starts the capture of video signals from the local
camera and displays them (via the HW "monitor" function) in the

local_video_window which is pre—opened by the application, Also,
it starts the capture of_audio signals from the local microphone
and plays them back through the local speaker. Note that as part

of the capture function, this ’"m '5 E" function is —slightlydifferent from the.“playUvfunctiongéagiiiefldlater in "CF_P1ayRcvd"
and "CF;PlayStream". The "monitor" function is a low—overhead
display. operation »supported. by the Video hardware that moves
uncompressed digital video from camera to the monitor screen.
Therefore, this function only works for local video stream. For

the remote video stream received from the network, the "Play"
function must be used to display it on the screen (see later
section for more details). Also, the monitor function can be turned
on/off later using CF_ControlStream calls.
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This function allows the user to preview his/her appearance and
sound before sending the signals out to the remote.

Cstatus CF_CapMon (HWND hwnd, LPHSTGRP lphstgrp, lpAInfo, 1pVInfo)
ingut_ V ‘
hwnd: — handle to the 1ocal_yideo;window pre-opened by the

‘ application .

lpAInfo: Pointer to AINFO structure describing Audio stream
y . V attributes

lpvlnfo; Pointer to VINFO structure describing Video streamattributes V ‘

outgut

ylphstgrp: pointer to the handle of a stream group to be
captured

Valid state(s) to issue:
cssT;:NIT

State after execution:

CSST_ACTIVE -

Return values:

CF_OK
CF_ERR_TOO_MANY_CAPTURE'
CF_ERR_HANDLE
CF_ERR_RESOURCE;EAIL

CF_PlayRcvd

This function starts the reception-and-display (via the software
"Play" function) of remote video signals-in the remote_video_window
which is pre—opened by the application; Also, it starts the
reception and play of.remote_audio signals back through the local
speakers.‘ The "Play" function that is automatically invoked as
part of this function can be later turned on/off by the application
by issuing calls to CF_ElayStream. - ‘

Note that the call can only be correctly issued after the phone
connection is made. Votherwise, “CF_ERR_STATE" will be returned by
the call. Also, V

Cstatus CF_PlayRcvd (HWND hWnd, HCALL hcall; LPHSTGRP lphstgrp)
ingut V * _ e V
hWnd: handle to the remote_yideo_window pre—opened by the

~ application . A
hCall: handle to the call

1pAInfo: Pointer to AINFO structure describing Audio stream
‘ ‘attributes V _ ,

lpvlnfo: Pointer to VINFO structure describing Video streamattributes
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output
lphstgrpz pointer to the handle to a stream group to be

received

Valid state(s)'to issuez, _
V CCST_CONNECTED & CSST;INIT

State after efiecution:

CCST_CONNECTED & CSST_ACTIVE

Return values:

CF_OK
CF_ERR_HANDLE
CF_ERR;STATE
CF_ERR_RESOURCE_FAIL

CF_P1ayStream

This function starts or stops playing the captured video and
audio streams of a specified stream group. ’

Cstatus CF_PlayStream <HwNb hwnd, HSTGRP hstgrp, Word wFlag)
inpgt -
hwndr handle to the "Play" window pre—opened by the

application‘ . '
hstgrp: handle to the stream group
wFlag : ' start/stop flag ’

Valid state(s) to issue:

CSST_ACTIVE -

State after execution:

CSST;ACTIVE

Return values:

CF_OK
CE_ERR_STATE
CF ERR STRGP

cF:ERR:fiANDLs 2
CF_ERR_RESOURCE_FAIL.

CF*RecordStream

This function starts ct stops recording the captured video and
audio streams of a_specified stream group into a specified file.
Currently,. the only ‘supported file format is AVI File. Also,
recording streams in a file will overwrite, instead of append, to
an existing file.
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Cstatus CF;RecordStream (HSTGRP hstgrp, Word wFormat, Word wFlag,
LPSTR‘lpFile)
inputv ‘
hstgrp: handle to the stream group
wFormat: the file format for recording
wFlag : start/stop flag A , ,
lpFile: the pathname to the AVI file to record the A/V

streams '

Valid state(s) to issue:
CSST;ACTIVE

State after execution:
CSST_ACTIVE

Return values:

cF4oK .
vCF_ERR_STATE
CF_ERR_STRGP
CF_ERR_RESOURCE_FAIL
CF;ERR_FILE

Stream.Control & Status

These "convenience" calls will provide the application the
ability to control and obtain the status information of the
specified stream group. ~ ~

CF_Contro1Stream

This function set the parameters to control the capture or
playback functions of the local or remote video and audio stream
groups. ‘

Cstatus CF_ControlStream (HSTGRP hstgrp, WORD wfield, LPAVCB
lpAvcb) V '
ingut ’ .
hstgrp: handle topa stream group
wfield: field of the AVCB to be modified, the valid fields

- for local and remote AVCB are listed below:
TBD

1pAvcb: Pointer to the AVCB

Valid state(s) to issue:

all states except CSST_INIT

state after execution:
unchanged
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Return values:

CE_OK
CF_ERR;FIELD'
CF_ERR_STRGP
CF_ERR_STATEA --
CF_ERR_RESOURCE_FAIL

cr_Gecstream:n£o

This function returns the current state and the AVCB,
preallocated by the application, of the specified stream groups,

. Pwmhi

CStatus'CF_GetStreamInfo (LHSTGRP hstgrph V lpwstate, LPAVCBlpAvcb)
ieput .
hstgrp: handle to a stream group

’ output
lpwstate: return current application state
lpAvcb: v return the pointer to the AVCB preallocated by the

‘ ' - application.

Valid state(s) to issue:
all states

State after execution:

unchanged

Return values:

CF_OK ’
CF_ERR_RESOURCE_FAIL

CF_DestroyStream

This function destroys_the specified stream group that was
created by CF;CapMon or CF_PlayRcvd. As part of the destroy
process, all operations (e.g., sending/playing) being performed
on the stream group will be stopped and all allocated system
resources will be freed.

Cstatus CF#DestroyStream (HSTGRE hstgrp)
input V .

hStgrp:. p handle to a stream group to be destroyed

Valid state(s).to issue:
All stream states except CSST_INIT

State after execution:

CSST_INIT
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Return values:

CF__OK _
CF_ERR_STGRP

Network Linking V

These "convenience" calls will provide the application the
ability to_start/stop sending active captured audio/video streamsto the network.

CF_SendStream

aThis function starts or stops sending the captured Video and
audio streams of a specified stream group to the remote.

CStatus‘CF_SendStream (HCALL hcall, HSTGRP hstgrp, Word wFlag)
input V .’ » ’
hcall : handle to the call
hstgrp: handle to the stream group
wFlag : A start/stop flag

Valid state(s)‘to issue:

. CSST_ACTIVE

State after execution:
CSST_ACTIVE

Return values:

CF_QK. ' A
CF_ERR_STATE

‘CF_ERR_$TRGP
CF_ERR_CALL.
CF_ERR_RESOURCE_EAIL

cr_nute

This function stops or resumes sending the captured video and
audio streams of a specified stream group to the remote site.

ostatus CF_Mute (HCALL hCall; HSTGRP hstgrp, Word wF1ag)
A2225 . -
hcall : ‘ handle to the call

hstgrp: handle to the stream group
wFlag : start/stop flag

Valid_state(s) to issue:
CSST_ACTIVE
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State after execution:

CSST_ACTIVE

Return values:

cF_OK
CE;ERR;STATE
cE;sRR_sTRGp.
CE_ERR_CALL —
CF_ERR_RESOURCE_FAIL

Frame Grabbing

CF_SnapStream

hThis function_takés_a snapshot of the video stream of the
specified stream group and returns a still image (reference)
frame in’a buffer allocated by the VCI DLL to the application.
Currently, the only supported image format is DIB.

Cstatus CF_SnapStream (HSTGRP hstgrp, WORD wFormat, LPDWORD
lpdwbufsize, LPBITMAPINFO lpDib)
iangt _

hstgrpz handle to‘a stream group
wFormat: still image format )

outgut .

lpdwbufsize: size of the returned buffer.
lpDib: pointer to the DIB buffer allocated by the VCI

DLL.

.Valid state(s) to-issue:
CSST_ACTIVE

State after execution:

unchanged

Return values:

CF_OK
CF_ERR_STATE
CF_ERR_STRGP

.CF_ERR_BUFFER«
CF_ERR_INSUFF;BUPSIZE
CF_ERR;RESOURCE_FAIL

The messages utilized by conferencing API 506 are defined as
follows:
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This section describes the messages generated by VCI and the
parameters that are passed along with them.

Call Messages

CFM_CALL_NTFY

This is a hotification message that the system has just received
a call request initiated from the remote site.

CFM;CALL_NTFY

Returned Parameters V. ' _
wParam HCALL ‘ handle to the call. This handle

should be used to accept/reject the
call. ’

lParam LPV_CBACK pointer to a structure containing
incoming-call info:
{
LPADDR Pointer to address

“ of Caller

LPCONN_CHR Pointer to
‘ . _Connection

Attributes

}

Valid Call States To Receive the Notification:
CCST_IDLE .

State after receiving the message:
CCST_CALLED

csM_pRosREss_nrFr

This is a notification message that returns the status of the call
in progress from the phone system.

CFM_PROGRESS_NTFY

Returned Parameters
wParam ~HCALL handle to the call in progress
lParam DWORD V substate of the call

Valid wsubstate values:

CF_PROG_DIAL_TONE
CF_PROG_DIALING
CF_PROG_RINGBACK
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Valid Call States To Receive the Notification:
CCST_CALLING‘ V

State efter receiving the message:
»CCST_CALLING

CEM_ACCEPT_NTFY

The remote site has accepted the call request issued locally.

CFM_ACCEPT_NTFY

Returned Parameters
wParam HCALL handle tc the call.

lParam ’ LPV_CBACK pointer to a structure containing callinfo:

{
LPCONN_CHR Pointer to

-Connection
Attributes

LPABBUSCARDINFO Pointer to
V Businesscard info of

- peer

LPMTXPE Pointer to Media
Types structure

}

Valid Call States To Receive the Notification:
’ CCSI_ACCEPTING/CCST_CALLING

State afiter_receiving the message:
CCST_CONNECTED

CFM_REJECTLflTFY

The connection/call can not be made due to the situation
described in the substates;

CFM_REJECT_NTFY

Returned Faremeters '
lParam ’ DWORD ' substate of the call

Valid wSubstate_values:

CF;REJ_TIMEOUT_
CF_REJ_ADDRESS _
CE_REJ_NETWORK;BUSY
CE_REJ_STATION;BUSY
CF_REJ;RESOUCE_FAIL
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‘Valid Call States To Receive the Notification:
CCST__CALLING —

State after receiving the message:
CCS'If__IDLE

cm_:mNcU1=_.N'rnr

The remote site has hung up the call, or this is a response to a
locally initiated Hangup.

CE‘M_HANGUP_NTF‘f

Returned Parameters b _
wParam HCALLA handle to the call

Valid Call States To Receive the Notification:
CCST_CDNNECTED and CCST;CLOSING

State after receiving the message:
'CCS.T_IDI_.E ’ 1

Channel‘Messages

The following messages are generated in response to the various
channel related functions as described with the function
definitions. A

cm_canN_AccE1='r_»N'rrY

This is a notification message indicating that the peer has
accepted the Open Channel request (via issusing a
CF_Accept;Channe1 call).

cFM_cHAN_accEPT_NTFY

Returned Parameters V A
wparam HCHAN Hand1e_to the channel to be used

* “ subsequently by the application.
lParam DWORD A _ TransID provided by the application,

that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state i

CCST_CONNECTED'
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channel state

cHsT__oPENING

state after receiving the message:
call state.

CCST_CONNECTED

channel state‘
‘ CHST_OPEN

c?z4_cHmgnz:scr_NwrY

This is a notification message indicating that the peer has
rejected the Open Channel request (via issuing a
CP;RejectChannel); ' -

CFM__‘_CHAN_REJEC'T_NT1-‘Y

V Returned Parameters ’V
. lParam - DWORD Trans ID provided by the application,

a that identifies the application
transaction related to this
notification. -

Valid States To Receive the Notification: .
call state

CCST_CONNECTED

channel state

CHST_OPENING

State after receiving the message:
call state's 9 -

CCST_CONNECTED

channel state
CHST_READY

cm_cHAN_'r:MEoU'r_NTFY

This is a notification message indicating that the peer has
failed to answer the Open Channel request before the local timer
expires.

CE’M_CHAN_’l‘IMEOUT__NTFY'
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Returned Parameters _
lParam DWORD TransID provided by the application,

that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state

CCST_CONNECTED

channel state..

CHST_OPENING

State after receiving the message:
call state V _

CCST;CONNECTED

§hannel_state
” CHST_READY

cFu_cHAN;pbEN_NTFY

This is a notification message indicating that the peer has
initiated an open Channel request (via issuing a CF_Open_Channel
call)..

CFM_CHAN_QPEN_NTFY

Returned Parameters
wParam HCHAN ‘ Handle to the Channel to be used

‘ subsequently by the application.

1Param LPV;CBACK Pointer to info about incoming channel

‘ - fequest
DWORD Transld (to be used in

Accept/Reject‘Channe1}
HCALL Handle to Connection

LPCHAN_INFO Channel Info passed by

} peer

. Valid States To Receive the Notification:
call state _

CCST_CONNECTED

vchannel state
CHSTLREADY
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State_after receiving the message:
call state

‘ CCST_CONNECTED

channel state , d
CHSI_RESPONDIN

cFM_CKAN_CLOsE_nTFYe

This isga notification message indicating that the peer_has
initiated a Close Channel request (via issuing a CF_C1ose_Channel
call). This may also be in response to a locally initiated Close
Channel. ‘ - v *

cFM;cHAN_cLoss_NTFY

Returned Parameters
wParam -HCHAN Handle to the Channel

lParam DWORD If the callback is a remote Close
‘indication, 1Param = 0

If the callback is a response to a
locally initiated Closechannel
lParam = TransID specified by app.

Valid States To Receive the Notification:
sall_ststs . -

CCST_CONNECTED

channel state _ _
CHST_SEND, CHST._RECV, CHST OPEN

State after receiving the message:
call state . _ '

CCS 'I'_CO_NN‘E CTED

channel state

CHST_READY

CF'M__DA'I‘A_SENT_NT

This is a notification message indicating that the data in the
buffer has been sent-out (via the previous call to the
CF_Send Data).. The data buffer used in the CF_Send_Data is now
available for reuse.

cFM_DATA_sENT_NTFY
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Returned Parameters ,

wParam WORD The actual number of bytes sent.
’lParam DWORD TransID provided by the application. that

identifies the application transaction
related to this notification. ‘

Valid states To Receive the Notification:
call state-

‘CCsT_CONNECTED

channel state

CHST_SEND

State after receiving the message:
-call state ‘

CCST__CONNECTED

channel“state

C1-IST__SEND

A crM_1zcv_coMpLnrEJz-gr!

This isia notification message indicating that the system has
received data in the buffer posted by the application (via
issuing CF_RecvData calls). _ ‘

cFM_Rcv_coMPLETF*_NTPy

Returned Parametegs _ ’ A _
wParam' WORD_ The actual number of bytes received
‘lParam DWORD} l TransID provided by the application,

‘ ' ’ that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state . ,»

'CCST_CONNECTE

channel state

CHST._RECV

State after receiving the message:
call state V -

CCST_CONNECTED

channel state

CHST_RECV
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CFM_DATA_LOST;NTFY

This is a notification_message indicating that the data sent is
lost because the peer had no data buffers available to receive
it. This message will be delivered to both the sender and the
receivervapplications.

CFM_DAIA_LdST_NTFY

Returned Parameters V _

wParam WORD . Number of bytes lost
1Param ‘DWORD TransID provided by the application,

’ A ’ » that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state ' V

CCST__CONNECTED

channel‘state

CHST_SEND
‘CHST_OPENV

State after receiving the message:
call state

CCST_CONNECTED

channel state
UNCHANGED

Video API Data Structures, Functions, and Messages

Video API 508 utilizes the following data types:

VSTATUS Video subsystem interface return status type.
_ _ WORD (l6—bit) value. , "

HVSTRM Handle to a video stream
LPHVSTRM Pointer to the handle to a video stream
LPVINFO Pointer to'a video information (VINFO) structure
HVCCB‘ Handle to the Video Configuration Control Block

(VCCB) . V

LPCHANID Pointer to the network channel ID (CHANID)
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Video API 508 utilizes the following structures:

3.1.2. Structure Types

VINFO (Video Stream Information)

D)

?

V

U
V

>)
>)
>>
»
>2’
36
DD
»
>)

VVVV3vVa9¥¥v¥Vvvvvv

WORD wType

WORD . wfieserved

DWORD dwFlags

WORD
WORD
WORD

wonn
WORD

wcontrast
wTint
wsaturation

wBrightness
wDisplayRate

WORD wkesérvedz

Union { _ .
// local video stream

struct .

WORD _ ’ wcapturesource

WORD wCaptureFormat‘

DWORD
WORD-

wcapturenriver
wDataRate.

wMaxFrameRatep
wQualityPeroent

WORD
WORD

} local .
// remote video stream

struct { ' ’
WORD

WORD wReserved

}'remote

HASTRM

}

hAStrm

wPlaybackTarget

Local or remote video
stream

DWORD alignment, future
use

Flags bits: various
exclusive attributes

Contrast adjustment

Color adjustment
Saturation value .
Brightness adjustment
Monitor/Playback window
Blt rate; <= IRV frame
ratep _ V
DWORD alignment, future
use i

Video capture source
. (placeholder)

Video capture format
, (IRV, YUV—9, etc.)

Four CC code
Maximum Video data rate

(kbits/sec)
1-30

0el00; 0 = Lowest

quality, least_
number of frames
dropped; 100 =
Highest quality,
mostfnumber-of

frames dropped

Video playback
hardware

(placeholder)
Alignment, future
use

Associated audio
stream, as needed
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video API 508 utilizes the following constants:

Constants

State values: ,
VST_INIT Init state

tVST_OPEN . Open state
VST;CAPTURE Capture state
VSI_PLAY Play state
vsT;LINKIN Link In state
VST LINKOUT ' Link Out state

VST:ERROR — Error ‘state

Status Values

V OK for successful Egturn (=0)
-Our-giV_ERR general errorfl in the system

V_ERR.__VINFO invalid VINFO ’ .
V_ERR_HWND ‘ invalid window handle
V_ERR_STATE invalid stream state to issue this

’ - function; ‘
V_ERR_HVSTRM invalid-stream handle
V;ERR_CHANID invalid network channel
V_£RR_RSCFAIL system resource failure
V_ERR_FLAG V duplicated operation or invalid flag
V_ERR_FIELD invalid VINFO field

The functions utilized by video £PI 508 are defined as
follows:

Vopan'

This function opens a video stfeam. _An info structure specifies
stream attributes;; Caller specifies window messages or callback
function for stream event notification. Stream event
notification is TED. ’

VSTATUS VOpen (LPVINFO l;_:VInfo, LPHVSTRM lphvstrm, DWORD
dwcallback,‘ V .

DWORD dwcallbacklnstance, DWORD dwFlags,
int far_* lpwField)

in ut

lpvinfo: A pointer to the video information structure, VINFO,
- with specified attributes. If a NULL LPVINFO is

specified, the default attributes set up as part
of configuration will be used.

dwcallbackz Specifies the address of a callback function or a
handle to a window. In the case of a window, the
low-order word_is used.
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Messages sent tola callback function are similar
to messages sent.to a window, except they have two
DWORD parameters instead_of a UINT and a DWORD
parameter. See the Microsoft Multimedia
Programmer's Guide, pp. 5-10 for.guidelines in
writing a callback function;

dwcallbacklnstance: H
M Specifies user instance data passed to the

callback. Unused if dwcallback is a window.
dwFlags: V0pen flags parameter; flag values OR’d into

parameter.- '
For parameter dwcallback, values are:

CALLBACK_FUNCTION indicates callback function
used. - . .

cALLBAcK_WINDOW indicates window handle.

VSTATUS:i returned parameter; see return values,.be1ow.
lphvstrm: pointer to an opened video stream handle, returned

'» if VSTATUS=V_OK. . ‘ '
lpwField: a field_in VINFO was incorrect. This parameter is

valid only when VSTATUS returns the value: =
V;ERR_VINFO. A -1 indicates VINFO was more
generally in error.

valid state(s) to issue:
l VST_INIT’

State after successful execution (V_OK):
VST_OPEN ” ‘

Return values: p
V_OK : for successful return (=0)
V_ERR_VINFO‘ : invalid VINFO.‘ _
V_ERR_RSCFAIL : system resource failure

3.3.2. Vcapture

This function starts/stops_capturing a video stream from a local

video hardware source, such as a video camera or VCR. The
captured video can be'displayed in a window by using the VMonitor
function. A-capture source is not explicitfly defined but
’implied to be the local video capture hardware and driver.

VSTATUS VCapture(HVSTRM hVStrm, BOOL bFlag)
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input .
hvstrm: handle to a video stream.

bFlag: On/Off flag. Off=FALSE and On=TRUE.

valid state(s) to issue:=

VST_OPEN ' (vcapture - on)
VST_CAPTURE (Vcapture - off)

State after execution: V
VST_OPEN . -> VST_CAPTURE
VST;CAPTURE -> vsT_pPEN

Return values:

V_OK : for successful return (=0)
V;ERR;STATE : invalid stream state to issue this function
V;ERR;HVSTRM‘ : invalid stream handle
v;ERR_RsCFAIL : system resource failure

Vuonitor

This function starts/stops monitoring (displaying video in a
window) a video stream captured from 1ocal_video camera or VCR.
The capture source is specified in the Vcapture function; see
above. '

VSTATUS VMonitor(HVSTRM hVStrm, HWND hWnd. BOOL bFlag)

input
hvstrmz handle to a video stream.

hwndz handle to a window, pre-opened by the app: in which
monitoring is to take place.
If bFlag=FALSE, then the previously specified monitor
window is! disassociated from the stream (and the
specified window is ignored)-

_bFlag: On/Off flag; Off=FALSE and On=TRUE.

valid state(s) to issue:

VST_CAPTURE/VST_LINKOUT

State after execution:

unchanged

Return values: H

V_OK ‘ : for successful return
‘V_ERR_STATE : invalid stream state to issue this function
V_ERR_FLAG : duplicated operation
V_ERR_HVSTRM : invalid stream handle
V;ERR_HWND : invalid window handle
V_ERR_RSCFAIL : system resource failure
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3.3.4. VLink0ut

Link a network video sink to a video stream for remote
transmission. Usage: Local capture to network output.

‘VSTATUS VLinkOut(HVSTRM hVStrm, HCHAN hchan; BOOL bFlag)

input .
hAStrm : handle to the video stream. _
hchan : channel handle of the video output sink.

If bFlag=FALsE, then the previously specified
channel is disassociated from the stream (and the
specified channel is ignored).

bF1ag : link or unlink flag. Link=TRUE; Un1ink=FALSE.

Valid state(s) to issue:
VST;CAPTURE (VLinkOut — link)
VST_LINKOUT (VLinkOut — unlink)

State after execution:

VST_CAPTURE —> VST_LINKOUT
VST;LINKOUT V —> VST_CAPTURE

Return values: ‘ V
V_OK- V : for successful return
V_ERR_STATE : invalid stream state A
V_ERR_CHANID v: invalid network channel for video output1 . source V -

V;ERR_RSCFAIL : system resource failure

3 .3.5. VLinkIn.

Link a network video source to a video stream for playback.
Usage: Network input to local playback.‘ ’

VSTATUS VLinkIn(HVSTRM hVStrm, HCHAN hchan, BOOL bFlag)

input _ .
hvstrm: handle to the video stream.

hchan: channel handle of the video input source.
‘If bF1ag=FAL$E, then the previously specified channel
is disassociated from the_stream (and the specified
channel is ignored).

bFlagr” link or unlink flag. Link=TRUE; Unlink=FALSE.
If FALSE, then Chanld is disassociated from the stream.

Valid_state(s) to issue:
VST_OPEN. VLinkIn - link)
VST_LINKIN VLinkIn - unlink)
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State after execution:
VET OPEN —> VST LINKIN

VST-_-LINKVIN —> vsrjopm

Return values: - V
V OK : for successful return

V_ERR_STATE : invalid stream state ~
V_ERR_QHANID : invalid network channel for video input' source

V;ERR_RSCFAIL : system resource failure

3.3.6. VP1ay

This function starts/stops playing a linked-in video stream by
consuming a video stream from a video network source and
displaying it in a window. Specifics of the video network source
are assigned the stream using the VLinkIn function; see above.

vsmrus VPlay(HVSTRM hVStrm, mmp hwnd, soox. bF1ag)

input _
hvstrm: handle to the video stream.
hwndz handle to a window pre—opened by the app.
bF1ag: -start play or stop play flag. Play=TRUE; Stop

Play=FALsE. - '
If stop play, then hwnd is disassociated from the
stream (and the specified window is ignored).

Valid state(s).to issue:

VST_LINKIN - (VP1ay — on)
VST_PLAY (VP1ay - off)

State after execution: _
VST_PLAY -> VS'I‘_LINKIN
VST_LINKIN —> VST_PLAY

Return values:
V OK : for successful return

V_ERR_STATE - invalid stream state to issue this function
v:ERR;fivSTRM . : invalid stream handle
V_ERR_RSCFAIL : system resource failure
V_ERR_FLAG : duplicated operation

VPause

This function pauses or unpauses a video stream captured or
played locally.
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NOTE: This function is currently unimplemented. Its function has
been found to be available via combinations of the other stream

functions; To pause a local stream, use VMonitor (off); to pause
the remote stream, use VPlay (off). To mute the local video
stream, at the remote site, use VLinkOut (off).

VSTATUS VPause(HVSTRM hVStr1'n, BOOL bFlag)

in ut

hVStrm: handle to the video stream.

bFlag: Pauseon/Pauseoff flag. PauseOn=TRUE; PauseOff=FALSE.

Valid statels) to issue:

VS'I'__CAP'I'URE
VST_PLAY
VST__LINKOUT

State after execution:

Unchanged

Return values: M
V_OK . : for successful return h
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVsTRM l : invalid stream handle
V_ERR_FLAG : duplicated operation
V_£RR_RSCFAIL : system resource failure

3 . 3 . 8 . ’ VGrahErame.

This function grabs the most current still image {key frame) from
a specified video stream.- The frame is returned-in a DIE format.
Vsrabframe allocates the DIB bits buffer, and the user must free
it. The user provides the DIE BITMAPINFO structure, of maximum
extent, which is of fixed length.

VSTATUS VGrabframe(HVSTRM hVStrm, LPSTR FAR *lplpvbits,
LPBITMAPINFO lpbmi)

hvstrmz handle to the video stream.
lpbmi: pointer to a DIB BITMAPINFO structure. The

BITMAPINFO must have an extent equal to a
bmicolors array with 256 entries, giving a
BITMAPINFO structure of maximum length.



HUAWEI EX. 1116 - 631/714

5,488,570

QHEEQE

lplpvbits: pointer to a pointer to a DIB image buffer that is
allocated by the video manager and freed by the
application. Windows GlobalAlloc (with memory
attributes GMEM;MOVEABLE ; GMEM_sHARE) and
GlobalLock are used to allocate the DIB bits
memory. ’ » ‘

Valid state(s) to issue:

VST;MONITOR
VST_PLAY

State after execution:
Unchanged

Return values:

' V;0K :_for successful return
V_ERR_STATE : invalid stream state to issue this function
V;ERR_HVSTRM_ : invalid stream handle
V_ERR_RSCFAIL_ : system resource failure

VCntl

This function controls a video stream by adjusting its parameters
(e.g.; Tint/Contrast, Frame/Data Rate).

VSTATUS vcnt1{HvsTRM hVStrm, LPVINFO 1pVIhfo, WORD wField)

ingut

hVStrm : handle to the video stream

outgut ’

lpvlnfo : pointer to the video information structure, VINFO,
that was preallocated by the apps, but filld by the

M vide manager.
wField : field value to be changed.

Valid state(s) to issue:

all states except VST_INIT

state after execution:
unchanged

Return values:

V_OK : for successful return
V_ERR_HVSTRM : invalid stream handle
V_ERR_STATE : invalid stream state to issue this function
V;ERR_FIELD . invalid VINFO field
V_ERR_LPVINFO : invalid VINFO pointer
V_ERR_RsCFAIL : system resource failure
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3.3.10. VGetInfo

This function returns the status of a video stream.

VSTATUS VGetInfo(HVSTRM hvstrm, LPVINFO lpVInfo, LPWORD lpwstate)

ideas . .
hvstrm: handle to the video stream.

outgut , i b .
lpVInfo: ‘handle to the video information structure, VINFO, that

was preallocated by the apps, but filled by the video
-manager . — _ .

lpwstate: pointer to a WORD where the state of the specified
stream can be returned. '

Valid statefs) to issue:

all states except VST_INIT

State after execution:

unchanged

Return values:

v_oK - for successful return
V ERR_STATE : invalid stream state to issue this function
v:ERR_HVsTRM : invalid stream handle
V;ERR_LPVINFO : invalid VINFO pointer.

Vclose

This function closes a video stream and releases all system
resources allocated for the stream.

VSTATUS VClOSe(HVSTRM hVStrm)

input
hvstrm: handle to the video stream.

Valid state(s) to issue: - x
All STATES except in VST_INIT

State after execution:
ST_INIT

»Return values:
V_OK : for successful return
v_ERR_HVSTRM : invalid stream handle
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3.4. Video Subsystem Functions

The subsystem functions are used to manage and return information
about the video subsystem as a whole. This includes subsystem
initialization, shutdown, and cost, or utilization, information.

3.4.1. A Vlnit

This function initializes the video subsystem. Capture and
playback applications can be started. Windows INI file entries
are used to configure the subsystem.

Subsystem initialization also includes the measurement of the CPU
and display subsystem (graphics adapter) in order to provide
video cost information; see Vcost, below.

VSTATUS Vlnit (dwInitFlags)

in ut . V ~

dwInitFlags: initialization flags. Flag bits are OR’d
to determine interface options. Current
flag»bits'are:

VM_CAPT_INIT: start capture
application

-VM_PLAY_INIT: start playback
application

Return values:

V_OK: for successful return
V_ERR: general error

3.4 .2. Vshutdown

This function uninitializes, or stops, the video subsystem.
Capture and playback applications are stopped.

VSTATUS VShutdown()

Return values:
V OK: for successful return

VZERR: . general error

Vcost

This function gives the percentage utilization of the CPU
required to support a given video stream;

’$EA
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The function can be called repeatedly, and at any time after the
video manager is initialized (VInit called). Repeated calls can
be used to determine an "optimal" configuration of local and
remote video windows.

VSTATUS VCost(wRes, wDispPreq, wFrameRate, wFormat, dwF1ags,
lpwcost) A ~

input . e '
wRes: . resolution of a video display window.

_ wDispFreq:‘ display frequency of a video display window.
Display frequency is a function of the
‘FrameRate.

1‘= All frames; 2 = Every other frame; 3 =
Every third frame; etc. 0 = no frames
displayed.

wFrameRate: captured video frame rate (fps). For IRV, this
' is typically 10715 fps. '

wFormat: defines the video compression algorithm.
Currently supported values are:

CAPT_FORMAT_IRV
_ C'APT_FORMAT_YU'V

dwFlags: Flags_which further specify specific video
attributes;

Currently suppported values are:
LOCAL_STREAM (=0x1)
REMOTE_STREAM (=ox2)

These values specify whether the video in
question originates locally or remotely.

pointer to a WORD where a system utilization
value can be returned. The value returned is a-
system utilization percentage. It is O or
greater. Values greater than 100 can be
returned. i

Return values: A V

V_OK: for successful return
V_ERR: general error

Audio API Data Structures, Functions, and Messages

Audio API 512 utilizes the following data types:

HASTRM Handle to an audio stream
LPHASTRM' Pointer to the handle of an audio stream
AINFO Audio information structure
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LPAINFO Pointer to an audio information structure
ACCB - Audio Compression Control Block
LPACCB Pointer to the Audio Compression Control Block
ADEVCAPS Audio Device Capabilities structure a
LPACAPSV Pointer to the Audio Device Capabilities structure
STATUS Status code returned by Audio Subsystem

Audio API 512 utilizes the following structures:

Anevcaps

OUT WORD wversion A Version of the audio
. manager

OUT WORD wMid Manufacturer ID

OUT WORD v wPid A Product ID

OUT char s2Pname[MAXPNAMELE NULL terminated string
N] A containing the name of

the audio manager

OUT DWORD dwFormats Sample wave formats
supported by subsystem
when no compression is

used

OUT WORD wchannels Number of audio channels
‘ supported by driver

(mono (1) or stereo (2))

IN WORD rnAcceptCoders Size of ACCB array
referenced by lpACCB

OUT WORD A nReturnCoders Number of ACCB
structures returned in

ACCB array referenced by
lpACCB

IN LPACCB _ Pointer to an array of

ACCB strucgurggcsihereshould beA
structure per supported
compression algorithm.

ACCB (Audio compression Control Block)

char szProdName[MAXCOMP Name of
RESS] Compression

Algorithm
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wBitsPerSample

cbExtraSize

wAvgCompRation

eamp1esPerFrame

Wave format as
defined Microsoft

Multimedia
Programmer's
Reference

Number of bits per
sample er
channel.

Extra number in

bytes of the
WAVEFORMAT
structure.

Specifies the
average
compression ratio
provided by the
compression device

The smallest
number of audio

samples required
by the compression
device to generate
a frame. V

AINFO (IN/OfiT Information of an Audio Stream)

WORD

WORD

DWORD

wType

wcompress

dwResolution

dwLatency

Local or remote audio
stream

Index into compression
table

Resolution in
rilliseconds with

which Audio Manager
can adjust latency on

. an audio stream

Milliseconds of

latency from the time
the audio packet is
recorded to the time

it is put on the
network.
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Union {

// local audio stream
struct {

WORD Audio input hardwaresource

WORD - Gain of the local

microphonef

’WORD Volume of the monitor
audio stream.

local A .

// remote audio stream

struct {

WORD _ Audio output hardware
destination

WORD ' volume of the local
speaker

Audio API 512 utilizes the following constants:

Statevvalues:
AST_INIT Init state
AsI;pPEN
AST_CAPTURE
AST_PLAY
AsT;iINKIN
ASI_LINKOUT
AST_ERROR

Status values:

A OK . ..

A—ERR_STATE
A:ERR;HASTRM
A_ERR_LPAINFO
A_ERR_FIELD

Open.state
Capture state

Play state
Link In state
Link Out-state
Error state

successful return
invalid stream state
invalid stream handle

invalid AINFO pointer
invalid AINFO field
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A_ERR_LPHCHAN invalid network channel
A_ERR_RSCFAIL system resource failure
A_ERR_STREAM too many outstanding audio streams
A_ERR_PENDING call pending on the audio subsystem
A_ERR_NODEV invalid Audio Manager device number
A_ERR_NOCALLBACK APacketNumber issued without a registered

.3 . callback function
A;STREAM_CLOSED Hang—up received on an audio stream
A_ERR_NOsUPPORT Feature not supported in current release

of Audio Manager

The functions utilized by audio API 512 are defined as
follows: i ‘

AGetNumDevs or Alnit (synchronous)

This function retrieves the number of different: u 'gmManagers
installed on the system. AGetNumDevs and Alnit the same
function. Alnit exists for symmetry with the $ideo Manager

UINT AGetNumDevs (voidl or AInit (void)

Valid.state(s) to issue:
ANY ’

State after execution:
NO CHANGE

Return values: .
Number of Audio Manager available on the system.

Acetnevcaps-(synchronous)

This function fills the ADevCaps structure with information
regarding the specified Audio Manager.

Astatus AGetDevCaps (UINT wDeviceID, LPACAPS lpcaps)

input

wDeviceID: Identifies the Audio Manager to query. Use a integer
from 0 to one less than the number of installed
audio managers.

lpcapsz Specifies a far.pointer to an Anevcaps structure.
’ An array of ACCB structures must be allocated to

receive a list of audio compression algorithms
supported by the Audio Manager. The ADevCaps fields
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lpACCB and wAcceptCoders should be set to reference

this array and the array size, respectively.

Valid state(s) to issue:
ANY

state after execution:

NO CHANGEV

Return values:
A_oK ‘ : for successful return
A;ERR_NODEV V : invalid wDeviceID

Acpen (asynchronous or synchronous)

This function opens an audio stream with specified attributes;

Astatus Aofien (LPAINFO lpAInEo, UINT wDeviceID, DWORD dwcallback,
DWORD dwcallbacklnstance, DWORD dwFlags,
LPWORD lpwField, LPHASTRM lphAStrm)

in ut

lpAInfo: The audio infiormation structure, Alnfo,
with specified_attributes. NOTE: normally
wcompress is set to 0; this will select
the default coder to be used on the audio
stream;

wDeviceID: Identifies the Audio Manager to use. The
value can range from.zero to one less than
the value returned by AGetNumDevs.

dwcallbackz Based on value of dwFlags, specifies the
address of a callback function or a handle
to a window.

dwcallbacklnstance: Specifies user instance data passed to the
callback. This parameter is not used when
dwcallback is a windows handle.

dwFlags: Defines whether the application interface
to Audio Manager will be asynchronous or
synchronous. If dwFlags is
CY_CALLBACK_NONE, the interface is
synchronous and dwcallback is a Window

handle used by the audio subsystem to
block while the underlying asynchronous
audio manager completes its service. IF
dwFlags is CY;CALLBACK_FUNCTION or
CY*CALLBACK_WINDOW, the interface is
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A asynchronous and the parameter dwcallback

output

lpwField:

lphAStrm:

callback

is a Window handle or a functionK

One or more fields in Alnfo were
incorrect.‘ This parameter_is set only
when Astatus returns the value: '

A;ERR_FIELD. Its value is a bit-mask
which identifies which fields are invalid.

If dwFlags is CY_CALLBACK_NONE specifying
that a synchronous interface with the
audio subsystem is being used, the
subsystem will return the handle to the
new audio stream in this variable when
AStatus.is A_0K.

void CALLBACK AudioManagerFunc(hAStrm, Message,
dwcallbacklnstance,

dwParam1,
dwParam2)

AudiaManagerFunc is
provided by the call
EXPORT‘statement.in
memory as it is call
is executed in an interrup
available to itK

callback Parameters:
HASTRM hAStrm

UINT'Message

DWORD
DWORD
DWORD

dwParam1
dwParam2

dwcallbacklnstance

a place holder for the function name
er. The function must be included in an
a DLL. The callback must also be locked in
ed at interrupt time. Since the callback

t context; limited functionality is

. Audio stream to which callback
applies,
Message returned by the audio
subsystem.
caller specific instance data.

: Message specific parameter.
: Message specific parameter.

Valid state(s) to issue:
AST_INIT
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State after execution:

AST_OPEN

Return Messages/Callbacks
AM_OPEN : Posted at callback time. The value of Paraml

-is one of the values defined in Paraml Values
below. The value of Paramz is a HASTRM if

Paraml is A_0K. .

Return/Param1.Va1ues:
A OK : for successful return

A:ERR_STREAM & too many outstanding audio streams
A_ERR_LPAINFO i invalid AINFO pointer
A_ERx_FIELD : invalid AINFO Fie1d(s)
A;ERR_RSCFAIL : system resource failure
A;ERR_PENDING : open call pending on the audio subsystem
A;ERR;flOSUPPORT :invalid dwFlags field
A;ERR_NODEV : invalid wDeviceID ‘

Acapture (asynchronous or synchronous)

This function starts/stops capturing an audio stream from a local
audio hardware source, such as a microphone.

Astatus ACapture(HASTRM hAStrm, BOOL bFlag)

ingut _
hAStrm: handle of an audio stream

bFlag: V on/off flag.

Valid state(s) to issue:

AST4OPEN AIACapture - on)
AST_CAPTURE (Acapture - off)

State after execution: . ‘

AST OPEN —> AST_CAPTURE
AST:CAPTURE -> AST_OPEN

Return Messages/Callbacks
AM_CAPTURE : Posted at callback time. The value of Paramlis one of the values defined in Paraml Values

below. The value of Param2 is the state of the

stream:.TRUE means capturing, FALSE means
capture disabled.

Return/Paraml Values:
A OK : for successful return

A:ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
A_ERR_RSCFAIL : system resource failure
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A;ERR_FLAG : duplicated operation
A~ERR_PENDING : call pending on the audio subsystem for this

stream. .

Aunte (asynchronous or synchronous)

‘This function starts/stops_muting of an audio stream captured
from 1ocal.microphone or being played back on the speakers;

Astatus AMute(H.ASTRM ruxscrm, BOOL bFlag)
in ut

hAStrm: -pointer to the handle of an audio stream
bFlag: on/off flag.

Valid state(s) to issue:
AST;CAPTURE/AST_LINKOUT
AST__LINKIN/AST_PLAY

State after execution:

Unchanged

Return Messages/Callbacks _A ._
AM_MUTE ‘: Posted at callback time. The value of Paraml is

one of the values defined in Paraml Values below.
The value of Param2 is the state of the stream: TRUE
means muting, FALSE means muting is disabled.

Paraml_Va1ues:

A_QK for successful return
A_ERR_STATE : invalid stream state
A;ERR_FLAG . duplicated operation
A_ERR_HASTRM : invalid stream handle
A_ERR_RSCFAIL : system resource failure

Return values:

A_pK : for successful return
A_ERR_PENDING : call pending on the audio subsystem for thisstream.

.AP1ay (asynchronous or synchronous)

This function starts/stops playing an audio stream received from
a network source. See details in "ALinkIn".

Astatus APlay(I-IASTRM hAStrm, BOOL bFlag);
in ut

hAstrm: handle to the audio stream
bFlag: on/off flag.
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Valid state(s) to issue:

AST_L INKIN (APIHY - on)
AST_PLAY (APlay - off)

State after execution: _
AST__LINKIN —> AST_PLAY
AST__PL'AY —> AST_L‘INKIN

Return‘Messages/Callbacks
AM_PLAY : Posted at callback time. The value of Paraml is

one of the values defined in Paraml Values below.
The value of Paramz-is the state of the stream: TRUE

means playing; FALSE means play disabled.

Return/Paraml Values: A _ V

A_OK ’ : for successful retur
A_ERR_sTATE : invalid stream state
A_ERR_HASTRM - invalid stream handle
A_ERR_FLAG A : duplicated operation
A_ERR_RSCFAIL : system resource failure
A_ERR_PENDING : call pending on the audio subsystem for thisstream.

ALinkIn~(asynchronous or_synchronous)

This function_links/unlinks an input network channel to/from the
specified audio stream. Once linked,.the audio stream can be
played on the local speakers/headphones via the AP1ay function
defined earlier. ” ‘ '

Astatus ALinkI'n(1-IASTRM hAStrm, LPHCHAN 1phchan', BOOL bFlag)—;

input .
hAStrm: handle to the audio stream
lphchanz . pointer to a channel handle identifying the audio

network input source
bF1ag: "link or unlink flag.

Valid state(s) to issue:
AST_OPEN ' (ALinkIn - link)
AST__LINKIN _ (ALinkIn — unlink)

State after execution:

AST_OPEN _ -> AST_LINKI
AST_LINKIN -> AST_OPEN
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Return Messages/Callbacks .
AM_LINKIN : Posted at callback_time. The value of Paraml is

one of the values defined in Paraml Values below.
The_value of Paramz is the state of the stream: TRUE
means linked, FALSE means unlinked.

Return/Paraml Values: p
A OK : for_successful return

A_ERR_STATE . invalid stream state
A_ERR_HAsTRM ’inva1id'stream handle
A_ERR_FLAG ’ - duplicated operation
A_ERR_LPHCHAN . invalid network channel handle for audio

\ input-source _

A_ERR_PENDING ; call pending on the audio subsystem
A;ERR_RSCFAIL system resource failure

Aninkout (asynchronous and synchronous)

This function links/unlinks an output network channel to/from the
specified audio stream that will be captured or is being captured
from the local microphone.

Astatus ALinkout(HAsTRM hAStrm, LPHCHAN lphchan, BOOL bFlag):

input '
hAStrm: handle to the audio stream
lphchanz pointer to a channel handle identifying the network

output destination
hFlag: link or unlink flag.

Valid state(s) to issue:
AST_CAPTURE (ALink0ut - link)
AST_LINKOUT (ALinkOut - unlink)

State after execution: », _
AST_CAPTURE —> AST_LINKOUT
AST_LINKOUT -> AST_CAPTURE

Return Messages/Callbacks‘ ,
AM_LINKOUT , : Posted at callback time. The value of Param1—

is one of the values defined in Paraml Values
below. The value of Param2 is the state of the
stream: TRUE means linked; FALSE means
unlinked.

Return/Paraml Values:
A OK : for successful return

A:ERR_sTATE‘ : invalid stream state
A_ERR_HASTRM : invalid stream handle
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A_ERR_FLAG v : duplicated operation
A_ERR_LPHCHAN : invalid network channel for audio output, source

A_ERR_RsCFAIL : system resource failure
A;ERR_PENDING : call pending on this audio stream.

Acntl (asynchronous or synchronous)

This function can be used to control the amount of latency on an
audio stream._ In addition, the gains of an audio stream being
captured or the volume of an.audio stream being played back can
also be set. Finally, the locally captured audio input can be
monitored by setting the wnux AINFO field.

Astatus ACntl(HASTRM hAStrm, LPAINFO lpAInfo, WORD wField)

input ' ' -
hAStrm : handle to the audio stream

lpAInfo . : pointer.to the audio information structure,
Alnfo, with specified attributes.

wField : the selected field of AInfo to change.

Valid state(s) to issue:

all states except AST_INIT

state after executionzv
unchanged

Return Messages/Callbacks .

AM;CNTL : Posted at callback time. If there is an error, the
value of Paraml is one of the values listed below in
Paraml Values and Param2 is ZERO (i.e; if Param2 ==

0)'ERROR;). If the command is successful, the value
of Paraml is wField and the value_of Paramz is the

pointer lpAInfo passed to the call ACnt1.'

Return/Paraml values: p _
A_0K - : for successful return
A_ERR_HASTRM : invalid stream handle
'A_ERR_sTATE : invalid stream state
A_ERR_._LPAINF‘O : invalid AINFO pointer
A_ERR_FIELD : invalid AINFO Field
A_ERR_RSCFAIL : system resource failure .
A_ERR_PENDING : call pending on this audio stream.

AGetInfo (asynchronous and synchronous)

This function returns the AINFO and state of an audio stream.

Astatus AGetInfo(HASTRM hAStrm, LPAINFO lpAInfo, LPWORD lpwstate)
nrr
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input _ ’
hAStrm: handle to the audio stream

QEEEHE. 5 .
lpAInfo: pointer to the handle of AINFO that was preallocated

by the apps, but filled by the audio manager
lpwstate: state of the specified stream

Valid statejs) to issue:
all states except ASI_INIT

State after execution:

unchanged

Return Messages/Callbacksp
AM_GETINFO : Posted at callback time. If there is an

error, the value of Paraml is-one of the values
listed below in Paraml Values and Paramz is
ZERO (i.e.‘if Paramz == 0) ERROR;). If the
command is successful, both Paraml and Paramz
are ZERO.

Return/Paraml Values: V V _
A_OK : for successful return
A_ERR_STATE i'invalid stream state
A_ERR_HASTRM : invalid stream handle
A_ERR__LPAIN'FO : invalid AINFO ‘ pointer
A_ERR_RSCFAIL : system resource failure
A_ERR_PENDING : call pending on this audio stream.

Aclose {asynchronous and synchronous)

This function closes an audio stream and releases all system
resources allocated for this stream.

Astatus AClose[HASTRM hAStrm)

i_n21.1.t - .
hAStrm: handle to the audio stream

Valid state(s) to issue: ..
All STATES except in AST_INIT

State after execution:

AST_INI'I'

Return Messages/Callbacks A
AM_CLOSE : Posted at callback time. Paraml is one of the

Paraml Values listed below. Paramz is the stream
handle passed to Aclose.
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Return/Paraml Values:

A_OK : for successful return
A_ERR_HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.

ARegisterMonitor (asynchronous)

This function registers an audio stream monitor. The Audio
Manager maintains a packet count on each open stream. This count
represents a running clock where the elapse time since the
initiation of the audio.streamF is simply the packet count times
the latency represented by each packetflfiiflsers of the audio
subsystem gain access to this clock source via an audio stream
monitor.

Astatus ARegisterMonitor(HASTRM hAStrm, DWORD_dwCallback,
DWORD dwcallbacklnstance, DWORD dwF1ags, DWORD

dwRequestFrequency, LPDWORD lpdwSetFrequency)

ingut V
hAStrm: M handle to the audio stream

dncallbackz Specifies the address of a callback
function or a handle to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used with

windows callbacks.

dwFlags: Specifies whether the parameter dwcallback
is a Window handle or a.function. If it is
a Window handle, the value is set to
CY_CALLBACK_WINDOW. If it is a function,
dwFlags is set to CY_CALLBACK_E'Il’NC'.l'ION.

dwRequestFrequency: Specifies the period (in milliseconds) the
- Audio Manager should playback or record

audio before reporting the current elapsed
time to the caller. A value of zero means
don't callback (use APacketNumber to force
a callback).

output

lpdwSe:Frequency: The Audio Manager returns via this far
pointer the actual period (in
milliseconds) between AM_PACKETNUMBER

callbacks. This number will be set as
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Initiation here refers to the moment a local audio stream

enters the AST_CAPTURE state.



HUAWEI EX. 1116 - 649/714

i48&570

close as possible to dwRequestFrequency
based on the resolution of latency
associated with the audio stream (see
AINFO field dwflesolution).

Valid statets) to issue: _ ‘
AST_PLAY, AST__LINKIN , ‘ AST__C'AP'I’URE, AST__LINKOUT

callback -_ Ii’ ’ ’
void CALLBACK AudioManagerFunc(hAStrm, Message,
dwcallbacklnstance, dwParam1, dwParam2)

Audiouanhgerrunc is a place holder for the function name
provided by the caller. The function must be included in an
EXPORT statement in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since this callback
is executed in an interrupt context, limited functionality is
available tonic’. ’

Callback Parameters:

HASTRM hAStrm V : Audio stream to which callback
c applies.

UINT Message . m : Message returned by the audio
t _ .subsystem.

DWORD dwcallbacklnstance . caller specific instance data.
DWORD dwParam1 Stream status. V,
DWORDV dwParam2 Current packet number

multiplied by the packet
latency (in milliseconds)

State after execution:
NO CHANGE ‘

Return Messages/Callbacks .
AM_PACKETNUMBER : Posted at callback time.

Paraml Values:

A_0K : for successful return
A_STREAM_CLOSED - for successful return

Return values:

A_OK : for successful return
A_ERR_STATE ' invalid stream state
A_ERR_HASTRM. : invalid stream handle
A_ERR_PENDING : call pending on this audio
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APacketNumber (asynchronous)

This function returns the elapsed time (in milliseconds) since
the packet on an audio stream was captured.

Astatus APacketNumber(HASTRM hAStrm)

in ut
hAStrm: - handle to the audio stream

Valid statets) to issue:
AST;LINKOUT, ASI_PLAY, AST_CAPTURE, AST_LINKOUT

state after execution:
NO CHANGE '

Return Messages/Callbacks
AM_PACKETNUMBER : Posted at callback time. The value of Paraml

— is one of the values.defined in Paraml Values

helow.. Param2 is the current packet number
multiplied by the packet latency (in
milliseconds).

Paraml Values: ,
A_OK,-_ for successful
A;$TREAM;CLOSED - for successful

Return values: .

A;QK : for successful return
A_ERR_STATE . invalid stream state
A_ERR_HASTRM V : invalid stream handle
A;ERR_PENDING . . call pending on the audio subsystem
A_ERR_NOCALLBACK : callback must be registered with

ARegisterMonitor

Ashutdown (synchronous)

This function forcefully closes all open audio streams and
»unloads any open Audio Manager drivers.

BOOL AShutdownAPacketNumber (void)

Valid state(s) to issue:
any state accept AST_INIT

State after execution:

AST_INIT
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251

Return Messages/Callbacks
none

Return values:

TRUE : for successful return

Comm API Data Strucguges. Functions, and Messages

Comm API 510 utilizes the following data types:

typedef WORD HSESS, FAR *LPHSESS; // session handle
typedef WORD HCONN, FAR_*LPHCONN; // connection handle
typedef WORD HCHAN, FAR *LPHCHAN; // channel handle
//
// TII RETURN cone VALUES.
//
typedef enum _IsTATUS
{

SUCCESSFUL --

PRIORITY_IN_USE_
CHAN_TRAN_FULL
CHAN_INVALID
CONN_BAD_ID
DRIVER_NOT_INSTALLED
HANDLE_INVALID
INVALID_CONTROL_OP
INVALID_INFOTYPE
N0_CHAN_MGR
No_pAIA_AvAIL
No_oPEN_cHAN
No_sEssIoN
NO_CONNECTION .
NO_CONNECT_REQUEST
RELIABLE;OPS;PENDING
REQUEST;WITHDRAWN
TOO_MANY_SESSIONS
TRAN_INVALID- v
TRANSPORT_ERR
INvALID_PARM.
ALREADY_CONNECTED
GLoBAL_ALLoc_FAIL
INVALID_STATE_
NO;PKT_BUFS
GALLoc_ERR_ _
TQO_MANY_CONN
Too_MANy_cHAN_MGR
TOO_MANY_CHANNELS
WATCHDOG_TIMEOUT
} TSTATUS;

llllllllllllllllllllllllllllllllllIIII||!||1l1HII||llH|l.lI



HUAWEI EX. 1116 - 652/714

5A88j70

// V .
// CONNECTION ATTRIBUTES STRUCTURE
// -

typedef CONNCHARACTS coNN_
// -
// CHANNEL INFO STRUCTURE
//

typedef struct tagCHAN_INFO

CHR, FAR *LPCONN_CHR;

‘ WORD Id;
WORD State;
WORD Timeout;
BYTETPriority;
BYTE Reliability;
BYTE Info[16]; . // User Info

} CHAN_INFO, FAR *LPCHAN;INFO;
// ..v
// CONNECTION INFO STRUCTURE
// .

typedef struct tagCONN_INFO
{

WORD wstate; _”
WORD wNumInChans;
WORD wNumOutChans; ..

} CONN_INFO. FAR *LPCONN_INFO;/

// lParam structure for session handler

;; (in cases where multiple.parameters are,returned via 1Param)
typedef struct tagSESS_CB {

union tagSESS_EV (
struct tagConReq {

HSESS' hsess;
LPTADDR lpCallerAddr;
LPCONN_CHR lpAttributes;

} Conkeq;
struct tagConAcc { .

DWORD dwTransId;

V} LPCONN_CHR lpAttributes;ConAcc; “

} SESS_EV;
} SESS_CB, FAR *LPSESS_CB;
//

// lParam structure for Channel Manager A
// [in cases where multiple parameters are returned via lParam)//

typedef struct‘tagCHANMGR_CB
union tagCHANMGR_EV

struct tagChanReq [
DWORD‘ dwTransId;
HCONN 1 hConn:.
LPCHAN_INFO lpchanlnfo;
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} ChanReq;
} mmmmxfiw

} CHANMGR_CB, FAR *LPCHANMGR_CB;
// V
//Structure for Chanhel Statistics
//

typedef struct cHAN_sTATs_tag {
DWORD TX;
DWORD . Rx:

DWORD Err; _

DWORD OkNotify;
DWORD ErrNotify;
DWORD ErrNotifyBuf;
DWORD ‘NbpNotify; '

DWORD ~Bytes;.
DWORD OkNotifyBytes;

DWORD ErrNotifyBytes;V
} CHAN_STATS, FAR *LP_CHAN_STATS;
//’ .

//Structure for TII Statistics
// '

#define MAX;CHAN_STATS 17
typedef struct TII_STATS_tag (

DWORD _ RoundTripLatencyMs;
CHAN_STATS chanstats [MAx_cHAN_sTATs];

} TII_STATS, FAR *LP_TII_STATS;
//
// Address Structure

// — . ’
typedef struct tag_TADDR {

WORD AAddressType;
WORD AddréssLength;
BYTE _ Address[80];

} TADDR, FAR *LPTADDR;
// -»
// Connection Characteristics
// —

typedef struct tag_CONNCHARACTS {
WORD Quality;

WORD‘. wBitRate;
} CONNCHARACTS, FAR *LPCONNCHARACTS;

Comm A151 510 utilizes the following constants:

#define EITRATE_112KB _o
#define BITRATE_120KB 1
#define BITRATE_128KB 2

#define CHAN_ACCEPTED FIRsT;:II_MsG +1
#define CHAN_BADID FIRST_TII_MSG +2
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#define CHAN_CLOSED FIRsT_TII_MSG
#define CHAN_DATA__AVAIL FIRST___TII__MSG
#define cHAN_pATA+sENT_ FIRST_TII_MSG
#de£ine CHAN;CLOSE_RESP FIRST_TII_MSG
#define CHAN;RCV_COMPLETE V FIRsT;:II_MsG
#define~ CI-1AN__REJECTED FIRST__TI I__MSG
#define cHAN;REJEcI_NcM FIRST;III_MSG
#define CI-IAN‘__REQUESTED FIRST__TII__MSG
#define CHAN_TIMEOUT FIRST_TII__MSG
#define coNN;AccEPTEn . FIRST;TII_MSG
#define coNN;cLosE_REsp FIRST_TII_MSG
#define. CONN__CLOSED‘ FIRS.’I'__'I‘II_MSG
#define "C'ONN_REJEC’I‘ED FIRS'I‘_TI I_MSG
#define CONN;_REQUE'STED FIRS'I‘_TII_MSG
#define coNN;IIMEoUT V FIRST_TII_MSG
#define CHAN_L0ST_DATA ‘ ‘ FIRST__TI I_MSG
#define'COMM;INTERNAL_ERROR FIRST_TII_MSG

- #define.CONN;ERROR FIRST_TII_MSG
#define SESS_CLOSED ‘ FIRST_TII_MSG
#define coNN_PRoGREss FIRST_TII_MSG +22

1/#4/iefine TR.A.NS_'_ERR . ‘ FIRS'I'_'I'II___MSG

5; CONN__PROGR.EZsS substates. These will be returned in wParam.
#define 'T_PRG_BUSY _ 1
#definelI_PRG_RINGING ’ 2
#define T_PRG_OTHER 3 // Place-holder for
othercodes ' »

// . V

// CONN__REJECTED substates. These will be returned in wParam.
// .

#define T_REJ BUSY
#define”T_REJ;3EJECTED
#define T_REJ_NET_CONGESTED
#define T_REJ_NO_RESPONSE
#define T_REJ_NET_FAIL
#define T_REJ_INTERNAL

”   '  l// Flag indicating multiplefla allowedfor session (in
// Beginsession) ' V
// M

#define M'ULTI__CON'N_SESS 0x8 00 0
//

// TII Channel States (returned by Getchanlnfo)
//
#define T_CHAN;NULL 0x00
#define T_CHAN_SENDING 0x06

#define r_cHAN_nEcEIvING 0x07
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The functions utilized by comm API 510 are defined below.

One or two groups of messages maw be listed along with each

function description: status messages and peer messages. A

status message is a callback/message that the caller will receive

in response to the function call. Peer messages are

notifications that will be delivered to the peer application as a
result of invoking the function.

Session Management

Functions in this section will initialize all the

internal structures of the Comm sub—system and enable the

application to initiate and receive calls.

Beginsession Initializes the software-and hardware of the
appropriate modules of the comm subsystem. It
also designates the method that the comm
subsystem is to use to notify the application
of incoming calls and related events. Two
types of event notification are_supported:
callbacks and messaging. The_ca1lback
interface allows the comm system to call a user
designated function to notiEy.the application
of incoming events. The messaging interface
allows the comm system to notify the
application of incoming events by posting
messages to application message queues. The
parameters to the function vary depending on
the notification method chosen; Beginsession
is not allowed in interrupt/callback contexts.

TSTATUS Beginsession‘ (LPTADDR lpLocalAddr, LPCONN_CHR
lpconnhttributes, WORD Flags, LPVOID
Cal1Back, LPHSESS 1pSessionHand1e)

lpLoca1Addr Pointer to the local address at which to listen for
incoming calls. The Listen stays in effect until
the session is ended. Notification for all
connection events for this local address will be

sent to the specified Callback:
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lpconnAttributes Pointer to the Connection Attributes for
incoming calls.

Flags: Indicates the type of notification to be used:
CALLBACK_FUNCTION for callback_interface
CALLBACK_WINDOW for post message interface

CallBack: Either a pointer to a callback function, or a window
. handle to which messages will be posted, depending

on flags. The Gcal1Back“ will become the "Session
Handler" for this session.

lpSessionHandle Pointer to the Session Handle to be returned
synchronously. This Session Handle is used by

.the application to initiate outgoing calls. It
will also be returned to the session Handler
with incoming call notifications for this
session. l '

Return values:
SUCESSFUL .

DRIVER_NOT_INSTALLED
TOO_MANI_SESSIONS

Callback routine format: .
FuncName(UINT Message, WPARAM wParam, LPARAM lParam)

Message: The'message type ‘_ ‘
wParam: Word parameter passed to function
lParam: Long parameter passed to function‘

All the connection related activities are handled by the sessionhandler.

The callback function parameters are equivalent to the second,
third, and:-fourth_parameters that are delivered to a Microsoft@
Windows message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

Endsession Closes all the open connections and prevents the
application from receiving and originating calls for
the specified session. '

TSTATUS Endsession (HSESS SessionHandle, BOOL Forceclose)

Sessionflandle Session Handle L
Forceclose: If true, then close session even if reliable

channels having pending operations are open.
Return values:
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SUCESSFUL End session was successfully initiated.
RELIAELE_OPS_PENDING Couldn't close due to uncompleted

- ‘ operations channels designated as‘reliable.

status Messages:

SESS_CLOSED: Endsession complete.

Peer Messages: none

Cgnnection Management

These calls provide the ULM the ability to establish and manage
connections to its peers on the network.

Makeconnection Attempts to connect to a peer application. The
' Session Handler (callback routine or the

message handler ) for the specified Session
will receive status of the connection. When
the connection is accepted by the peer,
Connection Handle will be given to the Session
Handler. peer session will receive a
CONN;REQUESTED callback/message as a result of
this call. ‘ . '

TSTATUS Makeconnection (HSESS Sessionhandle, DWORD Transld,
' LPTADDR lpCa,lleeAddr'.- LPCONN_CI-IR

lpConnAttributes, WORD Timeout, WORD
ChanMgrFlags, LPVOID ChanMgr)

Sessionflandle Handle for session, obtained via
Beginsession. -

Transld User defined identifier which will be
returned to the Session Handler along with
the response notification.

1pCalleeAddr: Pointer to the address structure
(containing a phone number, IPaddress
etc.) of callee.

lpConnAttributes Pointer to the connection attributes.
Timeout: Number of seconds to wait for peer to

. pickup the phone._ . ‘
ChanMgr: The Channel Manager for this connection.

This is either a pointer to a callback
function, or a window handle to which
messages will be posted, depending on
chanMgrFlags. The Channel Manager may
also be set up separately via
RegisterChanMgr.



HUAWEI EX. 1116 - 658/714

5,488,570

ChanMgrflags: Indicates the type of notification to be
used for the Channel Manager: _
CALLBACK_FUNCTION for callback interface
CALLBACK_WINDOW for post message

interface

Return values:

Status Messages (sent to the session Hand1er):,
CONN_ACCEPTED: The peer process has accepted the call
CONN_REJECTED: The Peer process has rejected the call
CONN_TIMEOUT: No answer from peer
CoNN_BUSY: i called destination is busy-

Peer Messages:
CONN_REQUESTED

Acceptconnection Issued in response to a CONN_REQUESTED
callback/message that has been received (as a
consequence of.a Makeconnection call issued by
a peer), Acceptconnection notifies the peer"
that the connection request has been accepted.
The local Session Handler will also receive an
asynchronous notification when the Accept
operation is complete.

TSTATUS Acceptconnection ' (HCONN hconn, WORD ChanMgrFlags,
‘ LPVOID ChanMgr)

hconn: Handle to.the connection (received as part of the
V CONN;REQUESTED callback/message).

ChanMgr: ‘The Channel Manager for this connection. This
is either a pointer to a callback function, or
a window handle to which messages will be
posted, depending on ChanMgrFlags. The Channel
Manager may also be set up separately via

. RegisterChanMgr.. '
ChanMgrflags: Indicates the type of notification to be used

for the Channel Manager: '
CALLBACK;FUNCTION for callback interface
CALLBACK_WINDOW for post message interface

Return values: , .
SUCESSFUL The Accept operation has been initiated.
HANDLE_INVALID The handle was_inva1id

REQUEST;WITHDRAWN The connect request was withdrawn (peer
session was terminated).

NO_CONNECT;REQUEST There was no connect request to be
accepted
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Status Messages:
CONN_ACCEPTED

Peer Messages:
CONN_ACCEPTED

Rejectconnection Issued in response to a CONN_REQUESTED
. callback/message that has been received (as a

consequence of a Makeconnection call issued by
a peer). Rejectconnection notifies the peer
that the connection request has been rejected.

TSTATUS Rejectconnection (HCONN hconn)

hconn: Handle to the connection {received as part of the
' CONN_REQUESTED callback/message).

Return values:

SUCESSFULV Connection reject was returned to peer.
HANDLE_INVALID The handle was invalid
REQUEST_WITHDRAWN The connect request was withdrawn
NO_CONNECT_REQUEST There was no connect request to be
rejected

status Messages: none

Peer Messages:
CONN_REJECTED

cloaeconnection Closes the connection that was opened after an
Acceptconnection or an accepted call after a
Makeccnnection function.

TSTATUS CloseConnection_(HCONN hconn, BOOL Force, DWORD Transld)

hconn: Handle to the connection to be closed.

Force: If true, then close the connection regardless of any
pending operations on reliable channels.

Transld User specified identifier which will be returned to
the local session Handler with the asynchronous.
response notification (CONN_CLOSE_RESP).

Return values:

SUCESSFUL Disconnect initiated.
HANDLE_INVALID . The handle was invalid
NO_CONNECTION Connection was not open
RELIABLE_OPS_PENDING Could not close due to pending

operations on channels designated asreliable.
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Status Messages:
CONN_CI.:OSE_RESP

Peer Messages:
CONN_CLOSED

Registerchanngr Registers a callback or_an application window
. whose message processing function will handle

low level notifications generated by data
channel initialization operations. This
function is invoked before any channels can be
opened or accepted. As part of connection
establishment (Makeconnection, ‘
Acceptconnection), a default Channel Manager
may be installed for a connection. The
Registerchanmgr function allows the application
to override the default Channel Manager for
specific Channel IDs.‘

TSTATUS RegisterChanMgr (HCONN hconn. WORD Flags, LPVOID
' CallBack, WORD Chanld)

hConn: Handle to the Connection .

Flags: Indicates the type of notification to be used:
CALLBACK_FUNCTION for callback interface
CALLEACK_WINDOW . for post message interface

CallBack: Either a pointer to a callback function, or a window
handle to which messages will be posted, depending
on flags. All Channel Manager callbacks

Chanld Specifies the Channel Id for which the Channel Manager is
being installed. It corresponds to the Channel Id Number

specified in the CHAN_INFO structure; git is defined by
the-application and is not to be confused with the
Channel Handle assigned by TII for a channel. A value of
0x0FFFF indicates all Channel Ids.

Return values: . _
SUCESSFUL Channel Manager registered.’
HANDLE;INVALID The handle was invalid

Callback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type
wParam: Word parameter passed to function
lParam:' Long parameter passed to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
windows message handler function (Win 3.1).
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Status Messages: none
Peer Messages: none

Openchannel Requests a sub-channel connection from the peer
application. The result of the action is given to

‘the application by invoking the Channel Manager. The
application specifies an ID for this transaction.
This ID is returned to the Channel Manager when the
request is complete, along with the Channel Handle

(if ghgwrgquest was accepted by the peer). All
Openphane grequests are for establishing channels
for sending data. ‘The receive channels are opened
as the result of accepting a peer's Openchannel
request. '

TSTATUS Openchannel

hConn:

lpchanlnfo:

(HCONN hconn, LPCHAN _INFO lpChanInfo,
DWORD TransID)

Handle for the Connection.

"Pointer to a channel information structure. Filled
by application. The structure contains:

o A channel ID number (application-defined).0
Priority of this channel relative to other
channels on this connection. Higher numbers
represent higher priority.
Timeout value for the channel
Reliability of the channel.
Length of the channel specific field.
Channel specific information.

This structure is delivered to the Channel Manager
on the peer side along with the CHAN_REQUESTED
notification. » ' *

TransID:

Return values:

SUCESSFUL

HANDLE_INVALID
BANDWIDTH_NA
NO_SESSION
No_CHAN;MGR
CHAN_ID_INVALID
CHAN_INUSE '

status Messages:
CHAN_ACCEPTED:
CHAN_REJECTED:
CHAN_TIMEOUT:

A user defined identifier that is returned with
response messages to identify the channel
request.

Channel request was sent.
The Connection handle was invalid.
Bandwidth is not available.

Beginsession has not been called.
Registerchanmgr has not been called.
The channel number is not in the valid range
The channel number is already is use.

The peer process has accepted request.
The Peer process has rejected request.
No answer from peer
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Peer Messages:

CHAN_REQUESTED

Acceptchannel A peer application can issue Acceptchannel in
response to a CHAN_REQUESTED (openchannel)
message that has been received. The result of
the Acceptchannel call is a one-way 4
communication sub-channel for receiving data.

TSTATUS Acceptchannel (HCHAfl hchan, DWORD TransID)

hchan: V Handle to the Channel [that was received as part of
the CHAN_REQUEsTED callback/message)

TransID: The identifier that was received as part of the
CHAN_REQUESTED notification.

Return values: A V 4
SUCESSFUL‘ Channel request was sent.

CHAN_INVALID ‘V The Channel handle was invalid

Status Messages: none

Peer‘Messages:
CHAN;ACCEPTED

Rejectchannel Rejects an Openchannel request (CHAN__REQUE‘.STED
message) from the peer. —

TSTATUS Rejectchannel (HCHAN hchan, DWORD TransID)

hchan: Handle to the Channel (that was received as part of
' the CHAN REQUESTED callback/message)

TransID: The'idenEifier that was received as part of the
CHAN_REQUESTED message,

Return values:
SUCESSFUL Reject request was sent.
CHAN_INVALID The Channel handle was invalid.

Status Messages: none

Peer Messages:

CHAN_REJECTED

Registerchanfiandler Registers a callback or an application
window whose message processing function
will handle low level notifications

generated by data channel IO activities.
The channels that are opened will receive

50'!
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CHAN_DATA_SENT, and the accepted channels
will receive CHAN_RECV_COMPLTE.

TSTATUS Registerchanflandler (HCHAN hchan, WORD Flags, LPVOID
ACallBack)

hchan: pchannel Handle.
Flags: Indicates the type of notification to be used:

CALLBACK_FUNCTION for callback interface
CALLBACK WINDOW for post message interface
NOCALLBAEK h Vfor polled status interface.

CallBack: Either a pointer_to a callback function, or a window

handle to which messages will be posted, depending
on flags. -

Return values: V

SUCESSFUL Channel Handler installed. .
CHAN_INVALID The Channel handle was invalid

Callback routine format: .
FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type .
wParam: Word parameter passed to function (e.g. bytes

received) ,
lParam: Long parameter passed to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

Closechannel Closes a sub—channel that was opened by
’ Acceptchannel or Qpen-Channel.‘ The handler for

this channel is automatically de-registered.

TSTATUS Closechannel (HCHAN hchan, DWORD Transld)

hchan: The-handle to the Channel to be closed.
Uqkyunak A user specified identifier that will be returned to
Thnnslé the local Channel Manager along with the response

notification (CHAN_CLOSE_RESP).

Return values:

SUCESSFUL Channel Close has been initiated.
CHAN_INVALID Invalid channel handle.

Status Messages:
CHAN_CLOSE_RESP
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Peer Messages:

CI-IAN__CLOSED

Data Exchange

‘All the data communication is done in "message passing"

fashion. This means that a send satisfies a receive on a

specific channel; regardless of the length of the sent data and

the receive buffer length. If the length of the sent message is

greater than the length of the posted receive buffer, the data is

discarded. All these calls are "asynchronous", which means that

the data in the send buffer is not changed until a “data~sent"

event has been sent to the application, and the contents of

receive buffer are not valid until a "received—complete" event

has been detected for that channel.

SendData Sends data to peer. If there are no receive buffers
‘posted on the peer machine, the data will be lost.

TSTATUS SendData (HCHAN hchan, LPSTR Buffer, WORD Buflen, DWORD
‘ TransID)

hchan: Handle to channel opened via Openchannel.
Buffer: A pointer to the buffer to be sent._
Buflen: The length of the buffer in bytes.
TransIDe This is a user defined transaction ID which will be

passed to the local channel handler along with the
status message to identify the transaction.

Return values: _ -
SUCESSFUL Data queued for transmission.
CHAN;INVALID Invalid channel handle.
CHAN_TRANFULL— Channel transaction table full.

Status Messages: _ V ,
CHAN_DATA_SENT Tells the application that the data has been

extracted from the buffer and it is
available for-reuse. ~

CHAN_DATA_LOST This message will be delivered to the caller if
the data could not be sent.



HUAWEI EX. 1116 - 665/714

5,488,570

Peer Messages: h .
CHAN_DATA_LOST This message will be delivered to the peer if

I an adequate ReceiveData buffer is not posted.
CHAN_RECV_COMPLETE Indicates that data was received.

Receivenata Data is received through this mechanism. Normally
- this call is issued in order to post receive buffers

. to the system. When the system has received data in
the given buffers, the Channel Handler will receive
a "cHAN_REcv_coMPLETE" notification.

TSTATUS ReceiveData- (HCHAN hchanf LPSTR Buffer, WORD Buflen,
DWORD TransID)

hchanz Handle to channel handle opened via Acceptchannel.
Buffer: V A pointer to the buffer to be filled in. .
Buflen: The length of the buffer in bytes. Max. bytes to

receive. A
TransID: This is a user defined transaction ID which will be

passed to the channel handler along with the status
message to identify the transaction. This ID and

Vthe number of bytes actually received are returned
as part of the CHAN;RECV_COMPLETE notification.

Return values: A
SUCESSFUL Receive buffer was posted.

CHAN_INVALIDg Invalid channel handle.
CHAN_TRANFULL Channel transaction table full.

Status.Messages:
CHAN RECV.COMPLETE Indicates that data was received.

CHAN:DATA:LOST This message will be delivered if the
buffer is inadequate for a data message
received from the peer.

Peer Messages:
none

Communications Statistics

GetTIIStats Return statistics for the TII subsystem. See
TII_STATS structure for details.

TSTATUS FAR PASCAL _export Getchanstats (IN BOOL bResetFlag,
OUT LP TII_STATS
lpTiiSEats)

bRese:Flag: Boolean Reset statistics if true.
lpTiiStats: Pointer to the TII_STATS structure.
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Alternative Embodiments

In a preferred embodiment of conferencing system 100,
video encoding is implemented on video board 204 and
video decoding is implemented on host processor 202. In an
alternative preferred embodiment of me present invention,
video -encoding and decoding are both implemented on
video board 204. In anothertaltemative preferred embodi-
ment of the present invention,-‘ video encoding and decoding
are bother implemented on the host processor.

In a preferred embodiment ofconferencing system 100, ‘
audio processing is implemented by audio task 538fon
audio/comm board 206. In an alternative preferred embodi-
ment of the present invention, audio processing is imple-
mented by Wave driver 524 on host processor 202. .

In a preferred embodiment, conferencing ‘systems 100
communicate over an ISDN network. In alternative pre-
ferred embodiments of the present invention, alternative
transport media may he used such as Switch 56, a local area
network (LAN), or a wide’ area network (WAN); » _

In apreferredembodiment, two conferencing systems 100
participate in a conferencing session. In alternative preferred
embodiments of the present invention, two or more confer-
encing systems 100 may participate in a conferencing ses-sion. . -

In a preferred embodiment, the local sounces of analog.
video and audio signals are is. camera and a microphone,
respectively. In_ alternative preferred embodiments of the
present_inventiori. analog audio andlor video signals may
have alternative‘sour'ces such as being generated by a VCR
or CD-ROM player or received from a remote source via
antenna or cable. , ; ’

In a preferred embodiment, conferencing system 100
compresses and decompresses-video using the RV method
for purposes of video conferencing. Those skilled in the art
will understand that the IRV method of video compression
and decompression is not _limited to video conferencing, and
may beused for other applications and other systems that
rely_on or utilizecompressed video. .

In a prefen-ed embodiment, conferencing system 100
compresses and decompresses video using the IRV method.

- Those" skilled inthe art will understand that alternative
conferencing systems within the scope’ of the present inven-
tion may use methods. other than the IRV method for
compressing and decompressing video signals.

In apreferred embodiments conferencing system 100 uses
the IRV method to compress and decompress a sequence of
video images. In alternative embodiments of the present
invention. the IRV method may be used to compress andlor
decompress a single image either in a conferencing system
or in some other application.

It will befurther understood that various changes in the
details, materials, and arrangements of the parts which have
been described and illustrated in order to explain the nature
of this invention may be made by those skilled in the ‘art
without departing fiom the principle and scope of the
invention as expressed in the following claims.

What is claimed is: p , . .
1. A computer-implernented process for encoding video

signals, comprising thesteps of: .

(a) encoding one or more ttairring video frames using a
selected quantization level to generate one or more
encoded training video frames; —

(b) decoding the encoded training video frames to gen- I
erate one or more decoded training video frames;

(c) generating one or more energy measure values corre-
sponding to the decoded training video frames;

(cl) performing steps (a)—(c) for a plurality of quantization
levels; -

(e) selecting an energy measure threshold value for each
of the quantization levels in accordance with the
decoded training video frames;
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(f) generating a first reference frame corresponding to a
first video frame;

(glencoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a blockof an encoded second video frame;

(h) decoding the block of the encoded second video frame
to generate a block of a second reference frame,
wherein step (h) comprises the steps of:
(1) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (h)(l)

with the energy measure threshold value of step (e)
corresponding to the selected quantizatio._ level for

_ the block; and
(3) applying a filter to generate the block of the second

’ ' reference frame in accordance with the comparison
of step (h)(2): and t

(i) encoding a third video frame using the second refer-ence frame.

2. The process of claim 1', wherein:
step (g) comprisesthe steps of:

(1) generating pixel differences between the block of
the second video frame and the first reference frame;and . . .

(2) encoding the block of the second video frame in
. accordance with the pixel differences to generate the

, block of the encoded second video frame; and
step (h)(l) comprises the steps of:

(i) decoding the block of the encoded secondvideo
frameto generate decoded pixel dilferences; and

(ii) generating theenergy measure value corresponding
to the block of the encoded second video frame using
the pixel diflerences. ‘

. 3. The process of claim 2, wherein step (h)(3) comprises
the steps of: .

.. (i) applying the filter‘ to a block of the first reference .
frame; and _ _ I

(ii) adding the decoded pixel dilferences to the filtered
block of the first reference frame to generate the block
of thesecond reference frame.

4. The process of claim 2, wherein step
the steps of: .

(i) adding the decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;and ’ - . - ‘

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

5. The process of claim 2, wherein:

the‘_encoded second video frame is generated using
motion estimation;

the second reference frame is generated using motion
compensation; _

the filter comprises a spatial filter, and
the energy measure comprises a sum of absolute di1fer-

ences._ ‘ _
6. The process of claim 1, wherein the encoded second

video frame is generated using motion estimation and the
second reference frame is generated using motion compen-sation. ’ .

7. The process of claim 1, wherein the filter comprises a
spatial filter. '

8. The process of claim 1, wherein the
comprises a sum. of absolute difierences.

9. An, apparatus for encoding video signals, comprising:
(a) means for encoding one or more training video frames

using a selected quantization level to generate one or
more encoded training video frames;

(h)(3) comprises

energy measure

65
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(b) means for decoding the encoded training video frames
to generate one or more decoded training video frames;

(c) means for generating one or more energy measure
values corresponding to the decoded naining video
‘frames, wherein the processing of means (a)—'(c) is
performed for a plurality of quantization levels and an
energy measure threshold value is selected for each of
the quantization levels in accordance with the decoded
training video» frames;

(d) means. for generating a first reference frame corre-
sponding to a first video frame;

(e) means for encoding a block ofla second video frame
using the first reference frame and a selected quanti-
zation level to generate a block of an encoded second
video frame; . . .

(f) means for decoding the block of the encoded second
video frame to generate _a block of a second reference
frame. wherein means (f) comprises:
(1) means for generating an energy measure value

corresponding to the block of the encoded second
video frame;

(2) means forcomparing the energy measure value of
means (t)(1) with the energy measure threshold
value’ corresponding. to the selected quantization
level for the block; and

(3) means for applying a filter to generate the block of
the second reference frame in accordance with the

comparison of means (t)(2); and _
(i) means for encoding a third video frame using the

second reference frame. _
10. The apparatus of claim 9, wherein:
means (e) comprises:_ , ’ _

(1) means for generating pixel differences between the
block of the second video frame and the first refer-
ence frame; and , ' _

(2) means for encoding the block of the second video
frame in accordance with the pixel ditferences to
generate the block of the encoded second video
frame; and

means (f)(l) comprises: .
(i) means for decoding the block of the encoded second

video frame to generate decoded pixel differences;
and .

(ii) means for generating the energy measure value
corresponding to the block of the encoded second
video frame using the pixel differences.

11. The apparatus of claim 10, wherein means (f)(3)
comprises: .

(i) means for applyingthe filter to a block of the first
reference frame; and _

(ii) means for adding the decoded pixel differences to the
filtered bloclc of the first reference frame to generate the
block of the second reference frame. .

12. The apparatus of claim 10, wherein means (f)(3)
comprises:

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate a recon-
structed bloclr; and I .

(ii) means for applying thepfilter to the reconstructed hlock
to generate the block of the second reference frame.

13. The apparatus of claim 10, wherein:
the encoded second video frame is generated using

motion estimation;

the second reference frame is generated using motion
compensation; ' "
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the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute differ-CIICCS.

14. The apparatus of claim 10, wherein the apparatus
comprises a pixel processor. the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device.

15. The apparatus of claim 9, wherein the encoded second
video frame is generated using motion estimation and the
second reference flame is generated using motion compen-
sation. V .

16. The apparatus of claim 9, wherein the filter comprises
a spatial filter. t g

17. The apparatus of claim 9, wherein the energy measure
comprises a sum of absolute differences. V

18. The apparatus of claim 9, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device. ,

19. A computer-implemented process for encoding video
signals, comprising the steps of:

(a) generating a first reference frame corresponding to a
first video frame; ‘

(b) encoding a block of a second video frame using the
firstreference frame and a selected quantization level to
generate a block of an encoded second video frame;

(c) decoding the block of the encoded second video frame
to generate a block of a second reference frame,
wherein step (0) comprises the steps of:
(l) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (c)(l)

with an energy measure threshold value correspond-
ing to the selected quantization level for the block;

(3) applying a filter to generate the block of the second
reference frame in accordance with the comparison
of step (c)(2);‘and

(d) encoding a third video frame using the second refer-
ence frame. wherein the energy measure threshold
value corresponding to the selected quantization level
for the block having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values cone-
sponding to the decoded training video frames; and

selecting an-en _.'gy measure threshold value for each of
the quantization , levels in accordance with the
decoded training video frames.

20. The process of claim 19, wherein:
step (b) comprises the steps of:

(1) generating pixel differences between the block of
the second video frame and the first reference frame;
and '

(2)‘\encoding the block of the second video frame in
accordance with the pixel ditferences to generate the
block of theencoded second video frame; and

step (c)(l)'comprises the steps of:
(i) decoding the block of the encoded second video

frame to generate decoded pixel difierences; and
(ii) generating the energy measure value corresponding

to the block of the encoded second video frame using
the pixel differences.

21. The process of claim 20, wherein step (c)(3) com-
prises the steps of:
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(i) applying the filter to a block of the first reference (2) means for encoding the block of the second video

frame; and ' frame in accordance with the pixel differences to
(ii) adding the decoded pixel dliferences to the filtered generate the block of the encoded second video

block of the first reference frame to generate the block frame? and
of the second reference frame. . _ means (c)(l) comprises:

22. The process of claim 20, wherein step (c)(3) com- (i) means for decoding the block of the encoded second
P1'iSBS 915 51595 Of: ’ . video fiarne to generate decoded pixel differences;

(i) adding the decoded pixel diiferences to a block of the and .
first reference frame to generate a reconstructed block; (ii) means for generating the energy measure value
and . ‘ . corresponding to the block of the encoded second

(ii) applying the filter to the reconstructed block ‘to video frame using the pixel diifereuces.
generate the block of the second reference frame. 29. The apparatus of claim 28, wherein means (c)(3)

23. The process of claim 20; wherein: comprises:
the encoded second video frame is generated using (i) means for applying the filter to a block‘ of the first

mfltion estimation; ' 15 reference frame; and

the S€00I1d ‘$535509 frame is generated “Sing m0li0fl (ii) means for adding the decoded pixel differences to the
¢°mP°n-5330,"? ~ . ‘ . filtered block of the first reference frame to generate the

the filter comprises a spatial filter; and l block of tile second reference frame. _
the energy measure comprises a sum of absolute difi’er- 30. The apparatus of Claim 23. Whelfein means (c)(3)

e[1oes_ - _ _ d 2° comprises: _ _ V '
24. The process of claim 19, wherein the encoded second (i) means for adding the decoded pixel dijferences to 2

Video fit‘-me is Efllcfabfid “Sing mofifm estimation alldlhe block of the first reference frame to generate a recon-
second reference frame is generated using motion compen- smctcd block. andsation. V ‘ . t , .. ' .. i

25‘ Th f 1 _ 19’ h ... , we filter . (11) means for applying the filter to the reconstructed block
3 spafifl %1m-_ S D C mm W at-«em compflées to generate the block of the second reference frame.

26. The process of claim 19, wherein the energy measure 31- Th5 apparatus Of Clfiim 23. Whemilli
00111 F1565 35“m'°f 35501“??? _d5fie1P“°93; the encoded second video frame is generated using

.An apparatus for encoding video. signals. comprising: mom,“ esfimafion;
(3) mean“ f°' gmfiéfing 5‘ fim ‘°f°r°“°¢ frame °°’“°" the secondrefercnce frame is generated using motion

spqnding m. la‘ Vid_e° flame; . , V. compensation;

<“is‘,:;“;.:°:t:;:°:;‘l:':s::‘,r,,.°°.,,“,°2:.r:°;:t:::::°.;.':.:t% we finer a spam and
zatiou level to generate a block of an encoded second. . -the enelgy “‘°“3“’° °°‘“P“"°-”' 3 sum °f ab5°1““’ difier‘
videoframe; ’ ’ “-11°°5- , - i . h '

(c) means forldecoding the block of the encoded second 32' The appmms °f claim 28' Whemm the appamms
video frame to generate a block of a second reference °°mPfiS°5 9‘ pixel pm°ess°r' the Pixel Pmcessm is clam"«. - . . ' cally connected to a_ bus, and the bus is electrically con-
fmme’ Wham” mean’ (C) °°mpmes' ’ nected to a memory device.
(1) ."1°°'15 f°_r gemmfingi 3“ ‘?.“°1'g'Y measum "a1“°3 33. The apparatus of claim 27 ‘wherein the encoded

°°“°sP°“dmg to the block °f the °“°°d°d Sa°°n.d 40 second video frame is enerated l;Si!'l motion estimation

(2;'i:ee;]§r:;1;e‘;:°filpafing the energy must.“ value. of ptléflssatuhoprird referent: frame is gengerated using motion
means (c)(l)withanenergy' rneasurethreshold value _ 34_ The appamus of claim 27' wherein the fine, wm_
corresponding tothe selected quantization level for prises a-spam} mm-_ '

3)mrt:ela’t1r1("sc1f<t;)rand‘1yin a filter to generate the block of 45 35’6 apepmms of fmiiam 12 ‘dlilglem the energy mea-s u es.

( the second ;,fIeren¢ge‘ framein accordance with the 'II‘!ll1xt:.n:psp;‘rasnu.iIsn :1’ :15; :7, w.lil"eerr1l:‘i:n the apparatus
comparison of means (c)(2); and comprises a pixel processor, the pixel processor is electri-

'(d) means ‘for encoding a third fideo fl-amé usingme cally connected to a bus, and the bus is electrically con-
second reference frame, wherein the energy measure “acted ‘° 3 ‘"“"‘“°W d‘-""i°°-
threshold value corresponding to the selected quami_ 37. A computer-implemented process for decoding video
zation level for the block! having been determined by: signals’ wmpdsmg the steps °fi
encoding one or more training video frames using each ’ (a) decoding an encoded first video frame to generate a

of a p1ura1ity..of quantization levels to generate a . firs‘ Tcfemnca frame?
plurality of encoded training ‘video frames; (b) decoding a block of an encoded second video frame to

decoding the encoded training video frames to generate generate a block of alsecond reference frame. wherein
‘ a plurality of decoded training video frames; ’ step (b) comprises the steps of:
generating a plurality of energy measure va1ues,corre— (l) generating an energy measure value corresponding

sponding to the decoded training video framesi and to the block -of the encoded second video frame;
selecting an energy measure threshold value for each of 55 _ (2) comparing theenergy measure value of step (b)(l)

the quantization levels in , accordance with the ' with an energy measure threshold value correspond-
decoded training video frames. ing to a selected quantization level for the block; and

28. The apparatusof claim 27, wherein: , (3) applying a filter to generate the block of the second
means Cb) compfiscsr . reference frame in accordance with the comparison

(1) means for generating pixel differences between th 65 015 SIBP (b)(2): and
block of the second video frame and the first refer- (c) decoding, an encoded third video frame using the
ence frame; and second reference frame, wherein the energy measure



HUAWEI EX. 1116 - 669/714

5,488,570

287

threshold value corresponding to the selected quanti-
zation level for theblock having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training videogframes; , . ’

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a pluralityof energy measure values corre-
sponding to the decoded training video frames; and

selecting an energy measure threshold value for each of
the quantization levels .in accordance ' with the
decoded training video frames.

38. 'l‘he‘pro‘c'ess of claim 37,_wherein step (b)(l) com-
prises the steps of: ' ,

(i) decoding the block of the encoded second video fram
to generate decoded pixel diiferences; and ' ‘

(ii) generating the energy measure value corresponding to
the block"of the encoded second video frame using the
pixel differences. ~

39. The process of claim 38, wherein step (b)(3) corn-
_ prises the steps of:

frame; and — .

(ii) addingthe decoded pixel differences to the filtered
block of the first reference frame to generate the block
of the second reference frame.

g 40. The process of claim 38, wherein step (b)(3) com-
prises the steps of:

(i) adding the decoded pixel diiferenccs to a block of the
first reference frame to generate a reconstructed block:
and

(ii) applying. the filter to the reconstructed block to
generate the block of the second reference frame.

41. The process of claim 38. wherein:
the encoded second video frame is generated using

motion estimation; ,
the second reference” frame is generated using motion

compensation; . ‘
the filter comprises a spatial filter; an
the energy measure comprises a sum of absolute differ-

ences. , _ .

42. The process ofclaim 37, wherein the encodedsecond
video frame is generated using motion estimation and the
second reference frame is generated using motion compen-
sation. _

43. The process of claim 37, wherein the filter comprises
a spatial filter. ‘

44. The process of claim 37, wherein the energy measure
comprises a sum of absolute differences. _ .

45. An apparatus for decoding video signals, conrprisirrg:
(a) means for decoding an encoded first video frame to

generate a first reference frame; _ '
(b) means for decoding a block of an encoded second

video frame to generate a block of a second reference
frame, wherein means (b) comprises:
(l) means for ‘generating an energy measure value

corresponding to the block of the encoded second
video frame; '

(2) means for comparing the energy measure value of
means (b)( 1) with an energy measure threshold value
corresponding to a selected quantization level for the
block; and

(i) applying the filter to a block of the first reference

288
(3) means for applying a filter to generate the block of

the second reference frame in accordance with the
comparison of means (b)(2); and

(c) means for decoding an encoded third video frame
using the second reference frame. wherein the energy
measure threshold value corresponding to the selected
quantization level for the block having been detemrirred
by: g .
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded trainingvideo frames; and

selecting an energy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames.

46. :1‘he apparatus of claim 45, wherein means (b) (1)comprises: ,

(i) meansfor decoding the block of the encoded second
video frame to generate decoded pixel differences; and

(ii) means for generating the energy measure value cor-
responding to the block of the encoded second video
frame using the pixel differences,

47. The apparatus of claim 46, wherein means (b) (3)
COn'1pI'1S8S! ‘

(i) means for applying the filter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel diflferences to the
filtered block of the first reference frame to generate the
block of the second reference frame.

48. _The apparatus of claim 46, wherein means (b)(3)comprises: . _ ..
(i) means for adding the decoded pixel differences to a

block of the first reference frame to generate a recon-
structed block;-and ‘

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

49. The apparatus of claim 46, wherein:
the encoded second video frame is generated using

motion estimation; _
the second reference frame is generated using motion

compensation; ‘
the filter comprises a spatial filter”, and
the energy measure comprises a sum of absolute differ-CIICCS. .

50. The apparatus of claim 46, wherein the apparatus
comprises a host processor, the host processor is electrically
connected to.a'_bus, and the bus is electrically connected to
a memory device. v

51. The apparatus of claim 45, wherein the encoded
second video frame is generated using motion estimation
and the second reference frame is generated using motion
compensation. ‘ .

52. The apparatus of claim 45, wherein the filter com-
— prises a spatial filter.

53. The apparatus of claim 45, wherein the energy mea-
sure comprises a sum of absolute differences.

54. The apparatus of claim 45, wherein the apparatus
'60 comprises a host processor, the host processor is electrically

connected to a bus, and the bus is electrically connected to
a memory device.
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A UNITED STATES PATENT AND TRADEMARK OFFICE

CERTIFICATE’ OF CORRECTION

PATENTNO. : 5,488,570

DATED : January 30. 1996

INVENTOH5) Z Rohit Agarwal

It is certified that error appears in the above—lndentified patent and that said Letters Patent is hereby
corrected as shown below:

C°1“m'1 54 line 1, délete.“¥lfiam12le.s” and insert therefore -- + 16 samples ~-
word A word .

Signed and Sealed this A

Eighth Day of October, 1996

flonazexC»»w\
BRUCELEHMAN

Attesting Ofiicer Commissioner ofPazanrs and Trademarks
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- .- PATENT ’;APPLICA7i‘I"6N
vDo.No. 1o94s93-1 1

Fatent an¢,i_Tré;dema'rk Officé

In re application of:_. '_Bej1a’§tt’a, et al.‘

. Application No._i.’ os/41_1,:%69v~ ‘ Exaniinerzv Johnson, B.

Filedi » Ma;:e11’.27,.1.995 ” 1 ‘Group ArtUnit: 2616

For: TEXT.~AND;‘IM_AGE.’. ' V 9
SHARP"EN:ING"0E.. ‘EEG _ A
_coMPIiE.S‘s,1§1,1_):’.=11\21AGEs IN

~-VFREQVUENGY‘-"DOMAIN

4 AMENDMENT’

1 Date: February 10‘, 1997:

Commissioner ‘of Patents and Trademarks,
Washington, D.'C. 120231 '

Applicants respond to the Office Action, dated November 18, 1996,’ as follows.

In the Claims: ‘ _ V V T

Claim 1, line, 15/ after "(Q9)" iiért --relatéid to but--.
Please cancel» claim 24 Without prejudice}

Remarks; ‘ -

Claimsxl-.36 are pénding. Claim's’25-36 are rejectediunduer 35 USC §112,

second paragraph., as bei'ngj.i'ndef"1nite. Claims 1-3, 5-9, 14-1"V/'T,i'2O-'24, 29 and‘ 34-36
are rejécted u__nde1"35 USC ,§1o3(e) as being unpatentab1é_ove1j.Si_1giura(5,465,164)
in view ‘ofAgai%Wa1 (5,488,570). Claims 4,- 10-13, 13,__25._28, en§1A3o—33 ere rejected
under 35 USC §103(a)_as bei-n'g unpatentable over Sugiura (5,465,164) and Agarwal

I
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_ (5,488,570); further inpview ofTzou (45776,030). Claim 19 is rejected under 35 USC

§103(a) over Sugiura (5,465,164) and Agarwa-1 (5,488,570), further in view of

Applicant’s adrnission_sg_;0f theprior art.

' ' s.25-36a dr .de_ initey - _ _
In paper 3,tparagra_ph- -the Examiner statesnthe following:

The claims referto the JPEG compression standard. However, the

specification does:not1indicate which‘JPEG ‘compression standard is being
referenced, Unless-thieidate, and citation number of the standard" are provided the

_ claims will i7emain_ indefinite due _to.the indefinite reference. 1
Applicants‘ traverse the: rejection. V The E3(aminer’s»atte1ition is directed to

_ page 6, lines ;1_1_i-13,p urherein the a document—-describing thefJiPEG. compression
A ‘ standard is identifie_d.:_:App1icants submit that claims 25:36 comply with the

requirements »oi':35

In:p'ape_r 3;;:pa17agtraph::3," the Examineirestavtes thefollowingz
As to represe‘n,t_ati-v:e;claims 14 ‘_and.15,= and claims 1-3, 5-9, 29 and 34-36,.

Sugiura teaches of.compré_ssing and transmitting images which produces
decompressed images. haviiuglimproved text and imageiquality, the method

comprising: " A

compressing a_sourc'e image into compressed» image data using a first

rquanitization table ‘.,(Qe)r _(Q.uantizationf'Tahle' 105“ of Fig. 1);»
V V forming a -second» quantization ;t‘ab1_e=(Qd), wherein thesecond quantization ’

table is related to%th_e first quantization table (Inverse Quantization Table 115 of
fig. 1); ‘ _ . . _ .

A. tra_I1sIfini1__;_tinVgsthecompressed image data (Interfaces 109 and 111,
Communications , Circuit‘ 110 of‘fig. 1);

« J
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decompressing the-compressed datajusingthe second quantization
table. ‘Qdi (Inverse Quva-ntization :an_di.lnverse‘ Quantizat'ion'T'ablet 115 of.fig._ 1)

I The iExami,_ner.-‘acknowledges that. Siigiura does not explicitly té-ach_ that the
second quantization_‘tah1e: is related to the first quantization table ‘scaled
accordancevvvfith a predetermined‘ -function of the energy_ in a reference image and
the energy .in_ an scanned »image, f V A h A

l The Examiner asserts,’ hotWever,‘.t_haht‘Agarwalvteaches" decompressing V
(decoding) asecond video'fraII1e; by.relating.4tcomparing) energy ‘ofthe scanned.
image (Vblock.__of-the encoded second video frame) to the energy; of a reference. image

*i(corres'_p‘o_ndingfl_to the .scaled quantization level‘-for’ the block where the energr for
the quantization leveltis selected accordance with training video frames) (col. 1,

_li__nes 35460), -‘The Ex‘arniner.th_en conc'lude1s"_that‘it would have‘. been obvious toa
, personaof ordinary skill at thetime of theinvention for to .dec’ompress-using

a quantizationiptable scaled: in laccordlance Witha predetermined‘ function of‘ the
energy inva reference .iInage and;_t_h_e energyin a scannedimage as taughtby
Agarwali.in:‘order tofldeicrease quantization terrors; . t_ in J A

As to claims .and_1/7‘; lExaminerlstatesithat Sugiura teaches lthéit the
. ‘ second quantization -_tableg(_Inverse Qu.antization_,Table) -is’_idetermined independtent

ofthe orderof transrnissi:gn_(_f'1g. Examinertargues that would have been
obvious to _a person ‘of ordinary skill .in"the Aartatlthef time of the invention -to scale
prior or subsequent. to the t.trans;rniss_ion.step vsincei the second quantization table is
determined indgeperidegntiof the order of transmission.‘ M t I

_The.Examiner states,’-asitho thatt.selecting_.,a target image;
rendering the target image into an vimage. file; the target image having elements
critical to the quality ofA the image are inherent’ in using a reference to control the
quality of the compression process; The Examiner asserts that-images which have
text including text with a ‘serif font are well known in the .art"(otficial notice).

The»Exlaminer as 1tohlclaim‘A2i4—,t . that, in using a reference image to
control the qualit:yof‘:.the. compression process ‘of a scanned image it would have

been obvious to_a_ person ofordinary skill in the art at the time of the invention that
3.
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scanned image could be ..the—referenceuimage_ since -theireference image isireadily

A availablepto be‘a scanned image andwouldiserve as a_check ofthe quality assurance
steps. V

Claim 1.is .amended to recite that the first and second tables are related but

nonidentical. Claim _24 has bjeencancelled. In regard to. the remaining claims,

Applicants’ respectfully traverse the rejections. ‘Nothing in the Sugiura and

-Agarwal references reliedgupon by the Examiner, either alone or in combination,

.teaches or suggests.theaseccnd.quantization-tahle >Qp__'that is nonidentical to the first
quantization table QE used toquantize theimage data and which is encapsulated
and transm_itted.with the-quantized'image,—data,.« as in the present invention.

The machine ofclaim 1 for transmittingcolor images includes a compression
engine that includes a qtiantizer meansfor ‘converting the transformed image data

into quantized image data, means for storing a second'multi-element quantization
table. andfurther. includes means for_encapsulati_ng the encoded image data and the
second quantization-table" to form an;enc’apsulated data fileland still further A"
includes ‘as means ‘for transmitting the encapsulated data file. Claim 14 recites a
method includingthe steps of forming _a second quantization table (Q5), wherein the

second quantization: tableiis related vtothe first quantization table in accordance
with a predetermined function of the energy in a reference. image and the energy in
a scanned.,i_mage,' and thestep of_decon'1'pressing the-‘compressed image data using
the second quantization. -table; Claim .25 recites a.metho.d-‘inc1ud'in'g_ the step of
forming a secondguquantization table,_ where tliesecond quantization table is related
to the first quantization table according :to;the expression = x . Claim 29
recites a'meth,0Cl in‘cluding_thestep ofvscaling the first quantization table to for a
second quantization table; compressing.a'."s:ource image in accordancevwith the
JPEG standard using the, first squantization-t'able,. and de_compressin‘g.the source
image in accordance with the JPEG standard using the "second quantization table.

In contrast, the .references relied upon appear to bedirected toward an

improved first quantization table wherein_’tlie same table is used both to quantize
and inverse quantize the image data; AWhereas the Examiner characterizes Inverse
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Quantization Table 115 ofFig. 1 in Sugiura as the second quantization table Q9 of
the present invention, Applicants are unable to find anything in Sugiura that
appears to support that assertion. The Examiner’s acknowledgement of the fact

that Sugiura does not teach a second quantization table related to the first table
supports Applicants’ position.

Sugiura, in fact, appears to be precisely the type of conventional device

discussed by Applicants at pp. 1-6 of the specification that utilizes the same

quantization table for both quantization and inverse quantization. The Examiner’s

attention is directed to Fig. 1 of the Specification which illustrates a prior art device

that appears to be identical to the ADCT UNIT of Fig. 1 of Sugiura. Furtlier, Fig. 3
of the Specification appears to be identical to the functional blocks shown in the

lower half ofSugiura’s Fig. 1. As described in Applicant’s specification, the

conventional art device performs quantization 20 on source image data using
quantization tables 24. The quantization tables are then encapsulated along with
the compressed data into a JPEG data message, as shown in Fig. 2 of the
specification. The quantization tables 48 are then extracted from the JPEG

message headers and used to inverse quantize 54 the compressed image data. Fig.
1 of Sugiura appears to indicate that Sugiura is a conventional device as already
identified and distinguished over Applicants’ claims.

The Examiner further relies upon Agarwal to teach decompressing a second
video frame by relating the energy of the scanned image to the energy of a reference

image. However, the cited reference is directed toward a video-conferencing system
that uses temporal information to reduce quantization error effects. (See Agarwal

at col. 1, ll. 45-50 and .11. 60-65, col. 27, ll. 40-45, col. 36, 11. 59-65, col. 188, 11. 21-32,
and col. 118, 1. 33 to col. 119, l. 10). The present invention, by contrast, is directed

toward still-image compression. There is no temporal information present in a still-

image. Even if the invention were used for successive images, in which AgarWal’s

use of temporal information could be useful, Agarwal still does not use or suggest
use of a second multi-element quantization table as recited. In other words,
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Agarwal does-not supply the _missing.elernent._ Therefore, the teachings ofAgarwal

are inapplicable»-present‘ invention. d

In light of. the above_,. Applicants; submit that nothing in Sugiura and
Agarwal, alone o'r.in..com_hination, teachesor suggests the-. second quantization table
Q1; of the present invention, as recited -inindependent claim 1, from which claims 2,

3 and 5-9 depend; ine,indepe’n:dent~claim 14, from which claims 15-17 and 20-24
depend; and in ‘independent “<f:1aim»l2'§9, from which claiins 34-36‘ depend. Accordingly,
these claims are patentable over the cited references. l

In.add_ition,- in regard toiclairns 16 -and 17, _the'Examin'er has overlooked the

significance. of the features ofthe invention. as claimed; Blytperforming the step of
scaling, the first quantization. in accordance with the predetermined function prior

to the.transmitting-.step,:.as reci_ted__. in"claim.— 16; theqmethod of the present invention

maybe used in .tran_s‘mitting_iiiiagesitoatconventionaladecompression engine which

can decompress the image_With improved‘ image quality but Withouttmaking
changes to the-conventionalidecornpression engine,‘ (-Spec. op. 17,11. 3-10). Similarly,

performing the step jofiscalinlg ,-fi—rstdquanti'zation.»i(n ‘accordance with the
prede.ternii_nedl-:funct_ion-suhsequerit to the transmission step,‘ as recited in claim 17,

peermits the present-Amethod—.ft6gb,e utilizedt to in_1p_r'ov?e“the imlagésquality of an image

transmitted from a.A:coni/enltionalldevice. ispee. —p.. 17,1. 14, top. 13, .1; 4). These
‘ features of the present invention.‘as recited claims 16.;a1‘1d 17 provide these claims

7 with separate ground_s_fo'rpatentability in’ a'dditic’_>n_~ to=those discussed’ above.

‘TheExaminer .states;_as tofrepresentative claim :18, and claims 4, 10-13, 25-
28, and 30—33,’- that Sugiura-d_oest:.:not teach theuse of the variance in the
scaling factor+t.olredu_c_e.ithel quavntizi-ation error. ’Tz‘ou teaches that in an adaptive
system the quantization ofan image ordered. accordirigito the variance of the
image coefficients to reduce quantizvationferror (col, 2, lines 21-42)." The Examiner
concludesthatvgit-7_vVou1d have been obviouslto a person ofordinary skill in the art the

6 .
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time of theinvention to use the image ‘variances as -taught by Tzou with the
reference and scanned image -to arrive at the‘ scaling factor of Sugiura and Agarwal

in order. to ‘reduce quantization erroi‘.

Atpplicantsvtraverse.-this‘rejection. »As-withthe Sugiura.an'd=Agarvs‘7a1 .
references add.ressed..-above, Tzou is‘ also directedwtoward reducing artifacts: due to
the quantization. errors {introduced bya quantizer, as noted ‘by the Examiner and
discussed Tzoul (Abstract; .11; 3-5, col. 2, 11. 22-55); Tzou. appears to utilize the '
same tablefor both quantization and.in_verse. quantization of image data. The
arguments above.;.theref"or_e apply equally to Tzou in that Tzo‘u_. is directed toward
improving the.'quantization' table 3 but doesnot-‘teach or .suggest the second
quantizationtable lQ§'o,f the present .inv’ention. .:- -

The present invention,.i’n.contrast, is not directed .atIreducing_quantization

errors but at improving the quality of the reproduced scanned‘ image by restoring
the image variance that existed -in the. image prior to»scannir2g. The present
inlventionis —'coIVn-ple1"nentary'to. the" teachings. of—.Sugiura, Agarwal and Tzou in that
the techniques_ of the Vcited.areferen‘ces can. be used to design-quantization tables (Q5)
to reduce quantiz;ation artifacts. andthe teachings thepresent inventionmay
then be appliedto scale the ouantiz‘atio_n tabies of the conventional art in order to
sharpen and further iinproyje theuquality of-the scanned image. A V

A To _understand nstandardd JPEGfdecoders and the teachings -of Sugiura, let

Ylk] be the k-thhelement of block (inizig-zag order). If ].‘is_ the corresponding
e quantization co'efficien't,; then the‘ output of a conventional quantizer is generated by

performing: V

YQlk]=Ifttege7‘R0und_(Y[k]/Qd7e]).I (1)

In standard JPEG coders; is transmitted with the data and ‘thus Q1, = Q3. If
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O ‘ O

b 517%]: Y[:k]p- QEzkJYg,!kJ,.

then Sugiura proposes the following quantization. scheme:

Y¢i[k] = Integer RoundI(Y[k] + in; - 1])/QE[k]]. (3)

Sugiura then ‘transmits Qr,-‘With thecoded data.
In the present_inv"ention,l.equation 1 above is used to compute Yqlk].

However, the_quantization'_table transmitted with the coded data is QB, as defined

inthe preferred» embodiinéntalzry _ ‘V

QD=SX'QE"‘+B: I I I (4)

Where S is the scaling matrix which restores the variance oftheJcompressed
I image to that of the reference image-. ‘Q‘D‘iS related to but_ nonindentical to QE, as

recited in/the claims. H A p

In a standard:JPEG"device-, equation 1 is used and is transmitted to the

decoder. In Sugiura; equation‘ 3 is used to improve the quantization, but it is still
Q; that is transmitted to the decoder. _ The. present invention generates Qpqfrom

. equation 4 and sends it, along with the compressed image. data, to the decoder. p

What is: important to note is that.-the reference image His.» an original image
rendered into ideal digital form by software, not a scanned image subject to the

image deg_radation-_.z'nVher"ent in the scanner. (Spec. p. 9, 11. 15-—28). Therefore, using

the quantization table Qprof the presentinvegntion to'decompres_s.the transmitted
iinage produces a~decompressed image that:-has approximatfelythe same variance as
the reference image, rather,th_an the variance of-ithe scanned image Whose high
frequency characteristics were degraded the scanner. (Spec. p. 13, 11. 2-15).

In addition, none oftheg ._re__fe'rences— cited._above,. alone or in combination,

discloses the scaling I_natri2t‘of.claim’si 4," 10} 25:or 32, wherein the scaling matrix is
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based upon.thevarianceAmatrixofthe. reference image and the v'ariance.matrix of

the scanned iIn_a_ge;» VT-he cited references are directed toward an improved

quantization matrix for quantizing -a scanned ‘image, wherein the scanned. image is

subject to the inherent’.di'stor.ti'onf of‘the_:‘scanner; rather than the reference image of
in the present inventior1f;::thatihasc- vbeen._jsfcanned: which _therefore contains the

full varianceithé‘ i‘eference=.irr1a;ge. '-I‘herefore', thescalingivinatrixtofclaims 4, 10,
25 and -represents;:_alseparate for patentahility. _

In light ofthe.:above,eApplicants-isuhrnit. .that‘nothing jS1igiura,. Agarwal
\ iailvld T2011} a10I1éi Or i'I1i;¢01;11bii_I1l'E"l1'3::.ir<>.f1.‘,:cifipi.afiY Way ;tea<;5h_e$:v0i'is'1iggests the quantization

H‘ i table-QD.or the-scaling-mati?ii;3iof‘:thé v1‘)ires_eirit invention. — 2’

‘As to ‘claim pthie=E’xa_mi’ne.r »acknowledges that Sugiura and Agarwal do not

explicitly teach encapsulating‘.,.the‘seco,_nd quantization table‘Qd withthe

compres_s”ec:1.irnagejdata:to_«form and encapsulated data-1 file and then transmitting the
7 data file but assertsnthat Applijéantladmits-that’ the prior art teaches that the-data

includes thevquahtiization tables for u‘s_e~in" thedecompress‘ion._process (p. 5, lines 1-
6)’. The Examinerrconcligldes that it would have been obvious to a person of ordinary

skill in the -artto include-the quantization’ table which will-be used in the
decompression process in the transmitted datafile as taughtby the prior art for the

data file :of.Sngiura and Agarwal where the second quantization table would be used

to decompress.

Applicants traversevthis rejection.- As discussed above, the references relied
upon do not teach orv-suggestthe. second quantization table of the present invention.

As regards. Apiplican-ts’ldescription of. the prior art, the Sugiura reference appears to

disclose precisely-the type ofconventional device discussedjby Applicants (Spec. pp.

" 1-6). The addition ofApplicants’ description of the prior art, therefore, adds nothing
to the combination_vof'Sugiura and Agarwal.» In addition, Agarwal notes that the

9 .
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intra./inter decision is _both the'encoder:and decoder and—therefore~"does
not need tobe.-explicitly‘ transmitted-'_', j(slee Agarvsial at col. 1'19, 11. 11-15). This
appears to teachflaway encaps1ilat_i—ng aha‘ transmitting -the second
quantization table. asllrecited in.claim‘.~19. -The addition of-lthe:App1icants’
description: of the prior: art to -an ‘already.deficient‘corribination of Sugiura and

. Agarwal .does‘no_t:teach or suggest.Applicants’ second quantization table, as recited
in claim 14 from whichclaim 1.9 de'pen_ds..« T__herefore‘neither the cited prior art nor
Applicants’ summary- of it.teach-the additional ‘refinements of encapsulating and
transmitting the.,sec_o_nd" qtiantizlation table to decompress the compressed image V
data, as recitedgin. claim ‘V

In addition; in conc1iiding;that:it ‘wouldvhave been -‘obvious toa person of

ordinary skill»inl~the:art"to.include ouantization‘.'tab1efwhich:vvill be used in the
A "decompression prfocess in the: transmitted data file as taught by the priorart, the

Exa_mine_rhas rriissed point of one of the key features of the present invention.
As the Applicant'has_detai1ed 'in..regard’ tor the converitional»art, ‘conventional devices

presently send the. quantization ‘tla'ble-.;tha't_pis, used: to decompress the compressed
. image data. , Anoimpiortant feature of the present’ invention is. its ability tovexploit

this characteristic.’of the ‘conventional- art to prolduceadecompressedi image with
approidmately thejsarne: Variance. the .-rel_fV'er‘ence image whentransrnitting. the
»compressed.irn,age_t.o a—.‘;con'ventionaldevice, (Specs. 17_, 114.3-10). Inthe present

inventiom the; se,cont_l "on-antiilation table is .substituted for-the first quantization
tablelin the encapsulated ldatagfile that transmittedltoafa .conventional device
(Spec; Fig. '5); ‘.'The ‘conventionalgdecornpression engine then ,tran‘sparently uses the
second quantization’ table tpldecqmpresisvthé image data (Spe.c.'Fig._ ‘3) and, in so
doing,‘ restores the variance in«the=réprOduced image to approxirnately that of the
reference ‘imagepgl No ‘changes to_the_co‘n'ventiona11 decompression engine are A
required-'and_nov:additional co1nputation'.in the decompression engine is necessary to
improve the quality of the -reproduced image. ‘Reconsideration of claim 19 in its
entirety will demonstrate that the claimed invention is patentable over Sugiura and
Agarwal, further _in.vieW Applicants?’ description of the:prior art.

10
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In View-.p'.f'tthe foregoing ‘amendments and remarks, Applieants respectfully
stibniit that the apep1icati'9n'is now conditidn for.,a1lowance arid action to that end—
is requested; ‘

Please adtltrwesstall-.f1_1ture édmmunications to:_

Records. Manager _4.
Legal_ D.§PaI:trne.nt;-’ 2.013-O
HeW.1ett_—Pa,ckard company
R0; Box-'-10301” ' ’ V

Palo Alto, C’a1‘iforniaf ?94fl3_03-089.0‘ .

Direct alluttelephone calls tozt

1°..éhr_JaI1$$°I1-v-
(415)'857--7V533='

Respectfully submitted,

GIORDANO BERETTA, et a1.

Péhr Jan It "I * ’
Registration No-. 35,759

Attorney fo_r'-Applicant

Records_Mapage1‘W _ V
‘ .Lega1'Départrriéht; 2030 ~

HeW1ett+Packai’d'-Cb,Ifipan_y
P'.O. Box 1V_03e0_1V V . j. -
Palé Alto, Califomia’ 943o3:os90
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.\ V
w°°i4,‘.; I UNIT’ ITETATES DEPARTMENT oi= COMMERCE

‘-3; Patentand Trademark Office ’ _
Address: COMMISSIONER OF PATENTS AND TRADEMARKSWashington, D.C. 20231 ‘ ’

ine4:e_;

. ‘ 2eM1xn5s7 i
<maNeaER . 3”-‘fin 4

“ .., e. W,*” IIIIIIIIIIHAL DEFQHIMEMT «nan . AWUW
T." ” Ii’tl=4iI:i I::I...iir'll=‘i-'il‘~i\v’

1..~ gene

DATE MAILED: ,3 5 I, 7 .7,
F.»

This is a communication from the examiner In charge of your application.COMMISSIONER OF PATENTS AND TRADEMARKS »

oi=i=icE ACTION SUMMARY

El Responsive to comrnunication(s) filed on * Zj 7» ‘I [ '71 7

E{TmsammneFmAL

L__I Since this application is in condition for allowance except for formal matters, prosecution as to the merits Is closed in
accordance with the practice under Ex parte Quayle. 1935 D.C. 11; 453 O.G. 213. . .

A shortened statutory period for response to this action is set to expire monih(s), or thirty days.
whichever is longer, from the -mailing date of this communication; Failure to respond within the period for response will cause
the application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained underthe provisions of 37 CFR
1J36@L

Disposition ‘of Claims I ' .

Er Claim(s) » 1 " Zg I I ‘Z5 A 3 - ‘ is/are pending in the application.
Of the above, claim (5) . * is/are withdrawn from consideration,

IZI Claim(s) ‘ I-‘. lg, lg, V1 , 3 3 is/are allowed.
I] Claims) /21,‘ IS‘, ['1-18’, ?,<>~-- 73, Z$'— 37-; 3'T("3(e is/are rejected.
El Claim(s) is/are objected to.
E] Claim(s) . , . ..._.._are subject to restriction or election requirement.

Application Papers

[I See the attached Notice of Draftsperson's Patent Drawing Review, PTO-948. _ y y
CI The drawing(s) filed on . ' ~ is/are objected to by the Examiner.
E] The proposed drawing correction, filed on . ' is" E] approved I:I disapproved.
E] The ‘specification isobjected toby the Examiner.

CI The oath or declaration is objected to by the Examiner.

Priority under 35 U.S.C.: § 119

E] Acknowledgment is made of a claim for foreign ‘priority under 35 U.S.C. § 119‘(a)-(d).

D All D Some‘ D None of the CERTIFIED copies of the priority documents have been

E] received. _ _ V
E] received in Application No. (Series Code/Serial Number) — , .
E] received in this national stage application from the international'Bureau (PCT Rule 17.2(a)).

*Ceitified copies not received:

:1 Acknowledgment is made of a claim fordomestic priority under 35 U.S.C. § 119(e).
. Attachment(s)

Notice of Reference Cited, PTO-892

Information Disclosure Statement(s), PTO-1449. Paper No(s).

. interview Summary, PTO-413

Notice of Draftperson's Patent Drawing Fieyiew. PTO-948

Notice of Informal Patent Application, PTO-152

—SEE OFFICE ACTION ON THE FOLLOWING PAGES"

PTOL-325 (Rev. 9/96) . > * U.S. GPO: 1996421-S32/402i.
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Serial Number: O8/411,369

Art Unit: 2608

DETAILED ACTION

Claim Rejections - 35 USC § 103

1. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subjeot matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 14, 15, 17, 20-23, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) in View of Agarwal (5,488,570).

As to claims 14, 15, 17, 29 and 34-3 6, Sugiura teaches a method of compressing and

transmitting images which produces decompressed images having improved text and image

quality, the method comprising:

compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

tbrming a‘ second quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 of fig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).
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Serial Number: 08/411,369

Art Unit: 2608

Sugiura does not explicitly teach whereas Agarwal teaches that a second quantization

function (which can be incorporated into a table) is related to a first quantization table scaled in

accordance with a predetermined fianction of the energy in a reference image and the energy in a

scanned image in order to enhance the image during the decoding process (col. 1, lines 35-60

where an energy measure value corresponding to the block ofthe encoded second video frame is

the energy value of the reference image; the energy measure threshold value corresponding to the

selected quantization level for the block in accordance with the training video frames which are

the scanned images; the comparison fimction is the predetermined function; and the end resultant

filter fiinction can be incorporated into a table such as the second quantization table). It would

have been obvious to a person of ordinary skill in the art at the time of the invention for Sugiura

to decompress using a quantization function which could be incorporated into a table based on a

first quantization table scaled in accordance with a predetermined function of the energy in a

reference image and the energy in a scanned image as taught by Agarwal in order to enhance the

image during decoding.

As to claims 20-23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality ofthe compression process. Images which have text including

text with a serif font are well known in the art (official notice).
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Serial Number; 08/411,369

Art Unit: 2608

3. Claims 18, 25-28, and 30-32 are rejected under 35 U.S.C. 103(a) as being unpatentable

over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in View of Tzou

(4,776,030).

As to claims 18, 25-28, and 30-32, Sugiura does not explicitly teach use of the variance in

the scaling factor to reduce the quantization error. Tzou teaches that in an adaptive system the

quantization of an image is ordered according to the variance of the image coefficients to reduce

quantization error (col. 2, lines 21-42). It would have been obvious to a person of ordinary skill

in the art at the time of invention to use the image variances as taught by Tzou with the reference

and scanned image to arrive at the scaling factor of Sugiura and Agarwal in order to reduce

quantization error.

Allowable Subject Matter

4. Claims 1-13, 16, 19, and 33 are allowed. The following is a statement of reasons for the

indication of allowable subject matter: the prior art does not teach quantizing image data with a

first quantization table, encoding the quantized image, generating prior to transmission a second

quantization table related to but nonidentical to the first quantization table, and transmitting the

encoded image, encoding table and the second quantization table.
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Serial Number: 08/411,369

Art Unit: 2608

Response to Arguments

5. In the first office action Examiner made a 35 USC §112, second paragraph rejection based

on the observation that the JPEG standard was not tied to a citation number nor a date. Applicant

has responded to this rejection by citing p. 6, lines 11-13. Examiner understands this response to

mean that the JPEG standard being referred to throughout the specification is that found in

“Information technology - digital compression encoding of continuous - tones still images - part 1:

Requirements and Guidelines,” ISO/[EC IS10918—l, October 20, 1992.” That being the case, the

35 USC §112, second paragraph rejection made in the first office action is withdrawn.

6. With respect to the 35 USC 103 (a) rejections, Applicant argues that the references only

have one table and comments on Examiner’s acknowledgement that Sugiura does not teach a

second quantization table related to the first table. It is Examiner’s position that the combined

references of Agarwal and Sugiura or Agarwal, Tzou, and Sugiura teach a second quantization

table where given the inherent nature of filters found in Agarwal in how they are represented by

tables, the filter function related to energy is factored into the second quantization table of

Sugiura so that the second quantization table is related to but nonidentical to the first quantization

table. Also in the first action Examiner stated that taken alone Sugiura taught that the second

table was related to the first table but not through an energy relationship.

Applicant further argues that Agarwal teaches a Video image whereas the present

application is in the realm of still image compression. It is Examiner’s position that the concept of

relating compression and decompression functions through energy relationships as applied to
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compression ofvideo images can be applied to compression of still images since both procedures

are in the realm of image compression. Furthermore, the claims do not require still images.

Conclusion

7. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time

policy as set forth in 37 C.F.R. § 1.136(a).
A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL

ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION.

IN THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE
MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT

MAILED UNTIL AFTER THE END OF THE THREE—MONTH SHORTENED

STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE

ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE

PURSUANT TO 37 C.F.R.V§ 1.136(a) WILL BE CALCULATED FROM THE MAILING

DATE OF THE ADVISORY ACTION. IN NO EVENT WILL THE STATUTORY PERIOD

FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM THE DATE OF THIS

FINAL ACTION.

8. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone number is (703) 305-3 865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Dwayne Bost, can be reached on (703) 305-4778.

Any inquiry of a general nature or relating to the status of this application should be

directed to the Group receptionist whose telephone number is (703) 305-3900.

3}
Brian L. Johnson

May 17. 1997 Dwmmsaosr
SUPERVISOHY PATENT EXAMINER

GROUP 2600



HUAWEI EX. 1116 - 689/714

=>’d his ful

(FILE 'USPAT' ENTERED AT 14:37 17 ON 15 MAY 1997)
83 SEA ((TABLE## OR MATRI###) AND (DEcOMPRESS### OR DEQUANTIZ

R (INVERSE QUANTIz?)))/AB
4 SEA (((CODE BOOK) OR CODEBOOK) AND (DEcOMPRESs### OR DEQUA

Z? OR (INVERSE QUANTIz?)))/AB
SEA L2 NOT L1

SEA ((TABLE# OR MATRI### OR CODEBOOK OR (CODE BOOK)) AND D

D?)/AB

QUE 382/CLAS
QUE 348
QUE 348/CLAS
QUE~358/CLAS
QUE L5 OR L7 OR L8

125 SEA L4 AND L9
113 SEA L10 NOT L1

FILE USPAT
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' BRIAN L. JOHNSON Wed May 14 19:02:45 EDT 1997

(FILE ’USPAT’ ENTERED AT 15:24:57 ON 14 MAY 1997)

SET PAGE SCROLL

s 382/254-275/CCLST
QUE (DEQUANTIZ? OR QUANTIZ?)/AB
s L1 AND L2

QUE (DEQUANTIZ? OR DECOMPRESS?)/AB
3 L1 AND L4 »
s L5 NOT L3

3 5508942/PN
QUE 382/CLAS
QUE 358/CLAS
QUE 348/CLAS,
s L8 OR L9 OR L10

s ((TABLE# OR MATRI###) AND (DECOMPREss### OR DEQUANTIZ? OR (
S L12 AND L11
S L13 NOT (L3 OR L6)
3 L12 NOT L13
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.
n

‘ BRIAN L. JOHNSON Wed May 14 14:52:42 EDT 1997

(FILE ’USPAT’ ENTERED AT 14:19:05 ON 14 MAY 1997)

SET PAGE SCROLL

Ll QUE (QUANTIZ OR DEQUANTIZ?)/AB
L2 33 S L1

L3 QUE (CONTRAST OR RESOLUTION OR BRIGHTNESS OR INTENSITY OR ENE
L4 1 S L2 AND L3
L5 64469 S (COMPRESS? OR DECOMPRESS?)/AB
L6 3136 S L3 AND L5

L7 998 S DECOMPRESS?/AB

=> s 17 and 13
5160 CONTRAST/AB
7753 RESOLUTION/AB
3514 BRIGHTNESS/AB

15650 INTENSITY/AB
50584 ENERGY/AB

48 L7 AND L3
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BRIAN L. JOHNSON _ "-Ton Oct 28 17:16:11 EST 1996

(FILE ’USPAT’ ENTERED AT 16:17:15 DN 28 ocT 96)

o s 382,348,358/CLAS

41535 s 382 OR 343 OR 358/cLAs
415 s L2 AND COMPRESSION AND QUANTIZATION

SET PAGE SCROLL '

41535 s 382 OR 343 OR 358/CLAS
88 s L4 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T

L1 AND COMPRESSION
L4 AND COMPRESSION

L7 AND QUANTIZATION

L8 AND (MATRI### OR TABLE#)

L7 AND QUANTIZATION (P) (MATRI### OR TABLE#)
382/CLAS'
348/CLAS _
358/CLAS_.:
L11 OR L12 OR L13
382 OR 358 OR 348/CLAS
L14 AND COMRESSION AND (QUATIZATION (3A) (MATRI### OR T

0

U)U2-CIJUICDCGIUJUJUJUQUIUI
L14 AND COMRESSION AND (QUANTIZATION (3A) (MATRI### OR

L14 AND COMPRESSION AND QUANTIZATION
L18 NOT L17
L19 AND REFERENCE

L20 AND (DCT on (DISCRETE COSINCE TRANsEoRM))
L20 AND JPEG
L21 NOT L22

S
S
S
S
S
S
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BRIAN L. JOHNSON bn Oct 28 16:47:22 EST 1996

(FILE ’USPAT’ ENTERED AT 16:17:15 ON 28 OCT 96)

0 s 382,348,358/CLAS
41535 s 382 OR 348 OR 358/CLAS

415 s L2 AND COMPRESSION AND QUANTIZATION
SET PAGE SCROLL

41535 S 382 OR 348 OR_358/CLAS
88 s L4 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T

L1 AND COMRESSION
L4 AND COMRESSION

L7 AND QUANTIZATION
L8 AND (MATRI### OR TABLE#)

L7 AND QUANTIZATION (P) (MATRI### OR TABLE#)
382/CLAS I
348/CLAS
358/CLAS
L11 OR L12 OR L13
382 OR 358 OR 348/CLAS

L14 AND COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T

0

U]UIUJUIUJUJUIUIUIUIUJUJ
L14 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

L14 AND COMPRESSION AND QUANTIZATION
L18 L17
L19 AND REFERENCE

AND (DCT OR (DISCRETE COSINCE TRANSFORM))

S
S
S
S
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' U.S. Serial No. 08/411,369

I For: TEXT. AND IMAGE SAVHI-IARPE,N_ING,OF,JPEG

, .. ,7‘/_ ,,‘inifia1,i,i3§§s~g,Y .

 V  
K.

_ RESPQNSE_ U1VDER_37 _C'ER1.116
EXPEDITED PROCEDURE REQUESTED

EXAMINING GROUP 2608

Attorney’s Do. No. 1o94s93-i"

1. IN THE UNITED STATESPATENT AND

A Examiner: Johnson‘,?B.CI:

1 Group Art Unit: 2605: cmG‘;
(3 ,‘..Q
:3 1"-J

I HEREBV _cEflT1FY,, THAT THIS
CORRESPONDENCE‘ BEING’ DEFDSITED
WITH THE UNITED STATES POSTAL’ SERVICEIS FIRST CLASS MAIL IN AN ENVELOPE
RUDRESSED T0‘. ' ‘-

Inre patent application

Beretta, et al.

Filed: March 27, 1995,

[:1 commissioned OF PATENIS AND
IRADEMAHKS. wasnmsmu on. 211231

fiisstsrnm coumsslcmsn FORF‘ m.WAsHNGTON o.c. zuam

Clnssnsmm ooumssmnaa Fen
TRADEMARKS. 29M GRYSTAL DRIVE.
AHLINGTDMVA 22302-G513

COMPRESSED IMAGES IN ‘FREQUENCYDOMAIN

Box AF

Assistant Commissioner for-Patents

Washington, 20231

AFTER REJECJTION UNDER 37 C.F.R. 1.116

Applicants respond to the Office Action, Paper No. 5, dated May 27, 1997,

as follows:

In the claims:

Please amend claims 14, 16, 19, 29 and 33 as follows:

14. A _ (First Amended) A method of compressing and transmitting images

which produces decompressed images having improved text and image quality,

the method comprising:

compressing at source image into compressed image data using a first

quantization table (Q3);
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forming a second lqukantization table (QD), wherein. the second quantization

table is related to the first cpiantization table in accordance with a

predeterminedftinction of the energy areference image, and the energy in a
scanned image-*such.that the seco . uantization table. D) is configgred to

 ;4 it

transmitting the compressed. imagedata; and “ A

decompressing the compressed image data using the second quantization

table Q1) .

16. (First Amended) A method of compressing and transmitting images

which produces‘ decompressed images hairingimproved text and image [quality

according to claim 15 wherein the step scaling the first quantization in

accordance with the predetermined function is performed] ualit the method

usin a first

uantization table _ );_

formin asecondt u ’ 'zation table 3 wherein the second uantization

table is related to the first quantization tablejn accordance with pa

. redetermine ' nction of the ener‘ in a— reference ima e and the r in a

scanned‘ ima e-

transmittin the com ressed ima Ae dat ' d

cond uantization
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to the transmitting step.

19. ‘ (FirstvAmended) A method [according to claim 14’ further

comprising:] of compressing: anditransmitting images which produces
M roved text and i‘ he ualit the metho

com risin : 4

compressing a source imageinto compressed image data using a first

quantization table §Q_E);:

forming a second quantization‘ table (QB); mherein the second gugjtization

’ transmitting the compre’ssed image data;

decom res in the com ressed ‘ a eidata usin the cond uantization

.{ table QB;

encapsulating the second quantization table with the compressed

image data‘to*fo'rm an encapsulated‘ data file; and

transmittingithe encapsulated data file.

29. (First Amended) A method "of improving text and image quality of

‘ compressed images that are compressed using the JPEG compression standard,

the method comprising:

selecting a reference image;
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Q    to

determining theienergy content ofthe reference image; _ g

selecting a scanned image;
A determining the energy content of the scanned image;

selecting a first 'quantizati’o_n; table (QE);
A scaling the firstfquantization. table (QE) to form a second quantization

table (Q15) accordingto the ratio of_the energy in the ré'ference‘» image to the

energy contentof the scannedimage‘ such t t the second uantization table

.b a canner;

compressingga source image in accordance with the JPEG standard using

M the first quantization; table (Q13); and

decompressing the;sourc'e image in- accordance the JPEG standard.

using the second-quantization table QB whereby the decoinpressed image has

improved image quality.

33. (FirstiAmended)A.1_nethod of liumproviunggtexlzt andimage quality
[according to claim 29 further comfirisingz] of compressed imagesthat are

usin the JPE.-Gnco’ I ' i " I A emethod com risin :
’ selecting a reference ilmag V

a content 0 he reference ima e‘

selecting a, scanned image;

se ctin V’ aifirsti ‘uantizatioriztable .

. st uantization: table
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energy content of the sca.n.ned image;

comp‘ressing a—sg1;rg;e imagein accordance ‘with the standard using

the first Quantization table 1Q,-_);_

com ressin the solirceima ein accordance th .' . tandard

using the second gvuantizationtable Q15.wherelg'xV the decompressed image has

improved image Quality; C ' C

encapsulating the second quantization table (QD) with the compressed '

image to form a_,JPEG'file; ‘and.

transmittingtheeoverra limited bandwidth channel. ..

REMARKS

Claims 1-13, 16, 19 and 3.3_'_are indicated as allowed: Claims 14, 15, 17,

20-23, 29 and 34-36 are_ rejected tinder U.S;C. §103(a) as being unpatentable
over Sugiura (5,465,164) in vi‘ewofAgarwal (5,488,570). Claims 18', 25-28, and

30-32 are rejected tinder 35 U.S.,C. §103(a) as being unpatentable over Sugiura
(5,465,164)-sand-Agarw’al (5,488,570) asapplied above, further in View of Tzou

(4,776,o3'oj. . Reconsideration is requested. I
Claims 16, 19 and 33 were indicated as a11owed but depended from

rejected claims 14 29, respectively, and have therefore been rewritten in

independent form-to include all of the limitations of their base claims. No new

matter has been added. Claims 16, 19 and 33', as amended, are now allowable as

I independent claims.
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i 17 20-23 129. and 34-36 oirei atentable under 35 U.S.C. §lQ.3(g)

The_EXaminer states that.Agarwal.teaches that a second quantization

function (Which c_an be incorporated into’ a table) is related to -a first quantization

table, scaled in accordance with a predetermined function of the energy in a

V reference image and the energy ina scanned image in order to enhance the

image during the decodingprocess (col. 1, lines 35-60 Where an energy measure

value corresponding to the blockof the encoded" second video frame is then’

energy value of the reference image; the energy measure threshold value

corresponding to the selected quantization level for the ‘block in accordance with

the training video frames which are the scanned images; the comparison
function is the predetermined function; andthe end resultant fiilterfunction can

be incorporated into a table such» as the second quantization table).

The Examiner concludes that it would have been obvious to a person of

ordinary skill inthe art atithe time of the invention for Sugiura to decompress

using a quantization function which could be incorporated into a table -based on a

first quantization table scaledin accordance with a predetermined function of

the energy in a reference image and the energy in a scanned image as taught by

Agarwal in order to enhance the imagelduring decoding.

The Examiner takesvthe position that the combined references of Agarwal

and Sugiura teach a second quantization tablelvyhere, given the inherent nature

of filters found in Agarwal in how they are represented by tables, the filter

function relatedto energy is factored into thesecond quantization table of
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Sugiura so that the second quantization table is related to but nonidentical to

the first quantization table.

Applicants respectfully traverse the Examiner’s characterization of the

quantization tables.ofAgarWa1 andAExaminer’s position that Agarwal and

Sugiura teach a second quantization‘ table based upon the inherent nature of the

filters found in Agarwal. Though Agarwal is a very long and complex reference,

the invention-described appears _.to be directed to exploiting "the perceptual

propertiesof the human visual system in a statistical sense to arrive at

quantizationttables that minimize perceived-quantization»artifacts at .a given

effective bit rate." (C01. 120, ll. 29-35),. Agarwal then goes on to describe a

process for designing .a set of N quantizati'on'ta_bles wherein table Q1 is at the

perceptual threshold (i.e. it generates no perceptible artifacts but at the expense

of abit rate that is potentially muchhigher than a target bit rate) and wherein

the remaining quantization tables are designed to have monotonically decreasing

intermediate bit rates. (Col. 120, 1, 43 to col.‘ 121, 1. 67). It appearsthat the

quantization tables ofAgarwal are directed toward quantization tables which"

reduce theibit rate required to encode anaimage with the least perceptible

artifacts for typical video. v(Col..121, ll: 49-54).

By contrast, the present invention is directed toward a method of

compressing and transmitting images which produces decompressed images

having improved text and image quality, which includes forming a second

quantization table Q9 which is related to the first quanti,zatio’n tab1é_QE in

accordance with a predetermined function of the energy-in a reference image and

the energy ina scanned image, as recited in claim 14 (from vvhich claims 15, 17
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and 20-23 depend). "Also, inqc_ontr‘as"t to" the references relied upon the invention

includes a method of improving text image quality of compressed ‘images
that are compressed,using theaJ compression standard, Whichmethod

includes_ scaling. the first quantization’ table (Q3) -to form a second quantization

table (QD) according to the ratio of the energy in the reference image to the

energy content of the scanned image, as recited in claim. 29 (fromwhich claims

34-36 depend)‘.

In the present invention, the second quantization table. is used to restore

the energy level of thescompressed image.which,i like the scannedimage, suffers

from the inherent limitations of— a, scanner, to the energy ‘level of a reference

image that does not ‘suffer the inherent limitations of the color scanner

because it is not compromised’ by the misregistration and limitations of the

A scanner. (Spec, p. 15,‘il.- 19 to p.‘ 16,1. 13). Agarwal thus does not appear to teach

the second quantization table of the present invention nor doesthe function of

the second table appear to he inherent in the natureof the filters of'Agarvval.

Claims 14 29 have been amended to more particularly point out and
distinctly claim the features of the present invention. Claim 14, from which

claims 15-17 and_ 20e241depend, is amended to recite "forming a second
quantization table .(QD),_vvherein the second quantization tahle is related to the

first quantization-tablein accordance withapredetermined function of the

v energyin a reference image and the energy in a scanned image, s1i1_a1;_t:l1_e

second guantization.table'_}§QJ5 I is confi’ ' ed Iito-com _'ensa’te for ima e

degradation caused hy a scanner". 29,. from vvhichrclaims 34-36 depend; is

. amended to recite "scaling the firstVquantization~table (QE) to form a second
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quantization table (Q15) accordingjto the ratio of.the energy inthe reference

image to the energypcontent of the scanned image, 

 ";—Theamendinents to claims 14 and 29 are. supported by

the specification as originally filed at p. 13, ll. 24-14,lp. 14, 11. 16-19, and p. 15, l.

19 to p. 16, 1. 13. No new matter has been added.

In light of the amendments and remarksiabove, Applicants submit that

nothing in Sugiura and Agarwal, alone "or in combination, teaches orsuggests

the second. quantization tablesQD-of the present invention, as recited in 2

« independent claim 14,'from;Which claims :15-17'and 20-24 depend; "and in

independent claim 29, from Wl1ich,clai1‘ns134-36 depend. Accordingly, these

claims are patentable over the citjed references.

In addition, in regard to claim-17,, theIExaminer has overlooked the

significanceiof the features of theiiinvention as claimed. Performing the step_of

scaling the first-quantiz'ati‘on_ in accordance withthe predetermined function ..
subsequent to the transmission, step, as recited in claim 17, permits the present

V method to beutilized to improve the image quality of an image transmitted from

a conventional device to be deconipressed using the second quantization table.

(Spec. p. 17,‘ l.. 14, ‘to p; 18, l. 4). This feature of the present invention as recited

inclaimp 17 provides claim 17.with_ separate grounds for patentability in addition

to those discussed above.
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Claims 18 25-28‘ and 30-32 are-” aten ‘

(4, 776, 0302, ‘ ' ' “

The Examiner states that Tzou teaches that in an adaptive system the

quantization of an image is ordered according to the variance of the image

coefficients to reduce quantization .error (col. 2, lines 21-42). The Examiner »
concludes that it would have been obvious to a person of ordinary skill in theiart

l atthe time of the invention to use the imagevariances as tau"ght"by Tzouwith

the reference. and scanned image to -arrive at the scaling factor of Sugiura and

Agarwal in order to reduce quantization error. The Examiner takes the position

that the combined references of Agarwal, Tzou and<Sugi-ura teach a second I

I quantization _table Where given the inherent nature of filters found in Agarwal in

how they are represented bytables; the filter functionnrelated to energy is

factored into the second quantization table of Sugiura so-that the second .

quantization table is related to but nonidentical to the first quantization table.

Applicants respectfully traverse. As discussed above with respect to

amended claim 14, from which claim 18 depends, and amended claim 29, from

which claims 30-32 depend; and Which applies with equal force to claim 25," from

which claims 26-’28.depend; Agarwal does not appear to teach the second

quantization table of the present invention. A

Further, Tzou appears to be -directed to an adaptive systemin which

quantization bits are allocated to various discrete coefficients according to the

variance of each coefficient and assigned order to obtain the largest reduction

10
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in duantization error. (Co1.:2;_1l. 21-55).» There does not appear to be any
teaching in Tzou with respect to the use oi the". second quantization table of the ‘

present invention that is related toaquantization ta:blebased'upon the >-
energy level of a reference image, whichdoes not suffer from the inherent l

limitations of a color scanner", versus the energy level of a scanned image, that is V
'afi'ected by the limitations of the color scanner, which enables. the energy level of l
scanned images to be—.restored to_that of the reference image" order to improve
the quality of the scanned images

Applicantsthereforezrespectfully submit that nothing in Sugiura, Agaxwal I.

‘ and Tzou, alone: or combination, teaches‘ or suggests thevquantization table

Qnior the scaling matrix S, of the present -invention.

In View of the foregoing remarks, Applicants respectfully submit that the

application is now in condition for allowance and action to that end is requested.
Please address all future "communications tozll

Records Manajger M V . V
_ LegalTDepai‘tment, 20BO " A

Hewlett-Packard Company
0 P.O.Box_1030.1" - 0

— Palo Alto,‘ California 94303-0390

V ljirect all telephone calls to: 15.-AS_chuyler (415) 857-33$9.

Respectfully submitted, I

JOHNSON, _ :
' _ McCOLLOM &-VSTOLQIWITZ, P.C. V . ~ _ p , _ -

1030 S.W.' Morrison‘ Street _ M ‘r C Johnon, Jr,
Portland; Oregon. 97205] _ f ation V 1*
Telephone: (503) 222-3613 A V
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"Legal I Dép'a:rtmenfi“2'OB'N ‘=-
' M ‘—-,D..sox 110301 '

Tvpéd Name
'sign'eture_:_. _

‘QNsE‘ UNDER 57 CPR 1.116
I i . _DI.TED PROCEDURE REQUESTED

EXAMINING. GROUP 2603
‘=HEWlE1iV‘l’A°i<A*‘?i5.‘59Mi’..5i"Y". ' ‘ PATENT APPLICATION

. . _ » , . ». . ATTORNEY DOCKET No. 10 94393‘ 1
“._-‘,_!Alto, California 94303-0890’ ’ , . . ' 1-1

" ' I IN;-.1'.HE7~ -‘ .. . .-

‘lJl_\llTbE:D..$_.'l'ATE‘S'PA1?Ei\lT AND TRADEMARK OFFICE ’

GIORDANO 'BERET]TAs'  I
_ .1 ‘VASUDEV and’ KONSTANTINOS KONSTANTINIDES

S°'.ia' "°" .08/411,369‘ ‘ - I I . Examiner: B; Johns%E’;1

Filing Date:‘ March 27, 1995 _ Z608

TExT..AN15.I,1MAGE' .SHARPEN1NG OF .J'PEG COMPRESSED IMAGES

Group ‘Art Unit:

Title:

IN FREQUENCY EDQMAIN

;BOXAF'..I .» .
AssIsTANT coMM_Iss_I_oNER Eon PATENTS

1 Washington} D.C.‘. 2023i . V .

Sir:

Transmitted herewith is/are‘A.th_e: following in the above-identified application:
(X3! Response/Amendrnenlt A A ' *) Petition to extend time to respond
(X3: New.fefe.ascalculated below a ( ) Supplemental Declaration

' I No additioneisfeefi (Address envelope to "Box-Non-FeevAmendments")
) ., .

l

l Other:

cI.AIM‘s,As’ AMENDED air OTHER THAN A sMALL E_NTITY _

i5)‘ 1 (6) (7) '
»I=REsENT RATE ADDITIONAL

EXTRA FEES

. 'l4) 1-
‘ -HIGHEST NUMBER

‘ ‘PREVIOUSLY PAID FOR

‘I2I.__ . - -
cLAIMs REMAINING; . NLIMEER

' Ai-‘FER AMENDMENT I '

Charge 1'$ ‘A to lJ‘e1Dosit_‘Acoount Q8-20251 ‘At any’ time during the pendency of this
appliloation, _pIease_ charge any fees required or ‘credit ,'a‘ny overpayment -to Deposit Account ‘O8-2025
pursuant to ‘37 QFR 1.25; Additionallyplease chargeany fees‘ to‘ Deposit. Account 08-2025 under 37

~ CFR 1.19, 13.20 a'.mI 1.21. A duplicate copy of this sheet is enclosed. I

Respeotfullyrsubmitted,
" RETTA ‘VASUDEV BHASKARAN and

,cfi.9'tEH that this‘ correspondence is being

first class. mail. in an _~‘enI'/elopé addressed to:Assistant Commissioner for Patents, Washington,
D.C. 20231.. > - *' A

Date of Deposit: ‘ Jul)? 28, 7 19.971 _
' v Reg-. No. 29,396

‘Date:July 28, 1997

Te'iepho’ne’No.b: (503) 222-3613
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' D.C. 20231 .

0 . A _' WNSE -UNDER 37 CFR 1.116 ’‘E I-TED._PROCEDURE REQUESTED
- A ~ . EXAMINING GROUP 2608

PATENT APPLIcATIoN

r

' epaitment;'20BN . '
10301 . . : . ATTORNEY DocI<ETNo. 10943934alifornia 94303-0890 ‘ , '

_ - A _ . IN ‘THE’
UNITED sTATEs;I=ATENT AND TRADEMARK 0FFlCE

GIORDANO.BERETT»A,b. , _- _
VASUDEV1 BHASKARAN and KONSTANTINOS KONSTANTINIDES I .3

O8/411,369 ' Examine” B- Johnféjn

Filing Date: March 27; ""1995 M ' A Group Art.Unit: 2608 $3. O .

Title:' TEXT.-AND IMAGE3I_SHA‘RPENING OF JPEG COMPRESSED IMAGES
‘.3’

.. IN‘ FREQUENCY DOMAIN

BOX AP A
AssIsTANT COMMISSIONER-FOFK PATENTS
washington,-Ioj.-_c; 20231

Sir:

Transmitted herewith is/arethe following in the above-identified application: V
‘POI ResponselAmendnient _ ' . ' l ) Petition to-extend time to respond

DC‘; New fee as _calculated,_be|ow ,. . ‘ ( ) Supplemental Declaration
( ) No additionalfeev, 1, (Address envelope’ to "Box Non-Fee Amendments"). ’
l ) Otherz. — I ‘ ' A

cLAINIs As AMENDED av.oTIIEI=I’ TI-IAN-A SMALL ENTITY

(1) M .(2) I ~ ‘ Iaif ' - '7I4I'j_ I5) . Is) (7)
FOR CLAlMSjBEMA_lNlNG‘ QNUAMBER ‘HIGHEST. NUMBER PRESENT - HATE ADDITIONAL

AFFER AMENDMENT EXTRA '-.‘PFlEVlOUSLY PAID FOR 'EXTRA _ . FEES
TOTAL . l A — , « M _

. CLAlMSv 135 _ ' 36» ' _X 221 ' $ 0

INDEP. \ M,NUS' . = v X ' 3

1 FIRST PFIESEINTATIION OF A MULTlPLE“D!AEPEN‘DE'NTM CLAIM H
FEE

'. III H I ‘I I0 -I‘ I II ' OII -EXTENSION3
' A '- TDTALADDITIONAL FEE $240 'FOR THIS AMENDMENT '

Charge‘; 5 240 . to Deposit Account O8-2025.‘? At anyltirne during the _pendency of this
applicationpplease; charge any fees required or credit any overpayment to Deposit Account O8-2025
pursuant to 37' CFR '1.2_5. Additionally please chargeany. fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate, copy of this sheet is enclosed. '

Respect)‘-ullyvsubmitted, »
‘BERETTA .1/ASUDEV BI-IASKARAN and

I hereby certify that this correspondence is being WINIDES
deposited with the United States Postal Service as"
first class mail in an envelope_._addressed to:
Assistant Commissioner for. Patents; Washington;

No. 29,
I Date of Deposit: July‘ 28, ;_ 199 7, i A A orneyl . for Applic

Reg. No. 29,396

Date:July 28, 1997

Telephone No.: (503) 222-3613
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UNITED’ STATES ‘DEEBLQITMENT OF COMMERCE' Patent and Trademark Ollie:
‘Address: COMMISSIONER OFPATENTS AND TRADEMARKS t

Washington, D.C; 20231

SERIAL NUMBER FILING DATE FIRST NAMED APPLICANT

,1 .3 [,1 -| 1 :“4r~=.":i U13 /';7;'7J“§IE~ BERETT9

_. ssnirneoa

F.;f_{[‘;r_‘_rF*T' ' l*'li3tNfil":'4'ER _
LEIEAL DE.'F'r-’§Ft'Tl*1El\lT ::r_n3:_u
HEMLETT pm;;j.;;;.r.;n[.» I.'llI!ltlF‘:‘3l‘-l“.*' _
[2 :3 max 1o:«u::1
l=-.-Ai_r_*.» ai:r'nr LTA 9«1:3II'=3f'=5=?’l7‘ DATE MAILED:

Below is a cammunlcatlonilrom the EXAMINER In charge of this application

COMMISSIONER or PATENTS AND TRADEMARKS

ADVISORY Acrion

[Z/THE PERIOD FOR RESPONSE:

8) Eris extended to runTor continues to run 3 Mwfflti from the date of the final rejection .
, b) I:] expires three months from the date of the final rejection—or.as- oi the mailing-dateol‘ this Advisory..Action, whichever is later. in no

eventhowever, will the statutory period-for the response expire later than six months tromrthe date of the final rejection.

Any extension of time must be-obtainedvvby filing a petition under 37 CFR 1-.136('a), the proposed response and the approprlatetee.
The date on which the response, the petition . and thefee have been filed is the date of the response and also the date for the

V purposes of determining the period oi extension and the corresponding amount of the fee. Any extension fee pursuantto 37 CFH
_. 1:17 will be calculated from the date of the originally set shortened statutory period for response or as set forth in b) above.

[3 Appellant's Brief is due in accordance with 37 CFR 1.192(a . ‘ t

K Applicant's response to the final rejection, filed 7 7'5’ V Q 1 has been considered with the following effect, but it is not deemedto place the application in condition for allowance: ‘

1- E] The proposed amendments to the claim and /or specification will not be entered and the final rejection stands because:

--a. There is no convincing showing under 37 CFR 1.116(b) why the proposed amendment is necessary and was not earlier
presented. '

, b. jThey raisenew issues that would require further consideration and/or search. (See Note).

c. E They raise the issue of new matter. (See Note).

d. _ They are not deemed to place the application in better fom1 for appeal by materially reducing or simplifying the issues for ,appeal.

e. I: They present additional claims without cancelling a corresponding number of finally rejected claims. r

NOTE:

3' 3

Newly proposed or,amende?claims H I’ I 73 akwould be allowed it submitted in a separately filed amendment cancellingthe non—allowable claims. 7. ' Ii .

jUpon the ‘filing an appeal, the proposed amendment will be entered I] will not be entered and the status of the claims willbe as follows:

Claims objected to: .j

Claims rejected: 25 '13.. . .___._ ..
However;

1:] Applicant's response has overcome the following rejection(s):

4. .The affidavit, exhibit or request forreconsideralion has been considered but does not overcome the rejection because W-‘
. -—---~--~Cvia::‘w.s-'7:E==-7:X'—-e3(‘v=wlv1‘wa'r"‘bEl1‘¢was ‘i‘1"'»" S-J5" "Wt-v ’fM“"t>‘\C‘

.. . fiflliififi -rr .~.~ _ a.-«J c-Stbun J l.

presented.

» _ The p[op_o_s_ed_drawing_cgrrecfion has El has not beer_t_§pp_roved by_t_he e)gamine_r_.
. El Other

lJWAYlllE aosr“
SUPER‘I!=°"P"PATENTEXAMINER

‘ 8.9.2603 .
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HEiNi,i;2t.:r:-;r.»A_.{:KAno coMPANit§_
Legal Department, ZOBN _ "Ti ,
P- 0- Box 10301 ' ATTORNEY DOCKET No.
Palo Alto, California 94303-0890

PATENT APPLICATION

1094893-1

IN THE ’

UNITED STATES PATENT AND TRADEMARK OFFICE

/1) . ,\

Inventor(s): Giordano Beretta, et

Examineri B. Johnson
‘ \

Group Art Unit: 2608

- TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY
DOMAIN '

Filing Date: 03/27/95

Title:

ASSISTANT COMMISSIONER FOR PATENTS .

Washington, D.C. 20231

PETITION FOR EXTENSION OF TIME

May 27. 1997

application, a shortened statutory period of 3

In an Office Action mailed on , on the above-identified U.S. Patent

months was set for response. In accordance

with 37 C.F.R. 1.136(a), applicantlsl hereby request(s)—a:

( l_

(X) two months

one month

I I three months

( ) four months

time extensionso that the period for response to the Office Action expires on 10/27/97
I0/B0/1997 IIIRTI9 00000040 0002082025 0041135901 F.C:1l6, . _ 3", A , _ _

Chai_‘§93___3_9L__ to Deposit Account O8-2025. At any time during the pendency of this
application, please charge any fees required or credit any overpayment to Deposit Account 08-2025
pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account O8-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

I hereby certify that this correspondence is being
deposited with the United States Postal Service as :

l l First Class Mail Respectfully submitted,

(X) "Express Mail Post Office to Addressee" Giordano.Beretta, et al

service under 37 CFR 1.10.\ ‘ /' _'i-’
"Express ll/lail" label no. EM1933°2733U5

in an envelope addressed to: Assistant Commissioner Marc P. Schuyler
’for Patents, Washington, o.c. 20231. .

- Attorney/Agent for Applicantlsl
'.iaaxe.ef--Deposit: September 30, 1997 Reg_ No_ 35,675I Q3?‘
Typed Name: Nelia de Guzman

. D t ; September 30, 1997
Signature: a e

Telephone No.: 650/857-3359

Rev 10/96 [Ext Timel
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- »wr 2 U_lllITl'_ED..'STATESlDEPARTMEl\lT or commence

. - 4 Patent: 'anI:l.Tratlema'rk;Dffice -. , _ ’
Address: COMMISSIONER OF PATENTS AND TRADEMARKS

vwashington. DC. 20231

. .—-. ’ I31 _. ‘__ _' .,_ ,., ,._ E A ‘ . _ g 1” IL;
APPi.lc'ii' IO NuiiiIB'Eii "v ' " " F|LINGl)A:l‘E .- — FIHSTNAMEDAPPLICANT _A1TOFlNEYDOCKETNO.

a3:I:u:i.e:=5 '. l..l*lE.~1/III1*1f.E.
Meagan JUHNEDN MCCULLQM STDLDNITZ
1339 EN MURRISUN ET
"‘ D ZR 97”U5 g

Fi_il—'-.TL£i—il\l ‘ll :. E754 g

ll/15/93

0

DATE MAILED: '

NOTICE or ABANDONMENT

This application is abandonedin view of: '

CI Applicant's failure to_tirne|y file a proper response to the Office letter mailed on

El A response (with a Ceniticate of Mailing or Transmission of’___g).was received on
 ,which is after the expiration of the period for response (including a total extension of
time o » ‘month(s))* which expired on A V ‘ - T »

U A proposed response was received ona,but it does not constitute a proper response to the final
rejection. ' ‘

(A proper response to a final rejection consists onlyof: a timely filed amendment which places the application in
iconditiontor allowance; a Notice‘ of Appeal; or the filing of a continuing application under 37 CFR 1.62 (FWC).

|:l. Nojresponse has been received.

Cl ‘ Applicant's failure to timelylipay the ‘requiredissue tee within the statutory period of three months from the mailing date
of the Notice of Allowance. I

[I The i.4.a.'.e~iaa"(wiiii a ceniiicaia of Mailing or Transmission’oi"-AT-) was received on
I: submitted issue feeofinsufficient. The issue fee required by 37 CFR 1.18 is$4.

A E The issueufee has not been received. >

‘El Applicant's failure;to_ timely file new formal drawings as required in the Notice of Allowability.
C‘ Proposeclnew form'aI.clrawings (witha Certificate of Mailing or Transmission of .

‘ received on . » ' ‘

E The proposed new:forinal.drawings filed are not acceptable.

A El No proposed new formal drawings have been’recei'ved.-

A E/."r'he express abandonment under 37 CFFi 1.462(9) in raver of the FWC application filed on 3-_° - 9 » - .
V :| The letter of e5;'préss— abandonment which is signed by the-atlorneyor agent record. the assignee of the entire

inter'est,"or' all of the applicants. ‘

D - The letter of express abandonment which. Is signed by anvattomey or agent (acting in a representative capacity‘ under
‘ 37 CFR 1.34('a) upon the filing of a continuing application. ' ' ' ..

— CI. The decision by the Bo_ard_ofvPatent Appeals andlnterlerencesvrendered on‘ ‘ r . ’ ~
for seeking court review-of the decision has expired and-there are no allowed claims.

Cl The reason(s) below: ~ , - _
» ‘V DWAYNE D. BOST \ .

. . . . SUPERVISOR‘! PATENT EXAMINER
F0FtM.F_’TO-1432(l-'tEV.1lJ-95) . ’ gfigup 2109
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Farm PTO-1584 Elev. 2197)

PTO UTILITY GRANT

Paper Number_,L_.Z/

The Commissioner of Patents
and Trademarks

Has received an applicationforapatentfora
new and useful invention. The title and de-
scription of the invention are enclosed. The
requirements oflaw have been complied with,
and it has been detennined that a patent on
the invention shall be granted under the law.

Therefore, this

United States Patent

Grants to the person(s) having title to this
patent the right to exclude others from mak-
ing, using, ojferingfor sale. or selling the in-
vention throughaut the United States of -
America or importing the invention into the
United States of/lmericafor the term setforth
below, subject to the payment ofmaintenance
fees as provided by law.

If this application was filed prior to June 8,
I 995. the term of this patent is the longer of
seventeen yearsfrom the date ofgrant ofthis
patent or twenty yearsfrom the earliest e ec-
tive U.S. filing date of the application, sub-
ject to any statutory extension.

If this application wasfiled an or qier June
8, 1995. the term ofthispatent is twentyyears
from the U.S. filing date. subject to an statu-
tory extension. If the application contains a
specific reference to an earlierfiled applica-
tion orapplications under 35 U.S.C. 120, J 21
or 365{c), the term ofthepatent is twentyyears
from the date on which the earliest applica-
tion wasfiled, subject to any statutory exten-
sion.

Commissioner ofPa ten is and Tmdemariu

WWWAttest
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