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COMMISSIONER OF PATENTS AND TRADEMARKS
KJ/T his application has been examined D Responsive to communication filed on____ D This actlon is made final.

A shortened statutory period for response to this action is set to expire —g month(s), 6 days from the date of this letter.
Failure to respond within the period for response will cause the application to become abandoned! 35 U.5.C. 133

Part] THE FOLLOWING ATTACHMENT(S) ARE PART OF THIS ACTION:

1. IZ/ otice of References Cited by Examiner, PTO-892. 2. Q’Noﬂce of Draftsman’s Patent Drawing Review, PTO-948.
3 Notice of Art Cited by Applicant, PTO-1448. 4, D Notice of Informal Patent Application, PTO-152.
5 Information on How fo Etfect Drawing Changes, PTO-1474.. s [1

Parti SUMMARY OF ACTION

1. gclalms l - 3 G are pending in the application.
Of the above, claims are withdrawn from consideration.
2.1 élalms _ have been cancelled.
‘ 3. (| Clalms . are allowed.
a, &’Clalms ( '—3 6 are refected.
5. D Claims are objected to.
6. D Claims, are subject to restriction or election requirement.

7. D This-application has been filed with Informal drawings under 37 C.F.R. 1.85 which are acceptable for examination purposes.

8. D Formal drawings are required in response to this Office action. i

9. I:I The corrected or substitute drawings have been received on . Under 37 C.ER. 1.84 these drawings
are []acceptable; (3 not acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PTO-948).

10. [:I The proposed additional or substitute sheet(s) of drawings, filed on . has (have) been [lapproved by the
examiner; [Jdisapproved by the examiner (see explanation).

11. D The proposed drawing correction, filed , has been [Japproved; D disapproved (see explanation).

12, |:| Acknowledgéement is made of the claim for priority under 35 U.S.C. 119. The certified copy has 1 been received [ not been received
[ been filed in parent application, serial no. ; filed on .

13. E] Since this application apppears to be in condition for allowance except for formal matters, prosecution as to the merits is closed in
accordance with the practice under Ex parte Quayle, 1935 C.D. 11; 453 O.G. 213.

14. D Other
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Serial Number: 08/411,369 Page 2
Art Unit: 2616
0™
CY A\
/
DETAILED ACTION

Cléim Rejections - 35 USC § 112
1. Claims 25-36 are rejected under 35 U.S.C. 112, second paragraph, as being indefinite for
failing to particularly. point out and distinctly claim the subject matter which applicant regards as
the invention. The claims refer to the JPEG compression standard. Hdwever, the specification
does not indicate which JPEG compression standard is being referenced. Unless the date and

citation number of the standard are provided the claims will remain indefinite due to the indefinite

reference.

Claim Rejections - 35 USC § 103
2. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(2) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

3. Claims 1-3, 5-9, 14-17, 20-24, 29, and 34-36 are rejected uﬁder 35 U.S.C. 103(a) as being
unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to representative claims 14 and 15, and claims 1-3, 5-9, 29 and 34-36, Sugiura teaches
a method of compressing and transmitting images which produces decompressed images having

improved text and image quality, the method comprising:

HUAWEI EX. 1116 - 458/714



Serial Number: 08/411,369 Page 3

Art Unit: 2616

coinpressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);
| forminé a second quantization table (Qd), wherein the second quantization table is related
to the first ﬁuantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications
Circuit 110 of fig. 1);

decompressing the compressed image data using the second quantization table Qd
(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).

Sugiura does not explicitly teach that the second quantization table is related to the first
quantization table scaled in accordance with a predetermined function of the energy in a reference
image and the energy in a scanned image. Agarwal teaches decompressing (decoding) a second
video frame by relating (comparing) the energy of the scanned image (block of the encoded
second video frame) to the energy of a reference image (corresponding to the scaled quantization
level for the block where the energy for the quantization level is selected in accordance with
training video frames) (col. 1, lines 35-60). It would have been obvious to a person of ordinary
skill in the art ét t.he fime of the invention for Sugiura to decompress using a quantization table
scaled in accordance with a predetermined function of the energy in a reference image and the
energy in a scanned image as taught by Agarwal in order to decrease quantization errors.

As to claims 16 and 17, Sugiura teaches that the second quantization table (Inverse

Quantization Table) is determined independent of the order of transmission (fig. 1). It would

HUAWEI EX. 1116 - 459/714
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Art Unit: 2616

have been obvious to a person of ordinary skill in the art at the time of the invention to scale prior
or subsg:quent to the transmission step since the second quantization table is determined
indepen«ient of.ih_e, order of transmission.

As té claims 20-23, selecting a target image; rendering the target image into an image file;
the target image having elements critical to the quality of the image are inherent in using a
reference to control the quality of the compression process. Images which have text including
text with a serif font are well known in the art (official notice).

As to claim 24, in using a reference image to control the quality of the compression
process of a scanned image it would have been obvious to a person of ordinary skill in the art at
the time of the invention that scanned image could be the reference image since the reference
image is readily available to be a scanned image and would serve as a check ofthe quality
assurance steps.

4, Claims 4, 10-13, 18, 25-28, and 30-33 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in view
of Tzou (4,776,030).

As to representative claim 18, and claims 4, 10-13, 25-28, and 30;33, Sugiura does not
explicitly teach use of the variance in the scaling factor to reduce the quantization error. Tzou
teaches that in an gdaptive system the quantization of an image is ordered according to the
variance of the image coefficients to reduce quantization error (col. 2, lines 21-42). It would have

been obvious to a person of ordinary skill in the art at the time of invention to use the image
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Art Unit: 2616

variances as taught by Tzou with the reference and scanned image to arrive at the scaling factor of
Sugiura and Agarwal in order to reduce quantization error.
5. } ‘Claim ’19 is rejected under 35 U.S.C. 103(a) as being unpatentable over Sugiura
(5,465,164) and Agarwal (5,488,570), further in view of Applicant’s admissions of the prior art.
As to claim 19, Sugiura and Agarwal do not explicitly teach encapsulating the second
quantization table Qd with the compressed image data to form an encapsulated data file; and
transmitting the data file. Applicant admits that the prior art teaches that the data includes the
quantization tables for use in the decompression process (p. 5, lines 1-6). It would have been
obvious to a person of ordinary skill in the art to include the quantization table which will be used
in the decompression process in the transmitted data file as taught by the prior art for the data file
of Sugiura and Agarwal where the second quantization table would be used to decompress.
Conclusion
6. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone number is (703) 305-3865.
The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The

examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Leo H. Boudreau, can be reached on (703) 305-4706.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone number is (703) 305-4700.

Brian L. Johnson
May 12, 1997
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etramn wiirme ~oeo—..T AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENTNO. : 5,465,164 : Page 1 of 2
DATED . November 7, 1995
INVENTOR(S) :© Susumu SUGIURA, et al.

It is certified that error appears in the above-indentified patent and that said Letters Patent is hereby
corrected as shown below:

IN THE DRAWINGS
Sheet 7

Figure 8A, "ERRER" should read --ERROR--
(both occurrences).

Column 1

Line 43, "an" should be deleted.

Column 2

Line 67, "main" should read --the main--.

Column 3

Line 8, "reminder" should read --remainder--.
Line 40, "reminder" should read
--remainder--.
Line 49, "reminder" should read
- -remainder--.

Column 4

Line 13, "dominator" should read
--denominator--.
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UNITED STATES PATENT AND TRADEMARK OFFICE

CERTIFICATE OF CORRECTION

PATENTNO. : 5,465,164
DATED ! November 7, 1995
INVENTOR(S) - gygumu SUGIURA, et al.

It is certified that error appears in the above-indentified-patent and that said Letters Patent is hereby
corrected as shown below: :

Column 5

Line 53, "corresponds" should read --corresponds
to--.

. Column 7

Line 7, "values" should read --value--.

Column -8

Line 54, "step" should read —-éteps-—-.

Signed and Sealed this
Fou_rteenth Day of May, 1996

Attest: 6@,« Zacmw\

BRUCE LEHMAN

Attesting Officer » Commissioner of Patents and Trademarks
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5,465,164

1

IMAGE PROCESSING METHOD AND
DEVICE FOR THE SAME

BACKGROUND OF THE INVENTION

I. Field of the Invention

The present invention relates to an image processing
method and device for the same by which image data is
quantized.

7. Related Background Art

At present, an Adaplive Diserete Cosine Transform
ADCT (Adaptivraphic Expert Group) system is intended 1o
be standardized as a compression system of a multi-value
image data by JPEG (Joint Photographic Expert Group).

Also, it is contemplated to use the ADCT system in the
ficld of a color image communication, in particular, in the
field of a color facsimile,

Nevertheless, the above ADCT system has been studied to
be applied to an image having the relatively small number of
pixels such as an image on a CRT.

Therefore, the application of the ADCT systcm, as it is, to
a field such as the color facsimile requiring a high resolution
gives rise to a new problem. More specifically, when the
ADCT system is employed for the color facsimile, as it is,
a deterioration of image quality such as shade off, disloca-
tion and spread of color is caused in the field of fine lines of
characters, graphics and the like.

Further, when data compressed by the ADCT system is
compared with data prior to compression, density is not
preserved and thus image quality is deteriorated,

SUMMARY OF THE INVENTION

Taking the above problems into consideration, & first
object of the present invention is to provide an image
processing methed and a device for the same by which
image quality can be improved.

Another object of the present invention is to provide an
image processing method and a device for the same by
which a quantized error produced in quantization is reduced.

To achieve the above objects, according to a preferred
embodiment of the present invention, there is disclosed an
image processing device which comprises a conversion
means for converting an image data to a space frequency
component, a quantization means for quantizing the space
frequency component converted by the conversion means,
and a control means for controlling the quantization means
50 that a quantization error produced when the converied
space frequency component is quantized by the quantization
means is diffused to nearby space [requency components.

Further, the present invention has another object for
further improving an image compression method referred to
as ADCT,

Furthermaore, the present invention has a further object for
providing an image processing methad and device for the
same by which & compression ratio as well as image quality
are improved.

Other objects and advantages of the present invention will
become apparent from the following embodiments when
taken in conjunction with the description of the accompa-
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing the arrangement of an
embodiment according 10 the present invention;

FI1GS. 2A and 2B are diagrams showing a zig-zag scan-
ning;
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FIGS. 3A-3C are diagrams showing a conventional guan-
tization method;

FIGS. 4A—E arc diagrams showing a quantization
methad according to the present invention;

F1G. 5 is a block diagram showing a characteristic portion
of the present invention;

FIG. 6 is a diagram showing a second embodiment of the
presernt invention;

FIGS. 7A and 7B are diagrams showing an cmbodiment
embodying an error diffusion unit 601;

FIGS. 8A-8E are diagrams showing another embodiment
embodying the error diffusion unit 601;

FIGS. YA and 9B are diagrams explaining the coment of
a bit diminution unit; and

FIG. 10 is a diagram showing the arrangement of a third
embediment according to the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 is a block diagram showing an embodiment of an
image processing device according Lo the present invention,
wherein 101 designates an image input unit composed, for
example, of a color scanner arranged as CCD line sensors
for R, G, B; 102 designates a color companent conversion
unit for converting R, G, B signals of each pixel produced
in the image input anit 101 1o YUV (lightness, chromatic-
ness and hue) component signals; and 103 designates a DCT
circuit for causing each component signal of YUV 1o be
subjected to a discrete cosine conversion to thereby perform
an orthogonal conversion from a true space component t0 &
frequency space component; 104 designates a quantization
unit for quantizing the orthogonally converted space fre-
quéncy component by & quantization coefficient stored it a
guantization table 105; 107 designates a line through which
iwo-dimensional block data, which is quantized and made to
linear data by zig-zag scanning, is ransmitted; 108 desig-
nates & Hulfman coding circuit having a DC component
composed of category information and a data value obtained
from a difference signal and an AC component classified to
categorics based on the comtinuity of zero and thereafter
provided with a data value; 106 designates a Huffman
coding table whercin & document appearing more frequently
is set 1o a shorter code length; and 109 designates an
interface with a communication line through which a com-
pressed image data is transmitted to a circuit 110.

On the other hand, data is received by an I/F 111 on a
receiving side through a process completely opposite Lo that
when the compressed data is transmitted. More specifically,
the data is Huffman decoded by a Huffman decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranped in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coefficient
set from an inverse quantizing table 115. Next, the thus
abtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image cutput unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer, ink jet printer
and the like,

Although the above deteroration of image quality is
caused by various factors, one of main factors is coniem-
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plated to be that an error {remainder) produced in quanti-
zation performed by a quantization table following v a
processing performed by DCT is cut off.

The present invention is devised to preserve the error
amount as effectively as possible to thereby prevent the
deterioration of image quality as much as possible,

Thus, according to embodiments of the present invention,
a reminder or error produced when quantization is per-
formed by a quantization 1able is multi-dimensionaliy dif-
fused to nearby frequency components to keep the frequency
components of an original image as much as possible so that
an image with less deteriorated guality can be reproduced.

A DCT portion as a main poriion of the present invention
will be further described here prior to the description of the
chemeieristic portion of the embodiments of the present
invention.

FIG. 2A shows an arrangement of frequency component
values subjected to a discrete cosine conversion of §x8
which is a base of the DCT portion. Although this arrange-
ment is basically a two-dimensional frequency structure, it
can be made to a lincar frequency arrangement by a zig-zag
scanning, as shown in FIG. 2B. In FIG. 2B, a DC compo-
nent, and linear frequency component up to n-dimensionat
frequency component are arranged from the Ieft side thereofl
Each numeral in FIG. 2B is obiained by adding an address
in a vertical direction and an address in a horizontai dircction
in FIG. 2A, and thus these numerals in FIG, 2B show an
address and do not show a value of a frequency component.

FIGS. 3A-3C show a conventional quantization system,
and FIG, 3A shows a value of a frequency component just
after DCT and FIG. 3B shows a quantization table. FIG. 3C
shows a result of quantization performed by using FIGS. 3A
and 3B, wherein the values shown in FIG. 3A are simply
divided by the values shown FIG. 3B and portions other than
an integer portion are cut off, from which it is assumed that
a considerable error is caused by the cutting off.

FIG. 4A~4E show a ponion of an embodiment of the
present invention.

FIGS. 4A, 4B and 4C correspond to FIGS. 3A, 3B and 3C,
respectively, and FIG. 4D shows a reminder value after
quantization has been performed. For example, since the
data valee of & first frequency component is 35 and a
corresponding table value is 10, a value 3 is obtained after
quantization and thus a remajnder is 3. This remainder 5 is
shown in the second box in FIG. 4D. Therefore, 2 second
frequency component 45 is made to 50 by being added with
the remainder 5 in the previous frequency. Since this value
50 is divided by a table value 10, a guantized value of 5 is
obtained with a reminder of 0. An image of good guality can
be reproduced on a receiving side in such a manner that a
{requency component loss caused by cutting off is reduced
by diffusing a remaining error component {o a nearhy
frequency component, as described above,

FIG. 5 shows a specific arrangement for performing the
processing shown in FIG. 4, wherein 501 designates color
decomposition data of three colors YUV input from the
color component conversion unit 102; 502 designates a
buffer memory composed, for example, of an FIFO for a
plurality of lines {or extracting data for gach block of 8x8
pixel {rom the color decomposition data of the three colors;
503 designates a DCT conversion circuit, 504 designates a
zig-zag memory for storing a space frequency component
produced by being subjected to the discrele cosine conver-
sion and further subjected to the zig-zag scanning conver-
sion as described above: and 505 designates an adder for
adding data from the zig-zag memory 504 with data delayed
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by a clock and supplied from a register 508 and outputting
resultant data. This addition operation of the adder 505
corresponds to an addition operation of the remainder value
and next data in FIG. 4. The data from the adder 505 is
divided by a divider 506 and only the integer portion of
resultant data is output as 513, Designated at 507 is a
subtracier for subtracting a value obtained by multiplying
data of 513 made to integer by a quantization cocfficient (an
output from & multiplier 514) from data supplied from the
adder 505 to thereby creale remainder data. The remainder
data calculated by the subtracter 507 is stored in the register
508 after delayed by a clock. On the other hand, a value of
the dominator in the divider 506 is a memory portion in
which quantization data stored in 509 is stored. Designated
at 514 and 511 arc address counters for extracting data from
509. These address counters 510 and 511 are operated in
synchronism with a clock from a clock generator 512
together with the buffer memory 502, BCT conversion
circuit 503, memory 504, and register 508,

Note, although a system based on a linear error diffusion
is described in the above example, it is apparent that the
same effect can be obtained in such a manner that errors are
two-dimensionally diffused about the line connecting the
point 00, 00 to the point 70, 07 in FIG. 2A, and this is also
included in the present invention.

According to this embodiment, since a frequency com-
ponent conventionally ct off by the DCT quantization
portion is accumulated to a nearby frequency component
and corrected, a reproduced image is less deteriorated and
thus a reproduced image of good quality can be obtained.
Moreover, since the basic requirements of the ADCT are
observed, a special extension circuit is not required on a
receiving side and thus this invention is expected to greatly
contribule to a communication of a color image hercinafier.

Next, FIG. 6 is a biock diagram showing another embodi-
ment according to the present invention, wherein 101 des-
ignates an image input unit composed, for example, of a
color scanner arranged as CCD line sensoars for R, G, B.

An output from the image input unit 101 is processed in
an error diffusion unit 601 such that the bit number of the
image data in the input unit 101 is diminished and an error
produced in the process of diminishing the bit number is
diffused to some nearby pixels of a subject pixel. Therefore,
an outpit from the error diffusion unit 601 is cbtained in
such a manner that a result obtained by diffusing the errors
of the nearby pixels is added to the value of the subject pixel
and the number of bits of the subject pixe! is diminished.
This output is processed such that the RGB signals thereof
are converted v YUV (liphiness, chromaticness, hue) com-
ponent signals by a coler component conversion unit 102,
next each component signal of the YUV is subjected to a
discrete cosine conversion by a BCT circuit 103 and thus a
true space component is orthogonally converied to a fre-
quency space component. Designated at 104 is a quantiza-
lion unit for quantizing the orthogonally converted space
frequency component by a quantization coefficient stored in
4 quantization table I05; 107 designates 2 line through
which two-dimensional block data, which is quantized and
made {o linear data by zig-zag scanning, is transmitted;
designated at 108 is a Huffman coding circuit having a DC
component composed of category information and a data
value obtained from & difference signal and an AC compo-
nent clagsified to catcgories based on the continuity of zero
and thereafter provided with a data value designated at 106
is a Hulfman coding table wherein a document appearing
more frequently s set to a shorter code length: and desig-
nated at 109 is an interface with a communication ling

HUAWEI EX. 1116 - 477/714



5,465,164

5

through which a compressed image data is transmitted to &
circuit 110.

On the other hand, data is received by an VF 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Huffman decoded by & Huffman decoding unit
112 in accordance with a coeflicient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coeflicient
set from an inverse quantizing table 115, Next, the thus
obtained data is inverse DCT converied by an inverse DCT
cenversion anit 116 and cenverted from the YUV color
componenis (o the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy primted by a laser beam printer, ink jet printer
and the like.

Therefore, in this embodiment, an input image of high
quality can be compressed by an ADCT conversion circuit
without being affecied by the number of bits of the input
image in such 2 manner that the input image is read by the
input unit 101, the number of bits thereof is diminished
without deteriorating the quality of the image by using an
error diffusion method even if the number of quantized bits
per pixel is increased and further the inpul image is sub-
jected to an ADCT conversion. In addition, it is possible that
the number of bits processed by the ADCT conversion
circuit is made smaller than a usual number by diminishing
the number of bils of an image data at the input unit to
thereby make the scale of the ADCT conversion circuit
smaller.

Further, the deterioration of image quality may be further
restricted by using an improved ADCT shown in FIG. 5 in
place of the ADCT unit shown in FIG. 6 and a quantization
error produced after a DCT conversion is net cut off but
effectively preserved by an error diffusion.

FIG. 7A shows a first embodiment of the error diffusion
unit 601. Image data of 10 bits input to the error diffusion
unit 601 are first inpul to adders 701, 702 and 703 and added
with diffusion errors of three color components output from
a D-flipflop 706. Therefore, the data outputs from the adders
701, ‘702 and 703 have the number of bits up to 11 bits. The
tower 3 bits of each of the outputs are cut off by a lower bit
diminution unit 704 for cutting off bits and thus the output
becomes a signal of 8 bits and supplied to a color component
conversion unit 102, Further, a lower bit extracting unit 705
extracts 3 bits having the same value as that cut off by the
lower bit diminution unit 704 from cach of the ouiputs of 11
bits supplied from the adders 701, 702 and 703 and supplies
the same 10 a D-flipfop 706. Each of outputs from the lower
bit extracting unit 705 corresponds the diminution of bits
performed at the fower bit diminution unit 704 or an error
itself produced in the quamtization. A pixel clock CLK in
synchronism with the outputs from the input unit 101 is
supplicd to the D-flipflop 706 and thus a delay of a pixei is
performed. Therefore, respective color component quanti-
zation errars RE, GE, BE output from the D-fiipflop 706 are
input io the adders 701, 702 and 703 together with pixel data
spaced therefrom by a pixel and added therewith, Therefore,
as shown in FIG. 7B, since a subject pixel (pixel being
processed) is added with a quantization error positioned in
front of it by a pixel, it can preserve a gradation correspond-
ing to 10 bits regardless of the subject pixel being quantized
to 8 bits by the lower bit diminution unit 704. To supplement
the above description, an error produced by the cutting off
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process in the lower bit diminution unit 704 has a positive
value. As a result, outputs from the adders have 11 bits
without & sign.

FIG, 8A shows a second embodiment of the error diffu-
sion unit 601. Image daia of respective color components R,
G, B each having 8 bits and input from the input unit 101 to
the error diffusion unit 601 are first input to adders 801, 802
and 803 and ndded with diffusion errors of three color
components output from error operation units 820, 817 and
8§18, Therefore, the data outputs from the adders 801, 802
and 803 have the number of bits up to 9 bits. The bits of
these outputs are diminished by bit diminution units 804,
805 and 806 and thus each of the outputs becomes a signal
of 4 bits and is supplied to a color component conversion
unit 102,

Further, the outputs {rom the adders 801, 802 and 803 are
subtracted from the outputs from the bit diminution units
804, 805 and 806 by subtracters 807, 808 and 809 and thus
data Re, Ge and Be can be obtained from errors 807, 808 and
8§09, Note that data from the bit diminution units 804, 805
and 806 arc added with 0" and are normalized to come-
spond to 9 bits. As shown in FIG. BC, these crrors are
divided 1o the circumference of the position of a subject
pixel at division ratios of A, B and C, wherein (A, B, C) may
be set, for example, to (0.4,0.2,0.4). ‘Therefore, when errors
produced in the circumference of the position of the subject
pixel are assumed a, b and ¢ as shown in FIG, 8B, the errors
af A-a, Bb and C-c are added to the position of the subject
pixel around the circumference thereof by the adders 801,
802 and 803, as shown in FIG. 8E, To supplement the above
description, the error Re of the position of the subject pixel
shown in FIG. 8C is divided as A-Re, B-Re and C-Re to the
positions in the circumference of the subject pixel as shown
in FIG. 8D.

Since the error operation units 820, 817 and B18 for
calculating the total of divided errors RE, GE, BE have the
same arrangement, the error operation unit 820 will be
deseribed here. The error Re input to the error operation it
820 is delayed by a pixel and by a herizontal line through a
D-flipflop DFF 811 and one line width FIFO memory 810,
respectively and an output from the one line widih FIFQ
memory 810 is further delayed by a pixel by a D-fiipflop
DFF 812, Therefore, errors a, b and ¢ in the circumferential
positions of the subject error posilion are obtained from the
D-flipfiops DFF 811 and DFF 812 and one line width FIFO
memory 810 and these errors a, b and ¢ are multiplied by a
division ratios A, B and C, respectively, by multiptiers 814,
815 znd 813 and the total amount thereof A-a+B-b+C-c are
calculated by an adder 816 to determine RE which is added
with the value of the subject pixe! by the adder 801

Next, operation of the bit diminution units 804, 805 and
806 will be described. As shown in FIG. %A, a first example
is a method of cutting off the lower § bits of an input signal
of 9 bits and remains ony the upper 4 bits thereof,

In a second example, the bit diminution unit is composed
of a table using a ROM and RAM. FIG. 9B shows an
example of the comtent of the table, which nonlinearly shows
the relationship between an input of 9 bits and an output of
4 bits, In this second example, data exceeding 255 repre-
sented by an input of 8 bits are rounded to a maximum value
of 4 bits and thus an output of 4 bits can be effectively used
without adversely affecting the process of the color compa-
nent conversion unit 102 and the processes following to it.
In the system shown in FIG. 9A, however, the number of bits
ased is actually in the range of from 3 to 4 bits and thus this
system is a little disadvantageous. Further, in FIG. 98, it is
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preferable that data converted to data of 4 bits does not
exceed the value of input data when it is added with a bic 0"
as it is and converted Lo 8 bits by normalization. With this
arrangement, all the errors produced in the subtracters 807,
808 and 809 have a positive value and the values output
{rom the adders 801, 802 and 803 also surcly have a positive
values accordingly, and thus no problem is caused. If a value
obtained by normalizing an output shown in FIG, 98
cxcecds an output value, the following cases will result,
First, an output from the subtracters 807, 808 and 809 may
produce a negative error and thus an output from the adders
801, 802 and 803 may have a negative value. In this case, the
output becomes 10 bits as an output by being added with a
sign bit. Accordingly, the bit diminution units 804, 805 and
806 arc composed of a table for an input of 10 bits. In this
case, if an arrangement is such that when a negative value
is input, an output from the table becomes 0 by rounding the
value, data can be supplied to the color component conver-
sion unit 102 without producing a negative output in the bit
diminution units 804, 805 and 806, and thus such a disad-
vantage that values of R, G and B are negative is not caused.

Therefore, in the systemm shown in FIG. BA in which bit
diminution units 804, 805 and 806 are composed of a table,
respectively, when an input value to the 1able exceeds the
number of bits of R, G, B to an input unit 101, an output
from the table is rounded within the number of bits input to
the input unit 101 (255 types of representations in the case
of 8 bits) and a negative input value {5 rounded 1o 0. As a
result, the number of bits supplied to a color component
conversion unit 102 is effectively used in a full range and an
error diffusion processing is performed without causing a
disadvantage that a negative value is produced, and thus a
gradation corresponding to the gradation at the input unit
101 can be provided.

To supplement the above description, when an input value
1o the table exceeds the number of bits of R, G, B to the input
unit 101, one bit of the output bits (4 bits in this embodi-
ment) from the table is needed for an error diffusion and thus
these bits cannot be effectively used. Further, a negative
value less than O is output with respect to a positive or
negative input value to the table, one more bit is used as a
sign bit. In this case, 2 bit using cfliciency is further lowered
as well as the color component conversion unit 102 must
process a not existing nepative value of R, G, B, which is not
theoretically comeet and sometimes calculation cannot be
performed.

As described above, according to this embodiment, the
number of bits of image data can be diminished prior to the
ADCT image compression process, and thus a circuit scale
of the ADCT circuit can be diminished and input data having
bits larger than those which can be processed by the ADCT
circuit can be received.

Moreover, even if the number of bits of input image data
is diminished, the emors caused by the diminution are
divided to circumferential pixels, and thus luminance data or
density or gradation data can be preserved, whereby the
number of gradations achieved by the number of bits of the
inpui image data can be preserved as it is.

Next, a further embodiment of the present invention will
be described. This embodiment is characterized in that the
diffusion of errors is also applied to the DC component
obtained as a result of quantization in the ADCT. As
described above, a difference between a quantized vatue of
a usual DC component and a guantized value of a DC
component in an 8x8 block positioned in front of the usual
DC component by & pixel in the ARCT and coded, However,
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an error caused when the DC component is quantized is cut
off as it is. Therefore, the density or pradation of an image
is not preserved unless the frequency of occurrence or the
size of posilive errors and negative errors is normally
distributed or the total of positive errors coincides with the
total of negative errors over the entire image screen.

According to the embodiment of the present invention
described above, errors produced when the DC component
of an Bx8 block is quantized are diffused 1o nearby blocks or
a circumfercntial 8x8 pixel block and the blocks diffuscd
with the errors are quantized after the errors are added to the
DC component. The DC component shows an average value
of image data in the 8x8 block, and thus when this average
value is preserved by the diffusion of the crrors, a density or
gradation of the image is preserved as a whole and a
decrease in the reproduced number of gradations can be
prevented.

FIG. 10 is a diagram showing the arrdngement of this
embodiment.

All the errors of the DC component, of this embodiment
can be contained in a quantization unit 104. Since an error
diffusion process for an AC component is described above,
only an error diffusion process for a DC component will be
described here. First, only a DC component as the head
portion of data output from a zig-zag memory 504 as aresult
of an 8x8 DCT processing is latched by a2 DC component
extraction unit 1001 and added with a quantization error of
a DC component of an 8x8 pixel of a previous block by an
adder 1002. An output from the adder 1002 is quantized by
being divided by a DC coefficient of a guantization table 105
by a divider 1003 and rounded. A value obtained as a result
of the division is muitiplied by a DC quantization coeflicicnt
by a muliplicr 1004 and a dilference between a thus
obtained value and an output from the divider 1003 is
determined by a subtracter 1006 and serves as a quantization
error. The quantization error is delayed by a block by being
latehed once by a latch unit 1007 and then added by the
adder 1002 with an output from the DC component extrac-
tion unit 1001 which is a DC component of the next block.

On the other hand, the quantization data as the output
from the divider 1003 is delayed by a block by being latched
by a latch unit 1005 and supplied to a subtracter 1008, which
subtracts the ome-block-delayed data as an output from the
lntch 1005 from the quantization data as the output from the
divider 1003 and outputs a thus obsained difference.

A switching unit 1009 switchingly and sequentially out-
puts the difference value of the DC component and the
quantized value of the AC component.

Note that the description of the same elements in FIG. 10
as those in FIG. 5 is omitted,

What is claimed is:

1. An image processing method for processing image data
arranged in image blocks, comprising the step of:

converting image daia to a space frequency component

for each image block; and

diffusing a quantization error produced by quantizing a

space frequency component of an image block to
another space frequency component of the same image
block.

2. An image processing device for processing image data
arranged in image blocks, comprising:

conversion means for converting image data to a space

frequency component for each image block;
quantization means for quantizing said space frequency
componertt converted by said conversion means: and

HUAWEI EX. 1116 - 479/714



5,465,164

9

control means for controlling said quantization means so
that a quantization error produced by guantizing the
space frequency component of an image block is dil-
fused 1o another space frequency component of the
same image block.

3. An image processing method according to claim 1,
wherein said quantization error is multi-dimensionally dif-
fused 10 said other space frequency components,

4. An image processing method according to claim 1,
further comprising the step of quantizing said space fre-
quency component,

5. An image processing methed according te claim 1,
further comprising the step of assigning a Huffman code to
said quantized space frequency component.

6. An image proce.sing method according to claim 1,
further comprising the step of transmitting said Huffiman
code,

7. An image processing method, comprising the steps of:

converting image data having a first number of bits to

10

image data having a lesser number of bits; and

diffusing an error produced in said conversion process 1o
nearby image data and then converting the error-dif-
fused image data inio frequency component image
data.

8. An image processing method according to claim 7,
wherein the first converting step is an ADCT image com-
pression/extension processing.

9. An image processing method for processing image data
arranged in blocks, wherein the method is used in an ADCT
image compression/extension processing, comprising the
steps of converting image data to a space frequency com-
ponent for cach image block, quantizing a converted space
frequency component and diffusing a guantized error pro-
duced by gquantizing a space [requency component of a
block to another frequency component of the image block.

* »* * * *

HUAWEI EX. 1116 - 480/714



o Lo E8595 XEr p776 030

mniziavey A4

. Umted States Patent (9] {11] Patent Number: 4,776,030
(45] ~Date of Patent:  Oct. 4, 1988

v 5 , _

L ‘ Tzou
: [54] BLOCK QUANTIZER FOR: TRA\SFOR\I K. N. Ngan, * *Adaptive Transform Coding of Video
CODING - Slgnals," IEE Proc., vol. 129 Pt. F, No. 1, Feb, 1982,

- o - Arun N. Netravali and John O. Limb. *Picture Coding:
(7] In‘ventor: Kou-Hi Tzou, Bvefdford‘. Mass: _ . A Review,” Proceedmgs of the IEEE. vol. 68. No. 3.
[73]. Assignee: GTE Laboratories Incorporated, . Mar. '1980.-

: . ~Waltham; Mass. Paul ‘A. Wintz, “Transform Picture Codlng “Proceed-
: ings of the IEEE, vol. 60, No. 7, Jul. 1972. i

[21] Appl. No.: 845,644  : 3 9 heimas.,
. ; : Primary Examiner—Leo H. Boudreau
; {22] - Filed: Mar. 28, 1986 S Assistant. Examiner—A. Anne Skinner
: [51] Int. CL* oviviivieriosisiiosnosivsvssier. GOGK 9746 Attorney, Agent, or Firm—Hamilton, Brook, Smith &
[52] Us.CL 382/56; 358/260 ~ Reynolds . ,
- [58] - Field of Search 358/260, 133; 382/56, [571 : : ABSTRACT

382/39, 43; 364/725; 375/26 In a two-dimensional transforim coding system. the
: ., transform -coefficients are ordered -according to the
vananc_:e of the coefﬁcnents thro gh a\frame of coeffici-

) [56] :_’ o References Clted ;
e US PATENT DOCUMENTS

'3'64’)‘725 o

8/1983 P
6. 4/1985°
-4/1986 Ct 3587260 . - the pros
. 6/1987 Hatori . 358/135 " malizex ation’ er he
T i i ‘may be stored in a looku
, o OTHE‘R P UBLICATIONS | table as'a type of dlstrlbunon of thz
- ; L Aml K ain, “Image Data Compressmn' A Revnew, : S
. [ : Proceedmgs of the IEEE, vol. 69, No. 3 Mar 1981.

: 20 Claims, 5 Drawmg Sheets v

Vuﬁgﬁ- 'l' ]

- -|-Catculation [

Wil i)
| Tyeef - '2'-' 251
- ¥ Mapping :
by -6

‘.E"’" Block -
lg=hit] " Quantizer

"

HUAWEI EX. 1116 - 481/714



U.S. Patent  0Oct. 4, 1988 Sheet 1 of 6 4,776,030

HUAWEI EX. 1116 - 482/714




Sheet 2 of 6 4,7 76,030

Oct. 4, 1988

US. Patent

sezyuond - [HaTg Wy ] e oo
. 8 Ha-] Bl 21/ : indu|
ol Tig f 3 . Lo v .
‘| buiddppy .
K& a2z @ | |edhL
. Iq .‘, ‘..‘.Nb
; 7104u0] 21607 - puD «,.com_._,oafou e . — : o[Dsoly
ve—]-xPudq 2-Xowqq g 0Og o je————05N
j-xowq-[ ¥ z-xowq] ¥ EREE o ¥ o Tee s
S (o LR RN
_ ' I kLA WG N SR I By . .
4% 1 4% . .vm) _ : 2 I (hav | ‘dn-woo gmN_._m_w:c v :
syng || | wung | | ~| sung | doyng e SRS
92
0g | os ; 05~ | os
— T _ 1 _
ol sayng | Lol sagng [ L epng | L ssung
e’ 1 2’ ¥ et 2/ 1
v ) mmmguu<j - !
Ao 1 buiddo uouoInIIDY
s_mm. 1 oma g o S0UDLIOA |
g | o, 2 N

12/ , 02T e

HUAWEI EX. 1116 - 483/714




US. Patent  oct. 4, 1988 Sheet30of6 4,776,030

ACCEPT N2
ACCEPT . NTOTAL

38

|
o)
No- |

NCNT

Ao
Bo

wen. N —

s | PRI bmux

» ' ‘ E ~|'FOR b
b Ap = -1 .
Bb=—|

46
4 F\E\\YES
A, =07 -

| (a8
SELECT -
GAUSS!IAN
: AE-
' 40\ 54~ _ o . i l rSO
' o2 guFFEr 32| N0 o2 ,—BUFFER 32
DE(b—+BUFFER 34| - | © = .. | AE(b>BUFFER 34 |-
O —~BUFFER 32| .. -+  |DESELECT| ' "
— . ot [.GAUSSIAN]

HUAWEI EX. 1116 - 484/714



US. Patent  0ct. 4, 1988

i

INCNT=NCNT+| I

Sheet4of6 4,776,030

FIND b*
WHERE

FOR." MAXIMUM REDUCTION . [N : QUANT. ERROR

@ : 4

Db’= »mQX(DO,'DI, e e e Dbmox-l)

G+
NO  ISEMPTY J

5 /62
YES [ag=-1]
“Gg Hap | B =
" SINGLE
ELEMENT
56
i : (63

ASSIGN b.BITS TO
ELEMENTS [N’ GROUPS Gy,

*

3

HUAWEI EX. 1116 - 485/714




US. Patent  oct. 4, 1988 Sheet50f6 4,776,030

Smallest , NZ', N2_i et o - Largest

" Address -

: ‘ _ = e Address : Nz" :

HUAWEI EX. 1116 - 486/714




&
{Q . ¢ biJ
o« 8 :
R T e P R v
~ , N T
PS % AL :
- 8. ! _n ﬁ
Bbuiddoy
LE a-2 adA}L
B T = .Nb

& ‘q ‘

[T . -

,M : - Joyuo) - -91boT - pup_.. uoslDWO] — OIDIOky

- pe)iowag ¢-Xouag g Og - L J——,N

.m IOt 2-xouq 4 19 4 o411 oeel

e (R EL (wox)
. e [l 3V " 8jqoL 7
: —~ i R 82
be PED : _.wmq _ : e e [ ;,:ua.. dn-%o07 ‘_mﬁEo:o%
| e BTN I e S N 109]85
. Jayng sayng Rung | | B8 e ]

& | ‘

< (OE: 08 087

,.nlw 1 ] ]

o o sayng r._ oyng | ... L myng | ssyng

At i 27 F 7% &7 T

m R : ”wwmohvvd.”/.‘ w.v. ,

Lw : ,v_Nb ST ,,ph.v:_aaos_.
Dnm WYy S Qs T

" e 2

HUAWEI EX. 1116 - 487/714



P
ekt st kit e

2t

4,776,030

1
BLOCK QUANTIZER FOR TRANSFORM CODING

BACKGROUND

Due to the advantages of digital transmission in tele-
communications and the flexibility of signal processing
by digital circuitry, digital images are preferred in vari-
ous applications. However, the transmission of images
in digital format needs much more bandwidth than
transmission of analog waveforms. In order to reduce
the transmission rate for digital images, various image
compression techniques have beea developed. Among
them, transform coding has been proven to be an effi-
cient means of image compression.

In a typical transform image coding system, an image
is segmented into Slocks of equal size as illustrated in
FIG. 1. In the illustration of FIG. 1, an image frame is
divided into 5X5 blocks, each of which includes
4 4==N2 picture elements (pixels). Within each block,
the coefficients can be identified by the rectangular
coordinates ij. A small number of blocks and picture
elements are used for purposes of illustration, but a
more typical system would include 8 8 or 16 16 pixel
blocks to complete a frame of 512X 512 pixels.

A two-dimensional transform is applied to each
block, and a block coder i then used to encode the
transform coefficients, The decoding system is just a
reverse procedure corresponding to the encoding. Vari-
ous transforms have been studied for image coding
applications. Among them, the Discrete Cosine Trans-
form (DCT) is found to be the best from the combined
standpoint of performance and computational effi-
ciency.

With a discrete cosine transform an N XN array of
coefficients results from the transform of an NXN
block of pixels. With a discrete Fourier transform a
lesser number of complex coefficients would be ob-
tained. Because natural images tend to have smooth
teansitions, the coefficients tend to be greater in magni-
tude toward the lower frequencies, that is toward i,
j=0, 0. For that reason, more efficient use of bits is
made by allocating a greater number of bits to the lower
frequency coefficients during quantization. A typical
allocation of bits by, is shown in FIG. 1.

The most crucial task in designing a transform image
coding system i8 in designing a block quantizer to en-
code the two-dimensional transform coefficients. For
nonadaptive types of coding, 8 zonal coding strategy
that uses a fixed block quantizer might allocate the bits
a8, for example, shown in FIG. 1. Basically, this type of
block quantizer is designed according to the rate de~
tived from the rate-distortion theory. For Gaussian
sources with the mean squared error (MSE) distortion
measure, the optimal rate or number of bits, R AD), for
the {i,j)th transform coefficient is found to be

{1)
tlog ofyD of;>D

RifDy =
W o} &D

where oj;is the variance of the (i,j)th transform coeffi-
cient through the frame and D is the desired average
mean squared error. For most non-Gaunssian sources,
the optimal rate could not be found from the rate-distor-
tion theory. Actually, there have been no known practi-
cal methods to schieve the minimum mean squared
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error, even for Gaussian sources. Instead, the rate

+£AD) in equation (1) is rounded to its closest integer
[RiAD)], and an [R;{1D)]-bit optimal quantizer is used to
encede the transform coefficient. The optimality of the
rate-distortion block quantizer is lost by this rounding.
Further, a study recently showed that the distribution
of AC coefficients of the DCT is not Gaussian. Instead,
it is closer to a Laplacian distribution.

In another approach the allocation of bits is deter-
mined for each frame by computing, for each bit to be
assigned to a block of coefficients, the change in quanti-
zation error which would result by assignment of that
bit to each of the coefficients, Each bit is then assigned
to the coefficient which provides for the greatest reduc-
tion in gquantization error. A. K. Jain, “Image Data
Compression: A Review" Proceedings of the IEEE, Vol-
ume 69, Number 3, March, 1981, Pages 349-388, at 365.
The Jain approach requires extensive computations.

SUMMARY OF THE INVENTION

In an adaptive system, discrete coefficients in a block
of coefficients are quantized with different numbers of
quaamueta bits per coefficient. Corresponding coeffi-
cients in each block are quantized with & like numbeFof
bifd. To allocate the bits, the coefficients are ordered
according to the variance of the coefficients through a
frame of a plurality of blocks. (Because variance is the
square of standard deviation, ordering by standard devi-
ation would also order by variance.) Each quantization
bit is then assigned to a coefficient and the coefficients
are grouped according to the aumber of thus assigned
bits. The bits are assigned by determining, for each of
the pluuhty of quanuznuun bits per block, the reduc-
tion in the guantization error of the frame of blocks with
assignment of the quantization bit to the coefficient of
each bit group having the largest varisnce. The deter-
mined quantization errors ars then compared and the bit

-is assigned to the coefficient for which the largest re-

duction in quantization errer is obtained. The coeffici-
ents of each block throughout the frame are then quan-
tized with the assigned number of hits,

The systom has been developed for quantizing the
coefficients resulting from a two dimensional transform
of blocks of image data. Preferably, the change in quan-
tization error is computed for each coefficient from the
variance of that coefficient through the frame and a
normalized chiange in quantization errar for the particu-
lar bit being added. The normalized change in quantiza-
tion error can typically be defined for each bit group
based on the distribution of the incoming signal and the
nature of ‘ie quantizer to be used. The normalized
reductions in quantization error can be stored in tables
for known distributions such as the Gaussian and Lapla-
cian.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features, and advan-
tages of the invention will be apparent from the follow-
ing more particular description of & preferred embodi-
ment of the invention, as illustrated in the accompany-
ing drawings in which like reference characters refer to
the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead
being placed upon illustrating the principles of the in-
vention.

FIG. 1is an illustration of an image display organized
in 5% 5 blocks, each of 4X 4 pixels;
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FIG. 2 is a block diagram of an encoder embodying
the present invetion;

FIG. 3 is & flow chart of the comparison and logic
control of FIG. 2;

FIG. 4 illustrates the use of pointers to group vari- 5
ances in the system of FIGS. 2 and 3;

FIG. § is a block diagram of a decoder embodying
the present invention.

DESCRIPTION OF A PREFERRED
EMBODIMENT 1o

The present invention is based on the concept that
each bit to be allocated to a block of coefficients is best
allocated to that coefficient which provides for the
greatest reduction in guantization error with the addi- |5
tion of that bit. For example, once three bits have been
allocated in a block, the fourth bit should be allocated to
that coeflicient for which there will be the greatest
reduction in quantization error. If the two dimensional
array of NXN coefficients are mapped into a one di- ,,
mensional array of N? coefficients, the mean square
etror E which must be minimized is given as:

N2 )
Em= kil ot B 25
within a fixed total bit number constraint
A2
= 0
B=E b

where o is the variance of each coefficient through the
frame, by is the number of bits assigned to each coeflici-
ent k within each block and E(by) is the normalized 35
quantization error for each particular bi-bit quantizer,
E(bz) is directly and explicitly related tn the distribution
of the coefficients being encoded and the type of quan-
tizer used, and the quantizer can be either uniform or
ponuniform. In the case of DCT image coding, the AC
terms of the transform coefficients have a distribution
close to the Laplacian and the DC term has a distribu-
tion close to the Gaussian.

‘The reduction AEj in mean square error by allocating
another bit for coefficient k is 4

AEgm o [Elby)—Elbk+ )= ou OB BY 3

The design rule is to assign an available bit to the coeffi-
cient k that provides the largest AE;. Nevertheless, the
computation of AEy and the comparison for choosing
the largest AEx does not have to be carried out over all
coefficients k. With a given number of bits previously
ailocated to several coefficients, [E(bx)—E{bi+1)] is
equal for all coefficients. Therefore, the greatest reduc-
tion in mean square error AEx will result by allocating 55
the bit to the coefficient having the greatest variance.
Identification of the coefficient having the greatest
variance is facilitated by initially listing the coefficient
variance by order of magnitude, Initially, a single bit is
allocated to the coefficient having the greatest vatiance., 60
Thereafter, the coefficients are grouped according to
the number of bits allocated thereto and within each
group the variances are ordersd according to the mag-
nitude thereof. To allocate each additional bit, a compu-
tation is made according to equation 3 of the change in 65
mean square ervor which would occur if the bit were
allocated to the coefficient having the largest variance
in each group, The computed mean square error reduc-

w
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tion from each group then determines the coefficient to
which the bit is to be allocated, and that coefficient is
moved to the group of one additional bit.

Therefore, if an extra bt were allocated to Group Gy,
where b is the number of bits previously allocated, the
bit should be assigned to the group’s first element, that
is, that having the largest variance. The comparisons
that have to be carried out become those of comparing
the AEs corresponding to the first elements of each of
these groups. The design procedure of the bit map for
an N' XN transform with b bits assigned to each coeffici-
ent of each group can be summarized as follows:

Step 1. Initialize variables. Set Go={o12,022. .., os?.

.. oNEN}

Gp=Empty for b= 1. Set counter Nent=0,

Step 2. If Nent==total bits allocated to the NN biock,
then go to END.

Step 3. Calculate AE corresponding to the first element
of each group.

Step 4. Assign a bit to the first element of Group
Gy with the largest AE, and move that
element to Group Gpa1.

Step 5. Increment counter, i.e. Nent=Ncnt-+ 1.

Go to Step 2.

A system for implementing the above approach is
illustrated in FIG. 2. A sequence of pixels for an image
frame are- applied t0 a two dimensionsl transform 12
such as a DCT. In the transform the image is divided
into blocks as illustrated in FIG. 1, and a two dimen-
sional transform is computed for each hlock to generate
a set of coefficients U(,j) for each block. The thus gen-
erated coefficients are stored in a RAM 14, The coeffi-
cients are used to determine an allocation of bits within
each block which is applied across the entire frame.
Once that allocation of bits is pbtained, the coefficients
are applied through a block quantizer 16 and quantized
to the assigned number of bits. The block quantizer 16
may use scalar quantizers of any available type. For
example, the optimal uniform and oonuniform quantiz-
ers proposed by J. Max may be used. J. Max, “Quantiz-
ing for Minimum Distortion”, IRE Trans. Information
Theory, 6, T-12, (1560).

Téo determine the allocation of bits for the frame, the
variance o-2,/is cotnputed at 18 for all coefficients i, j of
the frame. In the system illustrated in FIG. 1, for exam-
ple, 16 variznces would be computed. Those variances
are then ordered according to magnitude in a one di-
mensional mapping unit 20 and stored ina RAM 21. In
a comparison and logic control 24, pointers are gener-
ated and stored for grouping the variances according to
the number of bits assigned thereto. Initially all vari-
ances are assigned to a first group Go.

In order to compute the reduction in mean square
error with the allocation of each bit, the nature of the
distribution of the incoming signal must be determined.
For examptle, the DCT of a natural image has a distribu-
tion closer to the Gaussian distribution at DC and a
distribution closer to the Laplacian distribution at AC.
When the logic control determines that the orx? corre-
sponding to orjy2=crgo? is being considered, a AE based
on a Gaussian distribution would be obtained. Other-
wise, a AE(b) based on a Laplacian distribution would
be required.

E is also dependent on the group G being consid-
ered.

A, precalculated table of AE(b) based on the type of
qualtizers in the block quantizer 16 being used can be
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provided in a ROM 26 for each type of distributicn.
Different tables may also be stored for different types of
quantizers in the block quantizer 16 which may be used

in the system. Each table would include a different
value of AE(b) for each group Gy A particular table of 5
AE(b) is selected by a signai 28 based on the known type
of quantizer and the known distribution of the incoming
signal. Alternatively, in a more complex system, the
AE(b) might be calculated for each sequence of frames,
’I‘yp:cally, the distribution is constant throughout an 10
image sequence.

The system further includes a set of multipliers 30,
each of which is associated with a bit group Gp. The
multipliers are used to caleulate the product of the larg-
est variance of each bit group with the normalized 15
change in quantization error AE of that bit group, The
variances are addressed from the RAM 21 and latched
into buffers 32 by the comparison and logic control 24.
The changes in quantization error from the table 26
selected by the select signal 28 are latched into buffers 20
34, Alternative tables can be selected by the comparison
and logic control 24 by means of signal 36 when, for
example, the variance being multiplied is associated
with the DC term which has a Gaussian distribution.

The logic control 24 selects the appropriate AE(b) for 25
multiplication with each largest o obtained from each
group Gp. The products obtained from multipliers 30
are compared to determine the largest reduction in
mean square error. The o which provides the largest
reduction in error is shifted to the next larger group and 30
held as the smallest a2 of that gtoup. All other vari-
ances are retained in their respective groups. The sys-
tem has & mazximum number of bits bmax into which a
coefficient may be quantized and the variances of corre-
sponding groups Gmax may not be used in the compari- 35
son. The multiplications and comparisons continue until
all bits dmtgnated for a block have been allocated.
Thereafter, the bits b are mapped to the two dimen-
sions §,f of the coefficients in 2-D map 37 and each
cocflicient of each block is quantued according to the 40
assigned bit allocation, ;

Operation of the comparison and logic controller 24
is illustrated by the flow chart of FIG. 3 and the illustra-
tions of FIG. 4. Throughout the sequence, the variances
are stored in addresses 0 to N2 -- 1 with the largest vari- 45
ance stored at address 0 and the smallest at address
N2—1. The variances are grouped by two pointers Ay
and B for each group. Aypindicates the largest variance
of the group and Bj indicates the smallest variance of
the group. The addresses are stored in registers in the 50
comparison logic and control 24, Initially, all variances
are assigned zero bits and are thus included in group Go.
This is indicated by Ag equal to 0 B equal to N2—1 s
illustrated in FIG. 4A, and those varinbles are initialized
in Block 38 of FIG. 3. The other groups are initially 55
empty and this is indicated by setting Aj and Bp each
equal to —1.

Each bit to a total number of bits Ntotal is then as-
signed to a respective group Gpin a loop which includes
the return line 40. Within that loop, the Buffers 32 are 60
first loaded in a DO loop 42, Then, the changes in quan-
tization error are calenlated through the multipliers 30,
and the maximum change in error is determined in
Block 44 (FIG. 3, Sheet 2). Then, the pointers are modi-
fied to effectively transfer the variance which provides 65
the largest change in error to the next bit group Gp.

A possible grouping of the variances by the pointers
Apand Bp is illustrated in FIG. 4B. In this illustration, a

030
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group of variances including 1% is included in group
Gamax. This group is defined by addresses Bymac==q and
Apmaz=1 Group Gy is defined by address pointers
Ba=s and A4=r, Note that group G;3is empty so Byand
A3 would both equal —1. Group G incldes a single
element, so Bz and A; both equal t. Group 1 is defined
by Byj=N2—1 and A|=u. Group Gp is now empty, 5o
Bgpand Apboth equal —1,

"As the system proceeds through the DO loop 42, it
first checks at 46 whether the address of the largest
variance of the group being considered is equal to 0. If
it is, the AE(b) corresponding to a Gaussian distribution
is selected by signal 36 (FIG. 2) at block 48 (FIG. 3,
Sheet 1). That AE(b) is then applied to the buffer 34
associated with )2, Then, at 50 the variance 2 at the
address Ay is latched into the associated buffer 32. For
any other variance, the AE(L) from the usual look-up
table selected by signal 28 is used. For each Apnot equal
to zero, it is determined whether the address is greater
than O at 51. If it is less than O an empty group is indi-
cated, and a zero is latched into the buffer 32 associated
with the group of b bits at 52, If the address is positive,
the group includes at least one element, and the largest
clement is that in the address Ap. The variance at Ay is
londed into the associated buffer 32 at 54, :

The DO loop 42 is continued until b=bmax—1. The
variances included in group bmax are no longer consid-
ered in the comparison because no further bits can be
assigned to the coefficients in that group. With the
variances and the E(b)'s thus lpaded in the buffers 32
and 34, the changes in quantization error resulting from
assignment of the next bit to the several bit groups are
available at Dg to Dymex —1. The largest of those inputs
is selected at 44 to identify the bit group b* having the
variance to which that bit should be assigned.

‘Selected - variances aré shifted - to next larger bit
groups by shifting the addresses By and A4 from right to
left. The simplest case is where the selected variance is
taken from 8 group which had more than the one vari-
ance therein and is moved 1o a group which already has
a variance therein. In that case, as illustrated in a move
of a variance from group G to group Gz, the pointer

- Ay need only be shifted one element to the left by sdd-

ing one to its address, and the pointer Bz need only be
shifted one to the left by making its address equal to the
previous address of Ay. These functions are performed
in Blocks 56 and 58, respectively.

When the next larger group into which the variance
is shifted is empty, as is group Gi in FIG. 4B, the
pointer Ay*, 1is —1, so it can not simply be left as it
was; rather, it is given the previous address of Ap* as
indicated in Block 60. By thus defining the new Ap* 41
and Bp*...1in Blocks 60 and 58, a new group having the
single element taken from the address Az® is created.
Thereafier, Ay* may be shifted in block 56 as before.

Another special case is where the selected variance
comes from a group having only that variance as a
single element. An example is where the variance is
taken from group Gz of FIG. 4B. In that case, the group
Gy* is eliminated by setting both Ay* and By*=—1 in
block 62,

Once NCNT=NTOTAL, the assignment of bits 10
each coefficient is determined from the group pointers
at 63, That assignment is converted to a 2D map at 37
(FIG. 2) to select the appropriate b-bit quantizer 16 for
each coefficient. Before transmissicn of the quantized
coefficients, the variances and the signal 28 indicating
the type of quantizer and the distribution are transmit-
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ted. The signal 28 need only be transmitted once for &
sequence of frames and the variances need only be
transmitted once for each frame. At the decoder, illus-
trated in FIG. §, the quantized coefficients are stored in
a random access memory 64 and the bit variances. The
computation may be by a system which is identical to
that of the coder in that it includes a one dimensional
mapping unit 20°, an reducticn iook-up table 26', a
RAM 21, buffers 32’ and 34', comparison and logic
control 24’ and a 2-D mapping unit 37°. With the alloca-
tion of bits known, the quantized coefficients stored in
buffer RAM 64 are applied to an inverse block quan-
tizer 78 to recreate the two dimensional transform coef-
ficients, and those coefficients are then applied to an
inverse transform 80 to generate the original image.

‘While the invention has been particularly shown and
described with reference to a preferred embodiment
thereof, it is understood by those skilled in the art that
various changes in form and details may be made
therein without departing from the spirit and scope of
the invention as defined by the appended claims.

I claim:

1. A coding system in which discrete coefficients in a

- frame of blocks of coefficients are quantized with differ-

ent numbers of quantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;
means for ordering the coefficients sccording to the
variance of the coefficients through the frame;
means for grouping the coefficients in bit groups
according to the number of bits, if any, already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;
means for determining, for each of a plurality of
quantization bits per block, the reduction in quanti-
zation error for the frame of blocks with the assign-

Py

o

—

5

20

ment of & quantization bit to the coefficient of each

bit group having the largest variance; and .
means for compmng the determined reductions in
quannmnon errors and for assigning the next quan-
tization b:t to the coefficient for which the largest
reduction in quantization error is associated.

2 Acodmgsystcmasclammdmclmmlfunher
comprising means for performing a two dimensional
transform to provide the discrete coefficients.

3. A coding systetn as claimed in claim I wherein the
means for determining the reduction in quantization
error computes the product of the variance of a coeffici-
ent and a normalized change in quantization error,

4. A coding system as claimed in claim 3 further
comprising a lookup table for storing the normalized
changes in quantization error.

5. A coding system as claimed in claim 4 further
comprising means to select a table of the normalized
changes in quantization error based on the type of distri-
bution of the coefficients.

6. A coding system as claimed in claim 3 further
comprising means to identify the type of distribution of
the coefficients and for then determining the normal-
ized change in quantization error based on that type of
distribution.

7. A coding system as claimed in claim 1 further
comprising means for transmitting signals indicative of
the variances and the type of distribution with the quan-
tized data.

8. A coding system for transform image coding in
which discrete coefficients in a frame of two dimen-

40
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sional blocks of coefficients are quantized with different
numbers of quantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;

means for performing a two dimensiona! transform to

provide the discrete coefficients;
means for ordering the coefficients according to the
variance of the ccefficients through the frame;

means for growping the coefficients in bit groups
according to the number of b:ts, if any, nircady
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;

means for providing normalized changes in quantiza-

tion error as a function of signal distribution;
means for detzrmining, for each of a plurality of
quantization bits per block, the reduction in quanti-
2ation error for the frame of blocks with the assign-
ment of & quantization bit to the coefficient of each
bit group having the largest variance by computing
the product of the variance of the coefficient and
the normalized change in quantization error;
means for comparing the determined reductions in
quantization error and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantization error is associated; and
means for quantizing the coefficient of each block of
coefficients with the assigned number of bits,

9. A method of quantizing discrete coefficieats in
blocks of coefficients with different numbers of quanti-
zation bits per coefficient and like numbers of bits per
corrapondmg coefficients in the blocks, the method
comprising:

for a frame of a plurality of coeffi clents. ordering the

. coefficients according to the vanance of the coeffi-

cients through the frame; . - -

assigning A number of qunnhzat:on blL‘l to each of a

plurality of coefficients in each block and grouping
the coefficients in bit groups according to the num-
ber of thus assigned bits, the bits being assigned by
determining, for each of a plerality of quantization
bits per block, the reduction in quantization error
for the frame .of blocks with assignment of the
quantization bit to the coefficient of each bit group
having the largest variance, comparing the deter-
mined reductions in quantization errors and assign-
ing the next quantization bit to the coefficient for
which the largest reduction in quantization error is
asgociated; and

quantizing the coefficients of each block of coeffici-

nts with the assigned number of bits.

10. A method as claimed in claim 9 further compris-
ing the step of performing a two-dimensional transform
to provide the discrete coefficients.

11. A method as claimed in claim 9 wherein the re-
duction in quantization error is determined by comput-
ing the preduct of the variance of a coefficient and a
normalized change in quantization error.

12. A method as claimed in claim 11 wherein the
normalized change in quantization error is retrieved
from a lookup table.

13. A method as claim 12 further comprising the step
of providing the type of distribution for selecting the
normalized change in quantization error from the
lookup table.

14, A method as claimed in claim 12 further compris-
ing the step of identifying the type of distribution of the
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coefficients in order to determine the normalized
change in quantization etror.

15. A method as claimed in claim 9 further compris-
ing the step of transmitting with the quantized coeffici-
ents signals indicative of the variances and type of dis-
tribution of the coefficients.

16. A method of assigning a number of quantization
bits to each of a plurality of discrate coefficients in
blocks of coefficients, the method comprising sequen-
tinHly assigning the available guantization bits to appro-
priate coefficients and grouping and regrouping the
coefficients in bit groups according to the number of
thus assigned bits, the bits being assigned by determin-
ing, for each assigned quantization bit, the maximum
reduction in quantization error for a frame of blocks of
coefficients with assignment of the bit to a predeter-
mined one of the coefficients of each bit group, and
assigning the bit to the coefficient, throughout the

—
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10 .
frame of blocks of coefficients, which provides the
greatest reduction in quantization error.

17. A method as claimed in claim 16 further compris-
ing determining the reduction in quantization error
from a normalized change in quantizatior error which is
a function of the number of bits already assigned to each
coefficient.

18. A method as claimed in claim 17 wherein the
normalized change in guantization ervor is determined
45 & functicn of the type of distribution of the coeffici-
ents,

19. A method as claimed in 18 wherein the change in
quantization error is computed as the product of the
variance and the normalized change in quantization
error for the coefficient having the largest variance
within each group of coefficients having a particular
number of bits already assigned thereto.

20. A method as claimed in claim 16 wherein the
predetermined one of the coefficients of each bit group

is the coefficient having the largest variance.
£ & 8 = »
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1

ENCODING AND DECODING VIDEO
SIGNALS USING ADAPTIVE FILTER
SWITCHING CRITERIA

This is a continuation of copending apphcatmn Ser. No.
08/158,855 filed on Nov. 24, 1993.

BACKGROUND OF THE INVENTION

1: Field of the Invention

The present invention relates to image processing, and, in
particular, to-computer-implemented processes and systems
for decompressing compressed images.

2. Description of the Related Art _—

It is desirable to provide real-time audio, video, and data
conferencing  between . ‘personal computer (PC) systems

10

15

communicating over. an integrated services digital network -

(ASDN)." In particular, it is desirable to provide. a video
compression/decompression process .that allows (1) real-
time compression of video images for transmission over an

- ISDN and (2) real-time decompression and playback on the
host processor of a PC conferencing system.

It'is accordingly an object of this invention to overcome
the disadvantages and drawbacks of the known art and to
provide a video decompression process that allows real-time
audio, video, and data conferencing between PC systems
operating in non-real-time windowed environments. )

Further objects and -advantages. of  this invention will
become apparent from the detailed description of a preferred
embodiment which follows.

SUMMARY OF THE INVENTION

The present invention is a computer-implemented process
and apparatus for encoding video signals. According to a
preferred embodiment, one or more training video frames
are ericoded using a selected quantization level to generate
one or more encoded training video frames. The encoded
training video frames are decoded to gererate. one or more
decoded training video frames and -one or more- encrgy
measure values are generated correspondmg to the decoded
training video frames. This training processing is performed
for a plurality of quantization levels and an energy measure
threshold value is selected for each of the quantization levels
in accordance with the decoded training video frames. A first
reference frame is gererated corresponding to a first video
frame. A block of a second video frame is encoded using the
first reference. frame and a selected” quantization level to
generate. a block of an encoded second video frame. The
block of the encoded second video frame is decoded to
generate ‘a block of a second reference frame; by: (1)
generating an energy measure value corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with the energy measure threshold
value com:spondmg to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame in accordance with the comparison.
A third video frame:is encoded using the second reference
frame.

According to another preferred embodu‘nent, a first ref-
erence frame is generated corresponding to a first video

frame. A block of a second video frame is encoded using the

first reference. frame and ‘a selected quantization level to
generate a block of an encoded second video frame. The
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block -of the encoded second video frame is decoded to -

generate a block of a second reference .frame, by: (1)

2

* generating an energy measure value corresponding to the

block of the encoded second video frame; (2) comparing the
energy measure value with an energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame in accordance with the comparison.
A third video. frame is encoded using the second reference
frame. The energy measure threshold value corresponding to
the selected quantization:level for the block having been:
determined by: encoding one or more training video frames
using each of a plurality of quantization levels to generate a
plurality -of ‘encoded trainingvideo frames; decoding the

.encoded training video. frames to. generate a plurality of

decoded training” video frames; generating:a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

The present invention is also a computer-implemented
process and apparatus for decoding video signals. According
to a preferred embodiment, an encoded first video frame is
decoded to generate a first reference frame. A block of an
encoded second video frame is decoded to generate a block
of a’second reference frame, by: (1) generating an energy
measure value corresponding to the block -of the encaded
second ‘video frame; (2) comparing  the energy measure
value with an energy measure threshold value corresponding
to a selected quantization level for the block; and (3)
applying a filter to generate the block of the second reference
frame in accordance with the comparison. An encoded third
video frame is decoded using the second reference frame.
The energy measure threshold ‘value corresponding to the
selected quantization level for the block having been deter-
mined by: encoding one or more I:raxmng video frames using
¢ach of a plurality of quantization levels to generate a
plurality of encoded training video frames; decoding the
encoded tra.mmg video frames to.generate a plurality of
decoded training video. frames; generating a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each-of the quantization levels in accordance with
the decoded training video. frames.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects, features, and advantages of the present
invention will become more fully apparent from the follow-
ing detailed description of the preferred embodiment, the

- appended claims, and the accompanying drawings in which:

FIG. 1 is a block diagram representing real-time point- -
to-point audio, video, and data conferencing between two
PC systems, according to a preferred embodiment of the
present invention; .

FIG. 2 is a block diagram of the hardware configuration
of the conferencing system of each PC system of FIG. 1;

FIG. 3 is a block diagram of the hardware configuration
of the video board of the conferencing system of FIG. 2;

FIG. 4 is a block diagram of the hardware configuration
of the audio/comm board of the conferencing system of
FIG. 2;

FIG. 5 is a block diagram of the software configuration of

" the conferencing system of each PC system of FIG. 1;

FIG. 6 is a block diagram of a preferred embodiment of
the hardware configuration of the audio/comm board of
FIG. 4;
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FIG. 7 is a-block diagram of the conferéncing interface
layer between the conferencing applications of FIG. §, on
one side, and the comm, video, and audlo managers of FIG.
5, on the other side;

‘FIG. 8 is a representation of the conferencing call finite
state machine (FSM) for a conferencing session between a
Iocal conferencing system (i.e., caller) and a remote confer-
encing system (i.e., callee);

FIG. 9 is arepresentation of the cunfetencmg stream FSM
for each conferencing system participating in a conferencmg

- session;

FIG. 10 iis a representation of the video FSM for thee local
video stream and the remote video stream of a conferencing
system during a conferencing session;

FIG. 11 is a block diagram of the software components of
the video manager of the conferencing system of FIG. §;.

FIG. 12 is'a representation of a sequence of N walking key
frames;

FIG. 13 is a representation of the audio FSM for the local
audio strearn and tlie remote andio stream of a conferencing
system during a conferencing: session;

FIG. 14 is a block diagram of the architecture of the audio
subsystem of the: conférencing system of FIG. 5;

FIG. 15 is a block diagram of the interface between the
audio task of FIG. 5 and thc audio hardware of audxo/comm
board of FIG. 2;

FIG. 16 is a block diagram of thc interface between the
audio task and the comm task of FIG: 5;

FIG. 17 is a block diagram of the comm subsystern of the
conferencinig system of FIG. 5;

. FIG. 18 is a block diagram' of :the comm subsystem
architecture for two conferencmg systems of FIG. 5 pamci-
pating in a conferencing session;

FIG. 19 is a representation of the comm subsystem
application FSM for a conferencing session between a local
site and a remote site;

FIG. 20 is a representation. of the comm subsystem

connection FSM for a conferencing sessiori between a local
site and a remote site; .

FIG. 21 s a représentation of the cc comm subsystem control
channel handshake FSM for a conferencing session between
a local site and a remote site;

FIG. 22 is a representation of the comm subsystem
channel establishment FSM for a' conferencing session
between a local site and a remote site;

FIG. 23 is a representation of the comm subsystem
processing for a typical conferencing session bétween a
caller and a callee; . -

FIG. 24 is a representation of the structure of a video
packet as sent to or received from the comm subsystem of

_the conferencing system of FIG: 5;

FIG: 25 is a representation of the..ompressed video
bitstream for the conferencmg system of FIG. §;

FIG. 26 is a representation of a compressed audio packet
for the conferencing system of FIG. §;

FIG. 27 is a representation of the reliable transport comm
packet structure;

FIG. 28 is a representation of the unreliable mmspoxt
comm packet structure;

FIG. 29 are diagrams mdlcatmg typu:al connection. setup
and teardown sequences;

FIGS. 30 and 31 are diagrams-of the architecture of the
audio/comm board; and
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FIG. 32 is a diagram of the audio/comm board environ-
ment.

DESCRIPTION OF THE PREFERRED
EMBODIMENT(S)

Point-To-Point Conferencing Network

Referring now to FIG. 1, there is shown a block diagram
representing real-time point-to-point audio, video, and data
conferencing ‘between two PC systems, according to a
preferred embodiment of the. present invention. Each PC
system has a conferencing system 100, a camera 102, a
microphone 104; a monitor 106, and a sp iker 108. The
conferencing systems: communicate via an integrated ser-
vices digital network (ISDN) 110. Each conferencing system
100 receives, digitizes, and compresses the analog video
signals generated by camera 102:and the analog audio
signals generated by microphone 104.. The : compressed
digital video and audio signals are transmitted to the other
conferencing system via ISDN 110, where they are decom-
pressed and convened for play on monitor 106 and speaker
108, respectively. In.addition, cach conferencing system 100
may generate and transmit data signals to the other confer-
encing system-100 for play on monitor 106. In a prefeﬂed
embodiment, the video and data signals are displayed in
different windows on monitor 106. Each conferencing sys-
tem 100 may also display the locally generated video signals
in a separate 'window.
_“Camera 102 may be any suitable camera for generating
NSTC or PAL analog video signals. Microphone 104 may be
any suitable: microphone for generating analog audio sig-
nals: Monitor 106 may be any suitable monitor for dispiay-

"ing video and graphics images and is preferably a VGA

monitor. Speaker 108 may be any suitable device for playing
analog audio signals and is preferably a headset.
Conferencing System Hardware Conﬁguranon

Referring now to FIG. 2, there is shown a block diagram
of the hardware configuration of each conferencing system
100 of FIG. 1, according to a preferred embodiment of the
present invention. Each conferencing system 100 comprises
host processor 202, video board 204, audio/comm board
206, and ISA bus 208.

Referring now to FIG. 3, there is shown a block diagram
of the hardware configuration of video board 204 of FIG. 2,
according to a preferred embodiment of the present inven-
tion. Video board 204 comprises industry. standerd architec-
ture (ISA) bus interface 310, video bus 312, pixel processor
302, video random access’ memory (VRAM) device 304, -
video capture -module 306, and video analog-to-digital
(A/D) converter 308. -

Referring now to FIG. 4, there is shown a block diagram
of the hardware configuration of audio/comm board 206 of
FIG. 2, according to a preferred embodiment of the present
invention. Audio/comm board 206 comprises ISDN inter-
face 402, memory-404, digital signal processor (DSP). 406,
and ISA bus interface 408, dudio input/output (/O) hard-
ware 410.

Conferencing System Software Configuration

Referring now to FIG. §, there is shown a block diagram
of the software configuration each conferencing system 100
of FIG. 1, according to a preferred embodiment of the
present invention. Video microcode 530 resides and runs on
pixel processor- 302 of video board 204 of FIG. 3. Comm
task 540 and-audio task 538 reside and run on DSP 406 of
audio/comm board 206 of FIG. 4. All of the other software
modules depicted in FIG: 5 reside and run on host processor
202 of FIG. 2.
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Video, Audio, and Data Processing

Refernng now to FIGS: 3, 4, and 5, audio/video confer-
encing application 502 runuing on host processor 202 pro-
vides the top-level local control of audio and video confer-
encing between a local ‘conferencing system (i.e., , local site
or endpoint) and a remote conférencing system (i.e., remote
site or endpoint). Audio/video conferencing app]icalio’n 502
controls local audio and video processing and establishes
links with' the remote site for transmitting-and receiving
audio and video over the ISDN. Similarly, data conferencing
application 504, also running on host processor 202, pro-
vides the top-level local control of data conferencing
between the local ‘and remote sites. Conferencing applica-
tions 502 and 504 communicate with the audio, video, and
comm subsystems using confetencing appllcanon program-
ming interface (API) 506, video API 508, comm API 510,
and audio API 512. The functions of conferencing apphca—
tions 502 and 504 and the APIs- they use are described in
further detail later in this specification.”

_During: conferencing, audio /O hardware 410 of audio/
comm board 206 -digitizes analog audio signals received
from microphone 104 and stores the resulting uncompressed
digital ‘audio’ to-memory 404 via ISA bus interface 408.
Audio task 538, running on DSP 406, controls the compres-
sion of the uncomipressed audio and stores the resulting
compressed audio_back to memory 404. Comm task 540,
also runping on DSP 406, tlien formats the compressed
audio format for ISDN transmission and transmits the com-
pressed ISDN-formatted -audio to ISDN interface 402 for
transmission to the remote site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 com-
pressed ISDN-formatted audio generatéd by the remote site
and stores the compressed ISDN-formatted audio to memory
404. Comm task 540 then reconstructs the compressed audio .
format and stores the compressed audio back to memory
404. Audio-task 538 controls the decompression of the

[~3
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compressed sudio and stores -the resulting decompressed - .

audio back to menitory 404. ISA bus interface then transmits
the decompressed andio to audio VO hardware 410, which
digital-to-analog (D/A) converts the decompressed audio
and transmits the resullmg analog audm signals to speaker
108 for play.

Thus, audio capmrelcomprcsswn and decompression/
playback are preferably perfbrmed entirely within andio/
comm board 206 without going throngh the host processor.
As a result, audio is preferably continuously played during
a conferencing session regardless of what other applications
are running on host processor 2027 -

Concurrent with the audio- processing, video A/D con-
verter 308 of video board 204 digitizes analog video signals
received from camera 102 and transmits the resulting digi-
tized video to- video capture module 306. Video capture

40

module 306 decodes the digitized  video into YUV color -

components and delivers uncompressed digital- video ‘bit-
maps to VRAM 304 via video bus 312. Video microcode
530, mnning on pixel processor 302, compresses the uncom-

6

cation programming interface (API) 510. Comm manager
518 passes the compressed -video through digital signal
processing (DSP) interface 528 to ISA bus interface 408 of
audio/comm board 206, which stores the compressed video
to memory 404. Comm task 540 then formats the com-
pressed video for ISDN transmission and transmits - the
ISDN-formatted compressed video to ISDN interface 402
for transmission to-the remote site over ISDN 110.

ISDN interface 402 also: receives from ISDN 110 ISDN-
formatted compressed video ge_neratcd by the remote site
system and stores the ISDN-formatted compressed video to
.memory 404. Comm task 540 reconstructs the compressed
video format and stores the resulting compressed video back
to- memory 404. ISA bus interface then transmits the com-
pressed video to ¢omm manager 518 via ISA bus 208 and
DSP interface 528. Comm ‘manager 518 passes the com-
pressed video to video manager 516 using comm API 510.
Video manager 516 decompresses the compressed video and
transmits the decompressed video to the graphics device
interface (GDI) (not shown) of Microsoft® Windows for
eventual display in a video window on monitor 106.

For data conferencing, concurrent with audio and video
conferencing, data conferéncing application 504 generates
and passes data to'comm manager 518 using conferencing
API 506 and comm API 510. Comm manager 518 passes the
data through board DSP interface 532 to ISA bus interface
408, which stores the data to memory 404. Comm task 540
formats the data for ISDN transmission and stores the
ISDN-formatted data back to memory 404. ISDN interface
402 then transmits the ISDN-formatted data to the remote
site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 ISDN-
formatted data generated by ‘the remote site and stores the
ISDN-formatted - data 'to ‘memory 404. Comm task 540
reconsiructs the. data format and stores the resulting data
back to memory.404. ISA bus. interface 408 then transmits
the data to comm manager 518, via ISA bus 208 and DSP
interface 528. Comm manager 518 passes:the data to data
conferencing application ‘504 .using comm API 510 and
conferencing API 506. Data conferencing application 504
processes ‘the data and. transmits the processed data to
Microsoft® Windows GDI (not shown) for display in a data
window on monitor 106.

Preferred Hardware Configuration for Conferencing System

Referring again to FIG. 2, host processor 202 may be any
suitable  general-purpose processor and is preferably an
Intel® processor such as an Intel® 486 microprocessor. Host
processor 202 priierably has at least 8 megabytes of host
memory. Bus 208 may be any suitable digital communica-
tions bus and is preferably an Industry Standard Architecture

* (ISA) PC bus. Referring again to FIG. 3, video A/D con-

55

préssed video bitmaps and stores the resulting compressed

video back to VRAM 304. ISA bus: interface 310 -then
transmits via ISA bus 208 the compressed video to'host
interface 526 running on host processor 202.

Host interface 526 passes the compressed video to video

manager 516 via video capture driver 5§22, Video manager.

516 calls audio manager 520 using audio API 512 for
synchronization information; Video manager 516 then time-
stamps the video for synchronization with the audio. Video
manager 516 passes the time-stamped compressed video to
communications (comm) manager 518 using comm appli-

60

6.

n

verter 308 of video board 204 may be any standard hardware
for digitizing and decoding analog video sigpals that are
preferably -NTSC or PAL standard video signals. Video
capture module 306 may be any suitable device for captur-
ing digital video color component bitmaps and is preferably
an Intel® ActionMedia® II Capture Module. Video capture
madule 306 preferably captures video as subsampled 4:1:1
YUV bitmaps (i.e.; YUV9 or YVU9). Memory 304 may be
any - suitable - computer memory device for storing data
during video processing such as a random access memory
(RAM) device and is preferably a video. RAM (VRAM)
device with at least 1 megabyte of data storage capacity.
Pixel processor 302 may be any suitable processor for
compressing video data and is preferably an Intel® pixel

- processor.such as'an Intel® i750® Pixel Processor. Video

bus 312 may be any suitable digital communications bus and
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is preferably an Intel® DVI® bus: ISA bus interface: 310
may-be any suitable interface between ISA bus 208 and
video bus 312, and preferably comprises  three Intel®
ActionMedia® Gate Arrays and ISA configuration jumpers.

Referring now to FIG. 6, there is shown a block diagram
of a preferred embodiment of the hardware configuration of
audio/comm board 206 of FIG. 4. This preferred embodi-
ment comprises:

Two 4-wire S-bus RJ-45 ISDN interface connectors, one
for output to ISDN 110 and one for input from ISDN
110. Pan of ISDN interface 402 of FIG. 4." -

Standard bypass relay allowing. incoming .calls to be
redirected to a-down-line ISDN phone, (not shown) in
case conferencing system power is off or conferencing
software is not loaded. Part of ISDN interface 402.

Two standard analog isolation and filter circuits for inter-
facing with ISDN 110. Part of ISDN interface 402.

Two Siemens 8-bit D-channel PEB2085 ISDN interface
chips. Part of ISDN interface 402 .

Texas Instruments (TT) 32-bit 33 MHz 320031 ngltnl
Signal Processor. Equivalent to DSP 406.

Custom ISDN/DSP interface application specified inte-
grated circuit (ASIC) to provide interface between 8-bit
Siemens chip set and 32-bit TI DSP. Part of ISDN

. interface 402.. :

256 Kw Dynam.lc RAM (DRAM) memory device. Pa:t of
memory 404. -

32 Kw Static RAM (SRAM) memory devncc Part of
memory 404,

Custom: DSP/ISA .interface ASIC to provide. interface
between 32-bit TI DSP and ISA bus 208. Part of ISA
bus interface 408.

Serial EEPROM to provide software’ jumpers for DSP/
ISA interface. Part of ISA bus interface 408.

Audio Codec 4215 by Analog Devices, Inc. for sampling
audio in format such as. ADPCM, DPCM, or PCM
format: Pan of audio /O hardware 410.

Analog circuitry to-drive audio I/O with internal speaker
for playback and audio jacks for input of analog audio
from microphoné 104 and for output of analog audio to
speaker 108. Part of audio /O hardware 410.

Referring now: to "FIGS. 30 and 31, there are shown

diagrams of the architecture of the audio/comm board. The
audio/comm board consists basically of a slave ISA:inter-

20

face, a TMS§320C31 DSP core, an ISDN BRI § interface,

and a high quality andio interface.

The C31 Interface is a 32-bit non-multlplexed data port to '

the VC ASIC. It is designed to operate. with a 27-33 Mhz
C31. The C31. address is decoded for the ASIC to:live
between 400 000H and 44F FFFH. All accesses to local
ASIC registers -(including the FIFO’ 5) are 0 wait-state.
Accesses to the /O bus (locations 440 000H thirough 44F
FFFH) have 3 wait states inserted. Some of the registers in
the ASIC are 8 and 16 bits wide. In these:cases, the data is

aligned to the bottorn (bit 0 and up) of the C31 data word.’

The remainder of the bits will be read ‘as a “0”. All
non-existent or reserved register locations will read as a “Q”.

55
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The B-channel interfaces provide a 32-bit data path to and
from the Bl and B2 ISDN data channels. They are FIFO
buffered to reduce interrupt overhead and latency require-
ments. The Line-side and Phone-side interfaces both support
transparent data transfer—used for normal phone-call,1
FAX, modem and H.221 formatted data. Both interfaces also
support HDLC formattmg of the B data per channel to
support- V.120 “data data” transfer.

The receive and transmit FIFO’s are 2 words deep, a word
being. 32 bits wide (C31 native data width). Full, half and

- empty indications for-all FIFO's are provided in the B-chan-

nel status registers. Note that the polanty of these indications
vary. between.receive and transmit. This is to provide the
correct interrupt signaling for interrupt synchronized data
transfer.

The u'ansparent mode sends data received in the B-chan-
nel transmit FIFO's to the SSI interface of the ISACs. The
transmitted data-is . not formatted in. any way othet than
maintaining byte alignment (i.e., bits 0, 8, 16, 24 of the FIFO
data are always transmitted in bit 0 of the B-channel data).
The written FIFO data is transmitted byte O first, byte 3
last—where byte 0 is bits O through 7, and bit 0 is sent first.

Transparent mode received data is also:byte aligned to the
incoming B-charnnel data stream: and assembled as byte 0,
byte 1, byte 2, byte 3. Recéive data is written into the receive
FIFO after all four types have arrived.

The ISAC.J/O Interface provides an 8 bit multiplexed data
bus used to access the Siemens PEB2085s (ISAC). The 8
bits of I/0-address come from bits 0 through 7 of the C31
address. Reads and writes to this interface add 3 wait:states
to the C31 access cycle. Buffered writes are not supported in
this version of the ASIC.

Each ' ISAC is mapped directly into its own 64.byte
address space (6 valid bits of address). Accesses to the ISAC
are 8 bits wide and are Jocated at bit positions 0 to 7 in the
C31 32 bit word. Bits 8 through 23 are returned as “0’s on
reads.

The PBZOBSS provide ‘the D-channel access using this
interface. :

The: Accelerator Module Interface is a high bandwidth
serial -.communication path between the C31 and anmother
processor which will be used to add MIPs to the board.
Certain future requirements such as g.728 audio compres-
sion will require the extra processing power.

The. data transfers-are.32.bit words sent serially at about
1.5 Mbits/s. The VC' ASIC buffers these transfers with
FICOs which are 2 words deep to reduce interrupt overhead
and response timie requirements. The status register provide
flags for FIFO full, half, empty. and over/under-run (you
should never get an under-run). Any of these can be used as
interrupt sources as selécted in the Serial Port Mask register.

‘The -following paragraphs describe the ISA interface of
the audio/comm board. The ISA interface is the gate array
that provides an interface between the multi-function board
and the ISA bus. Further, the ASIC will control background

- tasks between a DSP, SAC, and Analog Phone line inter-

faces. The technology chiosen for the ASIC is the 1 micron
CMOS-6 family from NEC.,

Refetring now to FIG. 32, there is shown a diagram of the
audio/comm board environment. The following is a descrip-
tion of the signal groups.

ISA Bus Signals
AEN

The. address enable signal is used to de-gated the CPU and other
devices from: the bus during DMA cycles. When this signal is active

(high) the DMA controller has control of the bus. The ASIC does not
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~-continued

IOCS16#

ow#
TOR#

IRQ3, IRQ4, ERQS, IRQY, ERQLO, IRAL1, ERQLS
RESET

SBHE#

SA(:0)

SD(15:0)

DSP Signals

HICLK

D(31:0)

C31_RST#
A23-A0

R/W#
STRB#
RDY#
HOLD#

HOLDA#

INT2#

INTEL#

INTO# .
Memory Signals
MEMWRI1# and MEMWR2#
B1OE#, B20E#
SR_CS#

CAS#

RAS#

H1D12, HID24
MUX

EEPROM Signals

EESK
EEDI
EEDO

EECS

Stereo Audio Codec (SAC)

SP_DC

SP_SCLK

-respond to bus cycles when AEN is active,

The I/O 16-bit chip select is used by 16-bit IO devices to indicate that
it can accommodate a 16-bit transfer. This signal is decoded off of
address only,

This is an active low signal indicating the an /O write cycle is

bmng perfomtd

This is an active lnw signal mdicaung the an KO read cycle i 1s being
performed.

These signals are mtemlpt requests. An interrpt request is genmucd
when an IRQ is raised from a low to a high. The IRQ must remain
‘high until the interrupt service rontine acknowledges the interrupt.
This signal is used to initialize system logic upon power on,

The system bus high enable signal indicates that data sbould be driven
onto the upper byte of the 16-bit data bus.

These are the system address linies used to decode I/O address space
used by the board. This scheme is compatible with the ISA bos.

These addresses ar¢ valid during the entire command cycle.

These are the system data bus lines.

HICLK is the DSP primary bus clock. All events in the primary bus
are referenced to this clock. The frequency of this clock is half the
frequency of the clock driving the DSP. See the TMS320C31 data
manual chapter 13,

‘These are the DSP 32-bit data bus. Data lines 16, 17, and 18 also
interface to the EEPROM. Notc that the DSP must be in reset and.the
data bus tristated before access to the EEPROM. This date bus also
supplies the board ID when the read while zhe DSP is reset (see
HAUTOID register).

This is'the DSP active low reset signal.

“These DSP address lines are used to decode the address space by the

ASIC.

This signal imhcates whether the curmm DSP external access is a read
(l'ugh) or a write (low)

‘This is an active low signal form the DSP indicating that the current -
cycle is to the primary. bus,

This signal indicates. that the current cycle being perfomed on the
primary bus of the DSP can be completed.

The Hold signal is an active low signal used to xequesl the DSP
relinquish control of the primary bus. Once the hold has been
acknowledge ‘all address, data and status lines are tristated until Hold
is_released. This signal will be used to implement the DMA and
DRAM Refresh. -

This is the Hold Acknowledge signal which is the active low indication
that the DSP has relmqmshéd control of the bus.

This C31 interrupt is used by the ASIC for DMA and Command
interrupts. . .

Interrupt the C31 on COM Port events.

Analog Phone Interrupts.

These signals are active low write strobes for memory banks 1 and 2.
These signals are active low output enables for memory banks 1 and 2.
This is a active Jow chip selected: for the SRAM that makes up bank?,
This the active low column-address strobe to the DRAM.

This 'the active low row address strobe to the DRAM.

These signals are a 12 and 24 nS delay of the HICLK.

Mux is the signal that controls' the external DRAM address mux.
When this signal is low the CAS-addresses are selected and when it is
high the RAS addresses are selected, .

This is the EEPROM clock signal. This signal is multiplexed with the
DSP data signal 1D16. This signal can only bé valid while the DSP is
in reset.

‘This is the input data signal to the EEPROM. This signal is
multiplexed with the DSP data signal D17. This signal can only be
valid while the DSP is in reset.

This is the data output of the EEPROM. This signal is

multiplexed with the DSP data signal D18. This signal can only

be valid while the DSP is‘in reset.

This is the chip select signal for the EEPROM. This signal is NOT
multiplexed and can only be drive active (HIGH) during DSP reset.

This signal controls the SAC mode of operation. When this signal is
high the SAC is in data or master mode. When this signal is lw the
SAC is in control or slave mode..

This is the Soundport clock input signal: This clock will enher
originate from the Soundport or the ASIC.
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“-contiriued

SP_SDIN
SP_SDOUT

SP_FSYNC

CODEC Signals
24.576MHZ
COD_FS1, COD_FS2, DOC_FS3, COD_FS4

COD__SDOUT
COD_SDIN
COD_SCLK

Analog Phone Signals
LPSENSL{

LPSENSPH1

LPSENSL2

LPSENSPH2

RINIGDETL!
RINGDETL2
CALLDETL2

CALLDETL2
PDOHLI1
PDOHL2
BYPSRLY! and 2

Miscellaneous Signals

6.144MHZ
TEST1, TEST2, TEST3, TEST4

VDD, VS§

This serial data input from the Soundport. The data here is shifted in
on the falling cdge of the SP_CLK..

This is the serial data output signal for the Soundport. The data is
shifted out on the rising edge of the SP_CLK.

This is the frame synchronization signal for the Soundport. This signal
will originate from the ASIC when the Soundport is in slave mode or
the Soundport is: being programed in control mode. When the
Soundport is in master mode the frame sync will originate from the
Soundport and will have a frequency equal to the sample rate.

This clock signal is used to derive clocks used within the ASIC and the
2.048MHz CODEC clock.

These signals are the CODEC frame syncs, each signal correspond to
one.of the four CODECs.

This sigoal is the serial data output signal of the CODES

This signal is the serial data input signal to. the CODECs.

This a 2.048MHz clock used to clock datz in and out of the four
CODECs, The serial data is clocked.out on the rising edge and in on
the falling edge.

Line. 1. off hook loop current sense. If this signal is low and
BYPSRLY! is high it indicates the Set I has gone off hook. If the
signal is low and the BYPSRLY!-is low it indicates that the board has
gone off hook: This signal is not latched and therefore is a Real-time-

signal, : .

Set 1. off hook loop current sense. If this signal is Jow it indicates the
Set 1 has gore off hook. This can only take place when BYPSRLYI is
low. This signal is not latched and therefore is a Real-time-signal,
Line2 off hook loop current sense. If this signal is low and
BYPSRLY?2 is high it indicates the Set 1 has gone off hook. If the
signal is low and the BYPSRLY2 is low it indicates that the board has
gone off hook, This signal is not latched and thercfore is a Real-time-
si

Set 2 oﬁ hook bop current sense. If this signal is low it indicates the

Set 1.has gone off hook. This can only take place when BYPSRLY? is

low. This signals is not latched and therefore is a Real-time-signal,
Line 1 Ring Detect, If this input signal is low the Line is

ringing. » :

Line 2 Ring DetecL If this input signal is low the Line is
ringing.

Call Detect for Lme 1. This signal is cleared low by software
to detect 1200 baud FSK data between the first and second
rings.

Call Detect for Line 2. This signal is cleared low by soﬁwm
to detect 1200 baud FSK data between the first and second

rings. . .
Pulse Dial OF hook for Line 1. This signal is pulsed to dial phone
numbers on pulse dial Systems. It is-also used to take the lise off hook
when low:

Pulse Dial Off hook for Line 2. This signal is pulsed to dial phone
numbers on pulse dial systzms. It is also used to take the line off hook
when low.

This is an aclive low output mgnal controlling the Bypass Relay output.
When high the board is by-passed and the Line (L or 2) is connected
the desk Set (1 or 2).

This a 6.144 MHz clock signal used to drive the module that can
_attached to the board. The module will then use this signal to
synthesize any frequency it requires.

These are four test pins used by the ASIC dcsxgm:rs two decrease ASIC
manufactuting test vectors. The TEST2 pin is the outpat of the nand-
tree used by ATE.

Those skilled in the an will understand that the present
invention may comprise configurations of audio/comin
board 206 other than the preferred configuration of FIG. 6. ¢,
Software Architecture for Conferencing System

The software architecture of conferencing system 100
shown in FIGS. 2 and 5 has three layers of abstraction. A
computer supported collaboration (CSC) infrastructure layer
comprisés the hardware (i.e., video board 204 and: audio/ 65
comm board 206) and host/board driver software (i.c., host
interface 526 and DSP interface 528) to support ‘video,

audio, and comm, as. well as the encode method for video
(running on video board 204) and encode/decode methods
for audio .(running on audio/comm board 206). The capa-

- bilities of the CSC infrastructure are provided to the upper

layer as a device driver interface (DDI).

A CSC system software layer provides services for instan-
tiating and controlling the video and audio streams, syn-
chronizing the two streams, and establishing and gracefully
ending a call and associatéd communication channels. This
functionality is provided in an application programming
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interface (API). This API comprises the extended audio and
video interfaces and the communications APIs (i.e., confer-
encing API 506, video API 508, video manager 516, video
capture driver 522 comm API- 510, comm ‘manager 518,
‘Wave API 514, Wave driver 524, audio API 512, and audio 5
manager 520).

ACSC appllcauons layer brings CSC to the desktop The
CSC applications may include video annotation to video
mail; video answering machine, aiidio/video/data conférenc-
ing (i.e., audio/video conferencing application 502 and datd
conferencing application 504), and group declsmn support
systems.

Audio/video conferencmg application 502 and data con-
ferencing application 504 rely. on conferencing API 506, -
which in turn relies upon vidéo API 508, comm API 510, and’
audio API 512 to interface with video manager 516, comm
manager 518, and audio manager 520, respectively. Comm
API 510 :and comm manager: 518 provide a transport-
mdepcndent interface (TII) that provides communications
services to conferencing ‘applications 502 and 504. The
communications software of conferencing system 100 sup-
ports different transport. mechanisms, such as ISDN (e.g.;
V.120 interfice), SW56 (e.g., BATP's Telephone API), and

LAN (e.g., SPX/IPX, TCP/IP, or NetBIOS). The TII isolates
the conferencing applications from the underlying transport
layer (ie., transport-medmm—specxﬁc DSP iaterface 528).
The TII hides the network/connectivity specific operations.
In conferencing system 100, the TII hides the ISDN layer.
The DSP interface 528 is hidden in the datalink module
(DLM). The TI provxdes services. to the conferencing
applications for opening: communication channels. (within
the same sessxon) and dynamically managing the bandwn:mx
The bandwidth is managed through the transmission priority

scheme.

In a preferred embodiment in which conferencing system
100 performs software video decoding, AVI capture driver
522 is implemented on top of host interface 526 (the video
driver). In ‘an alternative preferred embodiment in which
conferencing system 100 performs hardware video decod-
ing, an AVI display dnver isalso unplementzd on top of host
mterfaoe 526.

- The software : archxtecture of conferencing systnm 100
compnses three major subsystems: video, audio, and com-~

5

e

14
Handle remote video window.
Handle local video.

Handle local video window.
Data Conferencing Application
Data conferencing.application 504 implements the data

- conferencing user interface. Data-canferericing application
-is implemented as a Microsoft® Windows 3.1 application.

The data conferencing application uses a ‘‘shared notebook”
metaphor. The shared notebook lets the user copy a file from
the computer into the notebook and review it with a remote
user during a call. When the user is: sharing the notebook
(this ‘time' is called a “meeting”); the-users see the same
information on their computers, users can review it together,
and make notes directly into the notebook. A copy of the
original file is placed in- the notebook, so the original
remains unchanged. The notes users make during the meet-
ing are saved with the copy in a meeting file. The shared
notebook looks like a notebook or stack of paper. Corfer-
ence participants have access to the same pages. Either
participant can create a new page and fill it with information
or make notes on an existing page. )
Conferencing API

Conferencing API' 506 of FIG. 5 facilitates the easy
implementation of conferencing apphcations 502 and 504.
Conferencmg API 506 of FIG. 5 provides a generic confer-
éncing interface between conferencing applications 502 and
504 and the video, comm, and audio subsystems. Confer-
encing API 506 provides a high-level abstraction of the
services that individual subsystems (i.e., video, audio, and
comm) support. The major services include:

Making; accepting, and hanging-up calls.

Establishing and -terminating multiple communication

channels for individual subsystems.
Instantiating and controlling local video and audio.
Sending -video and audio to a remote site through the
network.
Receiving, displaying, and controlling the remote video
_and audio streams. -

_Conferencing . applications 502 and 504 can access these

services through the high-level conferencing API 506 with-
out- worrying about thé complexities of low-level interfaces
supported i the individual subsystems.

In addition, conférencing API 506 facilitates the integra-

. munication. The andio and video subsystems are. decotipled
and treated as “data types™ (similar to-text or graphics) with
conventional operations like open, save, edit; and display.
The video and audio services are available to the applica-
tions through video-management and audio-management
extended interfaces, respectively.

tion of individual software components. It minimizes the
s - interactions between conferencing applications 502 and 504
and the video, audio, and comm subsystems. This allows the
individual software componénts to be developed and tested
independent of each other. Conferencing API 506 serves as

I3

Audio/Video Conferencing Application

Audio/video ‘conferencing application 502 implements
the conferencing user interface. ‘Conferencing ‘application
502 is implemented as a Microsoft® Windows 3.1 apphca-
tion. One child: window will display the local video image
and.a second child window will display the remote video
imagé. Audio/video conferencing application 502 provides
the following services to conferencing system 100:

Manage main message loop..

Perform initialization and registers classes.

Handle menus,

Process toolbar messages.

Handles preferences.

Handles speed dial setup and selections.

Connect and hang up.

Handles handset window

Handle remote video.

w

5

60

65

an integration point that glues different software components
together. Conferencing API 506 facilitates the portability of

" audio/video conferencing application 502.

_Conferencing API 506 is implemented as a Microsoft
‘Windows Dynamic Link Library (DLL). Conferencing API

- 506 translates the function calls from conferencing applica-

tion 502 to the more complicated calls to the individual
subsystems (i.e., video, andio, and comm). The subsystem
call layers (i.e., video API 508, comm API 510, and audio
API 512) are also implemented in DLLs. As a result, the
programming of conferencing API 506 is simplified in that
conferencing API 506 does not need to implement more
complicated. schemes, such:as dynamic data exchange
(DDE), to interface with other application threads that
implement the services for individual subsystems. For
example, the video subsystem will use window threads to
transmit/receive streams of video to/from the network.
Conferencing API 506 is the central control point for
supporting communication channel managerment (i.¢., estab-
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lishing, terminating channels) for video and audio. sub-
systems. Audio/video “conferencing application 502 -is
responsible for supporting communication channel marage-
ment for the data conferencing streams.

Referring now to FIG. 7, there is shown a block diagram
of the conferencing interface layer 700 between conferenc-
ing applications 502 and 504 of FIG..5, on one side, and
comm manager 518, video manager 516, and audio manager
520, on the other side, according to a preferred embodiment
of the present invention. Conferencing API 506 of FIG. 5
compnses conferencing primitive validator 704, conferenc-
ing primitive dispatcher 708, conferencing callback 706, and
conferencing finite state machine (FSM) 702 of conferenc-
ing interface layer 700 of FIG..7. Comm API 510 of FIG. 5

comprises comim primitive 712 and comm callback 710 of 15

FIG. 7. Video API 508 of FIG. 5 comprises video primitive
716 of FIG. 7. Audio API 512 of FIG. § comprises audlo
primitive 720 of FIG. 7. .

Conferencing primitive validator 704 validates the syntax
(e.g., checks the conferencing call state, channel state, ‘and
the strearn state with the conferencing finite stite machine
(FSM) 702 table and verifies the correctness of individual
parameters) of each AP call. If an error is detected, primi-
tive validator 704 terminates the call and retums the error to
the application immediately. Otherwise, primitive validator
704 calls conferencing primitive dispatcher 708, which
determines which subsystem primitives to invoke next.

Conferencing primitive dispatcher 708 dispatches and
executes the mext conferencmg API primitive to start or
continue to carry out the service requested by the: apphca-
. tion, Priinitive dispatcher 708 may be invoked either directly
from primitive validator 704 (i.e.; to start the first of a set of
conferencing API primitives) or from conferencing callback
706 to continue the unfinished processing (for asynchronous
API calls). Primitive dispatcher 708 chooses thé conferenc-
ing API primitives based on the information of the current
state, the type of ‘message/event, and the tiext primitive
being scheduled by the previous conferencing API primitive.

After collecting and analyzing thie completion status from
each subsystern, primitive dispatcher 708 either (1) feturns
the concluded message back to the conferencing application
by réturning a message or invoking the apphcatwn—provxded
callback routine or (2) continues to invoke another pnnuuve
to continue the unfinished processing.

There are a set of primitives (i.e., comm pmmuves 72,
video primitives 716, and audio primitives 720) imple-
mented for each API call. Some primitives are designed to
be invoked from:a caltback routine to carry out the asyn-
chronous services.”

The subsystem callback routine (i.e., comm callback 710)
returns the completion statiis of an asynchronous call to the
comm subsystem to- conferencing ‘callback 706, which will
conduct analysis to determine the proper action to take next.
The comm callback 710 is implemerited as a separate thread

of execution (vthread.exe) that receives the callback
Microsoft® Windows messages from the comm ‘manager
.and then calls VCI' DLL to handle these messages.

Conferencing callback 706 returns the completion status
of an asynchronous call to the application.  Conferencing
callback 706 checks the current message/event type, ana-
lyzes the type against the current conferencmg API state and
the riext primitive being scheduled to determine thé actions
to take (e.g., inveke another pnmmvc or retum the message
to the application). If the processing is not complete yet,
conferencing callback 706 selects another:primitive to con-

—
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tinue the rest of the processing. Otherwise, conferencing. .

callback 706 returns the completion status to the application.

16

The conferencing callback 706 is used only for' comm
related conferencing API functions; all other conferencing
AP functions are synchronous.

The major services supported by conferencing API 506

are categorized as follows:

Call and Channel Services (establish/terminate a confer-
énce call and channels over the call).

Stream Services (capture, play, record, link, and control
the multimedia audio and video streams).

Data Services : (access' and manipulate data from the
multimedia streams).

Intérfacing ‘with the Comm Subsystem
~ Conferencing: API 506 supports the following comm
services with the comm subsystem:

Call establishment—place a call to start a conference.

Channel ‘establishment—establish four comm channels
for incoming video, incoming audio, outgoing video,
and - outgoing audio. These 4 channels are opened
implicitly as part of call establishment, and not through
separate APIs. The channel APIs are for other channels
(e.g:, data conferencing).

Call termination—hang up a. call and close all active
channels. ’

Call Establishment

Establishiment of a call between the user of conferencing
system A of FIG. 1 and the user of conferencing system B
of FIG. 1 is implemented as follows:

Conferencing APIs A and B call BeginSession to initialize
their cofnm subsystems.

Conferencing API A calls MakeConnection to dial con-

. ferencing API B’s number.

Conferencing API B receives a CONN_REQUESTED
callback.

Conferencing API B sends the call notification to the
graphic user interface (GUI); and if user B accepts the
call via the GU]J, conferencing API B proceeds with the
following steps. i

Cdnferencmg API B calls AcceptConnection to accept the
incoming call from conferencing API A.

Coufcrencmg APIs- A and B receives CONN_ AC—
CEPTED message.

Conferencing APIs A and B call RegisterChanMgr for
channel management. '

Conferencing API A calls OpenChannel to open the audio
‘channel.

Conferencing API B receives the Chan__ Requested call-
back and accepts it via AcceptChannel.

_Conferencing API'A receives the Chan__ Accepted call-
back.

The last three steps are repeated for the video channel and
the control channel.

Conferencing API A then sends the business card infor-
mation on the control channel, which conferencing API

- B receives.

Conferencing API B then turns around and repeats the
above 6. steps (i.e., opens its outbound channels for
audio/video/control and sends-its business card infor-

+-mation on its control channel).

Conferencmg APIs A and B then notify the conferencing
applications with a CFM__ACCEPT_NTFY callback.

Channel Establishment

Video and audio channel establishment is implicitly done

as part of call establishment, as described above, and need
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not be repeated here. For establishing other channels such as
data conferencing, the conferencing API passes through the
request to the comm manager, and sends the comm manag-
er’s callback to the user’s channel manager.
Call Termination

Termination of a call between users A and B is imple- -

mented as follows (assuming user A hangs up): :

Conferencing API' A unlinks local/remote . video/audio
streams from the ‘network.

Conferencing AP A then calls the comm manager s
CloseConnection.

The comm manager implicitly closes all channels, and
sends Chan_ Closed callbacks to-conferencing APL A.

Conferencing APTA closes its remote. audio/video streams 1§
on receipt of the'Chan__Closed callback for its inbound
andio/video channels, respectively.

Conferencing API A then receives the CONN_CLOSE_
RESP from the comm manager after the call is cleaned

up completely Conferencing API A notifies its appli- 20
cation via 2 CFM__HANGUP_NTFY.

In ‘the meantime, the cormm manager on B’ would havc o
received the hangup notification, and would have:
closed its end of all the chandels, and notifiéd confer-
encing API B via Chan_ Closed. 2

Conferencing APIB closes its remote andio/video streams
on receipt of the Chan_Closed callback for its mbound
andiofvideo channels, respectively. -

Conferencing API B unlinks its Jocal audlolv1deo stteams 0
from ‘the network on’ receipt of the Chan_Closed
callback for its outbound audm/wdeo channels, respec-
tively.

Conferencing APL B then receives a CONN CLOSED
-potification from its comm manager. Conferencing API- 35
B potifies its application via CFM. HANGUP_ NTFY.

Interfacing with the Audio-and Video Subsystems :

Conferéncing API 506 supports ‘the following services

with the audio and video subsystems:

Capture/monitor/transmit local video streams. )

Capture/transmit local audio streams.

Receive/play remote streams.

Control local/remote streams.

Snap an image from local video. stieam. 45

Since the video and audio streams are closely synchmmzed
the andio and video . subsystem services are described
together.

CapmrelMomtor/’I‘mnsmlt Local Streams

The local video and audio streams are captured and 50

monitored as follows:

Call AOpen to open the local audio stream.

Call VOpen to open the local video siream.

18
Call ACapture to capture the local audio stream from the
v loca; hardware.
Call VCapture to capture the local video stream from the
local hardware.
Call VMonitor to monitor the local video stream.
The local video and audio streams are begun to be sent out
to the remote site as follows: ’
Call ALinkOut to connect the local audio stream to an
output network channel.
Call VLinkOut to connect the local video stream to an
output network channel.
‘The monitoring -of thelocal video st:eam locally is
stopped ds follo_ws
Call VMonitor(off) to stop monitoring the local video
stream.
Rcccxve/l’lay Remote Streams )
Remote streams are received from the network and played
as follows: '
Call AOpen to open the local audio stream.
Call VOpen to open the local video stream.
Call ALinkin to connect the local audio stream to an input
network channel.
Call VLinkIn to connect the local video stream to an input
network channe].".
Call APlay to play the received remote audlo stream.
Call VPlay to play.the received remote video stream.
Control Local/Remote Streams )
The local video and audio streams are paused as follows:
Call - VLinkout(off) to stop sending local video on the
network.
Call AMute to stop sending local audio on the netwoik. ’
The remote video and audio streams are paused as fol-
lows:
If CF_ PlayStream(off) is called, conferencing API calls
‘APlay(off) and VPlay(off).
The local/remote video/audio streams are controlled as
follows:
Call ACntl to control the gains of a local audio stream or
the volume of the remote audio stream,
Call VCatl to control such parameters as the brightness,
tint, contrast, color of a local or remote video stream.
Snap an Image from Local Video Streams
- A snapshot of the local video stream is taken and returned
as an image to the application as follows:
Call VGrabframe to grab the most current image from the
- .-local vidéo stream.
Conferencing API 506 supports the following function
calls by conferencing applications 502 and 504 to the video,
comm, and audio subsystems:

CF_MazkeCall
CF_AcceptCall
CF_RejectCall

Reads in the conferencing configuration parameters (e.g., pathname of
the directory database and directory name in which the conferencing
software is. kept) from an initialization file; loads and initializes the
software of the comm, video, and audio subsystems by allocating and
building internal data structures; allows the application to choose
between the message and the callback routines to return the event
notifications from: the remote site.

Makes a call to the rernate site to establish a connection for
conferencing. The call is performed asynchronously.

Accepts a call initiated from the remote site based on the information
received in the CFM_CALL_NTFY message.

Rejects incoming call, if appropriate, upon receiving a
CPM__CALL_NTFY message.

HUAWEI EX.

1116 - 534/714



5,488,570
19

-continued
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CF_HangupCall
CF_GetCallState
CF__CapMon
CF__PlayRevd

CF_Destroy

CF_Mute

Blichads ral

Hangs up a call that was previously all

including all types of streams: and data structures; allocated during the
call,

Returns the current state of the specified call.

Starts the capture of analog video signals from the local camera and
displays the videe in the local_video_.window: which is pre-opened by
the application. This function allows the user to preview his/her
appearance before sending the signals out to the remote site.

Starts the reception and display of remote video, signals in the
remote__video_window, which is pre-opened by the application; starts
the reception and play of remote audio signals-through the local
speaker.

Destroys the specified stream group that was created by CF_CapMon
or CF_-PlayRevd. As part of the destroy process, all operations (e.g.,
sending/playing) being performed on the stream group will be stopped
and all allocated system resources will be freed.

Uses AMute to turn on/off the. mute function being performed on the
audio stream of a specified stream group, This furiction will
temporarily stop or restart the related operations, including playing and
sending, being performed on this stréam group. This function may be
used to hold temporarily cne andio stream and provide more bandwidth

for other streams to use.
CF__SnapStream
group and returns a still image (reference) frame to the
application buffers indicated by the hbuffer handle.
Controls the capture or playback functi
and andio stream groups.
Uses ALinkOnt to. pause/unpause audno

CF_Control

CF_SendStream
CF_ GetStreaminfo

data structure, preall d by the applicati

Takes a snapshot-of the: vidéo stream of the specified stresm

of the local or remote video

Retums the current state and the audio video mmrol block (AVCB)
of the

d stream

groups.
CF_PlayStream
APlay/VPlay.

Stops/starts the playback of the remote audxo/vxdco streams by calling

30
These functions are defined in. further detail later in this
-specification in a section enntlcd “Data Structnres, Func—
tions, and Messages.” .

In addition, conferencing API 506 supports the followmg
messages returned to conferencing applications 502 and 504 35
from the video; comm, and audio subsystéms in response to
some of the above-listed functions:

Indicates that a call request
initiatcd from the remote sitc has
been received.

Indicates that a call state/progress
notification has been received from
the local phone system suppart.
Indicates that the rémote site has
accepted the call request jssued
locally, Also:sent to the accepting
application when CF_AcceptCaIl
completes.

Indicates. that the mmolc site has
rejected or the local sxle has failed
to make the call.

Indicates that the remote site has
hung up the call.

CFM_CALL: NTFY 40
CFM_-PROGRESS_NTFY

CFM_ACCEPT_NTFY

CFM_.REJECT_NTFY

CFM_HANGUP_NTFY

.Referring now to FIG. 8, there is shown a representation
of the conferencing call finite state machine (FSM) for a 55
conferencing session between a local conferencing system
(i.e., caller) and a remote conferencing system (i.e., callee),
according to a preferred embodiment of the present inven-
tion. The possible conferencing call states are as follows:

60

CCST_NULL Null State - state of uninitialized callerl '

callee.
CCST_IDLE Idle State - state of caller/callee ready

to make/receive calls,
CCST_CALLING Calling state - state of caller trying to 65

: call callee,

CCST_CALLED Called state - state of callee being

50

-continued

called by caller.
Call state - state of caller and callee
during conferencing session.

- Ahangup or call cleanup is in progress.

CCST_CONNECTED
CCST__CLOSING

At the CCST__CONNECTED state, the local application
may begin capturing, monitoring, and/or sending the local
audio/video signals to the remote application. At the same
time, the local application may be receiving and playing the
remote audio/video signals.

Referring now to FIG. 9, there is shown a representation
of the conferencmg stream FSM for each conferencing
system participating in a conferencing session, according to
a preferred embodiment of the present invention. The pos-
sible conferencing stream states are as follows:

CSST_INIT Initialization state - state of local and remote
’ streams after CCST__CONNECTED state is
- first reached. ;
Capture state - state of lacal stream being
captured. Receive state - state of remote
stream being recejved,
Fail state - state of localiremote stream
after resource failure. -

CSST_ACTIVE

CSST._FAILURE

Conferencing stream FSM represents the states of both the
local and remote streams of each conferencing system. Note
that the local stream for one conferencing system is the
remote stream for the other conferencmg system.

In a typicai conferencirig session between a caller and a
callee, hoth the caller and callee begin in the CCST._NULL
call state of FIG: 8. The conférencing session is initiated by
both the caller and callee calling the function CF_Init to
initialize their: own conferencing systems. Initialization
involves- initializing internal data structures, initializing
communication"and configuration information, opening a
locdl directory data base, verifying the local user’s identity,
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and retrieving the user’s profile information from the data-
base. The CE_Init function takes. both the caller and callee
from the CCST_NULL call state to the CCST_IDLE call
state. The CF__Init function also places both the local and
remote streams of both the caller and callee in the CSST__
INIT stream state of FIG. 9.. -

Both the caller and callee call the CF._CapMon function
to start capturing local video and andio signals and playing
them locally, taking both the caller and callee local stream
from the CSST_.INIT stream state to the CSST_.ACTIVE
stream state. Both'the caller and caliee miay then call the
CF_Control function to control the local video and audio
signals, leaving all states ur.changed.

The caller then calls the CF- MakeCall furiction to jnitiate
a call to the callee, taking the caller from the CCST._IDLE
call state to the CCST_CALLING  call state. The callee
receives and processes a CFM__CALL._ NTFY message
indicating that & call has been placed from the caller, taking
the callee from the CCST.“IDLE call state to the CCST__
CALLED call: state. The ‘callee calls the CF_AcceptCall

_function to accept the call from the caller, taking the callee

from the CCST_ CALLED call state to the CCST_CON-
NECTED call state. The ‘caller receives and processes a
CFM__ACCEPT__NTFY message indicating that the callee
accepted the call, taking the caller from the CCST_CALL-
ING call state to the CCST_CONNECTED call state. -
Both the caller and ‘callee then call the CF_PlayRcvd

function to begin reception and play of the video and audio

streams from the remote site, leaving all states unchanged.

Both the caller and callee call the CF._SendStream funcuon '
to start sending the locally captured video and audio streams

to the remote site, leaving all states unchanged. If necessary,
both the caller and callee. may- then call the CF__Control
function to-control the ‘remote video and audio strearns,
again leaving all states unchanged. The conferencing session
then proceeds with no changes to the call and stream states.
During the conférencing session,:the application inay call

CF_Muite; CF_PFlayStream, of CF_SendStréam. ‘These
affect the state of the streams in the audlolvuieo managers,
but not the state of the, stream group

‘When the conferericing session is to be terminated, the
caller calls the CF__HangupCall function to end the confer-
encing session, taking the-caller from the CCST_ CON-
NECTED call state to the CCST.- IDLE call state. The callee
receives and processes a2 CFM_HANGUP_NTFY message
from the caller indicating that the caller has hung up, taking
the callee from the CCST. CONNECTED call state to the
CCST_IDLE call state. :

Both the caller and callee call the CF. . Destroy function to
stop playing the remote video and audio signals, taking both
the -caller and: callee remote stréams from. the CSST__
ACTIVE stream state to the CSST INIT stream state. Both
the caller and callee also call the CF_ Destroy function to
stop captiring the local video and andio signals, taking both
the caller and calle¢ local streams from the CSST__ACTIVE
stream state to the CSST_INIT stream state.

Thisdescribed scenario is just one possible scenario,
Those skilled in the an will understand that other scenarios

—
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may be constructed using the following additional functions
and state transitions:

If the callee does not answer within a specified time
period, the caller automatically calls the CF_Hangup-
Call. function to- hang up, taking the caller from the
CCST_CALLING call state to the CCST_IDLE call
state.

The callee calls the CF_RejectCall function to 'reject a
call from the caller, taking the callee from the CCST.__
CALLED call state to the CCST_IDLE call state. The
caller then receives and processes a CFM_REJECT,,
NTFY message indicating that the callee has rejected
the caller’s call, taking the caller from the CCST__
CALLING call state to the CCST__IDLE call state.

The callee (rather than the caller) calls the CF.. Hangup-
Call function to hang up, taking the callee from the
CCST__CONNECTED call state to the CCST_IDLE
call ‘state. The caller receives a CFM_HANGUP_
NTFY ‘message from the callee indicating that the
callee has hung up, taking the caller from the CCST__
CONNECTED call state to the CCST_-IDLE call state.

The CF__GetCallState function may be called by either the
caller or the callee from any call state to determine the
cumrent call state without changing the call state.

During a conferencing session, an unrecoverable resource
failure may occur in the local stream of either the caller or
the callee causing the local stream to be lost, taking the local
stream from the CSST._ACTIVE stream state to the CSST __
FAILURE stream state. Similarly, an iinrecoverable resource
failure may occur in'the remote stream of either the caller or
the callee causing. the remote stream to bé lost, taking the
remote stream from the CSST__ACTIVE stream state to the
CSST._FAILURE stream state. In either case, the local site
calls the CF. Destroy function to récover from the failure,
taking the failed stream from'the CSST_] FAILURE stream
state to the CSST.__INIT stream state.

The CF._GetStreamInfo function may be called by the
application from any stream state of either the lacal stream
or the remote stream to determine information regarding the
specified ~stream * groups. ‘The  CF_SnapStream and
CF_RecordStream functions may be called by the applica-
tion for the local stream in the CSST__ACTIVE stream state
or-for the remote stream (CF_RecordStream only) in the
CSST_ACTIVE stream state. All of the functions described
in this paragraph leaye the stream state unchanged.

Video Subsystem .

The video subsystem of conferencing system 100 of FIG.
S ‘comprises video API 508, video manager 516, video
capture driver:522, and host interface 526 running on host
processor 202 of FIG. 2 and video microcode 530 running

on video board 204. The following sections describe each of
‘these constm_mnts of the video subsystem.
Video API".: .

Video API 508 of FIG. 5 provides an interface between
audio/video - conferencing application 502 ‘and the video
subsystem. Video API 508 provides the following services:

Capture Service

Captures a single video stream continmuously from a local video

hardware source, for example, a video camera or VCR, and directs the
video stream to a video software output sink (i.c., a network
destination).

Monitor Service

Monitors the video stream being captured from the local video

hardware in the local video window pxevmxsly opened by the
application.
Note: This fuuction intercepts and displays a video steam at the
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hardware board when the stream is first captured. This operation is
similar to a-“Short circuit” or a UNIX tee and-is different from the
“play” function. The play function gets and displays the video stream -
at the host. In conferencing system 100, the. distinction between
monitor and play services is that one is on the board and the other at

the host. Both are carried out on the host (i.e.;

software playback).

Rather, the distinction is this: monitor service intercepts and displays,
on the local system, & video stream that has been captured with the
Jocal bardware (generated locally). By contrast, play service operates
on a video stréam that hias been captured on a remote system's: ;.
hardware and then sent to'the local system (generated remiotely).

Pause Service

Suspends capturing or playing. of an active video siream; resumes

capturing ‘or playing of a previously suspended video stream.

Inage Capture

Grabs the - most curent complete still Unage (called a reference frame)
from the specified video stream and returss it to the application in the

Microsoft:® DIB (Device-Independent Bnmap) format,

Play Service

Plays a video stream continuously by consuming the video frames from

a video software source (i.e:, a network source),

Link-In Service

Links a video network source to be the input of a video stream played

locally, This service allows

. software input source of a video stream.

Link-Out Service
locally. This service allows appli

to-change dynami “y the

Links a network source 1o be the output of a video stream captured
ions to change d;

ically the

software output sotrce of a 'video stream,
Controls the video siream “on the fly,” includi

g adjusting brigk

Control Service
contrast, frame rate, and- data rate.

Information Service .

Initialization/Configuration

Returns status and information about a spccnﬁcd video stream.
Initializes the video subsystem and‘calculates the cost, in terms

of system resources, required to sustain certain video
configurations. These costs can be used by other subsystems o
" determine. the optimum product configuration for the given

system,

" Video API 508 supports the following furiction calls by °

" audio/video conferencing application 502 to the video sub-
_ System:

Opéns a video stream with specified atiributes by 35

allocating all pecessary system resources (€.8.,

internal data structures) for it.
- ' Stasts/stops-capturing & video stream from a local

video hardware source, such asa video camera or

VCR :
VMoni itoring a video stream captured 40

from local a video ¢amera o VCR.

VPiay Starts/stops playing a video stream‘from a. .

network; ‘or remote, video:source. When starting
to play, the video frames are consumed from a

network video source and displayed in a window
pre-opened by the application. . 45
Links/unlinks a network . . . to/from a spec:ﬁed

video ‘stream, which will bc playedfis being played

locally. : :
Links/unlinks a network . . . to/from 2 specified
video stream, which will be captured/is being
captured from the local camera or VCR.

Grabs the most current still image (reference
frame) from a specified video stream and returns
the frame in an application-provided buffer.
Starts/stops pausing a video siream captured/
played locally.
VCntl Controls & video stream by adjusting.its

(e.g., tint/contrast, frame/data rate). 55

Returns the status (VINFO and state) of a video
stream. %
Closes a video stream and mleascs all'system
resonrces allocated for this stream.
Vlnit Initislizes the video subsystem, starts capture and .

layback applications, and cal system : 60
nhhuuon for video configurations.
Shuts down the video subsystem and stops the’
capture and playback applications.
VCost Calculates and reports the perc‘entagé CPU
uilization xequu'ad 10 support a given video |
stream. 65

VOpen

VCapture

VLinkIn

VGrabframe 50

VPause

VGetinfo
VClose

VShutdown

These functions are de’ﬁned in further detail later in this

specification in a section entitled “Data Structures, Func-
tions; and Messages ”

Referring now to FIG. 10, there is shown arepresentation
of the video FSM for the local video stream and the remote
video stream of a conferencing system during a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible video states are as follows:

Inital state - state of local and remote video
streams after the application ¢alls the CF_Init
function,

. Open state - state of the lucalhemnle video
stream afier system resources have been
allocated.

Capture state - state of local video stream
being captured.

Link-out state - state of local video stream
being linked to video output (e.g., network
output channel or output file),

Link-in state - state of remote video stream
being linked to video input (e.g., network
input channel or input file). -

Play. state - state of remote video stream
being played.

Feror state - state of local/remote video
stream after a system resource failure occurs.

VST_INIT
VST_OPEN

VST_CAPTURE
VST_LINKOUT

VST_LINKIN

VST_PLAY

VST._ERROR

In a typical conferencing session between a caller and a
callee, both the local and remote video streams begin in the
VST_.INIT video state of FIG. 10, The application calls the
VOpen function to.open the local video stream, taking the
local video stream from the VST_INIT video state to the
VST_.OPEN 'video state. The application then calls the
VCapture function to begin capturing the local video stream,
taking the local video.stream from the VST_OPEN video
state to the ' VST_CAPTURE video. state. The application
then calls the VLinkOut function to link the local video
stream to.the video output channel, taking the local video
stream from the VST_ CAPTURE video state to the VST__
LINKOUT video state.
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The application calls the VOpen function to open the
remote video stream, taking the remote 'video stream from
the VST__INIT video state to the VST__OPEN video state,
‘The application then calls the VLinkIn function to link the

remote video stream to the video input channel, taking the -

remote video stream from the VST._OPEN video state to the

VST_LINKIN- video ‘state. The application then calls the
.- VPlay function to begin playing the remote video stream,

taking ‘the remote video stream from the VST_LINKIN

video state to the VST__PLAY video state. The conferencing
- "session proceeds without changing the video states of either
the local or remote video stream..

When the conférencing session is to be termmated the
application calls the ‘VClose function to close the remote
video channel, taking the. remote video stream from ‘the
VST._PLAY video state to the VST__INIT video state. The
application also calls the VClose function to close the local
video channel; taking the local ‘video stream from' the
VST LINKOUT video state to the VST_ INIT video state.

This described scenario is just one possible video sce-
nario. Those skilled in the art will understand that other
scenarios may be constructed using the following additional
functions and state transitions: :

The application calls the VLinkOut function to unlink the
local video ‘stream’ from the video output chainel,
taking the local video. stream from the VST LINK-
OUT video state to the VST_CAPTURE video state.

The apphcanon calls the VCapture function to stop cap-
turing’ the local video ‘stream, taking the local video
stream from the VST__CAPTURE video state to the
VST_OPEN video state.

The application. calls the VClose functmn ta: close ‘the
local video stréam, taking the local, video stream from
the VST._OPEN video staté to the VST_INIT video
state.

The apphcauon calls the VClose. function to close the
local video stream, taking the local video stream from
the VST_CAPTURE v1deo state to the VST_INIT
video state.

The application calls the VClose fiinction to recover from
a system resource failure, taking the local video stream
from the VST_] ERROR video state to the VST_ INIT
video state.

-“The application calls the. VPlay function to stop playmg
the remote video stream, taking the remote video
stream from the VST_PLAY video state to the VST_
LINKIN video state.

The application calls the VLinkIn function to unlink the
remote video stream-from the video input channel,
taking the remote video stream from the VST_
LINKIN video state to the VST__OPEN video state.

The application calls the. VClose function to close the
remote video stream, taking. the rerote video stream
from the VST_OPEN video state to the VST_JINIT
video state. v

The application calls the VClose function to close. the
remote video stream, taking the remote video stream
from the VST_LINKIN video state to the VST_INIT

video state.

The application calls the VClose function to recover from

a system -fesource failure, taking the:-remote video
stream from the VST_ERROR video state to the
VST_INIT video state.

The VGetinfo and VCntl functions may be called by the

application from any video state of either the local or remote
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video stream, except for the VST_INIT state. The VPause
and VGrabFrame functions may be called by the application
for the local video stream from either the VST__CAPTURE
or VST LINKOUT video states or for the remote video
stream from the VST_PLAY video state: The VMonitor
function may be called by the application for the local video
stream from either. the VST_CAPTURE or VST_LINK-
‘OUT video states..All ‘of the functions described in this
paragraph leave the video state unchanged.

Video Manager = -

Referring now to FIG. 11, there is shown a block diagram
of the software components of video manager (VM) 516 of
FIG. 5, according to a preferred embodiment of the present
invention. Video manager 516 is implemented using five
major components:

(VM DLL 1102) A Microsoft ® Windows
Dynamic Link Library (DLL) that provides
the library of functions of video API 508,
(VCapt EXE 1104) A M)cmsuft ® Windows
: ble control
thread with sm:k, message queue, and data)
which controls the capture and distribution of
video frames from video board 204.

(VPlay EXE 1106) A Microsoft ® Windows
application which controls the playback (i.e.,
decode and display) of video frames received
from either the network or a co-resident
capture application.

(Netw DLL 1108) A Microsoft ® Windows
DLL which provides interfaces to send and
receive video frames across a network orin a
local Joopback path to a.co-resident playback
application. The Netw DLL hides details of
the underlying network support from the
capture and playback applications and
implements (in a manner hidden from those
"applications) the local loopback function.
(AVSync DLL 1110) A Microsoft ® Windows
DLL which provides interfaces to. enable.the
synchronization of video frames with a
separate stream of audio framas for Lhe

poses of achieving “lip »

AVSyzc DLL 1110 supports the
implementation of an audio-video
synchronization technique described later in
this specification.

Library

Capture

Playback

Audio-Video
Synchronization
Library

The five major components, and their interactions, define
how the VM implementation is decomposed for the pur-
poses. of an implementation. In-addition, five techniques
provide full realization of the implementation:

Stream Restart A technique for initially starting, and
restarting, a video str=am, If a video stream
consists entirely of encoded *delta” frames,
then the method of stream start/restart
quickly supplies the decoder with & “key”
or reference frame. Stream restart is used
when a video stream becomes out-of-sync
with respect to the audio. . .
An andio-video synchronization techrigue
for synchronizing a sequence, or stream, of
video frames with an external audio source.
A tcclmique by which the video stream bit
rate is controlled so that video frame data
coexists with other video conferenmng
This technique is ic in
nature and acts to “throtile” the video
stream (up and down) in response to higher
priority requests (higher than video data
priority) made at the network interface,
A technique by which multiple video
formats are used to optimize transfer,
decode, and display costs when video frames

Synchronization

Bit Rate Throttling

Multiple Video
Formats
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-continued

are moved between video board 204 and
host pr 202..This technique bal
v:deo frame data transfer overhead with
host processor decode and display overhead
in order to implement efficiently a local
. video momnitor. ’
" A self-calibration technique which is used to
determine the amount of motion vidéo PC
system can support, This allows
conferencing system 100 to vary video
decode and display configurations in order
to run on a range of PC sysmms Iti is
particularly- ap in
systems.

Self-Calibration

pray

Capture/Playback Video Effects =

_ This subsection describes an important feature of the VM

implementation that has an impact on the implémentation of

" both ‘the: capture -and playback applications (VCapt EXE

1104 and VPlay EXE 1106). One of the key goals of VM
capture and playback is that while local Microsoft® Wii-
dows application activity may impact local video- playback;
it need not effect remote video playback. That is, due to'the
‘non-preemptive nature of the Microsoft® Windows envi-
ronment, the VPlay application may not get control to run,
and as such, local monitor and remote playback will be
halted. However, if captured frames:are delivered as a part
of capture hardware mterrupt handlmg, and network inter-
faces are accessible at interrupt time, then captured video

" frames cari be transtitted on the network, regardless of local
conditions.

With respect to conferencmg system 100, both of these
conditions are satisfied. This is-an important feature in an
end-to-end conferencing situation; where the local endpoint
is unaware of remote: endpoint- processing, and-can only
explain local playback starvation as a result of local activity.
The preferred. capture” and ' playback applicarion design
ensures that remote video is not lost due to remote endpoint
activity. -

Video Stream Restart-

The preferred video compression method for conferenc-
ing system 100 (i.e.; ISDN rate video or IRV) contains no
key frames (i.e., reference frames).. Every frame is a deita
(i.e., difference) frame based on'the preceding decoded
video frame. In order to establish a complete video image,
IRV dedicates a small part (preferably Visth) of each delta
frame to key frame data. The part of an IRV delta frame that
is key is complete and does not i'equire inter-frame decode.
The position of the key information is relative, and i§ said to
*walk" with respect to a delta frame sequence, so that the use
of partial key information may be referred to as the “walking
key frame.”

Referring now to FIG. 12, there is shown a representation
ofa sequence of N walking key frames. For a walking key
frame of size 1/N, the kth frame in a sequence of N frames,
where (k<=N), has its kth component consisting of key
information. On decode, that kth component is complete and
accurate. Provided frame k+1 is decoded corret:tly, the kth
component of the video stream will remain: accurate, since
it is based on a kth key component and a k-+1 correct decode.
A complete key frame is generated every N frames in order
to provide the decoder with up-to- date reference information
within N frames.

For a continuous and’ unintersupted stream _of video
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walking key frame components, which requires a delay of N
frames. If video startup/restart occurs often, this can be
problematic, especially if N -is'large. For example, at 10
frames per second (fps) with N=85, the stamp/restart time to
build video from scratch is 8.5 seconds.

In order to accelerate IRV stream startup and restart, an
IRV capture driver “Request Key Frame™ interface is used to
generate a complete key frame on demand. The complete
key frame “compresses™ N frames of walking key frames
into a smgle frame, and allows immediate streamn startup
once it'is.received -and decoded. Compressed IRV key
frames for (160x120) video images are approximately 6-8
KBytes in length. Assuming an ISDN bandwidth of 90 kbits
dedicated to' video, ISDN key frame transmission takes
approximately 0.5-0.6 seconds to transmit. Given a walking
key frame size of Y5 (N=85), and a frame rate of 10 fps, use
of a complete key frame to start/restart a video stream can
decrease the startup delay from 8.5 secs to approximately ¥2
sec.

In order for walking key frame compression to be suc-
cessful, the delta frame rate must be lowered during key
frame transmission. Delta frames generated during key
frame - transmission are likely to be ‘“out-of-sync” with

- respect: to establishing audio-video - synchronization, and
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frames, the walking key frame provides key mfonnatlot_l’

without bit-rate fluctiations that would occur if a complete
key frame were sent at regular intervals. However, without
a complete key frame, video stamp requires-collecting all

65

given the size of a key frame, too many delta frames will
exceed the overall ISDN bandwidth, The IRV capture driver
bit rate controller takes into account key frame data in its
frame' generation logic and decreases frame rate immedi-
ately following a key frame.

A key frame: once received may be “out-of-sync”-with
respect to the audio stream due to its lengthy transmission
time. Thus, key frames will be decoded but not displayed,
and the video stream will be“in-sync” only when the first
follow-on delta frame is received. In addition, the “way-
out-of-sync” window m preferably sized appropriately so
that key frame transmission does not cause the stream to
require repeated restarts.

Once it is determined that a stream requires restart, either
as part of call establishment or due to synchronization
problems, the local endpoint requiring the restart transmits
a restart control message to. the remote capture endpoint
requestirnig akey frame. The remote capture site résponds by
requesting ‘its capture driver to generate a key frame. The
key frame is sent to the local endpoint when generated. The
endpoinit requesting the restart sets a.timer immediately
following the restart request. If a key frame is not received
after an adequate delay, the restart request is repeated.
Audio/Video Synchromzanon

Video manager 516 is responsible. for synchronizing the
wdco stream with the audio stream in order to achieve
“lip-synchronization,” Because of the overall conferencing
architecture, the audio and video subsystems do not share a
common clock. In addition, again because of system design,
the audio stream is a more reliable, lower latency stream
than the videostream. For these reasons, the video stream is
synchronized by relying on information regarding capture
and playback audio timing.

For VM audio/video (A/V) synchronization, audio stream

- packets are timestamped from an external clock at-the time

they-are captured. When an-audio packet -is played, its

~ timestamp represents the current audio playback time. Every

video frame'captured is stamped with a timestamp, derived
from:the audio system, that is the capture timestamp of the
last andio packet. captured. At the time of video playback
‘(decode and display, typically at the remote endpomt of a
video cc_mference), the video frame timestamp is compared
with the current audio playback time, as derived from the
audio system.
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Two windows, or time periods, &, and 82, are defined,
with §;<8,, as part of VM initialization. Let V3 be the
timestamp for a given video frame, and let Az be thie current
audio playback time when the video frame is to be played.

*"AfV synchronization is defined as follows:
If 1A;~V,=3§;, then the. video streamis “in-sync” and

played normally (i.e.; decoded and displayed immedi-

ately).

It 51<IA,«—V7I<62, then the video stream is “out-of-sync”
and a “hurry-up” technique is used to attempt re-synchro-
nization. If a video stream remains out-of-sync for too

—
<

many consecutive frames; then it becomes “way-out-of-

syn¢” and requires a restart.
If ﬁszfV,J then the video stream is “way-out-of-sync”
and requires a restart,
Because of the overall design of couferencmg system 100,
a video stream sent from one endpoint to another is “behind””

15

its corresponding audio stream. That is, the transmission.and -

reception of a video frame takes longer thati the transmission
and reception of an audio frame. This is-due to the design of
video and audio capture and playback sites relative to the
network interface, as. well as video and audio frame size
differences. In order to corpensate for this, the andio system
. allows capture and playback latencies to be set for an audio
stream. Audio ‘capture and playback latencies artificially
delay the capture and playbick of an audio stream.

As part of the VLinkOut function;, video manager 516
calls audio manager 520 to set an andio capture latency. As
part of the VLinkIn function, video manager 516 calls audio
manager 520 to set ani andio playback latency. Once the
latencies are" set,. they "are- preferably ‘not changed. The
capture and playback latency values are’specified.in milli-
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_ seconds, and defined as part of VM initialization, They may

be adjusted as part of the Calibration process.

In order to-attempt re-synchronization when a stream is
not too far“‘out-of-sync” as defined by the above rules, an
feature ‘called “Hurry-up” is used. When passing-a video
frame to the codec for decode, if hurry-up is specified, then
the codec performs frame decode:to a YUV intermediate

_ format but does not execute the YUV-to-RGB color con-
version. Though the output is not color converted for RGB

. graphics display, - the - hurry-up. maintains the - playback
decode stream for following frames. When Hurry-up is used,
the frame is not displayed. By decreasing the decode/display
cost per frame and processing frames.on. demand: (the
number of frames processed for playback per second can
vary), it is possible for a video stream that is out-of-sync to
become in-sync.
Bit Rate Throttling

Conferencing system 100 supports a number of different :

media: audio, video, and data. These media are prioritized in
order to share the limited network (e.g., ISDN) bandwidth,
A priority order of (highest-to-lowest) audio, data, and video
is. designated. In this' scheme, network bandwidth that is
used for video will need to give way to data, when data
conferencing is active (audio-is not compromised). In order
to implement the priority design, 2 mechanism for dynami-

35
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cally throttling the video bit stream is used. It is a self-

throttling system, in.that it does not.require input. from a
centralized bit rate controller. It both throttles down and
throttles up. a video bit stream as a function ‘of available
network bandwidth.

A latency is a period of time needed to complete the
transfer of a given amount of data at a given bit rate. For
example, for 10 kbits at 10 kbits/sec, latency=1. A throttle
down latency is the latency at which a bit stream is throttled
down (i.c., its rate is lowered), and a throttle up latency is the
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latency at which a bit stream is throttled up (i.e., its rate is
increased).
Multiple Video Formats

Conferericing system 100 presents both a local monitor
display and a remote playback display to the user. A digital
video resolution of (160x120) is preferably uised as capture
resolution for ISDN-based .video conferencing: (i.e., the
resolution of a coded compressed video stream to a remote
site). (160x120) and (320x24) are preferably used as the
local monitor display resolution. (320x240) resolution may
also be used for high-resolution still images: Generating the
local monitor display by decompressing and color convert-
ing the compressed video stream would be computationally
expensive. The video capture driver 522 of FIG. 5 simulta-
neously generates both a compressed video stream and an
uncompressed video stream. Video manager 516 makes use
of the uncompressed video' stream to generate the local
monitor display. Video manager 516 may select the format
of the uncompressed video stream to be either YUV-9 or
8-bits/pixel (bpp) RGB—Device Independent Bitmap (DIB)

~format.'For a (160x120) local monitor, the uncompressed

DIB video stream may be. displayed directly. For a (320x
240) monitor, a. (160x120) YUV-9 format is used.and the
display driver “doubles” the image size to (320x240) as part
of the color conversion process,

In the RGB and YUV-9 capture modes, RGB orYUV data
are -appended. to’ capture driver IRV buffers, so-that the
capture application (VCapt EXE 1104) has access to both
fully encoded IRV frames and either RGB or YUV data.
Conferencing system 100 has custom capture driver inter-
faces to- select either RGB capture mode, YUV capture
mode, or neither.

Self-Calibration

CPU, /O bus; and display adapter characteristics vary
widely from computer to computer. The: goal of VM self-
calibration is to support software-based video playback on a
variety of PC platforms, without having to “hard-code” fixed
system parameters based on knowledge of the host PC. VM
self-calibration measures a PC computer system in order to
determine the decode and display overheads that it can
support. VM self-calibration also offers a cost function that
upper-layer software may use to determine if selected dis-
play options, for a-given video compression format, are
supported. i

There are three major elements to the self-calibration;

1. The calibration of software decode using actual video

decompress cycles to measure decompression costs. Both
RGB/YUV capture mode and IRV frames are decoded in
order to provide accurate measurement of local (monitor)
and remote’ video decode. YUV (160x120) -and YUV

.(320%x240) formats are also decoded (color converted) to
provide costs associated with the YUV preview feature of
the video subsystem.

. A calibration of PC displays, at varying resolutions, using
actual video display cycles to measure display costs.

. A video cost function, available to applications, that takes
as input frame rate, display rate, display resolution, video
format, and miscellaneous video stream characteristics,
and eutputs a system utilization percentage representing
the total system cost for supporting a video decompress
-and display having the specified characteristics.

The calibration software detects a CPU upgrade or display

driver modification in order to determine if calibration is to

be.run, prior to.an initial run on a newly installed system.

VM DLL

Referring again to FIG. 11, video manager dynamic link
library (VM DLL) WB is a video stream “object manager.”
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That is, with few exceptions, all VM DLL interfaces take a
*“Video Stream Object Handle’’ (HVSTRM) as input, and the
interfaces define a set of operations or functions on a stream
- object. Multiple stream objects may ‘be created.

Video API 508 defines all of éxtemal interfaces to, VM
DLL WB. There are also a@ number of VM internal interfaces
to VM DLL WB that are used by VCapt EXE WC, VPlay
EXE WD, Netw DLL WE, and AVSync DLL WF for the

purposes of manipulating a video:stream at a lower:level
than that available to apphcahons ‘The virih file, provided to
applications that use VM DLL WF, contains a definition of
all- EPS and VM. internal interfaces, EPS interfaces .are
prefixed with 2V?; VM internal interfaces are prefixed with
a ‘“VM'. Finally, there are a number of VM private inter-
faces, available only to the VM DLL. code; used to imple-
ment the object functions. For example, there are stream
object - validation routines.  The self-calibration code is a
separate module linked with the VM DLL code proper.

Video. API calls, following: HVSTRM and 'parameter

validation; are typically passed.down to either VCapt or
VPlay: for processing. This is. implemented" using -the
Microsoft® Windows SDK: SendMessage interface. Send-
" Message takes as input the window handle of the. target
application and synchrorously calls the main window proc
of that application, As part of VM initialization, VM starts
execution of the applications, VCapt and VPlay. As part of
their WinMain processing, these applicationss make use of
"a VMRegister interface to return their window handle to VM
DLL WB. From registered window handles, VM DLL WB
is able to make use of the SendMessage interface. For every
video API interface, .there. isa : corresponding ‘parameter
block stnicture used to pass parameters to VCapt or VPlay.
These structires are defined in. the vm.k file. In addition to
the WinExec startup and video API interface calls; VM DLL
WB can also send a shutdown message to VCapt and VPlay
for termination processing.

Immediately -following the - successful initialization of
VCapt and VPlay, VM 516 calls the interface ‘videoMea-
sure’ in order to.run self-calibration. The VCost interface is
available, at run-time, to return measurement information,
per video stream, to applications. ‘
VCapt EXE

The video capture application (VCapt EXE WC) imple-
ments all details of video frame capture and distribition to
the network, including: :

Control of the ISVR capture driver.

Video format handling to support IRV and RGB/YUV

capture mode.

Video frame ‘capture callback processing of captured

video. frames.

- Copy-followed by PostMessage transfer of video frames

to local playback application (VPlay EXE). i

Transmission; via Netw DLL WE, of video frames to the

network, ..

Mirror, zoom, camera video attributes, and rmscellaneous

capture stream control processing.

Restart requests from a remotc endpoint.

Shutdown processing.

VCapt EXE WC processing may be summanzed as.a
function of the Microsoft® Windows messages as follows:
WINMAIN .

Initialize application.

Get VCapt EXE initialization (INI) settings.

Open ISVR driver.
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Register wi_iidow handle (and status) with- VM DLL WB.
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Enter Microsoft® Windows message loop.
WM_.VCAPTURE__CALL (ON)

Register audio callback with audio manager 520.

Set audio capture latency with audic manager 520.

Initialize the ISVR captu:e stream based on stream object

* attributes.
WM_VLINKO_UT_CALL (ON)

Register Netw callback handler for transmission comple-
tion handling,

Initialize bit rate throttling parameters.
WM_MONITOR __DATA_ RTN

Decrement reference count on video frame (user context
buffers).

WM__PLAY_DATA_] RI‘N

Add buffer back to capture driver.

This message is only in loopback case of remote playback—
preferably for testing only.
WM_RESTART _STREAM

Request key frame from capture driver.
WM__VCNTL_CALL

Adjust video-stream controls based on VCntl parameters

- (from YM DLL WB).

WM_PLAYBACK

Get stream format type (IRY, YUV).

Set ISVR. RGB/YUV capture mode controls: If TRV
(160x120) playback then RGB; if IRV 320x240 play-
back, then YUV.

This message is from local playback application (VPlay
EXE WD) in response to local  window (momtor) size
changes.

WM SHUTDOWN

Disable capture; includes closing the capture driver.

Un-initializes capture application.

DestroyWindow.’

VCapt Capture Callback is a key component of the VCapt
EXE application.. VCapt Capture Callback processes indi-
vidual frames received, in interrupt context, from the capture
driver (SVR.DRV). The main steps of callback processing
are:

Time stamp the video frame using AVSync DLL WE.

Set the packet sequerice number of the frame (for network
error detection).

If the video stream is in the Monitor state, then copy the
frame out .of interrupt context into a local monitor
playback’ frame first-in first-out (FIFO) device. If the
video format is YUV, then only the frame header is
cop:ed since YUV data does not go to the network, and
is not “real-time.”

If the video stream is in the LinkOut state of FIG. 10, then
call the NETWSendFrame function to send the frame to
the remote playback site, and then add the frame buffer
back to the capture driver Also, use. interface Dat-

aRateThrottleDown ‘to adjust the video bit rate, as
needed.
VPlay EXE

The video playback application (VPlay EXE WD) imple-

ments all details of video playback, including:

Opening: an instance of the IRV playback codec for each
playback stream: local' monitor and remote playback.

Maintaining display modé -attributes for each stream,
based on playback window sizes .

Maintain palette “awarenéss” for each video stream.
Receive video frames for decompress and display.

HUAWEI EX. 1116 - 541/714




5,488,570

33
Filter video frames using AVSync DLL WF and playback
frame FIFO state.
Restart video stream as necessary.
Decompress video frames via Microsoft® Windows 3.1
SerdDriverMessage Codec interface:
Display vidéo frames v:a Microsoft® GDI or DxawD[B
interfaces.
Handle VM .DLL messages: generated as a result of video
API interface calls.
Handle application shutdown.
In order to encapsulate decode and display attributes for a
video strean in a “Displdy, Object,” references to a Display
Object are passed to internal VPlay proceduxes The struc-
tﬁlire of the Display Object is defined in the vplay.h mclude
e
VPlay EXE WD. processing may be summarized as a
function of the Microsoft® Windows messages as follows:
WINMAIN.
Initialize application.
Get VPlay initialization (INI) setungs
Register window handlé (and status) with VM DLL WB.
Enter Microsoft® Windows miessage loop.
WM_-TIMER
. Kill the outstanding restart timer.
If the stream associated with the message is still m the
restart state, then RestartStream.. - )
Initialize the ISVR capture stream based on stream object
attributes.
WM_MONITOR__DATA
Validate stream state (MONITOR) and video frame data
ProcessPlayFrame.
Set reference count to 0 (copy frame PIFO)
WM_PLAY_DATA :
Validate stream state (PLAY) and video frare data.
ProcessPlayFrame.
NETWPostFrame to return &amc buﬁ’er 10 the network
WM__VMONITOR___CALL (ON)
“Get video stream attributes and determine internal stream
playback values.
" Setup codec for stream; set up decompress' structures,
RestartStream.
WM_VPLAY_CALL (ON) )
Get video stream attributes and determine internal stream
playback. values.
Set up codec for stream; set up decompress structures.
RestartStream.
WM__VLINKIN__CALL ©oN)
AVRegisterMonitor to set AVSync audio manager call-
back.
AVSetLatency to set audio manager playback latency.
NETWRegisterIn to register receive data complete call-
backs from network and“post video frame network
buffers.
WM_VCNTL_CALL -
Adjust video stream controls (via codec) based on VCntl
parameters (from VM DLL WB).
WM_VGRABFRAME__CALL
Copy. out the cufrent RGB display buffer for the stream.
WM__MEASURE - BEGIN
Turn on video statistics gathering.
WM__MEASURE_ END
Return decode and display playback statistics for the
stream.
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WM_MEASURE_ BEGIN
Turn on video statistics gathering.
WM_SHUTDOWN
Clean up codec.

Destroy Window. v

Unregister Class. The ‘ProcessPlayFrame’ procedure is a
key. component of the playback application (VPlay
EXE WD). It processes individual frames received, in
user context, from either the VCapt capture callback, in
the case-of local monitor playback, or from the Netw
receive data complete callback, in the case of remote

- playback. The main steps of ‘ProcessPlayFrame’ pro-
cessing are:

Send the v1deo frame through the ‘SyncFilter’.

If the frame is “‘way-out-of-sync,” then restart the stream.

If the frame is “out-of-sync,” then ‘hurry_ up’=TRUE.

Bise, ‘burry__up’=FALSE.

Based on the stream display frequency attnbute deter-
mine if the frame should be displayed. If the frame is
not to be-displayed, then ‘hurry_up’=TRUE; else
‘hurry__up’=FALSE.

If the stream is REMOTE, then decode with IRV decom-
press,

If the stteam 1s LOCAL then: .

If the stream is IRV (i.e., not RGB/YUV capture mode),

. then decode with IRV decompress;

Else if the stream is RGB capture mode, then copy to
RGB display buffer; -

Else if the stream is YUV capture mode then decode
with IRV Color Convert;

Else if the stream is YUV, then decode with IRV Color
Convert;

If all frames have been decompressed (no more frames in
playback frame FIFO) and ‘hurry__up’==FALSE, then
Display Frame.

SyncFilter, a procedure used by ProcessPlayFrame, is

~ implemented as follows:

If the playback frame Fifo length is> AVFrameHighWa-

- tertMark, then retumn (“‘way-out-of-sync”).

If the stream is REMOTE, then if there is a Frame Packet
Sequence Number Error, then return (“way-out-of-
sync”).

If the stream is REMOTE then return (AVFrameSync
(StreamObject, FramePtr)). _

The first test is important: It states that the number of frames
queued for playback has exceeded a high water mark, which
indicates that VPlay EXE WD has been starved and the
stream_playback is “way—out—of~sync " The AVFrameSync
interface (AVSync DLL WF) is preferably. only used with
remote streams, since local streams do not have the concept
of an associated audio playback time.

DisplayFrame, a procedure used by ProcessPlayfFrame,
is implemented’ as. follows: Based on the stream Display
Object mode, use Microsoft® Windows DrawDib, BitBlt, or
StretchBIt to display .the frame. The display mode is a
function of playback window size and video format resolu-
tion.

RestartStream is a procedure that handles details of
strearn restart. Its implementation is:

Clear the playback . frame. FIFO (the ClearFrameFifo
procedure recycles quened video frames to the network
or VCapt,-as needed).

Set the stream state to ‘RESTART’.

If the stream is LOCAL, then;
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If YUV/RGB capture mode is not enabled, then Post-
Message (WM_STREAM_RESTART, 0, D). to
VCapt EXE WC indicating a key frame request. If
YUV/RGB capture mode. is - énabled, then every
captured frame contains.a RGB .or YUV capture
mode key frame, and a key fmme request is unnec-
essary.

Else (stream is REMOTE) NE'I‘WSenantl (WM RE-
START_ STREAM) to have the network send a restart
control message; Set the Key Frame Request timer.

One of the more important areas of the VPlay implemen-

tation is- its “Palette Awarencss” logic. In order that video
displays retain proper colors in a palettized environment,
VPlay must respond to 4 Microsoft® Windows palette
charige and get new paleite messages. To accomplish this,
VPlay “hooks” the window specified in the WM__VPLAY __
CALL message parameter block, so that palette messages to
the “hooked” window. will be transmitted to. a procedure
within' VPlay that propetly handles the palette management.

" Netw DLL

Network. hbrary (Netw DLL WE) provides a hbra.ry of
network. interfaces designed to hide the capture and play-
back applications from details of the underlying network
service, including; L

Management of network buffers.

Asynchronous - interrupt-time . callbacks when data is
received or transmission is complete.

Video frame and control message transmission.

Compacnon of video frame: headers, ‘from Microsoft®
Video for Windows (VW) defined headers to packed
headers ‘suitable for low-bandwidth networks (e. £
ISDN). ‘

Transparent local loopback of .video . frames .(supports
single machine testing of video subsystem)..

Netw DLL WE defines a.‘SUPERVIDEOHDR’ structure,
which is an. extension of the. ‘“VIDEOHDR’. structure
defined . by . Microsoft® Video. for - Windows. The
VIDEOHDR  structure is used by ViW capture and
playback applications on a single PC. The SUPER-
VIDEOHDR contains the VIDEOHDR structure, plus
VM-specific ' control . information, - an'-area . where
VIDEOHDR data can be compacted for network tranis-.
mission; and a contiguons frame data buffer. The con-
tiguity of the SUPERVIDEOHDR structure allows the
VEW- structure to be used without. modification by
VCapt and VPlay (which are also VW applications),
while at the same n'me allowing a video frame to be
transmitted on the network in a single operation.

The interfaces provided by the Netw DLL are as follows:

NETWCallbackIn—Callback used for VLinkIn streams,
processes received data from the network.

NETWCallbackOut-—Callback - -used for. :VLinkOut
streams; processes send completions from the network.

NETWInit—Initializes network buffers.

NETWRegnstcrIn——Reglster a'network input channel and
post buffers for receiving data.

NETWRegisterOut—Register a network output channel

NETWSendCntl—Send a control message.

NETWSendFrame—Send a video frame.

NETWPostFrame—Post a video frame buffer to the net-
work interface.

NETWCleanup—Un-initialize NETW support; buffers,
etc. ‘
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AVSync DLL

AVSync DLL WF provides a-library of interfaces
designed to support the capture and playback applications in
the implementation of the ﬂudm-wdeo synchronization tech-
nique, including:

Implementing audio system -callbacks used to deliver
timestamp values.

Imiplementing audio system latency settings.

Maintaining capture stream and playback stream times-
tamps. :

Vidéo frame compansan with video stream timestamp
values.

The “interfaces pmvxded by the AVSync DLL are as

follows:

AVImt—Imuahzatmn. Includes getting critical AV sync
values from INI file. .

AVRegisterMonitor—Register timestamp callback for a
video. stream. *

AVUchguterMomtor—Unreglster umcstamp callback
for a video stream.

AVSetALatency—Set a capture or playback audm latency
value. -

AVReSetALatency—Reset a capture or playback audio
latency value.

AVFifoHighWatertMark—Return a configuration-defined
value for the high water mark of a video frame FIFO.
(Used in VPlay SyncFilter.)

AVFrameTimeStamip—Time stamp a video frame with an
associated audio capture time stamp.

AVFrameSync—Determine if a video frame is “in-sync”
as defined for “in-sync,” “out-of-sync,” and ‘“‘way-out-

- of-sync” disclosed earlier in this specification.
Video Capture Driver '

Video capture driver 522 of FIG. 5 follows driver speci-
fications set :forth in the Microsoft® Video for Windows
(VfW) Developer Kit documentation. This documentation
specifies a series of application program interfaces (APIs) to
which the video ¢apture driver responds. Microsoft® Video
for ' Windows is a Microsoft cxtension to the Microsoft®
Windows . operating system. 'ViW provides - a‘ common
framework to integrate audio and video into an application
program.. Video capture driver 522 extends the basic
Microsoft® API definitions by providing six “‘custom” APIs
that provide direct control of enhancements to the standard
VIW. specification to enable and control bit rate throttling
and local video monitoring.

Bit rate throttling controls the bit rate of a transmitted
video conference data stream. Bit rate throttling is based on
two independent parameters: . the quality of the captured
video image and the image capture frame rate. A user of
conferencing systern 100 is able to vary'the relative impor-
tance of these two parameters with a custom capture driver
APIL A high-quality image has more fine detail information
than a low-quality image.

The -data_bandwidth- capacity of the video conference
communication channel is fixed. The amount of captured
video data to be transmitted is variable, depending upon the
amount of motion that is present in the video image. The
capture driver is: able to contro] the amount of data that is
captured by changing the quality, of the next captured video
frame and by not capturing the next vxdeo frame (“dropping”
the fmme)

The image. quality is determined on a frame-by-frame
basis using the following equation:
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.,  {TargetSize — ActualFrameSize) -
Quality ConstantScaleFactor ,

Quality is the relative image quality of the next captuted

frame. A lower quality number represents a lower unage

quality (less image detail). TargetSize is the desired size of

a captured and compressed frame. TargetSize is based orni a
- fixed, desired capture frame rate.

Normally, the capture driver captures new video frames at »

a fixed, periodic fate which is.set by the audio/video
conference application program. The capture driver keeps a
- running total of the available’communication channel band-
width. When the capture driver is ready to capture the next
video frame, it first checks the available channel bandwidth
and if there is insufficient bandwidth (due to a large, previ-
ously captured frame), then the capture. driver delays cap-
turing the next video frame -until sufficient bandwidth is
available.” Finally, the size of the captured video frame is
sibtracted from the available channel bandwidth total. .

A user of conferencing system 100 may ‘control the
relationship between reduced image .quality and dropped

—

0

frames by setting the minimum image quality value, The -

minimum image quality value controls the range of permit-
ted image qualities, from'a wide range down to'a narrow
range of only the best image qua]mes

Bit rate_throttling is implemented inside of the video
capture driver and is:controlled by the following VIW
extension APIs:

CUSTOM_SET_DATA_RATE Sets the data rate of the
: X communications channel.
CUSTOM__SET_QUAL_PERCENT Sets the minimum image
quality valoe.. .
CUSTOM_ SET_FPS Sets the desiruii capture
. frame rate.

The local video monitoritig extension to VIW gives the
video capture driver the ability to output simultaneously
both 2 compressed and a non-compressed image data stream
to the application, while remaining fiilly compatible with the
Microsoft® VW interface - specification. - Without local
video monitoring, the audio/video conferencing application
program would be required to decompress and display the
image stream generated by the capture driver, which places
an additional burden on the host processor and decreases the
frame update rate of the displayed image.

The ViW interface specification requires that compressed
image data be placed in an output buffer. When local video
monitoring is active, an uncompressed copy of the: same
image frame is appended to the output buffer immediately
following the’ compressed image data. ‘The capture driver
generates control information associated with' the output
buffer. This control information reflects only the compressed
image block of the output buffer and does not indicate the
presence of the uncompressed image: block, making local
video monitoring fully compatible with other VW applica-
tions. ‘A “reserved,” 32-bit data word in the VW' control
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information block indicates to a local video moritor aware -

application that there is a valid nncompressed video image

block in the output buffer. The application program may then .

read and directly display the uncompressed video image
block: from the output buffer.

* The uncompressed image data may be in either Device
Independent Bitmap (DIB) or YUV9 format.: DIB format
images may be displayed directly on the computer monitor.
YUV9 format images may be increased in size while retain-
ing image quality. YUV9 images are converted into DIB
format before they are displayed on the coinputer monitor,
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The capture driver allows the uncompressed video image
to be captured either normally or mirrored (reversed left to
right). In normal . mode, the local video momtonng image
appears as it is viewed by a video camera—printing appears
correctly in the displayed image. In mirrored mode, the Jocal
video monitoring image appears as if it were being viewed
in a mirror.

The CUSTOM_SET_DIB__CONTROL extension API
controls the local video momtormg capabilities of the video
capture driver.

Custom APIs for Video Caplure Driver

The CUSTOM__SET_FPS message sets the frame rate
for a video capture. This message can only be used while in
stredming capture mode.

The CUSTOM__SET- KEY message informs the driver
to produce one key frame as soon as possible. The capture
driver will commonly produce one delta frame: before the
key. Once the key frame has been encoded, delta frames will
follow normally.

The: CUSTOM_ SET ' DATA_RATE message informs
the driver to set an output data rate. This data rate value is
in KBits pér second and typically corresponds to the data
rate of the communications channel over which the com-
pressed video data will be: transmitted.-

The CUSTOM_SET__QUAL,_ PERCENT ‘message con-
trols the relationship. between reducing the image quality
and dropping video frames when the compressed video data
stream size exceeds the data rate set by the CUSTOM__
SET__DATA_:_RATE message. For example; a CUSTOM__
SET;_QUAL_PERCENT value of 0 means that the driver
should reduce the image quality as much as possible before
dropping frames and a value of 100 means that video frames
should be dropped before the image quality is lowered.

The CUSTOM_.SET_DIB_CONTROL. message con-
trols. the 8-bit DIB/YUV9 format image output when the
IRV compression format has been selected. The IRV driver
is able to simultaneously generate the IRV. compressed data
stream plus an uncompressed image in either DIB or YUV9
format. If enabled, the IRV driver can return the DIB image
in either (80%60).or (160x120) pixel resolution. The (160x
120) i 1mage is also available in YUV format. All i unages are
available in either minored (reversed left to right) or a
normal image. This API controls the following four param-
eters: .

DIB. enable/disable

NIirro'redInbrrm.l image

The DIB image size

Image data format The default condmun is for the uncom-

pressed i imate to be disabled. Once set, these control
flags remains in effect until changed by another CUS-
TOM__SET__DIB_ CONTROL message. The uncom-
pressed image data is appended to the video data buffer
immediately - following the compressed IRV image
data. The uncompressed DIB or YUVY data have the
bottom scanline data first and the top scan-line data last
in the buffer.

The CUSTOM__SET_VIDEO message controls - the
video " demodulator CONTRAST,  BRIGHTNESS, HUE
(TINT), and SATURATION parameters. These video
parameters are also set by the capture driver at initialization
and via the. Video Control dialog box.

Video Microcode . = )

The video microcode 530 of FIG. 5 rinning on video
board 204. of FIG. 2 pcrforms video. compression. The
preferred video compression technique is disclosed in later
sections of this specification startmg with the section entitled
“Compressed Video Bitstream.”

HUAWEI EX. 1116 - 544/714




5,488,570

39

Audio Subsystem

The audio subsystem provides full duplex audio between
two conferencing systems 100, The audio streams in both
directions preferably ‘run virtually error free, and do not
break up dvz to activity on host processor 202. While the
video subsystem is responsible.for synchronizing video with
audio, the audio subsystem provides an interface to retrieve
synchronization' information . and for control over- aiidio
latency. The synchromz'ahon information and'latency con-
trol is provided through an 1merface lntemal to the audio and
‘video. subsystems.

The audio subsystem provides an interface for control of
the audio streams, ‘Output volume, selection: of an' audio
compression - method, . sample size, and sample rate are
examples of audio attributes that may be selected or adjusted
.through - the interface."In addition to  controlling audio
attributes, the audio subsystem provides an interface to send
audio streams out to the network, receive and play. audio
streams from the network, and momtor the local audlo
Stream.

When audlo/comm board 206 is not being used for vxdeo
conferencing, the Mitrosofi® Wave “interface provides
access to the stereo audio codec (SAC). Wave driver 524
supports all of the predefined Microsoft® sample rates, full
duplex audio, both eight and sixteen bit samples, and mono
or stereo audio.-Wave driver 524 provides the audio, sub-
system with a private mterface that allows the Wave dnver
to be disabled.

-
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40
comm board as a SPOX® operating system task. These two
software. components - interface with each other through
messages passed through the DSP interface 528 of FIG. 5.
Referring again to FIG. 1, in order for the audio sub-
system to achieve full duplex communication between two
conferencing systems, there is a network conmection (i.e.,
ISDN line 110) between two conferencing systems. Both
conferenicing systems run the same software. This allows the
audio task on one conferencing system to communicate with
another instantiation of itself on the other ‘conferencing
system. The ISDN connection is full duplex. There are two
B-Channels in each direction. Logical audio channels flow-
ing through the ISDN connection are provided by the
nétwork -tasks  and have‘ no physical representation. The
audio‘task on each-of the conferencing systems is respon-
sible for playing back the compressed andio generated on
the remote system, and for transferring the compressed
audio generated locally to the remote system.

" Referring now to FIGS. 1 and 13, audio samples gener-
ated on conferencing system A are first sampled by micro-
phone 104, digitized by the stéreo audio codec (SAC),
filtered and compressed by the stack of device drivers 1304,

. and delivered to the audio task 538. The audio task pack-

In a preferred embodlment, the Microsoft® Wive inter-

face performs record and playback of audio ‘during a con-
ferencing session. To achieve this, the audio subsystem and
the Wave implementation cooperate during video confer-
encing so that the audio stream(s) can be split between the
Wave interface and the source/sink of the audio subsystem.

Referring now to FIG. 13, there is shown a block diagram
of the architecture of the audio subsystem, according to a
preferred embodiment. of the present invention. The audio
subsystem is structured as a “DSP application.” Conforming
with the DSP architecture forces the audio subsystem’s
implementation. o be split between host processor 202 and

etizes the compressed audio (by tirme . stamping the audio
information), and then sends the audio to.comm task 540 for
delivery to the remote system. The audio samples consumed
(i.e.,, played back) by conferencing system A are delivered
by the comm task after conferencing system.B. has gone
through the same- process.as conferencing system A to
generate and send a packet. Once conferencing system A has

_the:audio packet generated by conferencing system B, the
~.comm task records the time stamp, and sends the packet
" down the device stack 1302 to be decompreéssed and sent to

audio/comm board 206. Conceptually, audio tasks on the .-

audio/comm board communicate directly with a counterpart
on the host processor. For example, Wave driver 524 (an'the
host processor) communicates directly with Wave task 534
(on the audio/comm board). In FIG. 13, these communica-
tions ‘are representéd by broken lines représenting virtal
connections.

_ The bulk of the audio subsystem is melemented on the
audio/comm board as a’ Spectron SPOX® DSP operating
system task. The portion of the audio subsystem on the host
processor provides an. interface to: control the SPOX®
operating system audio task. The programming interface to
the audio subsystem is implemented as a DLL on top of DSP
interface 528. The DLL will translate all function calls into
DSP messages-and respond to messages passed from audio
task 538 to. the host processor.

The audio task 538 (running on the audio/comm board)
responds to control information-and ] requests for status from
audio ‘manager 520 (running on the host processor).. The
audio task is also responsible for hardware monitoring of the
audijo input source on the audio output sink. A majority of

" the audio task’s execution time is spent fulfilling its third and
primary responsibility: full duplex audio communication
between two conferencing systems.

‘The conferencing application’s: interface to the - audio
subsystem is implemented on the host processor, and the
audio-processing and control is implemented on the audio/
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the codec (i.e., audio hardware 1306). As the remote audio
samples are being transferred to the codec, the codec may
mix them with local audio samples (depending on whether
the local system is-in the monitor state or not), and finally
sends the samples to the attached speaker 108.

» Audio API

Referring again to FIG. 5, the andio API 512 for the audio
subsystem is an intémal programming interface used by
other ‘software components of the conferencing system,
specifically video manager 516 and the conferencing API
506. The audio API is a library that is linked in with the
calling application. The audio API translates the procedural
interface into DriverProc messages, See Microsoft® Device
Driver Development Kit (DDK) and Software Development
Kit (SDK) for the definitions of the DriverProc entry point
and installable ‘device drivers. The audio. API layer also
keeps thie state machine for the audio subsystem. This allows
the state machine to be implemented only once for every
implementation of the audio subsystem.

Audio API 512 of FIG. 5 provides an interface between
audio/video. conferencirig application 502 and- the audio
subsystem. Audio API 512 provides the following services:

Captures a single audia stream
com.muously from a local audm

d source,. for a
microphone, and directs the audio
stream to a andio sofiware output
sink (i.e., a network destination).
Monitors the audio stream being
captured from the local andio
hardware by playing the audio
stream locally. Note: This function
intercepts and displays a audio

Capture, Service

Monitor Service
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-continued

42

stream at the hardware board when
the stream is first captured. This
upenm'uh is similar to a.“Short
circuit” or.a UNIX tee and is -
different from the “play” function.
The play function gets and displays
the andio stream at the host,

Plays an audio stream continuously
by consuming the audio data from
an audio software source (i.e., a
network source).

Links an andio network source to
be the inpot of an audio stream
played locally. This service allows
applications to change dynamically
the software input source of an
audio stream,

Links a network source to be the

Play Service

Link-In Service

" Link-Out Service

10

AST_INIT Initial state - state of local and remote
andio streams after the application calls the
CF__Init function.

Open state - state of the local/remote audio
stream after system resources have been
allocated.

Capture state - state of local audio stream
being captured.

Link-out state - state-of local audio stream
being linked/unlinked to audio output (e.g.,
network output channel or output file).
Link-in state - state of remote audio stream
being linked/unlinked to audio input (e.g..

" petwork input channel or isput file).

Play state - state of remote audio stream being
played.

Extor state - state of local/remote audio
stream after a system resource failure occurs,

AST__OPEN

AST_CAPTURE

AST__LINKOUT

AST._LINKIN

AST_PLAY

AST_ERROR

output of an avdio stream
locally.- This service allows
applications to change dynamically
the software output source of an
audio stream:

Conirols the andio stream “on the
fly,” including adjusting gain,
volume, and latency.

Retums requested information
regarding the specified video
stream.

COC TR TR T T TS - Tt ol

Control Service

Information Service

at OPEN time.

Audio API 512 supports the following function calls by
audio/video confexencmg application 502 to the audio sub-
system:

.- AGetNamDevs Retrieves the number of different-andio
managers installed on the system.

AGetDevCaps Fills the ADevCaps structure with
information regarding theé specified audio
manager.. . : .

AOpen Opens an audio stream with specified
altributes by allocating all necessary system

: resources (¢.g.; internal data structures) for it

ACapture Starts/steps capturing ari audio stregm from a
local andio hardware source, such as-a
microphone.

AMonitor Starts/stops monitoring an andio sueam

-captured from a local micraphone.

APlay Starts/stops playing an andio stream by

consuming the audio data from an audio
. network source.

ALinkIn Links/onlinks a network input channcl or an
input file to/from the specified andio stream
that will be played or is being played locally.

ALinkOut Links/unlinks a tetwork output channel

: to/from the specified audio stream:that will be
aptured or is being d from the local
microphane, '

ACntl Contrals an nudxo strmm by adjusting its

eg.

AGetlnfo Returns the status (AINFO and smm) of an
aodio stream, -

AClose Closés an audio stream and releases all system
resaurces allocated for this stream.

ARegisterMonitor .~ Registers an audio stream monitor.

APacketNumber Returns the packet aumber of the current

andio packet being played back or recorded. .

These functions are defined in further detail later in:this
specification in a section -entitled “Data Structures, Func-
tions, and Messages.”” ‘ ‘
Referring now.to FIG. 14, there is shown a representation
of the audio FSM for the local audio stream and the remote
audio stream of a conferencing system during-a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible audio states are as follows:

20

25

30

35

45

50

55

65

In a typical conferencing session between a caller and a
callee, both the local and remote audio streams beginin the
AST__INIT audio state of FIG. 14. The application calls the
‘AOpen function to open the local audio stream, taking the
local audio stream from the AST - INIT audio state to the
AST:.OPEN audio state. The application then calls the
ACapture function to begin capturing the local audio stream,
taking ‘the local audio stream from the AST. OPEN audio
state to the ' AST._ CAPTURE audio state. The application
then calls the ALinkOut: function to link the local audio
stream to the audio output channel, taking the local andio
stream from the AST_ CAPTURE audio state to the AST__
LINKOUT audio state.

The . application calls the AOpen function to: open- the
remote audio stream, taking the remote audio stream from
the AST_INIT audio state to the AST._OPEN audio state.
The application. then calls the ALinkIn function to link the
remote audio stream to the audio input chanmel, taking the
rémote audio stream from the AST _OPEN audio state to the
AST_LINKIN audio state. The application then calls the
APlay function:to begin playing the remote audio stream,
taking: the remote audio stream from the AST_LINKIN
audio state to the AST__PLAY audio state. The conferencing
session proceeds without changing the audio states of either
the local or remote andio-stream.

" “When thé conferencing session is to be terminated; the
application calls the AClose:function to close the remote
audio. channel, taking the remote audio stream from the
AST__PLAY audio state to the AST__ INIT audio state. The
application also calls the AClose function to close the local
audio channel, taking the local audio stream from the
AST__LINKOUT audio state to the AST__INIT audio state.

This described ‘scenario is just one possible audio sce-
nario. Those skilled in the art will understand that other
scenarios may be constructed using the following additional
functions and state transitions:

The application calls the ALinkOut function to unlink the
local -audio stream from the audio output: channel,
taking the local audio stream from the AST_LINK-
OUT audio state to the AST__CAPTURE audio state.

The application calls the ACapture function to stop cap-
turing the local audio stream, taking the local audio
stream. from the AST__CAPTURE audio state to the
AST_OPEN audio state. -

The application’ calls the AClose function to close the
local audio stream, taking the local audio stream from
the AST_OPEN audio state to the AST_INIT audio
state.

The ‘applicition calls the AClose function to close the
local audio stream, taking the local audio stream from
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the AST CAPTURE audio state to the AST__INIT
audio. state. L .

The application calls the AClose function to recover from
a system resource failure, taking the local audio stream
from the AST_ERROR audio state to the AST._INIT 5
audio state. : : ) .

The application calls the APlay function to stop playing
the remote audio’ stream, . taking the remote-audio -
stream from the AST.. PLAY audio state to the AST_
LINKIN audio state. .

The application calls ‘the ALinkln-function to unlink the
remote audio stream from the audio input channel;
taking the remote audio stream from the AST_ LINKIN
audio state to the AST__OPEN audio state. .

The - application calls the: AClose function to close the 19
femote audio stream, taking the remote aidio: stream
from the AST._OPEN audio. state to- the: AST__INIT
audio state. ) )

The application calls the AClose function to.close. the
remote audio stream, taking the remote audio: stream
from the AST_LINKIN zudio state to the AST__INIT
audio state, .

The application calls the AClose function: to recover from
a system resource failure, taking the rémote audio
stream’ from- the AST_ERROR audio state to the

- AST_INIT audio state. "~ .~

The AGetDevCaps and AGetNumDevs functions may be
called by the application from any audio state of either the
local ot remote audio stream. The. AGetInfo; ACntl, and
APacketNumber functions may be called by the application -
from any audio ‘state of either the local or remote audio
stream, except for the ‘AST..INIT state. The AMoritor
function may be called by the application for the local audio
stream from either the AST_CAPTURE or AST_LINK- .
OUT audio. states. The ARegisterMonitor function may be
called by the application for the local audio stream from the
AST_LINKOUT audio state or for the rémote audio stream
from either the AST. LINKIN or AST__PLAY audio states.
All of the functions described in this paragraph leave the ,,
audio state unchanged. . .

Audio Manager L :

The function of audio manager 520 of FIGS. 5.and 13, 2
Microsoft® Windows installable device driver, is to inter-
face with the.audio task 538 running on the audio/comm - ¢
board 206 through the DSP. interface 532, By using ‘the
installable: device driver model, many different implemen-
tations of theé audio manager may co-exist on-the- same
machine. Audio manager 520 has two logical parts:

A device driver interface (DDI) that comprises the mes- sg

sages the device driver expects, and :

An interface with DSP interface 528.

Audio ' Manager Device Driver Interface !

The device driver interface specifies the entry points.and
messages that the audio manager’s installable device driver 55
supports. The entry points are. the same for all installable
device drivers - (i.e., Microsoft® WEP, LIBENTRY,. and
DriverProc). All messages are passed through the Driver-
Proc entry point. Messages concerning loading, unloading,
initializing, opening, closing; and configuring' the ‘dovice. 60
driver are predefined by Microsoft®. Those messages spe--
cific to.the audio manager are defined in relation to the
constant MSG__ AUDIO_ MANAGER (these message will
range from DRV_RESERVED to DRY__USER ‘as defined
in Microsoft® WINDOWS.H). All messages that apply to an 65
audio stream are serialized (i.e., the application-does not
bave ore than one message per audio stream pending).

10

20

4

The installable -device driver implementing the audio
manager responds ta the open protocol messages defined by
Microsoft®. The expected. messages (generated by a
Microsoft®. OpenDriver SDK call to installable  device
drivers) andthe drivers response are as follows:

Reads any configuration parameters associated
with the driver. Allocates any memory
required for execution. This call is only made
the first time the driver is opened,
Set.up the Wave driver to work with the

audio manager, Ensures. that an audio/comm

. board is installed and functional. For
audio/comm board 206 of FIG. 2, this means
thie DSP interface 532 is accessible, This call
is only made the first time the driver is
Opﬂlﬁd

DRV_OPEN All the per appli data. This )

: .. includes information such as the callback and

" the application instance data. If this is an inpat
or output call, starts the DSP andio task and
sets up communication between host processor
and the DSP audio task (e.g:, sets. up mail
boxes, registers callbacks). The audio manager
may be opened-ance for input, once for output
(i.c., it supports one full duplex conversatien),
and ‘any number of times for device
capabilities query. This call is made each tme
OpenDriver is called. -

DRV_LOAD

DRV_ENABLE

These three messages are generated in r‘cspbnsc to a single
application - call (OpenDriver).  The OpenDriver -call  is

. passed a pointer to the following structure in the IParam2 of

the parameter of the call:

lypedef struct OpenAudioMangerStruct {
L

BOO) GetDevCaps;
LPACAPS . IpACaps;

DWORD SynchronousError;
LPAINFO Alnfo;

DWORD dwCallback;
DWORD dwCallbackInstance;
DWORD dwFlags;

DWORD wkField;

} OpenAudioManager, FAR * 1pOpenAudioManager;

All three messages receive this parameter in their 1Param2
eter. If the open is being made for. either capture or
playback; the caller is notified in response to an asynchro-
nous event (i.e;; DSP_OPEN generated by dspOpenTask).
If the open is being done in: order to query the devices
capabilities (indicated by the ficld OpenAudiocManager with
GetDevCaps being ‘set to TRUE), the open is synchronous
and only. fails if the board cannot be accessed:

The DRV_OPEN handler always checks for emror con-
ditions, begins execution of the audio thread, and allocates
per audio stream state information. Once the open command
sets state indicating that a DRV_OPEN is pending, it will
initiate execution of the audio thread via the DSP interface.

dspOpenTask posts a callback when the audio thread has
successfully begun. This callback is ignored unless it indi-
cates an error. The task will call back to the audio driver
once it has allocated all the necessary resources on the

* board. The callback from the DSP interface sets the internal

state of-the device driver to indicate that the thread is
running. Once ‘the  task ‘has responded, a DRV_OPEN
message call back (i.e., post message) back to the caller of
the open command with the following values:

Paraml equals A__OK, and

Param2 contains the error message returned by the board.
_'The installable device driver will respond to the close
protocol messages defined by Microsoft®. The expected
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messages (generated by the Mictosoft® SDK CloseDriver
call to installable device drivers) and the drivers response
are as follows:

DRV_CLOSE - Frees the per application data allocated in
DRV_OPEN message.

DRV_DISABLE  Shuts down the DSP audio task. Enables the
Wave driver and Wave task: Frees all
memory allocated during DRV__LOAD.

DRV_FREE . Ignored.

This call sequence is Symmetric wiiin respect to the call
sequence generated by OpenDriver. It has the same charac-
teristics and behavior as the open sequence does. Namely, it
receives one.to three messages from the: CloseDriver:call
dependent on the driver’s state and it generates one callback
per CloseDriver call. Three messages are received when the
driver's - final instance i being closed. Only. the DRV_.
CLOSE message is.generated for other CloseDriver calls.
DRV__CLOSE message closes the andio thread that cor-
responds 1o the audio stream indicated by HASTRM. The
response to the: close message is in'response to-a message
sent back from the board indicating that the driver has
closed. Therefore, this call is.asynchronous. There is a race
condition on close. The audio task could close down after the
close from the DRV has completed. If this is the. case, the
DRIVER could be unloaded before:the callback cecurs. If
this happens, the callback will call info nonexistent code.
The foll driver close sequence is preferably generated on the
1ast close as indicated by, the: SDK. See Microsoft® Pro-
grammers Reference, Volume 1: Overview, pages 445-446).
The installable ‘device driver implementing the host por-
tion of the audio subsystem. recognizes: specific messages
from the audio API'layer. Messages are passed to the driver.
through ~ the SendDriverMessage and -~ are - received by
DrvProc. The messages and their expected pammeters are:

Message 1Parsml - 1Param?
AM_CAPTURE BOOL LPDWORD
AM_MUTE - BOOL LPDWORD
AM_PLAY BOOL - LPDWORD
FAR * ALinkStruct - LPDWORD
AM_LINKOUT FAR * ALinkStruct LPDWORD
AM_CTRL . FAR * ControlStruct LPDWORD
AM_REGISTERMON LPRegisterInfo LPDWORD
AM_PACKETNUMBER NULL NULL

AM, CAPI'UREMessage
The AM__CAPTURE message is sent t0 the driver when-
ever-the ‘andio manager function ACapture is called. This

10

15

30

35

45

message uses Paraml to pass a boolean value and Param2is ..

used for a long pointer to'a DWORD where: synchronous
errors can be retumed. The stream handle will be checked to
ensure that it is 2 captire stream, and that there is not 2
message pending.: The state is not’ checked' because. the
interface module should keep the state. If an efror state is
detected, the appropriate error message will be returned. The
BOOL passed in Param2. indicates whether tostart or stop
capturing. A value of TRUE indicates capturing sbould staff,
a value of FALSE that capturing should be stopped ACAP-

50

TURE__TMSG: is sent to the audio task running on the -

audio/comm board and the message pending flag is.set for
that stream. When the'andio task receives the message via
the DSP interface, it will change its state and call back to the
driver. When the: driver ‘receives this callback, it will call
back/post- message “to - the -appropriate entity on-the host
processor, and cancel the message pending flag. This call is
a toggle, no state is kept by the driver, and it will call the
DSP mterface regardless of the value of the BOOL.

65

46

AM._MUTE Message

The AM__MUTE message is sent to the driver whenever
the audio manager function AMute is called. This message
uses Paraml to pass a boolean value and Param2 a long
pointer to a DWORD for a synchronous error value. The
stream handle is checked to ensure that it is a capture stream,
and that'no messages are pending. If an error state is
detected, the appropnate error message is returned, The
BOOL passed in Paranil indicates whether to start or stop
muting. A value-of TRUE indicates muting should start, a
value of FALSE that muting should be turned off. The driver
posts- the  message AMUTE_TMSG to the andio task
through the DSP interface, and sets the message pending
flag. When the driver receives this callback, it will call
back/post message to the appropriate entity on the host
processor, and then cancel the message pending flag,
AM__PLAY Message

The AM__PLAY message is sent to the driver whenever
the audio manager function APlay is called. This message
uses Paraml to pass an audio .manager . stream. handle
(HASTRM) and Param2 to pass a boolean value. The APlay
imessage handler checks the stream handle to ensure that it
is a playback stream, and verifies that there is not a message
pending against this ‘stréeam. If an error is detected, a call

; back/post message is ' made immediately. The BOOL passed '

in Paraml indicates whether to start or stop playing the
remote’ §tream. A value of TRUE indicates that playback
should start; a value of FALSE that playback should. stop.
The APLAY_TMSG is posted to the audio task through the
DSP interface and the message pending flag is set for this
stream. When the callback is processed, the caller is notified
(via callback/post miessage), and finally the message pend-
ing flag for this stream is canceled:
AM_ LINKIN Message

The AM_LINKIN message is sent to the driver whenever
the audio manager function ALinkIn is called. Paraml
passes - the - Audio Manager ' stréam handle (HASTRM).
1Param2 contains a pointer to the following structure:

typedef struct__ALinkStruct {
BOOL ToLink;
CHANID Chanld;
} ALinkStruct, FAR * JpALinkStruct;

ToLink contains a BOOL value that indicates whether the
stream is being linked in or unlinked (TRUE is linked in and
FALSE is unlinked), If no error is detected and ToLink is
TRUE, the channel and' the playback stream.should be
linked together. This is done by sending the Audio Task the
ALINKIN_. TMSG message with the channel ID as a param-

eter. This causes the Audio Task to link up with the specified
comm charnnel and begin pldying incoming audio. Channel
D is sent as a parameter to ALINKIN_ TMSG implying that
the channel ID is valid in the board environment as well as
the host processor. In response to this message, the audio
manager reglsters with the comm task as the owner of the
stream,

Breaking the link between the audio stream handle and
the channel ID is done when the ToLink field is.set to
FALSE. The audio manager serds the ALINKIN_ TMSG to
the task along with the channel ID. Since the link is made,
the audio task responds to this message by unlinking the
specified charne] ID (i.e., it does not play any more audio).

Errors that the host task will detect are as follows:

The channiel ID does not represents a valid read stream.

The audio stream handle is already linked or unlinked
(detected on host processor).
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The.audio stream handle is not a playback handle.
If those or any interface errors: (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If ‘no ermors: are: detected, the ALINKIN__

TMSGS is issued to the DSP.interface -and the message 5

pending flag is set for this stream. Upon receiving the
callback for this message, the callback associated with this
stream is made, and finally the message pending flag is
unset.
AM_LINKOUT Message

The AM._ LINKOUT message is sent to the driver whcn-
ever the audio manager function ALinkOut is called. Param1
passes the -audio manager stream handle (HASTRM).
IParam?2 contains-a pointer to the following structire:

typedef mucl__ALinkStmcl {
BOO! ToLink;
CHANTD Chaild;
} ALinkStruct, FAR * lpALmkSIrucl.

ToLink contains a BOOL value that indicates whether the
stream is being linked out or unlinked (TRUE is linked out
and FALSE is unlinked). If no error is detected and ToLink
is TRUE, the channel and the audio in stream should be

“linked together. This is done by sending the Audio Task the

15

20

N
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ALINKOUT_TMSG message ‘with the channel ID ‘as a

parameter. The Audio Task responds to this by sending audio
over the logical channel thirough the comm task. Channel ID
is sent:as a| pammcter to ALINKOUT_TMSG implying that
the channel ID is valid in the board cmnronment as well as
on the host processor. .

Breaking the link between the andxo stream handle. a.nd
the channel ID is done when ToLink field is set to FALSE.
The ‘audio manager sends the ALINKOUT_TMSG ‘to the
task along with the channel ID. Since the link is made, the
Audio Task responds to - this message by -unlinking the
specified channel ID (i.e., it does not send any imore audio).

Errors that the host task detects are as follows:

The channel ID does not represents a valid write stream.

. The: audio 'stream’ handlé is alréady linked or unlmked

(detected on the host processor).

The andio stream handle is-not an andio handle. -

If those or any interface errors (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If no errors :are detected, the: ALINKOUT._
TMSG is issued to the ‘DSP interface and the message
pending flag is set for this stream.. Upon receiving the
callback for this message, the callback associated with this
stream .is made, and finally the-message pending flag is
unset.

AM__CRTL Message

The AM_CRTL message is sent to the driver whenever
the audio manager function ACtrl is called. Param1 contains
the HASTRM (the audio stream handle) and Taram?2 con-
tains a long pointer to the following structure:

typedef struct_ControlStruct {
LPAINFO IpAinfo;
DWORD . flags;

} ControlStruct, FAR * IpControlStruct;

The flags field is used to indicate which fields of the AINFO
structure pointed to by lpAinfo are to be considered. The
audio -manager tracks the state of the audio task and only
adjust it if the flags and A[NFO structure actally indicate
change.

w
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Error checking will be for:

Valid audio stream state,

Values and fields adjusted are legal.

. Pending calls on the current stream.

If there are-any errors to be reported, the audio manager
immediately issues. a callback to the registered callback
indicating the error.

If there are no errors, the audio manager makes the audio
stream state as pending, saves a copy of the structure and the
adjustment to be made, and begins making the adjustments
one by one. The adjustments are made by sending the audio
task the ACNTL__TMSG message with three arguments in
the dwArgs array. The arguments identify the auwo stream,
the audio attribute to change, and the new value of the audio
attribute, Edch time the audio task processes one of these
messages, it generates a callback to the audio manager. In
the callback, - the  audio manager updates the stream’s

-attributes, removes ‘that flag from the flags field of the

structure. (remember this is an"internal copy), and sends
another ACNTL_TMSG for the next flag. Upon receiving
the callback for the last flag, the audio manager calls back
the registered callback for this stream, and unsets the pend-
ing flag for this stream.
AM_ REGISTERMON Message

The AM.REGISTERMOX message is seat to the driver
whenever the audio manager function ARegisterMonitor is
called. Param?2 contains a LPDWORD for synchronous error
messages and Paraml contains a long pointer to the follow-
ing structure:

typedef struct_RegistérMonitor {

DPWORD dwecallback;
. DWORD dwCallbackInstance;
DWORD dwflags;

DWORD dwRequestFrequency;
LPDWORD 1pdwSetFrequency

} RegisterMonitor, FAR * LPRegisterMonitor;

The audio manager calls this routine back with information
about the status of the audic packet being recorded/played
back by the audio task. There may only be one callback
associated with a‘stream at a time. If there is already a
monitor associated. with the stream when this call is made,
it is replaced. . -

Enors detected by-the audio manager are:

Call pending against this audio stream.

Bad stream handle,

These errors are reported to the callback via the functions
return values (i.e., they are reported synchronously).

If the registration is successful, the andio manager sends
the andio task a AREGISTERMON_ TMSG via the DSP
Interface. The first DWORD of dwArgs array contains the
audio stream - ID, ‘and the second specifies -the callback
frequency. In response to the AREGISTERMON_"TMSG,
the audio task calls back with the current audio packet
number. The audio task then gerierates a callback for every
N packets of audio to the audio manager. The audio manager
callback generates a callback to the monitor function with
AM_PACKET_NUMBER as the message, A_-OK as
PARAM]I, and the packet number as PARAM2. When the
audio stream being monitored is closed, the audio manager
calls ‘back: the monitor with A_ STREAM_ CLOSED as
PARAM1

" AM_PACKETNUMBER Message

The -AM__PACKETNUMBER. message is ‘sent to the
driver whenever the audio marager function APacketNum-
ber is called. Param1 and Param2 are NULL. If a monitor is
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registered for this stream handle, the audio taskjs sent a -continued
APACKETNUMBER__TMSG message. In response to this audio task o te first DWORD

message, the audio task calls back the audio manager with
the current packet number. The audio manager in turn calls
back the registered monitor with the current packet number.

This is one of the few calls/messages that generates both
synchronous and asynchronous erfor. messages. The mes-
sages have been kept asynchronous whenever possible to be
consistent with the programming model. Synch:onous €ITOrS

of the dwAxrgs array.
ACNTL_TMSG: Sets the value of the specified
5 : : attribute on the audio device,
‘1 hree elements of the dwArgs
array are used. The first
parameter is the stream ID, the
second indicates the audio
attribute to be adjusted, and

that are detected are:

10

the third is the value of the

] audio attribute,
The stream has o monitor registered.
Bad ITASTRM handle. Audio/Comm Board to Host Processor Messages
If there is no monitor registered (i.¢.; no ca]lback function to All messages from the. audio/comm board to the host
call) or if the HASTRM handle is- mvahd (again no callback 15 Drocessor are passed back through the registered callback
to call), the error is-given synchronously (i.e., as a return function. The message from the DSP task to the host driver
value to the function). Asynchronous errors are as follows: are received in the dwParaml parameter of the registered
There is.a call pending on this audio stream. " callback function. . . .
Th P & valid state (0 t AST LINK Each message sent to the audio task.(running on the
gét;eam A';,;,n ;nL:\nY 1d.state (1.6., nO audio/comm_board) from the bost processor is returned by
or )- 20 the audio/comm board through the callback function. Each
The asynchronous errors are given to-the monitor funcnon, time a message is sent to the audio/comm board; a DSPMSG
not the callback registered with the audio stream on open. is generated.from the audio/comm ‘board to respond. The
Audio Manager Interface with the DSP.Interface message is the same message that was sent to the board. The
This section defines the messages that flow between the parameter is it DSPMSG.dwArgs[STATUS__INDEX]. This
audio task 538 on the audic/comm board 206 and-the 25 parameter is either ABOARD. SUCCESS or an error code.
installable device driver on the host ptocessor'ZOZ Mes- Error éodcs for each of the méssagcs from the board were
sages to the audio task are sent using dspPostMessage. The . _ defined it the previous section of in this specification.
messages that return information from the audio task to the Messages that causé response to host processor action
host driver-are delivered as callback messages. other than just sending messages (€.g., starting the audio task
Host Processor to Audio/Comumi. Board Messages e 30 through the DSP interface) are as follows:
All messages from the host processor to the audio/comm L ]
board are passed in a DSPMSG struciture as the dwMsg field. . . . ===
Additional parameters (if used) are specified in the dwArgs ~ AOPEN_TMSG x”;:i: :“;:":;i‘m
DWORD array, and are called out and defined in each of the up?,ﬁng propery
following messages: 35 (i.e.,.called in response
S to dspOpenTask).
ASETUP_TMSG Once the installable driver
ACAPTURE__TMSG: Causes the audio task to start . receives the
or stop the flow of data from AOPEN_TMSG from the
the andio. source, This message board, it sends a data stream
is a toggle (ie., if the audio is <40 buffer to the task containing
flowing; it is stopped; if it is additional initialization
" pot, it is started). information (e.g., com-
AMUTE_TMSG: Toggles the cadec into or takes pression and SAC stream
. it out of miiting mode. stack and initial attributes).
APLAY_TMSG: Toggles playback of audio Once the task has processed
from a network source. Coas this information, it sends an
ALINKIN_ TMSG: Connects/disconnects the andio ASETUP_TMSG message
. task with & virtual circuit to the host.
supported by the network task. ACHANNEL_HANGUP_TMSG This message is delivered to
The virtual circuit ID is passed the host when the Com-
to the andio task in the first munication subsystem notifies
DWORD of the dwAsgs array. the task that the channel
The virtual circuit (or 50 upon which it was
channel ID) is valid in both transmitting/receiving audio
the host processor and the samples went away.
audio/comm board euvi:on-
ment. 1] .
ALINKOUT_TMSG: Connecis the sudio task with a Wave Audio Iml)lemema‘-mn_

- virtual éircnit supported by the 55 .. The DSP Wave driver design follows the same architec-
netwark task, The: “xﬂ %{‘ ture as the ‘audio subsystem (i.e., split between the host
fa‘:l‘(ﬁ ;ep;sr:f%";’,oﬁ“of" processor and the audio/comm board). For full details on the
the dwAIgs array. * Microsoft® Wave interface, see the Microsoft® Multimedia

AREGISTERMON_TMSG: Registers a monitor on the Programmer’s Reference. -:Some of the control functions
specified stream. The stream 60 provided by the audio manager are duplicated in the Wave/
i? gf;:ﬂ&g‘ibmg}’;:‘* Media Control Interface. Others, such as input gain or input
dwArgs amay, the second con- and output device selection, are controlled exclusively by
tains the notification frequency. the Media control interface.

APACKETNUMBER_TMSG: Issues a caliback to the Audio Audio Subsystem Audio/Comm Board-Resident Implemen-
Manager defining the current 65 tation
packet number for this stream.

The stream ID is passed to the

The audio task 538 of FIGS. 5 and 13 is actually a pair of
SPOX® operating system tasks that execute on the audio/
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comm board 206 and together implement capture and play-b

back service requests issued by the host processor side of the
audio subsystem. Referring again to FIG. 13, the audio task
conaects to three other subsystems rumung under SPOX®
operating system:
1. The audio task. connects to and exchanges messages
* with the host processor side of the audio subsystem via the
host device driver 536 (DSH_HOST). TMB _getMcssagc
and TMB__postMessage calls are used to receive messages

from and route messages to the audio manager 520 through .

the host device driver 536.

2. The audio task connects to the andio hardwate on the
audio/comm board. via a stream of stackable drivers termi-
nated by the SAC. device: driver. This connection is bi-
directional. Stackable drivers or the stream running from the
SAC driver to the audio task include the compression driver
and automatic gaxn control driver.

3. The audio. task: connects with  comm task 540 (the
board-resident portion of the comm subsystem)-via a mail-
box interface exchanging control messages and a streams
interface for: exchangmg data. The streams - interface.

involves the use of pipe drivers. Ultimately, the: interface

.allows the audio task to exchange compressed data packets

of audio samples. across: ISDN lines with a peer audio task
“runniing-on an audio/comm board located at the remote end
of a video conference. .

The audio task is composed of two SPOX® operaung
system tasks referred to-as threéads for the purposés of this
specification.’ One" thread handles. the capture side of the
audio subsystem, while the other supports the playback side.
Each thread is created by the host processor side of the andio
subsystem in responseé to an OpenDriver call issued by the
application. The threads exchange compressed audio buffers
with the comm task via a streams interface that ifivolves
bouncing buffers off a pipe-driver. Conirol messages are
exchanged between these threads and the comm task using
the mailbox interface which is already in place for transfer-
ring messages between DSP tasks and the host dcvxce driver
536.

The playback thread blocks waltmg for audio buffers from
the comm task. The capturé thread blocks waiting for audio
buffers from the SAC. While active, each thread checks its
dedicated control channel mailbox for comimands received
from the host processor as well as unsolicited messages sent
by the comm task. A control channel is defined as the pair
of mailboxes used to communicate -between a SPOX®
operating system task and its DSP counterpart running on
the host processor. . .

Audio Task Interface with Host Device Driver

The host processor creates SPOX® operating syslem
tasks for audio capture and playback. Among the mput
parameters made available to these. threads at entry is the
naime each thread will use to create a stream of stackable
drivers culminating in the SAC device driver. Once the tasks
are created, they send an: AOPEN_TMSG message to the
host processor. This prompts the host processor to.deliver a
buffer of additional information to the task. One of the fields
in the sent structure is a pathname such as:

“Asp/gsm:0/mxr/esp/V Cadc8K”

The task uses this pathname and other sent parameters to
complete its “initialization. When finished, it sends an
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and TMB_putMessage are called with timeout=0. There-
fore, these mailboxes are preferably of sufficient depth such
that messages 'sent.‘to the Host:by the threads are not
dropped. - The - dspOpenTusk - lpdspTaskAttrs: “nMail-
boxDepth” parameter- are preferably set higher than the
default: value of 4. The audio task/host interface does not
support --a data’ channel. . Thus, - the “nToDsp” and
“nFromDsp”’ fields of dspOpenTask IpdspTaskAttrs are pref-
erably set to 0.
Audio Task Interface with Audxo Hardware

Referring now to £IG. 15, there is shown a block diagram
of interface between the audio task 538 and the andio

" hardware of audio/comm board 206 of FIG. 13, according to

—
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a preferred embodiment of the present invention. FIG. 15
illustrates- how. input and outpuit streams to the audio hard-
ware might look after successful initialization of the capture
and playback threads, respectxvcly

On the capture side, audio data is copied into streams by
the ‘SAC. device driver 1304 (the SAC). The buffer comes
from a pool;allocated to- this. I0__SOURCE driver via
10:_free() calls. The data works its way up to the capture
thread 1502 when the latter task jssues an SS__get() call. The
data is transformed each time it passes through a stackable
driver, The mixer/splitter driver:1510 may amplify the andio -
signals or it may split the audio stream sending the second
half up to the host to allow for the recording of a video
conference. The data is then compressed by the compression
driver1508. Finally, -timestamp driver 1506 appends a
timestamp to the buffer before the capture thread receives it
completing the SS__get(). The capture thread 1502 either
queues ‘the buffer internally-or calls IO__free() (depending
on whether the capture thread is trying to establish some
kind of latency or is active but unlinked), or the capture
thread sends the buffer to the comm task via the pipe driver
interface. .

On the playback side, audio data is received in streams
buffers piped to the playback thread 1504 from the comm
task. The playback thread intemally queues the buffer or
frees the buffer by passing the buffer back to the pipe driver;
or the playback: thread calls. SS_put() to send the buffer
down the playback stream ultimately to the SAC 1304 where
the samples are played. First; the timestamp is stripped off
the: buffer by timestamp driver 1506. Next, the buffer is

. .decompressed by decompression driver 1508. Prior to it
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ASETUP_TMSG message. to the host signaling its readi-

ness to receive additional instructions.

In most cases, the threads:do not block while getting
messages. from TMB._MYMBOX or posting messages to
TMB_ HOSTMBOX. In other words, TMB__getMessage

65

being played, the audio data undergoes one or more trans-
formations mixing in othér sound or amplifying the sound
(mixer/splitter driver 1510), and reducing or eliminating
echoes (echo/suppression driver 1512). Once the data has
been output to the sound hardware, the containing buffer is
ready to be freed back up the stream satisfying an IO__al-
loc() issued from the layers above.

Timestamp Driver

The video manager synchronizes with the audio stream,
Therefore, all the audio task needs to do-is timestamp its
stream and. provide:an interface allowing visibility by the
video manager into this timestamping. The interface for this
is‘through the lost processor requests AREGISTERMON_
TMSG and APACKETNUMBER _TMSG. The timestamp
is a 32-bit quantity that is initialized to 1, incremented for
each block passed to the audio task from the I0_SOURCE
stack and added to the block. The timestamp is stripped from
the block once received by the audio task executing on the
remote node,

The appending and stripping of the timestamp is done by
the * timestamp driver 1506 of FIG. 15. Performing the
stamping within 2 separate driver simplifies the audio task
threads by removing the responsibility of setting up and
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maintaining this header. However, in order to implement the

APACKETNUMBER_TMSG host command, the threads'

are able to access and interpret this header in order to
determine the packet number.

On the capture side of the audio task, the capture thread
will have allocated stream buffers whose size is large enough
to contain both the packet header as well as the compressed
data block. The timestamp driver deals with each: buffer a5
a SPOX® operating system I0_Frame data type. Before the
frames are JO__free()’ed to the compression stackable driver
below, the timestamp driver subtracts the size of the packet

‘header from the frame’s current size.. When the frame
returns to the timestamp driver via TO_get(); the driver
appends the timestamp by restoring the size to “maxsize”
.and filling the unused area with the new header The
“handling is reversed for the playback side. Buffers received

—

5

from the comm task contain both the compressed data block

and header. The timestamp driver strips the header by
reducing “size” to “maxsize” minus the header size.
(De)Compression Drivers

In a preferred embodiment, the DSP architecture bundles
the encode and decode functions into one driver that is
always stacked between the audio task and the host proces-
sor. The driver performs éither compress. or decompress

" functions depending on whether it is stacked within an
10_SINK or IO_ SOURCE stream, respectively. ‘Under this
scheme, the audio task only handles uncompressed data; the
stackable driver compresses the data stream on route to the
host pmcessor (@O_SINK) and decompresses the stream if
data is being read from the host processor (IO__! SOURCE)
for playback. :

In an alternative preferred embodiment, the audio task
deals with compressed data in fixed blocks since that is what
gets stamped or examined on route to or from the ISDN
comm task, rcspccuvcly‘ In_this embodiment, ‘the DSP
architecture is implemented by the DXF transformation
driver 1508." Either drver may -~ be" “placed in an

“IO_SOURCE or [O__SINK stream.

Due to’the audio subsystem’s preference to manage
latency ‘reliably, the audio task ‘threads know how much
capture or playback time is represented by each compressed
data sample. On the capture side, this time may be calculated
from the daia returned by the-compression driver via the
DCO_FILLEXTWAVEFORMAT - - control cominand;
DCO_ ExtWaveFormat data fields “nSamplesPerSec” and
“wBitsPerSample” may be qsed to calculate 2 buffer size
that provides control over laiency at a reasonable level of
granularity.

Copsider the followmg example Suppose we desire to
increase or decrease latency in 50 millisecond incremernits.
Suppose: further that a- DCO_FILLEXTWAVEFORMAT
command issued- to: the compressxon driver returns the
following fields:

nChannels = 1.

nSamplesPerSec = 8000
nBlockAlign = [}
watsPerSample = 2

20
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- 16Samples =25

words:( 8000 SRS _ 0,05 Sec )
ec word
To this quantity, the capture threrd adds the size of the
packet header and uses the total in allocating as- many
streams buﬁers as needed to' service its I0_SOURCE
stream.
On the recemng side, the playback thread receives the

' packet containing the buffer of compressed data. The DCO__

FILLEXTWAVEFORMAT control: command is supported
by the encoder; not the decoder which the playback thread
has stacked in its 10 SINK stream. In fact, the thread has
to send the driver 2 DCO__SETEXTWAVEFORMAT com-
mand before it will decompress any data. Thus, we need a
mechanism for providing the playback thread a DCO_
ExtWaveFormat structure for handshaking with decompres-
ston driver prior'to entering the AST__| PLAY state.
Mixer/Splitter Driver

The mixer/splitter driver 1510 (i.e., the mixer) is a stack-
able driver that coordinates multiple accesses to the SAC
1304, as required by conferencing: The mixer allows mul-
tiple-simultarieous opens of the SAC for both input and
output and- mixes the channels, The mixer also supports
pnonty preemption of the comrol-only SAC device “sac-

25 ctrl.”

The SPOX® opcmung system image for the audxolcomm
board has mappings in the device name space to transform

- references to SAC. devices into a device stack specification

30

that includes the mixer. For example, a task that attempts to
open “/sac”’ will actnally open */mxrl/sac”. The mapping is
transparent to the task. To avoid gettmg mapped through the

‘mixer, an alternative set of names is provided. The alterna-

tive names consist of the standard device name prefixed with
“VC”. For example, to open the device’ “adc8K” without
going through the mixer, a task. would use the name
“/YCadc8K”. To obtain priority ‘access to the SAC, the

" software opens the device ‘/mxr0/VCadc8K”.

40
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If we assume that compressed samples are packed into each

32-bit word contained in the buffer; then one TI C31 DSP
word contains: 16 compressed samples. The buffer size
containing 50 ms worth of data would be:

65

For output operation, the software opens the mixer with
device [D 0; any other client opens the mixer with device ID
1. Device ID 0 may be opened only once; when it is, all other
currently open channels are muted. That is, output to the
channe! is discarded. Subsequent opens of device ID 1 are
allowed if the- sample rate matches. Device ID 1 may be
opened-as many times: as:there are channels (other than
channel 0). All opens after the first are rejected, if the sample
rate does riot match the first open. When more than one
channel is open and not muted, the output of all of them is
mixed before it'is passed on to the SAC.

For input: opcrat ‘ons, the software opens the mixer with
device ID 0; any other client opens the mixer with device ID
1. Device ID 0 may. be opened only orice; when it is, if
channel 1 is open, it is muted. That is, get operations return
frames of silence. Device ID 1 'may be opened once before
channel 0'is open (yielding channel 1: normal record opera-

. tion). Device ID 1 may also be opened once after channel 0

is opened (yielding channel 2: conference record operation).
In the second case, the sample rate- must match that of
channel 0; Channel 1 returns data directly from the SAC (if
it is not muted). Channel 0 returns data from the SAC mixed
with data from any output channels other than channel 0.
This allows the user to play back a recording during a video
conference and have it sent to the remote participant. Chan-
nel 2 returmis data from the SAC mixed with the output to the
SAC. This provides the capability of recording both sides of
conference.

There are four control channels, each of which may be
opened only once. They are prioritized, with channel 0
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having the highest priority, and channel 3 having the lowest.
Only the open channel with the highest priority is allowed to
control the SAC. Non-conferencing software, which opens
“/sacctr]l”, is connected to channel 3, the lowest priority
channel.
Mixer Internal Operation

For output operation, the miixer can, in theory, support any
number of -output channels. The output channels are all
equivalent “in' the sense that the data. from all of them is
mixed to form the output sent to the SAC: However, there
is one channel that is designated the main channel: The first
channel opened that is not muted is the main charinel. When
the main channel is closed, if there are any other non-muted
channels open, one-of them is promoted to be. the main
channel. Opening channel 0 (conference output) mutes any
channels open at the time and channel 0 cannot be muted.
Thus, if channel 0 is open, it is always the miain charnel. Any
open output channel that is not-than the main channel is
called an auxiliary channel.

When an IQ__put operation is performed on a non-muted
auxiliary channel, the frame is placed on the channel’s ready
Jist, When an IO_ put operation is performed on the main
channel, data from the auxiliary channels’ ready lists are

mixed with the frame, and the frame is paS'sed immediately
through to the SAC. If an auxiliary channel is not ready, it
will be ignored (and a gap will occur in the output from that
channel); the main channel cannot be held up waiting for an
auxiliary channel. )

When an IO_put operation. is performed on a muted
channel, the frame is placed directly on the channel’s free
list. The driver then sleeps for a period of time (Currenrly 200
ms) to simulate the time it would take for the data in the
frame to be played. This is actvally more time than it:-would

5

—
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For output mixing, a frame on the ready list of an auxiliary
channel is mixed with both the main output channel and with
input channel 0 (conference input), if it is open. I/O opera-
tions on these two channels are running independently, so
the mixer. does not know: which channel will perform I/O
first, or whether operauons on the two will strictly alternate,
or.even if they are using the same frame size. In practxce, if
the conference input channel is open, the main output
channel is conference output, and the two use the same
framie  size; however, the mixer does not depend on this:
However, the auxma:y channel typxca]ly will not be using
the same frame size as either of the main channels.

To handle this situation, the mixer uses two lists'and two
index pointers-and a flag for each channel. The ready list,
where frames are placed when they arrive, contains frames
that contain 'data that needs to be mixed with both the input
and the output channel. When either the input side or the
output ‘sidé has used all the data in the first frame on the

- ready list; the frame is moved to the mix list. The flag is set

25
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normally take for a block of data to be played; this reduces '

the CPU usage of muted channels. -

An TO_alloc operation on the main channel is passed
directly through to the SAC; on other channels, it retums a
frame from the channel’s free list. If 2 frame is not available,
it waits on' the ¢ondition freeFrameAvailable: When' the
condition is signaled, jt checks again whether the channel is
the main channel. If the main channel was closed in the
meantime, this channel may have been promoted. .

The mixer does not allocate ‘any frames itself. All the
frames it manages are those provided by the task by calling
10_ free or IO_ put. For an auxiliary channel, frames passed
to IO_free are placed on the channel’s free list. These are
then returned to the task wihen it calls IO alloc. After.the
contents of a frame passed to I0_-put have been mixed with
the main channel, the frame is returned to the channel’s free
list. Since I/O operations on the main channel (including
10_ free and 1O__alloc) are passed through to the SAC, no
buffer management . is' done: by - the mixer: for the: main
channel, -and- the free list and the ready list are empty.
However, the mixer does keep track of all frames that have
been passed through to the SAC by IO__free or IO_put and
returned by 10_get or IO_ alloc: This is done to allow for
the case where.the main:channel is preempted by opening
the priority channel. In this case, all frames that have been
passed to the SAC are recalled and placed on the mixer’s
free list for that channel.

Another special case is when the main channel is closed,
and there is another open non-muted chanrel. In this case,
this other channel is promoted to be the main channel. The
frames on its ready list are passed immediately to 10_put to
be. played, and the frames on its free list are passed to
JO_ free, These frames are, of course, counted, in case the
new main channel is preempted again.
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to indicate whether the mix list coritains data for the input
side or the output side. If the mix list is empty, both sides
take data from the ready list. When all the data in a frame on
the mix list has been used, the frame is moved to the free list.

Mixing operations are done in units of a main-channel
frame, This may take a portion of an auxiliary channel frame
or it may take parts of more than one. The mixing routine
loops over the main channel frame. Each pass through the
loop, it determines  which auxiliary channel frame to mix
from, takes as much ‘data from that frame as it can, and
moves that frame to a new list if necessary. The auxiliary
channel frame to mix from is either the first frame on the mix
list, if it is non-empty and the flag is set to indicate that data
has not beeni used from that frame yet, or the first frame on
the ready list: The index, cither inReadyIndex or outReady-
Index; specifies. the first unused sample of the frame.

For example, - $iippose “mixing. is with the main input

- channel (conference in), and the data for an auxiliary output

channel is such that the read list contains two frames C and
D and the mix list contains two frames A and B, wherein
mixFlags equals MXR__INPUT__DATA and inReadyIndex
equals 40, Assume further that the frame size on the main
channel is 160 words: and the frame size on the auxiliary
channel is 60 words.

The first time through the loop in mix__frame, the mix list
is not empty and the mix flag indicates that the data on the
mix list is for the input channel. The unused 20 samples
remaining in the first frame on the mix list are mixed with
the first 20 samples of the main channel frame. inReadyln-
dex is incremented by 20. Since it is now equal to 60, the
frame size, ‘'we are finished with the frame. The output
channel is finished with it, since it is on the mix list, so the
frame is moved to the free list and set inReadyIndex to 0.

The-second time through the loop, mix__index is 20. All
60 samples are mixed out of the first frame on the mix list,
and the frame is moved to the free list. .

The third time through the loop, mix_index is 80. The
mix list is empty. All 60-samples are mixed out of the first
frame on the ready list. Again the frame is finished, but this
time it ‘came from the ready list, so it is moved to the mix
list. The mix fiag is changed to indicate that the mix list now
contains data for the output channel. outReadyIndex is not
changed, so the output. channe] will still start mixing from
the same offset in the frame that it would have used if the
“frame had not been touched.

The fourth time through the loop, mix_index is 140. The
mix list is not empty, but the mix flag indicates that the data
on the mix list is for the output channel, so it is ignored. The
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remaining 20 samples are mixed from the first frame on the
ready list. All the data in the frame has not been used, so'it
is left on the ready list; the next time ‘a frame i$ processed
on the main input channel, processing continues where itleft
off. After mixing is complete, the ready list contains only
frame D, the mix list contains only frame C, mixFlags equals
MXR__OUTPUT. DATA, and inReadyIndex equals 20.

After each step described, the data structures are com-

pletely - self-consistent. In a- more -typical - situation, the
frames on the auxiliary channel will be much larger (usually
1024 words); and only a portion of a frame will be used for
each frame on the main channel, However, the processing is
always similar to one or-two of the four steps described:in
the exa.mple

For input operations,: unhke the output channels, the three
input channels have distinctly different semantics, The main
channel is always channel 0 if it is open; and channel 1 if
channel 0 is not open. Channel 1 will always be muted if it
is open when channel 0 is opened, and cannot be opened
while channel 0 is open. Channel 2 is never: the main
channel; it can be opened only while channel 0 is open, and
will be muted if channel 0 is closed.

Operation of the main channel is similar to the opm'anon
described for output. When IO__get or IO_ free is called, the
request i$ passed on.to the SAC. For: channel 0, when t.he
frame js returned from' the SAC, any-output read:
aux1hary outpnt channels is mixed with it before the
is returned to the caller. =

When channel 2 (conference record) is open, output
frames on channel 0 (conference output) and input frames on
channel 0 (conference input) (including the mixed auxiliary
output) ‘are sent- to-the function record frame. Record
frame copies these frames to frames allocated from the free
list for channel 2, mixes the input and output channels, and
places the mixed frames on the ready list: When IO_ get
operation is performed on channel 2, it retrieves a frame
from the réady" list; blocking if necessary until one: is
available. If there is no frame on the free list when record_
requires one, the data will not be copied, and there will be
a dropout in the ‘recording; however, the main channel
cantiot be held up waiting for the record channel.

‘For conference : record muung, tecord - needs to  mix
frames from both conference input and conference output
into a frame for channel 2. Again, 1/O operations.on.the
conference channels are running independently.: The mixer

-uses ‘the ‘mix list-of the conference record channel as a
bholding place. for partially mixed frames. readylndex con-
tains the number of samples in the first frame on the mix list
which are completely mixed. The frame ‘size' contains the
total number of samples from either channel that have beén
placed in the frame: The differerice between the frame size
and readylndex is the number of samples that have been
placed in the frame from one channel but not mixed with the
other. The flag mixFlags mdlcates which channel these
samples came from.

e
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_'To provide mutual exclusion within the mixer, the mixer
uses a semaphore. Every mixer routine that manipulates any
of the data for a channel first acquires the semaphore. The
semaphore mechanism is very similar to the monitor mecha-
nism provided by SPOX® operating system. There are two
major differences: (1) a task within a SPOX® operating
system. monitor cannot be suspended, even if a higher
priority task is ready to run, and (2) when a task within a
SPOX® operating system monitor is suspended on a con-
dition, it implicitly releases ownership.of all monitors. In the
mixer; it is necessary to make calls to routines which may
block, such as IO_alloc, while retaining ownership of the
critical region. The semaphore is released when a task waits
for a mixer-specific condition (otherwise, no other task
would be able to enter the mixer to signal the condition), but
it is not released when the task blocks on some condition
urnirelated to the mixer, such as within the SAC.

Echo Suppression Driver-

The echo suppréssion driver (ESP) 1512 is responsible for
suppressing echoes prevalent when one or both users use
open speakers (rather than headphones) as an audio output
device. The purpose of echo suppression is to permit two
conferencing systems 100 connected by a digital network to
carry on an audio conversation utilizing a particular micro-
phone and a plurality of loudspeaker device choices without

) having to resort to other measures that limit or eliminate
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Mixing operations are done in units of a main-channel

frame, as for-output. This may take a portion of a record
channel frame-or it may take parts -of more than one. The
mixing routine [oops-over the main’ channe] frame. Each
pass through the loop, it does one of the following:
1. If the mix list contains data from the other channel, mix
with the first frame on the mix list: rcadylndex indicates
the place to start mixing, If the frame is now fully mixed,
move it to the ready list.

2. If the mix list contains data from this channel (or cqual
parts from both channels), and there is free space in the
last frame on the mix list, copy the data-into that frame.
The frame size indicates the place to start copying.

3. If neither of the above is true, allocate a new frame from
the free list and add it (empty) to the mix list. On the next
iteration, case 2 will be done. '

acoustic feedback (“coupling”) from loudspeaker to micro-
phone. -

Specifically, measures obviated by the ESP include:

An andio headset or similar device to eliminate acoustic
coupling. : .

A commercial “speakerphon attachment that would
perform the stated task off the PC and would add cost
and complexity to the user.”

The ESP takes the form of innovations embedded in the
context of an known -variously as “half-duplex speaker-
phones” or “half-duplex hands-free. telephony” or “echo
suppression.” The ESP does not relate to an known as “echo
cancellation.”

The general ideas of “half-duplex hands-free telephony”
are current practice. Electronic hardware (and silicon) exist
that embody these ideas. The goal of this technology is to
eliminate substantially acousticv coupling from loudspeaker

‘to rmcrophone by arranging that substantial microphone

gain is never coincident with substantial speaker power
output when users are speakmg :

The fundamental idea in current pracuce is the following:
Counsider an audio system consisting of a receiving channel
connected to a loudspeaker and a transmitting chanriel
connected to a microphorie. If both channels are always
allowed to conduct sound energy freely from microphone to
network and from network to loudspeaker, acoustic coupling
can result in which the sound emanating from the loud-
speaker is received by the microphone and thus transmitted
back to the remote station. which produced: the original
sound. This “‘echo” effect is annoying, to users at best and at
worst makes conversation between the two stations impos-
sible. In order to eliminate this effect, it is preferable to place
an attenuation device on each audio chanzel and dynami-
cally ‘control the amount of attenuation that these devices
apply by a central logxc circuit. This circuit senses when the
remote nucrophone is receiving speech-and when the local
mmophone is receiving 'speech. When neither channel is
carrying speech enérgy, the logic permits both attenuators to
pass audio energy, thus letting both stations receive a certain

~ level of ambient noise from the opposite station. When a

user speaks, the logic configures the attenuators such that the
microphone energy passes through to the network and the
network audio: which would otherwise go to the speaker is

" attenuated (this is the “talk state”). When on the other hand
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speech: is being received. from the network and the local
microphone is not receiving speechi, the logic configures the
attenuators. conversely, such that-the. rietwork speech.is
played by the speaker and the microphone’s acoustic energy
is muted by the attenuator on. that channel (this is the “listen
state’’). .
. 'The ESP operates without a separate dedicated speaker-
phione “circuit device. The ESP operates over a‘network

. featuring an audio codec that is permitted to distort signal
energies withont affecting the performance of the algorithm,

The ESP ‘effectively. distributes ' computational overhead. 10

such: that redundant signal processing is eliminated.
The ESP is'a distributed digital signal processing algo-
rithm. In- the following, the algorithm is spoken: of ‘as
“distributed,” meaning that two instantiations of it reside on
‘the two conferencing systems: connected by a digital. net- 5
work, - and “their -operation - is - interdependent). “Frame
energy” mearns. 4 mean:sum of the squares of the digitized
audio samples within a particulartime segment called a
_The instantaneous configuration of the two atienuations is

. encoded as a single integer variable, and the attenuations are
implemented as a fractional multiplier as a computational
function .of the variable. .

In order to classify a signal as speech, the-algorithm

utilizes a frame energy threshold which is computed as an

~ offset from the mathematical mode of a histogram in which
each histogram bin represents’ the -count of frames in.a-
particular energy range. This' threshold varies dynamically
over time as it is recalculated. There exists a threshold for
each of the two audio channels. : v

Since both stations need access to the: threshold-estab-
lished at a particular station. (in that one station’s transmit
stream  becomes the “other station’s receive stream),  the
threshold is shared to both instantiations of the algorithm as
an out-of-band network. signal.- This obviates -the need for

_ both: stations to analyze. the same signal, and: makes the
stations immune to any-losses or distortion caused by the
audio codec. : T )

The energy of a transmitted audio frame is embedded
within a field of the communication format which carries the
digitally-compressed form of the frame. In this way, the
initeractive performance of the station pair is immuae from
any energy distortion or losses irivolved in the audio codec.

The ESP makes possible hands-free operation for video
teleconferencing products, It is well-known that hands-free
audio conversation is a much. more natural conferencing
usage model than that of an audio headset. The user is freed
from a mechanical attachment to the PC and can'participate
as one would at a conference table rather than a telephone
call. .

Audio Task Interface with Comm Task : )

The interface between the audio task.to the audio hard-
ware is based on SPOX® operating system streams, Unfor-
tunately, SPOX® operating system streams connect tasks to
source and sink device drivers, not to each other: Audio data
are contained within SPOX® operating system array objects
and associated with streams. To avoid unnccessary buffer
copies, array objects are passed back and forth between the

50
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driver. The actual pipe driver: used will be based on a
SPOX®: operating. system driver called NULLDEV. Like
Spectron’s version, this driver simply redirects buffers it

- receives as an JO__SINK to the IO_SOURCE stream; no

buffer copying is performed. Unlike Spectron’s pipe driver,
however, NULLDEYV does not oiock the receiving task if no
buffers are available from the sending stream and discards

 buffers received from the I0. SOURCE stream if no task

has made the IO_SINK stream connection to the driver. In
addition; NULLDEYV will not block or return errors. to the
sender. If no free buffers are available for exchange with the
sender’s live buffer, NULLDEY returns a previously queued
live buffer. This ‘action simulates a dropped packet condi-
tion.. AR .

Setup and teardown of these pipes will be managed by a
message protocol between the comm task and audio task
thireads utilizing the existing TMB mailbox architecture built
into the Mikado-DSP interface.

The intérface assumes that the comm task is running, an
ISDN cofinection has been established, and channel ID’s
(i.e., virtual circuit ID’s) have been allocated to the audio
subsystem by the conferencing API. The capture and play-
back threads become the channel handlers for these ID's.
The interface requires the comm task first to make available
to the audio threads the handle toits local mailbox TMB__
MYMBOX. This is the mailbox a task uses to receive
messages from the host: processor. The mailbox handle is
copied to a global memory location and retrieved by the
threads using the global data package discussed later in this
specification.. .

Message Protocol )

Like the comm task, the audio task threads use their own
TMB_MYMBOX mailboxes for receiving messages from
the comm task. For the purpose of illustration, the capture
thread, playback thread and comm task mailboxes are called
TMB__CAPTURE, TMB_ PLAYBACK, and TMB__COM-
MMSG; .respectively, 'The . structure of the messages
exchanged through-thése mailboxes is based on TMB__Msg
defined in “TMB.H” such that:

typedef struct TMB_Msg {

Int msg;

Uns words{TMB__ MSGLEN};
-} TMB_Msg;

The messages that define this interface will be described via
examples. Currently, specific message structures and con-
stants are defined in the header file “AS.H”.

Referring now to FIG. 16, there is shown a block diagram
of the interface between the audio task 538 and the comm
task 540 of FIGS. 5 and 13, according to a preferred
embodiment of the ‘present invention. For audio capture,
when the capture thread receives an ALinkOutTMsg mes-
sage from the host processor, it sends an AS_ REGCHAN-
HDLR message to the TMB_COMMMSG mailbox. The
message contains an on-board channel ID, a handle to the
mailbox owned by the capture thread, and a string pointer to

the pipe. ; .

typedef struct AS_ OPENMSG {
ns

msg; | /* msg = = AS_ REGCHANHDLR. */
Uns Channel ID;  /* On board channel ID */
TMB_MBox  mailbox; /* Sending Task's mailbox, */
. String DevName; /* Device name to open. */
} AS_.OPENMSG; .

comm: and audio:subsystems running on the audio/comm
board using SPOX® operating system streams and a pipe

< .
Channel_]D is used to retrieve channel specific informa-

tion. The task stores this information in the global name
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space: A pointer to this space is retrieved via the routine
GD_getAddress(ID). The information has the following
structure:

typedsi struct COMM_AUDIO_DATA {

struet { .
unsigned int : 305
unsigned int  initialized :1;
unsigned int - read Y
} bool;
Uns  locallD; 10
Uns remotelD;

} CommAudioData, *CommAudioDataPtr;

This structure is declared in “AS.H”. From this structure, the
comm task can’ determine if the: buffer is initialized (it
always should be or the audio tasks would not be calling),
if the task is expecting to read or write data to/from the
network (if read is 1, the comm task will open the pipe for
write and put data from the network there), and finally the
local and remote 1D of the network channels. The following
pseudo code illustrates the actions performed by the caphire
thread to establish a link with the comm task:

20

62
comm task via the pipe driver. After each SS_put() to the
pipe driver, the capture thread notifies the comm task that an
incoming buffer is on the way via an AS_RECEIVECOM-
PLETE status message.

audio = (AS_INFOMSG *) &message;
andio—>msg = AS_STATUS;

audio—>Channel_ID = AS__ CAPTURE_CHAN,
andio->statuscode = AS_RECEIVECOMPLETE;
TMB_postMessage (TMB_COMMMSG, audio, 0);

The comm task sends the buffers to the ISDN driver which
transmits the data frame on the audio output’s ISDN virtual
channel. ’ ’

Between each input streams buffer processed, the capture
thread checks TMB__CAPTURE for new requests messages
from the comm task or the host processor. When a second
ALINKOUT_TMSG message is received from the host
processor, the capture thread stops sending data buffers to
the pipe driver and notifies the comm task of its intention to
terminate the link:

AS__OPENMSG *audio; |

TMB_Msg - message;

CommAudioDataPtr - pCAData;

pCAData = (CormmAudioDataPtr) GD__getAddress(AS_CAPTURE_CHAN)
<set pCAData fields>

audio = (AS OPENMSG *) &message;
audio->msg = AS. REGCHANHDLR; ¥
audio—>Channel_ID = (Uns) AS_ CAPTURE_CHAN;
andio->mailbox = (TMB_:MBox) TMB_CAPTURE;
audio—>DevName = (String).“/null”’; :
TMB_,poatMcssage(IMB_COMMMSG. audio,. 0);

- 35
The commi task’s first action will be to call GD __getAd-
dress() and retrieve an address to the, CommAudioData
structure. It validates the structure using the local and remote
IDs linking the thread with the appropriate ISDN'channel.

Finally, the comm task responds by connecting to its end of 40

audio->DevName (“/nnll”) and returning status to'the cap-
ture thread via a message directed to. TMB.__CAPTURE

such that:

audio = (AS._INFOMSG *) &message;

audio—>msg = AS_ CLOSE . CHAN;
audio—>Channcl_ID'= AS_ CAPTURE__CHAN;
TMB__postMessage (TMB__COMMMSG, audio, 0);

Capture treats the ALINKOUT _TMSG message as a
toggle: the first receipt of the message establishes the link,

TMB_Msg . message;
CommAudioDataPr pCAData;
AS_OPENMSG ‘audio;
typedef struct AS_INFOMSG {
Uns msg: /* AS_CLOSE__CHAN or AS_STATUS */
Uns Channel_ID; /* On board channel ID */
Uns statnsCode; /* Status Code ¥/ - .
Uns statnsExtra; /* Additional status info */

} AS_ INFOMSG *comm ; >
TME__getMessage (TMB_COMMMSG, (TMB__Msg)&audio, 0); *
pCADatz= (CommAudioDataPtr) GD__getAddress(andio.Channel__ID);
<validate pCAData fields and open audio. DevName>

comm = (AS_INFOMSG *) &message; .

comm->msg = AS_STATUS; = -~

comm->Channel ID = audio.Chansiel_ID;

comm~>statuscode = AS__REGCHANHDLR_OK; .
TMB__postMessage (audio.mailbox, comm, 0);

If the comm: task detects ‘an’ error, the statusCode .and
statusBxtra fields are set to the appropriate emor codes
defined in the-section Status and Error Codes..

The capture thread subsequently receives stream buffers: 65
filled with tirme stamped and compressed audio data from the
input driver stack via SS_get( calls and routes them to the

the second receipt terminates it. The comm task first closes
its half of the pipe driver and then terminates its connection
with the capture thread via an AS_CLOSE__CHAN_OK

message.
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At any time during the link' state, problems with or a
normal shutdown of the ISDN logical channel may generate

comm—>msg = AS_ STATUS;-

comm-~>Channe]__ID .= Chantel ID; » - e - .
comm-—>statuiscode = AS. CHANCLOSE. OK; a hang-up condition. The comm task notifies the capture
TMB_postMessage (TMB_CAPTURE, comm, O); - 5 and/or playback thread ‘via the unsolicited status message

) ; AS_COMM__HANGUP_NOTIFY:
On the other side of the audio task, the playback thread waits :
for the ALINKIN _'TMSG message from the host processor
after first opening the IO_ SINK side of a second pipe driver
“/null2”, When that message finally arrives, the- playback 10
thread opens the communication pathway to. the.comm task
and registers .as thé audio input.channel handler via an
AS__REGCHANHDLR message. Like the capture thread,

the playback thread supplies the -channel ID, its response
mailbox, and a string pointer to the second pipe driver:

pCAData = (CommAudioDataPtr) GD__getAddress(AS _ PLAYBACK__CHAN)
<set pCAData fields> '

audio = (AS_OPENMSG *) &message;

audio—>msg = AS_ REGCHANHDLR; -

andio—>Channel_-ID = (Uns) AS_PLAYBACK_CHAN

audio—>mailbox = (TMB_MBox) TMB_PLAYBACK;

audio->DevName = (String) “/nuli2”;

TMB__postMessage (TMB_COMMMSG, audio, 0);

Exactly as with the capture thread, the comm task behaves
as follows:

" TMB__getMessage (TMB_{ COMMMSG, (TMB_ Msg)&audio, 0);
pCAData = (CommAudioDataPir) GD__getAddress(andio.Channel _ID);
<validate pCADaia fields and open audio, DavNamo

comm = (AS_INFOMSG *) &message;

comm->msg = AS__STATUS;

comm-=>Channel _ID = ardio.Channel_JD;

comui—>stamsCode = AS. REGCHANHDLR_OK;
TMB__postMessage. (audio.mailbox, comm, 0);

Once this response is received, the playback thread blocks

comm = (AS._INFOMSG *) &message;

comm->msg = AS_STATUS;

comin—>Channel_JD = Channel_1D;

comm—>statusCode = AS, OOMM_HANGUP NOTIFY;
comm~>statusextra = <QMUX error>

TMB_pustMcssage (d‘MB_PLAYBACK or TMS__CAPTURE >, comum, Q);

waiting for notification of input buffers delivered by the 5o  In response, the threads close thie channel, notifying the host

comm task to its side thé pipe driver. After each buffer is put processor in the process.

to pipe, the comm task. notifies the playback thread: As defined in “AS.H”, the following are status and error
: : codes for the statusCode field of AS_STATUS messages:

comm = (AS_INFOMSG *) &message; 55 )
comm->msg = AS__STATUS;
comm->Channel. ID = Chasnnel_ID; AS_REG! CHANHD‘ LR_OK gal:fg(c:cl::‘l:smm
comm->statusCode = AS_RECEIVECOMPLETE; o .
TMB_posiMessage (TMB_PLAYBACK; comm, O); AS_REGCHANHDLR_FAIL gﬁfgl:clémmm
. AS_CHANCLOSE_OK AS_CHANCLOSE
ects 60 . request succeeded.
'lhc. playback thread col’l'ects each ‘buffer and outputs'thc AS_ CHANCLOSE. FALL S CHANCLOSE
audio data by ‘SS_put()'ing each buffer down the driver : request failed;
stack to the SAC 1304. : AS_COMM_HANGUP_NOTIFY Opex channel closed.
e . AS_RECEIVECOMPLETE Data packet has be .
The handing of the second ALINKIN_TMSG reguest N D Deen sent
received from the host processor is the same as on the g5 AS_LOST_DATA ?Oe ordmorc data packets
pped.

capture side. The playback thread closes “/null2” and uses
AS: CLOSE__CHAN to sever its link with the comm task.
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Regarding - buffer ‘management issues, the audio task
maintain-a dynamically: configurable amount of latency on
the audio streams. To do this, both audio task threads have
control over the size of the buffers that are exchanged with
thc_ comun task. As such, the comm task adopts the buffer
size for the streams assigned it by the audio task. In addition,
the number of buffers which exist withid the NULLDEV
link between:the comm task-and an. audio task. thread are

defined by the threads. Mechanisms for implementing thxs ‘

.. requirement involves-the following steps:

1. Both audio task threads. create their SPOX® Operating
system stream connections to the NULLDEV pipe driver
before registering with the comm task. Each thread issues
an SS_create() specifyirg the buffer size appropriate for
the audio compression method and time stamp framing to
be performed on each buffer. In addition, the attrs.nbufs
field is set to.the desired number of buffers.available for
quening audio: data: within the NULLDEV link. .

2. When setting’ up its NULLDEV streams, thé comm task
sets the SS_.create() buffer-size parameter to —1 specify-
ing that a “devxce-dependent value will be, used for the
stream buffer size”. See SPECTRON’s SPOX® Applica-
tion Programming Refemm:e Manual; Version 1.4, page
173. In addition, the attrs.nbufs are set to 0 ensuring that
no additional buffers-are added t6 the NULLDEV link.

3. After opening the stream, the comm task will query for the
correct buffer size via an SS_sizeof() call. Thereafter, all

- buffers it receives from the capture thread and all buffers
it delivers to the playback thread are this size: It uses this

—

. 66
task will write to an iterh and all others will only read it. For
example, all data pointers are set to NULL by GD_init(). A
pomter such as avaﬂableData[CommMBox] would then be
filled in'by the comm task during its initialization with the
following sequcnce

pointerToGlobalData= GD:_getAddress(AS_COMMMBOX);
pointerTaGlobalData->CommMBex= TMB_ MYMBOX;,

Tasks that wish to communicate to the comm task can check

- that the task is present and obtain its mailbox handle as

5

20

size when creating the SA._Array object used to receive -

from and send buffers to NULLDEV.
The. comm task prefembly performs no buﬁ'ermg of live
audio data. Commuinication between audio task endpoints is
unreliable. Because audio data is being captured, transmit-
ted, and played back in real time, it is undesirable to have
data blacks retransmitted across an ISDN channel.

‘Whether unreliablé transmission is supported: or not for
the audio stréam; the NULLDEV driver drops data blocks if
live buffers back up. NULLDEV does not allow. the sender
to become buffer starved. It continues.to exchange. buffers
with the task issuing the SS__put(). If no free buffers are
available to make the exchange, NULLDEYV returns the live
buffer waiting at the head of its ready ‘queue.
Global Data Package

The SPOX® operating system imagé for the audio/comm
board -conteins a package referred. to .as the Global Data
Packsge. It is a centralized repository for global dam that is
shared among tasks. The-interfaces  to-this package are
defined in “GD.H”, The global data. is contamed in a
GBLDATA struct that is deﬁncd ay an array of pomters

typedef struct GBLDATA {
Ptr availableData{MAX_ ( GLOBAI.S],
-} GBLDATA;

Like all SPOX® operanng system packages, the global data

package contains an initialization en'ay point.GD__init() that
is called during SPOX® operating system initialization to
set the items m GBLIDATA to their initial values, Tasks that
wish to access the global data will contain statements like
the. following to obtain the contents: of the GBLDATA
structure: .

Pir pointerToGlobalObject;
pointeiToGlobalObject =
GD__getAdress(OBJECT_NUMBER);

Tn a preferred embodiment, there is 110 monitor or semaphore
associated with the global data. So by convention, only one

30

follows:

pointerToGlobalData= GD_getAddress(AS_COMMMBOX);
if (pointerToGlobalData—>CommMBox = NULL) {
/* COMMTASK is present ¢/
TMB_postMe:sage ( pointerToGlobalData—>CommMBox ,

aMessage,
. timeOutValue);
}
else { .
/*IT IS NOT ¢/
NULLDEYV Driver

The SPOX® operating system image for the audio/board
contains a device driver that supports interprocess commu-
nication through the stream (SS) package. The number of
distinct streams supported by NULLDEV ‘is controlled by a
defined constant NBRNULLDEVS in NULLDEV.H.. Cur-
rently, NULLDEV supports two streams. One is used for the
andio task capture thread to communicate with the comm
task. The othier is used by the playback thread to commu-

- nicate with the comm task. The assignment of device names

40
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to tasks is done by the. following two  constants in
ASTASK.H:

“Inoll”
“/oull2"

f#define AS_CAPTURE_ PIPE
#define AS_PLAYBACK_PIFE . -

Support for additional streams may be obtained by changing
the NBRNULLDEVS constant and recompiling NULLD-
VR.C. The SPOX® operating system “config file is' also
adjusted by adding additional device name strings to this
section as follows:

driver NULLDEV_driver {
“/oull": devid = 0;
“/mull2”: devid =1;
k

The next device is the sequence has devid=2.

SS__get() ca]ls to NULLDEV -receive an emor if
NULLDEV’s ready queile is:empty. It is possible to
SS__put() to a NULLDEV stream that has not been opened
for SS__get() on the otherend. Data written to.the stieam in
this case is discarded. In other words, input live buffers are
simply ‘appended to the free queue. SS_put() never retumns
an error to the caller. If no buffers exist on the free queue for
exchange with the: incoming . live buffer, NULLDEV
removes the buffer at the head of the ready queue and retums
it as the free buffer.

Comm Subsystem )

- The communications (comm) subsystem of conferencing
system 100 of FIG. 5 comprises comm ‘API 510, comm
manager 518, and DSP interface 528 running on host pro-
cessor 202 of FIG. 2 and comm task 540 running on
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audio/comm board: 206., The comm subsystem provides
connectivily functions to the conferercing application pro-
grams 502 and. 504. It maintains and manages.the-session,
connection, and the virtual channel states. All the connection
control, as well as data communication are done through the
communication subsystem. - : .
Referring now to FIG: 17, there is shown a block diagram
of the comm subsystem of conferencing system 100.of FIG.

5, according to- a preferred embodiment of the present

invention. The comm subsystem consists of the following
layers ‘that reside- both on host processor 202 and the
audio/comm board 206: -

Transport independent interface (TILDLL),

Reliable . datalink module (DLM.DLL+KPDAPLDLL,
where KPDAPLDLL is the. back-end of thé DLM
which communicates with the DSP interface), and

Datalink. module.. TILDLL and RDLM.DLL: reside
entirely on the host processor. Datalink module com-

. prises DLM.DLL residing on the host processor, and
contsol (D' channel), D channel driver, data comm
tasks, and: B channel drivers residing on audio/comm

The comm interface provides -a. “transport independent

interface” for the conferencing applications. This means that
the comm interface hides all the network dependent features
of the conferencing ‘system. In ‘a preferred embodiment,
conferencing systemn 100 uses the ISDN Basic Rate Interface
(BRI) which providés 2*64 KBits/sec data (B) channels and
one signaling' (D) channel (2B+D).: Alternative  preferred
embodiment. may use altcrnative transport media such as
local area networks (LANSs) as the communication network.

Referring now to FIG: 18, there is shown a block diagram

of the comm subsystem architecture for two conferencing
systems 100 participating in a conferencing session, accord-
ing to a preferred embodiment of the present invention. The
comri - subsystem - provides ‘an "asynclironous - interface
between the audio/comm board 206 and the conferencing
applications 502 and 504. ; o

—

0

25

The. comm subsystem provide all the software modules -

that manage the two ISDN B channels. The comm sub-
system provides a multiple virtual channel intesface for the
B channels. Each virtual.channel is associated with trans-
mission -priority. The' data queued for the higher priority
channels are transmitted before the data in the lower priority
queues. The virtual channels ‘arc unidirectional. The confer-
encing applications open write-only channels. The confer-
encing applications acquire read-only channels as a result of
accepting a open charmel request from the peer. The DLM
supports the virtual channel interface. y

During a conferencing session, the: comm . subsystem
software handles all the multiplexing and inverse multiplex-
ing of virtual channels over the B channels. The number of
available B channels (and the fact that there is more than one
physical charmel available) is.not a concem to the applica-
tion. E . .
The comm subsystem provides the D channel signaling
software to the ISDN audio/comm board. The comm sub-
system is responsible for providing the ISDN'B charmel
device drivers for the ISDN audio/comm board. The comm
subsystem provides the ISDN D channel device drivers for
the ISDN ‘audio/comm board. The comm software is_pref-
erably certifiable in North America (U.S.A., Canada). The
signaling software is compatible with NI1, AT&T Custom,
and Northem Telecom DMS-100.

The comm subsystem provides an interface by which the
conferencing applications can gain access to the communi-
cation ‘hardware. The goal of the interface is to hide the
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implementation of the connectivity mechanism and provide

an easy to use-interface. This: interface provides.a very

simple (yet functional) set of connection control features, as
well as data communication features. The conferencing
applications usevirtual channels .for data communication.

Virtual channels are simplex, which means that two virtual
charinels are ‘open for full duplex communication between
peers. Each . conferencing -application opens its- outgoing
channel which is write-only. The incoming (read-only) chan-
nels are created by “accepting” an “open channel” request
from the peer. S .
gMUX MULTIPLE CHANNEL STREAMING MODULE

The "~ QSource Multiple “Channel = Streaming - Module
(QMUX) is based on the need to utilize the high bandwidth
‘of two bearer:(B) channels (cach at 64 kbps) as a single
high-speed channel for the availability of multiple upper
layer users. This section specifies the various interfaces
between QSource gMUX module and other QSource mod-
ules or-application modiles to achieve this objective. .

QSource gMUX is a data link provider for one or more
end-to-end connected upper layers to exchange data between
themselves at a higher data rate than is possible over a single
bearer (B) channel.. qMUX accepts messages from upper
layer providers and utilizés both B channels to transfer the
data. On the receiving end, qMUX will reassemble received
buffers from Layer 1 in sequential order into a user message
and deliver the message to the awaiting upper layer. There
is no data integrity. insured by gMUX. There is no Layer 2
protocol (i.e., LAPB) used in thetransmission of packets
between the two endpoints; however, packets are transmitted
using HDLC framing. Throughout this  section, the.term
ULP means Upper Layer Process or qMUX User.

. qQMUX is a data link provider process that receives user
data frames from upper layers (data link user) and equally
distributes them over the two B channels: This achieves a
higher bandwidth for an upper layer than if a single B
channel was vsed. Several higher processes can be multi-
plexed through the QMUX process, each being assigned its
own logical channel through gqMUX. This logical channel is
krown as'a gqMUX logical identifier (qLI).

A priority is assigned to each gLI as it is-opened. This
priority ensures that buffers of higher priority are sent before
buffers of lesser priority are transmitted over the B channels,
This enables an upper layer, -whose design ensures a smaller
bandwidth usage, to be handled in a-rhore timely manner,
ensuring a mote rapid exchange of data between the two end
users. : o :

gMUX is an unreliable means of-data transfer between
two end users. There is no retransmission of message data.
Although received packets are delivered to the higher
requesting layers, there is no guarantee of data integrity
maintaitied between the two cooperating QMUX processes.
Packets: may be lost between. the two. endpoints because
there is ‘no Layer 2 protocol ‘(i.e., LAPB) used in the
transmission ‘of packets between the two endpoints; how-
ever, packets are transmitted using HDLC framing. In order
to provide reliability, a transport provider such as TPO

(modified to work with gMUX) is preferably used as a ULP.
gMUX considers a message as one or more data buffers from

the higher layer: These chained buffers are unchained,

assigned Sequence numbers within the message sequence,

and transferred to the far end.. Bach buffer contains a

sequence number that reflects its place within the message.

At the receiving end, the buffers are reassembled into
messages and delivered to the awaiting upper layer. Message
integrity is not guaranteed. Messages are-discarded on the
receiving end if buffers are not received before final reas-
sembly and delivery.
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All messages transmitted by gMUX are. preferably split
into an even number of buffers, independent of message size.
Two processes, namely SM2 and SCUD, split messages into
equal buffers. In an alternative preferred embodiment; mes-
sages are split after exceeding a specific size (160.octets).
Splitting messages into an even number of buffers, regard-
less of size, ensures timely delivery of data. In ‘another
alternative prefe.rred embodiment, gMUX transmits & mes-
sage contained in a single buffer.:

Upper layers ensure that both endpoints are synchromzcd

on their gLI (logical channel identifier) and priority::Once

both B channels are established, ‘the ULP establishes a
gMUX logical interface with the gMUX process. This gLlI,
assigned by the ULP, allows for the transfer of data between
gMUX and the ULP. This qLI assignment may be trans-
ferred or reassigned to another ULP, by use of the gMUX__
BIND_REQUEST primmve The gLI may be used by only
one ULP at a time. The maximum gLI value in a system is
defined as a stamp parameter (MAX_ LOGICAL._CHAN-
NELS): A ULP requesting a qLI when all of the assignable
gLI are in use is denied.

Ifa message is received for a qLI that is not assigned, then -

the message . is. discarded. A received message has the
sendmg gLl and the intended receiver’s gL contained in the
message. If the ULP asmgned to the gLI does not have an
outstanding ‘ request to Teceive  data when a message is
received, the message is discarded as well.

A qLJ of 0 (zero) is used as-a control channel fora ULP
requesting assignment as a controiling ULP. The controlling
qLI may be used to synchronize the two end ULPs cooper-
ating in:the data exchange.

When a gLI is requested, the requ&sung ULP ass:gns a
priority for the handling of messages. Those ULPs requiring
a high throughput with veéry little bandwidth hould request
a high priority to its messages. Pnonty is valid for outgoing
messages only; that is, the priorityis used when the buffer
is queued to the B channel driver. -

Data transfer between the ULP and gMUX is performed
on a message basis. A message is defined to be one or'more
data buffers containing user data. The buffers are dis-

_ assembled, assigned sequence numbers, and transferred over
" the available bandwidth of the two' B channels. in their
assigned priority order, and re-assembled on the far-end for
delivery. to a requesting ULP.’ Should a fragment of the
.message not be delivered, the entire message is discarded;
no retransmission of the message or its- parts are attempted
by gMUX.

End-to-End ﬂow control is .ot performed by qMUX
Before buffers are’queued to layer 1, the queue depth is
checked: If the number of buffers on a B-channel queue
exceeds 15; the message is dtsca:ded, and notification given
to the ULP. -

gMUX maintains a message window per gLI that effec-
tively. buffers incoming messages. This guards against net-
work transit delays that may: exist due to-the two bearer
channels in use. The current size of the message window is
three. For example, it is possible for qMUX to have com-

20
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30

" QMUX_OK_ACK

35

40

w

0

pletely assembled miessage numbers 2 and 3, while wamng )

for the final part of message 1. When message 1.is com-
pletely assembled, all’ three are then queued, in message
order, to the appropriate ULP. If any part of message 4 is
teceived before message 1 is complete, message 1 is dis-
carded and the ULP: mmﬂed The .message window then
slides to include messages 2, 3, and 4. Since messages 2 and
3 are complete, they are forwarded to the ULP and the
window slides to message 4. The following primitives are
sent from the ULP to gMUX:

60

65
- cooperating - ULPs - (referred to ‘as -ULP-A and. ULP-B)

70

Indicates the message
carries application data.
The message is comprised
of one or more QSource
system buffers.

A request by a ULP for a
gLl assignment: Both B
channels are assumed to.
be connected at this time;
the state of the two B
channels is unaltered.
This request can also be
used to request & control-
ling L1 (0) fora

ULP. )

A request by a ULP to
have the specified qL1
bound to the requesting
ULP. All subsequent
received traffic is

directed to the requesting
ULP.

gMUX_DATA__REQUEST

qMUX__ATTACH. REQUEST

qQMUX_BIND__REQUEST

Used by a ULP to end its
usage of a gLI. All sub-
sequent messages received
are discarded for this qLL
This is used by a ULP to
end the logical connection
and reception of data.

QMUX_. DEATTACH_REQUEST

The following primitives are sent from qMUX to the
ULp: i

Indicates that user data is
contained in the message. The
foessage js onc or more
QSource system buffers.
Acknowledges to the ULP that
a previously received primitive
was received saccessfully, The
qLlI is returned within the
acknowledgement.

Informs the ULP that a
previously issned request was
invalid. The primitive in error
and the associated qLI (f
valid) are conveyed back to
the ULP,

qMUX_DATA _INDICATION

qUMX_ERROR_ACK

The following primitives are exchanged between PH (B
channel Driver) and gMUX: '

Used to request that the user data
contaifnied in the QSource system
. system buffer be transmitted on the
indicated B channel.
Used to indicate to qMUX that the
user data in the QSource system
buffer is intended for an ULP, This
particular buffer may only be a
part of a message.

PH_DATA_REQUEST

PH_DATA__INDICATION

PH_DATA. REQUEST Used to request that the user
data contained in the QSource system buffer be trans-
mitted on the indicated B channel.

PH_DATA_ INDICATION Used to indicate to gMUX
that-the user data in the QSource system buffer is
intended foran ULP. This particular buffer may only be
a part of a message.

The following example of the usage of gMUX by two

assumes that a‘connection has already been established:
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The session manager sends a QMUX_CONNECT__REQ
primitive to qMUX that states that both B-channels are
available. ULP-A and ULP-B establish both B Chan-
nels at their respective ends.

ULP-A issues a gMUX__ATTACH REQUEST fora 5
controlling -qLI -to gMUX, and two gqMUX_AT-
TACH_ REQUEST; fora data exchange path. The first
path is for sending and the second is for receiving data.

ULP-B alsoissues agqMUX__ ATTACH_REQUEST fora

controlling gLI (of zero) to gMUX, and two gMUX_ 10

ATTACH_ REQUESTS for a data exchange path. ULP
assigns zero.for the controlling qLI requests and qLI 5
and 6 for ULP-A and gLI 5'and 6 for LP-B.

ULP-A formats a peer-to-peer (ULP-A to ULP-B) request
for informing ULP-B that messages for ULP-A should
be directed over gLI 6. ULP-A sends the message via
gMUX over the contmllmg gLL

ULP-B also formats a pecr-to-peer (ULP-B to ULP-A)
request for informing ULP-A that messages for ULP-B
should be directed over gLI'6. ULP-B sends the mes- 20
sage via'gMUX, over the controlling qLI.

ULP-A receives. the request from ULP-B from the con-
trolling qLI: A response is formatted which gives the
qLI for ULP-A as 6 and ULP-B as 6. Tt is sentquUX
for transfer-over the controlling gLI.

ULP-B recelves the request from ULP-A from the con-
trolling qLL A response is formatted which gives the
qLY for ULP-B as 6 and ULP-A as 6. 1t is sent to gMUX
for transfer over the controlling qLL

Once both ULP peers have received the responses to their
peer-to- peer requests, they an exchange data.’

The following scenario illustrates the interface and design

of QMUX for the exchange .of data/video/audio:

ULP-A issues a qMUX DAI‘A_REQUEST over qLI 5 a5
for delivery at the far-end to gLI 6. The message was
segmented. into two QSource system tuffers by SM2/
SCUD and sent to the B channels as follows:

Segment one: .marked as START_OF_MESSAGE,
sending :qLI ‘is 5, receiving qLI is 6, sequence 49
number is 1 (one). It is sent to the B channel driver
for B channel 1 with a primitive of PH DATA _
REQ. S

Segment two: marked as END_.OF_MESSAGE,
sending gLI is 5, receiving qLI is- 6, sequence 45
number is 2 (two). It is sent to the B chanoel driver
for B channel 2 with a primitive of PH_DATA__

gMUX at the receiving end receives the buffers .as fol-

—

5

25

lows: 50

Segment one: received from B’ channel driver‘on B
channel 1. Buffer has header of START_OF_ MES-
SAGE, sequence number 1. State is'now. AWAIT-
ING_-EOM for qLI 6.

Segment two: END__OF - MESSAGE received. Buﬁer 55

“is chained 1o buffer two. Primitive is made qMUX
DATA_INDICATION and sernit to the ULP-B who
had bound itself to gLl 6. State is mow set to
AWAITING_ START " OF _ MESSAGE.

The above activity occurs during the message window for 60

this qLI. The message window is currently set at three. A
message window exists-on a qLI basis.

Comm API - .
Comm API 510 of FIG. 5 prov1des an interface between

conferencing applications 502 and 504 and the comm sub- 65

system. Comm AP 510 consistsof a transport-independent
interface (TILDLL of FIG. 17). The TU encapsulates the

72
network driver routines provided to the upper-layer modules
(ULMs). Comm API 510 provides the following services
and functions:
Initialization Commands )

BeginSession:  Begins' a comm. session. Only one
“thread” of execution is allowed to begin the comm
session for a given media. This thread specified the
session handler, which is the. focal point of all the
connection management events. - All - connection
related events are given to the session handler.

EndSession: Ends a comm session.

Connection Control Commands

MakeConnection: Makes connection to a remote peer.
A MakeConnection command sends a connection
request -to .the - session handler of the specified
“address”.

CloseConnection: Closes a connection. This command
closes all the open virtual channels and the connec-
tion. All the relevant handlers are notified of the
events caused by this command. .

AcceptConnection: Accepts a peer’s request-for con-
nection. The session handler of the application which
has received a connection request issues this com-
mand; if it wants to accept the connection.

RejectConnection: Rejects a peei’s request for connec-
tion.

Virtual-Channel Management.

RegisterChanMgr: Registers the piece of code that will
handle channel events. This call establishes a chan-

- nel manager. The Job of channel manager is to field

- the “open channel” requests from the connected peer.

RegisterChanHandler: Registers the piece of code that

“will handle data -events.” The channel handler is
notified of the data related events, such as receipt of
‘data and completion of sending of a data buffer.

OpenChannel: Opéns. a virtual -channel for sending

data .

AcceptChannel: Accepts a virtual channel for receiving
data. ..
RejectChannel: Rejects the virtual channel request.
CloseChannel: Closes an open channel.
“Data” exchange -
SendData: Sends data overa virtual channel.
ReceiveData: Posts buffers for incoming data over a
virtual channel: Communications Statistics -
GetChanlnfo: Returns information about a given chan-
nel (e.g., the reliability and priority of the channel).
GetChanStats: Returns statistical information about a
given channel (e.g., number of transmissions,
receives, €Irors).
GetTiiStats: Returns statistical information about the
current TII channels.
Transport-Independent Interface
Comm API 510 supports calls to three different types of

‘transport-independent interface functions by conferencing
" applications 502 and 504 to the comm subsystem: conaec-

tion management functions, data exchange functions, ses-
sion managemient; and communications statistics functions.
Connection management functions provide the ULM with
the ability to establish and manage virtual channels for its
peers on the network.: Data exchange functions control the
exchange of data between conferencing systems:over the
network, Communications statistics functions provide infor-
mation about the channels (e.g., reliability, priority, number
of errors, number of receives and.transmissions). These
functions are as follows:
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Connection M R

s d

RegisterChanMgr chlstcrs a callback or an appl whose 3g
processing fanction will haridle low-level niotifications generated
by data changel initialization' operations. This fonction is
invoked before any OpenChannel calls are made.

RegisterChanHandlex Registers a callback or.ai application- window whose ‘message
processing function will handle' low-level notifications generated
by data channel input/output (VO) activities. The channels that
are opened will receive CHAN__DATA:_SENT, and the accepted
channels will receive CHAN_RECV_ COMPLTE. ° .

OpenChannel Requests a sub-chariiel connection from the peer application.
The result of the action is given to the application by invoking
the callback rontine spécified in the RegisterChanHandler. The
application must specify an ID for this transaction. This ID is
passed to the callback routine or posted in a message.

Note: All C i are for estab
for sending’ dalx The receive channels are opened a5 the result
of accepting 4 ConnectChannel request, -

AcceptChannel A peer application: can issue AcceptChannel i in nspwnse toa
CHAN__REQUEST (OpenChannel) message that has been
received. The result of the AcceptChannel call is a one-way
communication sub-chansel for receiving data. Incoming data
notification will be sent to-the caflback or window. application

(via PostMessage) to the ChannelHandler
RejectChannel Rejects an OpenCharinel request (CHAN _REQUEST message)
from the peer.
CloseChannel Closes a sub-channel that was opened by AcceptChannel or
’ ConnectChannel.
Data Exchange Functians
SendData Sends data. Data is normally sent via this mechanism.
ReceiveData Reccives data. Data is normally received through this mechanism,
This call is inally jssued in resp to a DATA_AVAILABLE
message, : ;
Communications Stmism:s Functions. -
GetChanlnfo Returss dmnnel inforrogtion. . '
GetChanStats | Returns various statistical information about a channel
GetTiiStats ~Returns: various statistical information about a TII channel.

These functions are defined in further detail later in this
specification in a section cnmled “Data Structures, Func-
tions, and Messages.” =

In addition, comm API 510 suppons three “types . of 49
messages and callback parameters retumed to confcrencmg
applications 502 and. 504 from the comm ‘Subsystem in
response to some: of the above-listed functions: session
messages, connection' messages, and channel messages.
Session messages are generated in ‘response to change of 45
state in the session. Connection messages are generated in
response to the various connection-related functions.
Message and Callback Parameters

This section describes the parameters. that are passed
along with the messages generated by the communication
functions. The events are categorized as follows:

C ion Events: C i lated 3 thal are seat to the session handler (c.g.,
. request. d ‘tion closed).
Channe] Events: Channel-related messages that are handled by the channel manager
. . (e.g., channel request, chaonel accepted, channel closed),
Data Events: - Events related to data communication (e:g., data sent, receive

completed). These events are handled by the ch 1 handlers, Each
virtual channel has a channel handler, -

. o n ' 65
The following messages are generated in response to the -
various cormection related functions:
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CONN_REQUESTED
wParam
Ilparam

CONN_ACCEPTED

wParam
lparam

CONN_REIECTED
wParam
1Param

CONN_TIMEQUT
Param

CONN_ERROR

wParam
- 1Param
CONN_CLOSED
wParam
CONN_CLOSE_RESP

wparam
Param

SESS__CLOSED
wParam

Connection handle
Pointer to incoming connection information

structure:
{ .
WORD Session handle
LPTADDR Pointer to caller’s address
LPCONN_CHR Pointer to connection attributes
} .
Resp to MakeC jon or AcceptConnection
request.
Connéction handle
Pointer to connection mfurmanon structure:
{ . .
DWORD TransId (specified by user.in
) earlier request)
LPCONN_CHR Pointer to connection attributes
} .
Response to MakeConnection request.
Reason
Transid (speaﬁed by nppkcanon in earlier
request) . -

Response. to MakeConnection requcst)
Transld (specified by application in earlier
request)
Indication of connection closed due to fatal
emor.
Conpection handle
Error
Indication of remote Close.
Connccuon handle

¥ to CloseC
Connection handle
Transld (specified by applicadon in eatlier Close
request)
Response to EndSession request.
Session handle

request.

Channel Manager Messages

.'The following messages are generated in response to the
various channel management functions as described with the

function definitions:
CHAN__REQUESTED Indication of remote OpenChannél request.
wpaﬂ'.[n Channel handle
Iparam Pointer to Channel Request information structure:
{ .
DWORD TranslId (to be preserved in
’ Accept/RejectChanzel)
HCONN', Comnection handle
LPCHAN__INFO - ' Pointer to CHAN_INFO passed by
remote application
}
CHAN_ACCEPTED Response to OpenChannel request.
wParam Channel handle ;
{Param TransID specified by application'in OpenChannel
Tequest .
CHAN__REJECTED Response to OpenChannel reqnest
{Param TransID specificd by application in OpenChannel
roquest
CHAN__CL.OSED Indication of rr.mote CloseChannel
wParam Channel handle
CHAN__CLOSE_RESP Response to CloseChannel requesL
wParam Channel handle .
|Param . TransiD specified by application in CloseChannel

Channe] Handler Messages .
The following messages are generated in response to the
various charnel I/0 functions as described with the function

definitions:
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CHAN__DATA_ SENT Response to SendData.
wParam - Actual bytes sent .
1Param - TransID specified by application in SendDa!a
CHAN__RCV_COMPLETE Response to ReceiveData.
wParam Actual bytes received
1Parun TransID specificd by application in ReceiveData
CHAN__DATA__LOST
wParam Bytes discarded
1Param TransID specified by application .
Data Structures
The. following are the important data structures for the
comm subsystem: : o
TADDR, LPTADDR: Address structure-for caller/callee.
CHAN__INFO, LPCHAN__INFO: Channel information structure.
CONN__CHR, LPFCONN_:CHR: Connection Attributes structure.
The comm subsystem provides two different methods of -continued

event notification” to the conferencing applications:
Microsoft® Windows messages and callbacks. A conferenc-
ing application program instructs the comm subsystem as to
which method should be used for notification:of different
events. Microsoft® =~ Windows messages - employ - the
Microsoft® Windows messaging mechanism to notify the
conferencing -application that:an event has occurred: For
callbacks, the comm siibsystem calls a user procedure when
an eveitt has taken place; There are restrictions on what the
conferencing: application may . or may ‘not do within' a
callback routine.

‘Referring now to FIG. 19, there is shown a representanon
of the comm .subsystem application™ finite state machine
(FSM) fora qoﬂfe’rcncing session between a local confer-
encing system- (i.e., local site or caller) and a femote
conferencing system (i.c., remote site or callee), according
to a preferred embodiment of the present invention. The
possible application states are as follows:

ESTABLISHED

Connection is established

- Referring now to FIG: 21, there is shown a representation
of the comm subsystem contro} channel handshake FSM for
a conferencing session between a local site and a remote Site,
according to a preferred embodiment of the present inven-
tion, 'The possible control channel handshake states are as
follows: .

NULL Null state -
AWAIT_CTL._OPEN Awsziting opening of control
: channel 0
AWAIT_ALIVE_MESSAGE Awaiting message that control
channel is alive .
CTL_ESTABLISHED Control channel established

Referring now to FIG. 22; there is shown a representation
of the comm subsystem channe] establishment FSM for a

" conferencing session between a local site and a remote site,

Imﬁu] or nnll stutc

INIT

IN_SESSION Confemncmg scssion begun .

CONN_IN ion request 1 d from remote site * -

CONN_OUT Outgoing conmection request made to remote site

CONNCTED Connection atcepted (by local site for incoming connection and by
:emule site for mngomg cnnnecuon)

CHAN_IN hannel request received fror remote site

CHAN_OUT Omgmng chansel réquest made to remote site

RECEIVE Incoming channel accepted by local site

SEND Outgoing channel accepted by remote site

Referring now to FIG. 20, there is shown a representation
of the comm subsystem connections FSM for a conferencing
session between a local site and a remote site, according to
a preferred embodiment of the present invention. The pos-
sible connection states are-as follows:

Null state

Idle state

Awaiting response from local site
Awaiting acceptance response.

NULL

IDLE
AWAIT_LOCAL_RESP
AWAIT_ACCEPT_RESP

AWAIT_REMOTE_ RESP Awaiting response from remote
: site
ALIVE Comuection is alive

55

60

according fo a preferred embodiment of the présent inven-

" tion. The possible channel establishment states are as fol-

lows:
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NULL Null state
IDLE Idle state
CHAN_AWAIT_DLM_OPN_RX Awaiting DLM to open receive channel -
AWAIT_LOCAL __RESP Awmmg local application response to request to open !

. receive channel -
CHAN_RECEIVING Receive channel open
CHAN_AWAIT_DLM_OPN_TX

AWAIT_REM_RESP

g remote appli

Awmmg DLM to open send channel

send channel

CHAN_SENDING - Send channel open

to request to open

Referring now to FIG. 23; there is shown a representation
of the comm system processing for a typical conferencing
session between a callet ‘and a. callee, according to a pre-
fefred embodiment of the present invention, Both the caller
and callee call ‘the BeginSession- finction to begin the

conferencing session. The caller then calls the MakeCon-
nection function to initiate a connection to the callee, which
causes a ConnectRequest message. to be seat to the. callee:
The callee responds by calling the AcceptConnection func-
tion, which causes a ConncclAcoept message to be sent to
the caller and the callee.

Both the caller and callee then call the ReglsterChanMan
function to register the channel. Both the caller arid callee
then call the OpenChannel functioi to open a chanriel to the
other, - which- ¢auses -ChannelRequest -messages’ to be
exchanged between the caller and callee. Both the caller-and
callee call the AcceptChannel function to accept the channel
requested- by the ‘other, ‘which - causes ChannelAccepted
messages to be cxcha.nged between: the caller-and callee.
Both the caller and callee call the ReglsterChanHandler

function two times to register both the incoming and gut- |

going channels.
The callee calls the Rece:veData fiinction to be ready to
receive ‘data. from “the caller. The: caller - then.calls: .the

SendData function, which causes conferencing data to be .

sent to the: callee. The callér receives a-locally: generated
DataSent message with the sending of the data is complete. .
The callee receives a ReceiveComplete message when the
recexpt of the data is complete. Note that the caller does not
receive a message back from the:callee that the daxa was
successfully received by the callee.
The scenario of FIG. 23 is just one possible scenario.

Those skilled in the art will understand that other scenarios

may: be constructed ‘using otber funcuon calls and statc :

transitions.
Comm Manager

The comm manager 518 of FIG. 5 comprises three
dynamically linked libraries of FIG. 17; transport indepen-
dent interface (TH), reliable datalink module (RDLM.DLL)
and datalink module interface (DLM.DLL). The DLM inter-

face is used by the TII to access the services of the ISDN .

audio/comm board 206. Other modules (i.e., KPDAPLDLL
and DSE.DRV) function as the interface to the audio/comm
board and have o other function (i.e., they provide means

55

of communication between the host processor portion of the .

DLM and the audio/comm portion of the DLM. The host
processor portion of thé DLM (i.e, DLM.DLL) uses. the
DSP interface 528 of FIG. 5 (undcr Microsofi® Windows
3.x) to communicate with the ISDN audio/comm-board side

portions. The DLM interface and functionality must adhere
to the DLM specification document.

The TII provides the ability to specify whether or not a
virtual channel is- reliable. For reliable channels, TII
employs the: RDLM to provide reliability -on a virtual
channel, This feature is used to indicate that the audio and
video virtual: channels are unreliable, and the data virtual
channel is. reliable,

Data’ Link: Manager

The DLM subsystem . maintains: multiple  channels
between the clients and supports data transfers up to 64K per
user. message. The upper layer using DLM assumes. that

_message boundaries are preserved (i.e., user packets are not

merged or fragmemed when delivered to the upper layer at
the remote -end).
Before data can be transfcrrcd via DLM, the two com-

- municating machines each establish sessions and a-connec-

tion is set up between them.. This section details the func-
tions used :to- establish- sessions and - connections. DLM
provides the following functions for call control:
DLM_ BeginSession
DLM_ EndSession
DLM_ Listen
DLM_ MakeConnection
DLM_ AcceptConnection
DLM__RejectConnection
DLM__CloseConnection The following calls should be
allowed in an interrupt context: DLM__MakeConnec-
tion, DLM_ AcceptConnection, DLM__RejectConnec-
tion, ‘and. DLM__CloseConnection. These. functions
may generate the.following callbacks to the session
callback handler, described below.
CONN__REQUESTED
CONN__ESTABLISHED
CONN__REJECTED
CONN_CLOSE COMPLETE
CONN__CLOSE NOTIFY
SESS_CLOSED
SESS: ERROR

CONN_ERROR

Most of the session and connection management func-
tions of the DLM are asynchronous. They initiate an action
and when that action is complete, DLM will call back to the
user via the session callhack. The calling convention for the
callback is as follows:
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void
Event is a far pointer to'a structure:
struct EVENTSTRUCT
{
WORD
WORD
BYTE
BYTE
DWORD
DWORD
DWORD
LPTADDR
LPCONNCHR

EventType;

Status;

Dimld;

Mdmid;

DlmSessionld;
- DimConnld;

Token;

Addr;

Characteristics;

}

Specifies the type:of event which triggered the
callback. ...

Indicates the status.of Lhe event,

Unique ID of the DLM performing the callback.
(Equals 0 for DGM&S.)

- Unique ID of the MDM that processed the event.
(Equals 0 for DGM&S.)
Indi the Session ID, assigned by DLM, on
wluch this event occumred. (Equals 0 for DGM&S:)

the C ion Id, assigned by DLM, on
which this event occurred. (Equals 0 fnr DGM&S.)
The token value was given in the call to initiate
an action. 'When the callback notifies the user
that the action is complete, the token is returned
in this field.
Specifies the LPTADDR of the caller,
This field is a LPFCONNCHR to the corinection
: ~characteristics, :

where:

EventType

Status
Dimld

MdmId

DimSessionld

DimCoonld
Token

Addr .
Characteristics

FAR PASCAL ConnectionCallback (LPEVENTSTRUCT Event);

For each function defined below which generates a call-
-back, all of the fields of the DLM event struchire are listed.
Ifa pamcnla: field contains a valid value during a-callback,
an X is placed in the table for the callback. Some fields are
only. optionally: returned ‘by:.the DLM (and ‘underlying
MDMs). Optional fields are noted with an ‘O’ in the tables.
If a pointer field is not valid or optionaily not returned the

30

DLM will pass a NULL, pointer in its place. ‘The upper layer
should not assume that pointer para.meters such as LPE-
VENTSTRUCT, LPTADDR, and LPCONNCHR are in
static memory. If the upper layer needs to pracess them in a
context other than the callback context it should make a
private copy of the data.
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Status Indicates the status of the event.

DImId Unique ID of the DLM performihg the callback.
(Equals 0 for DGM&S.) »

MdmId - Unique ID of the MDM that processed the event.
(Equals 0 for DGM&S.)

DlmSessionId Indicates the Session ID, assigned by DLM, on
which this event occurred. ' (Equals 0 for DGM&S.)

DlmConnId Indicates ‘the Cohnection Id, assigned by DLM, on
: which this ‘event occurred. (Equals 0 for DGM&S.)

Token _ The token value was given in the call to initiate
© . &dn action.  When the callback notifies the user
that the action is complete; the token is returned
in this field.

Addr Specifies the LPTADDR of the caller.
Characteristics This field is a LPCONNCHR to the. connection
' characteristics. :

For each function defined below which generates a callback, all of the fields of
the DLM event structure are listed. If a particular field contains a valid value during a
callback, an X is placed in the table for the callback. Some fields are only optionally -
returned by the DLM (and underlying MDMs). Optional fields are noted with an *O’ in the
tables. If a pointer field is not valid or optionally not returned the DLM will pass a NULL
pointer in its place. The upper layer should not assume that pointer parameters such as
LPEVENTSTRUCT, LPTADDR, and LPCONNCHR are in static memory. If the upper

layer needs to process them in a context other than the callback context it should make a

private copy of the data.

DLM_BeginSession: Prepares DLM for subsequent connection
establishment. It is done at both ends
before a connection is made or accepted.
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WORD DLM BeginSession (BYTE DlmId,
BYTE MdmId,
LPTADDR LocalAddress
FARPROC SessionCallback,
LPDWORD lpDlmSessionId);

Taamedi,

DlmId Global ‘identifier of the DLM that is to be used.( = 0
for DGM&S)

MdmId: Global identifier of the MDM that is to be used.( = 0
for DGM&S)

LocalAddress Far Dointer to a TADDR at which the local
connection will be made. This may not be relevant
for DLMs such as DGM&S.

SessionCallback Callback function for the session responses.

llemSeSSionId Output parameter, the session ID allocated.
(DGM&S ‘will return a Session Id = 0). Only a
single session need be supported by DGM&S.

Return Value: : Status Indication .

E_NOSESSION Session could not be opened.’

E_IDERR - D1mID parameter does not match the DLM ID of the
called likrary.

Local Callbacks:
None

Peer Callbacks:
None

This function does not perform a listen. Session IDs are unique
across all DLMs. TUniqueness is guaranteed.

DLM_EndSession: Ends the. specified session at the given
address. Any outstanding connections and/or
channels on the session and their callbacks
are completed before the local SESS_CLOSED
“callback.

WORD DLM EndSession (DWORD DlmSessionId);

Parameters: , -
DlmSessionId: - ‘Session identifier returned in DLM BeginSession

Return Value: Status Indication
E_SESSNUM DlmSessionID  is not valid.
E_SESSUNUSED Sessicn is not in use.
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E_SESSCLOSED . Session has been closed.
E_SESSNOTOPEN . Session is not opemn.
E_IDERR Session is not active on this DLM.

Local Callbacks:
SESS _CLOSED

Event Parameter SESS_CLOSED
EventType -
Status

DlmId

MdmId :
DLMSessionld
DLMConnlId

Token

Addr
Characteristics

R R R

Peer Callbacks:

NONE
DLM Listen: Initiates a listen on the specified connection.
When an incoming connection request arrives,
asynchronous notification is done to the Session
callback function. The Listen stays in effect
~until DLM_EndSession is performed.
WORD DIM_Listen (DWORD DlmSessionId, =
_LPCONNCHR Characteristics) ;
Parameters: . )
DlmSessionID " Session identifier returned in
DLM BeginSession.
Characteristics Desired characteristics of an incoming

connection. Passed uninterpreted to the
lower layers.

Return Value: Status indication

E_SESSNUM DlmSessionID is not valid.

E SESSUNUSED  Session is not in use.
E_SESSCLOSED:  Session has been .closed.

E SESSNOTOPEN Session is not open.

E_IDERR ~ Session is not active on this DLM.

Local Callbacks:
CONN_REQUESTED
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Event Parameter CONN_REQUESTED
EventType
Status

.DImId

MdmId
DILMSessionId
DLMConnId
Token

Addr -
Characteristics

PP MMM N

Peer Callbacks:
None

DLM_MakeConnection: Makes a connection to the specified address.
It generates a callback when the connection
is complete which provides the DLM connection
ID to'be used in-all ‘further operations on
this connection. = Connection IDs are. unique
across all DLMs. .Uniqueness is guaranteed.
(DGM&S. support a sgingle connectlon, with a
Connection Id = 0).

WORD DLM | MakeConnection (DWORD DlmSessionld,
LPCONNCHR Characterlstlcs.
DWORD Token,
LPTADDR RemoteAddress) ;
Parameters: )
DlmSessionID: .. -Session identifier réturned in
DIM BeginSession,
Characteristics Desired characteristics. of the connection.
Passed uninterpreted to the lower layers.
Token " Unintexrpreted token returned to the upper
layer in the response callback.
RemoteAddress Address on the remote site on which to make

the connection.

Return Value: -Status Indication

E SESSNUM DlmSessionID is not valid.

E SESSUNUSED . Session is not. in use.

E_SESSCLOSED - Seéssion: has been closed.
E_SESSNOTOPEN ' Session is not open.

E_IDERR Session- is not dctive on this DIM.
E_NOCONN Unable to allocate local connection.

Local :Callbacks:
CONN_ ESTABLISHED
CONN_REJECTED
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Event Parameter CONN_REJECTED CONN_ESTABLISHED
EventType ‘ ‘
Status

DlmId

MdmId
DLMSessionId
DLMConnId

Token

Addr -
Characteristics

Lol Y
faRe Rl Y

Peer Callbacks:
CONN_REQUESTED Satisfies a previous DLM Listen on this address.

Event Parameter CONN_REQUESTED
EventType X
Status X
DlmId X
MdmId X
DLMSessionId X
DLMConnld X
Token
Addr X
Characteristics X
DLM_AcceptConnection: Accepts an incoming connection request.
WORD DLM_AcceptConnection (DWORD DlmConnlID,
DWORD Token) ;
Parameters:
DlmConnlID: Connection identifier returned previously in the
CONN_REQESTED callback. .
Token - 'Uninterpreted DWORD returned to the caller in the

CONN_ESTABLISHED response callback.

Return Value: Status Indication
E_SESSNUM ConniD is not valid.
E_SESSUNUSED = Session is not in use.
E_SESSNOTOPEN - Session is not open.

E_IDERR ConnlD does not refer to a connection on this DIM.
E_CONNNUM ConnlD is not . valid.

E _CONNUNUSED = Connection ig not in use,

E_CONNSTATE Connection has been closed or is already open.

Local Callbacks: _
CONN_ESTABLISHED
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Event Parameter
EventType
Status

DlimId

MdmId
DLMSessionId
DLMConnlId

Token

Addr
Characteristics

Peer Callbacks:
CONN_ESTABLISHED

Event Parameteyr
EventType

Status

DlmId

MdmId -
DLMSe551onId
DLMConnid

Token

Addr :
Characteristics .

DLM_RejectConnection: Rejects an incoming connection request.

WORD DLM_RejectConnection (DWORD DlmConnId) ;

Parameters:

DlmConnlID: .Connection identifier retuined in the
CONN REQESTED callback.

Return Value: Status Indication

E_SESSNUM - . ConnlD is not valid.

E_SESSUNUSED Session is not in use.

E_ SESSNOTOPEN Session is not -open.

E IDERR = - ConnID does not refer to a connectlon on this DLM.

'E_CONNNUM . ConnID is not valid,
E_CONNUNUSED . Connection is not in use.
E_CONNSTATE Connection has been closed or is already open.

Local Callbacks:

None

Peer Callbacks:

CONN_REJECTED Satisfies a prev1ous DLM_MakeConnection on this
address.

5,488,570

CONN_ESTABLISHED

P60 D4 D4 D Dd b b de

Satisfies a previous DLM_ MakeConnection on
this address.

CONN_ESTABLISHED

PO DM D44 e Be e

It returns a WORD status.
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Event Parameter CONN_REJECTED

EventType
Status
Dlmid

MdmId
DLMSe551onIa
DLMConnId
Token.

Addr

PO MMM N

Characteristics

DLM CloseConnection: Tears down an established connection.

This call is allowed only for
connections that are established.

WORD DLM_ CloseConnectlon(DWORD DlmConnld,

Parameters:
DlmConnID:

Token

Return Value:
E_SESSNUM . -
E_SESSUNUSED
E_ - SESSNOTOPEN2
E IDERR
E_CONNNUM

E_ CONNUNUSED
E_CONNCLOSED

DWORD Token),

Connection identifier returned in the
CONN_ESTABLISHED callback or through a call to

DIM MakeConnectlon

Unlnterpreted value returned to the upper layer in
the response callback.

Status Indication

ConnlD is not valid.

Session is not in use.

Session is not open.

ConnlID does not refer to a connection on this DLM.
ConnlID is: not valid.

Connection is not in use.

Connection has been closed already

Local Callbacks: .
CONN_CLOSE_COMPLETE

Event Parameter CONN_ CLOSE_COMPLETE

EventType
Status
DimId

MdmId
DLMSessionld
DLMConnlId
Token

Addr

BalalaloRolalel

Characteristics

Peer Callbacks:
CONN_CLOSE*NOTIFY
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Event Parameter CONN_CLOSE NOTIFY
‘EventType
Status

DimId.

MdmId
DLMSessionId
DLMConnId
Token

Addr
Characteristics

E i ]

Referring now to Fig. 29, there are shown diagrams indicating typical

connection setup and teardown sequences.

Interfaces - Channel Management & Data Transfer

. Once connections are established between two machines, DLM will provide
the user with multiple logical channels on the connections. This section details the functions
and callback§ used to st up, tear’do'wh, and send data on chammels. DLM has the following
entry points for channel management and data transfer.

DLM_Open

DLM; Send =

DLM_PostBuffer

DLM_Close ,

DLM_GetCharacteristics
Each of these functions is callable from an interrupt or callback context. These functions
generate callbacks into thé user’s code for combleﬁon of a send operation, receipt of data,

and events occurring on a given éhannel. These callbacks are described and their proﬁles

given a later section of this specification.
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Referring .niow to FIG. 29, there are shown diagrams DLM__Close
indicating typical connection setup and teardown sequences. DLM - GetCharacteristics

Interfaces - Channel Management & Data Transfer .
Once connections are established between two machines,

Each of these functions is callable from an interrupt: or

DLM will provxdc the user with multiple logical channel$ on 5 - callback context. These functions generate callbacks into the

~ the  connections. This section’ details’ the functions-.and
callbacks ‘used -to . set .up, tear down, and send data on

user’s code for complehon of a send operation, receipt of

channels. DLM has the following entry points for channel - data, and events occurring on a given channel. These call-
management and data transfer. backs are described and their profiles given a later section of

DLM__.Open 10
DLM__Send
DLM_ PostBuffer

this specification.

DLM__Open

Initializes-a new data channel for a connection. It

- does. not communicate with the remote site. Its role is

simply to- declare the chamnel identifier to the DLM so
that incoming and outgoing packets can then use the
given channel.

WORD DLM._Open(DWORD CdnnlD,

Parameters:
ConnID:

Characteristics
EventCallback

ReceiveCallback

SendCallback
Return. Value:
E_NOCHAN

E_SESSNUM
E_SESSUNUSED
E_SESSCLOSED
E_SESSNOTOPEN
E_IDERR
‘E_CONNNUM

E_ CONNUNUSED
E_CONNCLOSED
E_CONNNOTOPEN *
Local Callbacks:

BYTE ChannellD,
LPCHANCHR Characteristics,
FARPROC EventCallback,
FARPROC ReceiveCallback,
FARPROC SendCallback)

Connection or which to open the chaanel.
Identifier of the charinel to open, between 0 and N
where N is 1mplemenle.|ion defined, The value of

255is r d to an unk 1 or invalid
channel in.callback fanctions.
Desired ch istics of the channel

Callback function for events occurring on this
channel. (This includes all events except for
data received and send complete) -

Callback funcu'on for data reception on this
channel.”

Caltback funcnon for data sent on this changel.
Status Indication

Unable: to allocate channel 1D or ID already in
use,

ConnlD is not valid,

Session is not in use.

Session has been closed.

Session is not open.

ConnID does not refer to a connection on this DLM.
ConnlD is not valid, |

Connection is not in use.-

Connection:-has been closed.

Cdnnecn‘ou is not. currently open.

CHANNELOFEN caliback to the event callback for this channel,

DIM_Send Entry point for sending data via the DLM.
WORD DLM_Send(DWORD ConnID,
BYTE FAR *Buffer,
WORD BufferSize, :
BYTE OriginatingChannel,
BYTE ReceivingChannel,
DWORD CallerToken)
Parameters:
CoonlD: Connection to use.
Buffer Far pointer.to the user buffer to send.
BufferSize ' Numbet of bytes in the user buffer.
OriginatingChannel Local channel on which to send the data.
ReceivingChannel Channel-ID from the remote machine whxch
receives the. data.
CillerToken Token which will be retumed to the user:in
the send complete callback for this buffer
Retum Value: Status Indication
E_NOCHAN Originating channel is not valid or is closed.
E_SESSNUM ConnlID is not valid.
E__SESSUNUSED Session is not in use.
E__SESSCLOSED " Session has been closed.
E_SESSNOTOPEN Session is not open.
E_IDERR ConnlD does not efer to a connection on this DLM.
E_CONNNUM - ConnlD is not valid.

E_CONNUNUSED
E_CONNCLOSED
E_CONNNOTOPEN

Connection is not in use.
Cannection has been closed.
Connection is not currently open.
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-continued
E_CHANNUM Originating channel ID is not valid.
E_CHANUNUSED originating channel. is got in use.
E_CHANCLOSED Originating channel is closed.
E._NOMEM* Unable to allocate enough memory to perform the
send.
E__INTERNAL An internal error has occarred within the DLM.
Lacal Callbacks:

Callback to the send complete function for this channel when this
buffer is posted to the net.

The return 'value of DLM. Send specifies the synchro--
nous status of the send, If it indicates success; the request has
been accepted to'be sent on the network for this charnel and
at some time the send complete callback will be activated for
this buffer. ‘Between the call to DLM_ Send and the send
complete callback, the user must not change the contents of
the buffer. When the callback occurs, DLM is finished with
the buffer and the user is free to alter it in any fashion. The
DLM does not guarantee that the call to DLM. Send com-
pletes before the send complete callback occurs.. If the
synchronous status indicates that the send opetation has
failed, the send complete callback will not be activated for
this. buffer and' the . buffer is immediately available for 25
modification by the user.

ing data. If it indicates failure, a receive callback will never
occur for this buffer. DLM preserves the order of buffers on
data receives. Provided ‘that no errors occur, the first buffer
posted will be the first one used for data, the second one will
be the second used, etc. :

DLM_ PostBuffer Supplics buffers to, DLM in which to place incoming
data ¢ :

‘WORD DLM_ PostBuffer(DWORD ConalD, .

E_CONNCLOSED
E_CONNNOTOPEN

Local Callbacks:

BYTE FAR *Buffer,
WORD BufferSize,
BYTE ChannelID,:
DWDRD Caller’l‘okzn)
Parameters:
ConnlD: Comecuon o use.
Baffer Far pointer to the user buffer to use.
BufferSize .- Size of the user buffer in bytes.
ChannellD Local channel to use this: buffer for.
. CallerToken Token which will be remrnéd to the user in the
data receive callback for this buffer.
Return Value: Statas Indication- -
-E_NOCHAN ChannelID is not valid or is closed.
E_SESSNUM - ComnlID is not valid.
E_SESSUNUSED Session is not in use.
E__SESSCLOSED " Session has been closed.
E__SESSNOTOPEN Session is not open. :
E_JDERR ComnID daés Hot refer to & connection on this DLM.
E__CONNNUM ConnlD is not valid.. |
E_CONNUNUSED Cormection is not in use.

Connection has been closed.
Connection is not currently open,
ChannellD is not valid.
Changel is not in vse.
Channel is closed.

Unable to allocate enough memory to store the buffer.

An internal error has occurred within the DLM.

.. Callback to the dita receive ﬁmcuon for this chanpel when DLM -
loads: the user buffer with i incoring data.

-'The return value is a word indicating the status of- thé 60
operation,- If it indicates. success, tlie buffer has' been
enqueued for the given channel and will be used for incom-
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DLM__Close Used to close a previously apened.channel.
WORD DIM Close(WORD ConnlD, )

BYTE Channel)
Parameters: :
ConnID: .. Connection on:which to close the channel.
Channel Local channel to close.
Return Value: Status Iridication .
E_SESSNUM ConnlD 15 not valid.
E_SESSUNUSED Session is not in use.
E__SESSCLOSED Session has been closed.
E_ SESSNOTOPEN Session is not open.
E_IDERR ConnID does not refer to‘a connection on. this DLM
E__CONNNUM ConnlD is not valid.
E__CONNUNUSED" - . Connection is not in use.
E_CONNCLOSED Conncction hds been closed.
E__CONNNOTOPEN Connéction is ‘not currently open.
E_.CHANNUM Channel is not valid.
E_ CHANUNUSED Channel is.niot in use.
E_CHANCLOSED ‘Channel is already closed,’
Local Callbacks:

Callback to the event callback fonétion for this channel with the
CHANNELCLOSED event after the close has completed.

- The function DLM Close shuts down a given channel.
Al future reférences to this channel are considered invalid.
It performs a forced shutdowh in that the: callback functions
for all pending sends and receives are immediately activated
with a status value indicating that a close occurred. DLM.
does not guarantee that the call to DLM_ Close will teturn
before the callback is activated.

. 30

DLM__GelChxmctzr'islics  Gets relevant data about the DLM (a
' synchrorious call),

WORD DLM_GetChmnlnnsucs(LPCEWSTRUCI‘

Characteristics) X

Parameters:

LPCHARSTRUCT 35

Far pointer to the characteristics structure
. to be filled by this call.

Local Callbacks: o E
None

Send Callback 40
The send complete. callback is activated whenever data
has been extracted from a user’s buffer and enqueued for
transmission; It is not a guarantee that the data has actually
been delivered to the remote site.. The entry point for the
send complete callback is defined SendCallback parameter
to DLM__Open. This is a far pointer to a far pascal function
defined as follows.

45 -

void FAR PASCAL SendCallback@OWORD ConnID,
BYTE FAR *BufferSent,

WORD BytcCount, -
BYTE OriginatingChaanel,
BYTE ReceivingChannel,
DWORD Token,
‘ WORD StatusOfSend)
Parameters: .
ConnlID: Connection on which data was sent.
Buffer Far pointer to the user buffer sent.
BufferSize Number of bytes sent to the network.
OriginatingChannel Local channel on which to the data was
sent,
ReceivingChannel Channel ID from the remote maching
. which will receive the data.
CallerToken Token which was given in the call to
DLM__Send for this buffer,
Data Receive Callback

The data receive callback is activated when data has
arrived on the network for a particular channel. The entry
poirit for the data receive callback is defined in the Receive-
Callback paramctcrb to DLM_Open, described below. It
must-be a far pointer to a far pascal function defined as
follows:

void FAR PASCAL ReceiveCallback(DWORD ConnlID,

BYTE FAR *BufferReceived,

‘WORD ByteCount,

BYTE OriginatingChannel,

BYTE ReceivingChannel

DWORD Token,

WORD StatusOfReceive)
Parameters: .
ConnlD: Connection on which the data was received.
BufferReccived Thé user supplied buffer that was received.
ByteCount The nurnber of bytes received.
OriginatingChannel Chanpel identifier of the channel on the

. : remote machine which sent the data.
ReceivingChannel Channel identifier on the local mach.me that
received the data,
Token Token value that was given in DLM__PostBuffer
. when this buffer was posted to DLM.

StatusOfReceive Status of the operation.

The StatusOfReccive parameter can be any of the following values: -

E_OK

E_TOOSMALL

Indicates that the receive succeeded.
Indicates that the beginning of a data packet has
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arrived and the-given buffer was enquened but it
is too- small to contain the entire data packet,

E_CLOSED Indicates that the buffer was-in the receive queue
) when the channel onthe local machine was closed.
E__DATADROP Indicates'that a data packet has arrived and there
is no buffer in the quene for the receiving
channel.
E__PARTIAL Indicates that part of a data packcr has been

dropped, éither by the network or.by internal

memory limitations. of the MDM or DLM. The buffer

represents every-thmg received up to the dropped
data.

The state of the parameters depends on the status ‘of the
operation. The table below lists all possible status values 13
correlating them' with ' the ® values retumed in the other
parameters, and entry of Valid indicates that this parameter
contains -meaningful ‘data. The connection ID is always: .
valid, '

The host processor signals the audio task on the audio/
comm board that a channel is accepted/opened on its
behalf.

Original .. Receiving

Token

Status Buffer - ByteCount ~ Channel . Channel

E_OK : Valid " Valid Valid Valid Vatid

E_TOOSMALL Valid Valid Valid

E_CLOSED Valid Valid Valid

E_DATADROP -~ NULL . YValid -~ Valid :

E_PARTIAL Valid  Valid Valid . Valid Valid .
30

When errors E: TOOSMALL, E. DATADROP or E__PAR-
TIAL are returned the upper layer may not depend on the
contents of the returned data buffer.

Activated when an action coimpletes for a given
chamnel, The entry point for the channel event
callback is defined in the EventCallback parameter
to DLM_ Open. It is a far pointer ta a far pascal

* function defined as follows,

. void FAR PASCAL EventCallback(DWORD ComnlD,

EventCaliback

BYTE Channel,
WORD Event,
'WORD Status) -
Parameters: :
ConnlID: Connection on which the event occarred.
Channel Channel on whick the event occurred,
Event ‘The type of the event
Status Status of the operation.-
The event may be any of the following values.
CHANNEL__OPEN The. given channel has been opened ard is now

available for data transfer.

CHANNEL__CLOSED The given chandel has  been closed.

DSP Interface

The ISDN comm task 540 of FIG 5 which run' on the
ISDN-: andio/comm board 206 of FIG: 2 communicate with
the host processor 202 via the DSP interface 528, The host
processor operates under Microsoft® Windows 3.x environ-
ment,
Comm Task

The comm task 540 of FIG. 5 communicates with: the
andio task 538 on the ISDN audio/comm board 206. The -
channel ID of the audio virtnal channe] is accessible to both
the host processor and the audio/comm board. The model is
as' follows: ; P

A channel is opened by the host processor or an open

channel request is granted by the host processor.

55

60

The -audio task on the audio/comm board notifies the
comm task that' all incoming ' (if .the channel was
-accepted) or outgoirig (f the channel was opened) will
be handled by the on-board audio task,

Application-Level Protocols -

The application-level protocols for conferencing system
100 of FIG. 5 are divided into those for the vitleo, audio, and
data streams. -

Video Protocol

Referring now to FIG. 24, there is shown a representation
of the structure of a video packet as sentto or received from
the comm subsystem, according to a prefemzd embodiment
of the. present invention, Source video is video that is
captured (and optionally monitored) on the local conferenc-
ing system and sent to the comm subsystem for transmission
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to a remote system. Sink video ‘is video that is captured
remotely, received from the comm subsystem, -and played
back on the local system. The first ten fields (i.e., those from
IpData through dwReserved[3]) are defined by. Microsoft®
as the VIDEOHDR structure: See the Microsoft® Program-
mer's Guide in the Microsoft® Video for Windows Devel-
opment Kit: The video packet fields aré defined as follows:

108

invention. Each comprcssed video bitstream represents one
frame of video data stored ifi the Data field for a video data
packet of FIG. 24. The video. compression/decompression
method associated with the compressed video bitstream of
FIG. 25 is used for low-data-rate, relatively-low-frame-rate,
teleconferencing applications. The method preferably oper-
ates at approximately (160x120) resolution, a data rate of

IpData Long pointer to the video frame data buffer.
dwBufferLength Length of the data buffer pointed to by IpDala, in bytes.
dwBytesUsed ’ LGgth of bytes used in.the data buffer, -
dwTimeCaptored Time; in’ milliseconds, between the current frame and the begmmng of
the capture séssion, This field is preferably used to camy a timestamp
used to synchronize audio and video fmmes at the receiving endpoint.
dwUser Reserved for application use.” "
.dwFlags -Information about the 'data’ buffer, defined flags are:
VHDR_. DONE Data buffer is ready for the application.
VHDR_INQUEUE Data buffer is queued pending playback.
VHDR_KEYFRAME - - Data buffér is a key frame,
VHDR _PREPARED. Data buffer has been prepared for use by
= - the driver.
dwReserved Reserved for driver use. .
Type Type of the packet, defined types are:
R VDATA(=1) Video data packet,
‘VCNTL(=2) ... Control packet. ... :
Message Unused for video data packets. For control packets, may be one of the
following: - .
RESTART (=WM__USER+550h) Reqmt fora kcy frame. . -
‘When a RESTART" control packet:is ‘sent, no video frame data is sent.
WM__USER is a Microsoft ® Windows deﬁned value and is preferably
400h. RESTART indicates the video stream needs to be restarted to
recover from: problems. WM_USER is a Microsoft ®-defined ¢
indicating that all values greater thm this number-are application-
.- defined constants,
Data Compressed video l‘mmc data, -

Video data packets are used 10 exchange actual video frame
data and are identified by the Type field. In this case;:the
video software redirects the VIDEOHDR ipDita pointér to
the Data array which starts at the end of the packet In this
way, the packet header and data are kept contiguous in linear
memory. The VIDEOHDR dwBufferLength field is used to
indicate the actual ‘amount.of video data in the buffer and
therefore the amount ‘of data to be sent/received. Note. that
the receiving application must redirect 1pData to its‘copy of
Data since the memory pointer only-has local significance.
In a preferred embodiment, Data length has an upper bound
of 18K bytes.
Compressed Video Bltstream :

Referring now to FIG. 25, there is shown a representation
of the compressed video bitstream for conferencing system
100, according to a preferred embodiment of the present

45

approximately 100 Kb/sec, and a frame rate of around 10
frames/sec. Under these conditions, the compressed video
bitstream may-be encoded or decoded in real-time by an
Intel® i750® processor, or decoded in real-time by an
Intel® - architecture processor- such as an Intel® 80386,
80486, or Pentium® processor.

'The fields of the compressed video bitstream of FIG. 25
are defined as follows:

VersionNi C

L4

method ID.

Flags - Contains various flag bits defined as follows:
FLAGS_MV - 1
FLAGS_FILTER 2
FLAGS_STILL_IMAGE 4
FLAGS_STILL_BLKS 8

DataSize -

Size of the bitstream in units of bits.

Reservedl Reserved field.
ImageHeight Height of image in pixels.
ImageWidth Width of image in pixels,
" UVquant Base quantization value for the U and'V planes.
Yquant Base quantization value for the Y plane. -
StiliStrip Strip of blocks encoded as still blocks (for delta images only). If

StiliStrip =0, there is no still strip. Otherwise, the strip ‘of blocks is

determined as follows. Consider the blocks of the Y, V, and U plancs
in raster-order as a linear sequence of blacks, Divide. this sequence of
blocks into groups of 4 blocks, and number each group with the

- sequential integers 1, 2, 3, etc. These numbers cotrespond to the value
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- -continued
of StillStrip. In a preferred embodiment; all planes have dimensions
that are integer multiples of 4.

StillThresh Locations of additional blocks in the i 1mage that are encoded as still
blocks (only if the FLAGS_STILL_BLKS flag is set). The rule for
identifying these blocks is-based on the quantization value quant for
each block as determined during the decoding procedire. A block is'a

. still block if
quant < = StiliThresh
These.still blocks are independent of the blocks in the still smp. which
are encoded as still blocks regardless of their quant values.

FilterThresh Blocks to which the loop filter is to be applied (only if the "
FLAGS_FILTER fiag is set) The rule for applying the loop filter is to
apply it to a block if -

quant < = FilterThresh
MotionVectors{ ] Array describing the motion vectors used in dcr:udmg the i xmage (only
present if the. FLAGS__ MV flag is set). There is one 8-bit motion
. vector field for each (16 x 16) black in the image,
huffman data The compressed data for the image.

FLAGS_MV indicates: whether ‘motion 'vectors -are .- ined
present in the bitstream (i.e., whether the MotionVectors[] . 20 -continiie
array is present). A delta frame. with FLAGS MV=0. is 54555566
interpreted as one in which all the motion vectors.are 0. 44555566

- FLAGS_FILTER - indicates. - whether . the “loop filter is 3333338¢
enabled for this image.’ If enabled; then the loop filter may 55555566
be used on each block in the image, as determined by the 25 55555566
value of FilterThresh. FLAGS. STILL: IMAGE indicates 66666666
‘whether the image is a still frame or adelta (noni-still) frame. g 2 g g g g g g
A still frame is.one-in which all blocks are encoded as still 14555566
blocks. In a delta frame, most blocks are delta blocks, but . 55555566

- there may be a strip of still blocks in the image, as specified -30 55555566
by the StillStrip field, and .there ‘may be. additional still : g g: : : g e
blocks as determined by the value of StillThresh. FLAGS: 66666666

- STILL_BLKS indicates whethier “additional still blocks” 66666666
are enabled for this image. If ¢nabled, then any block with 54445566
quantization value less than or equal to Still Thresh is coded 35‘ 1221 g gg g
as a still block. o : 44445566

A quantization value is-a number in the range 0-15 that 55555566
indicates one of 2 set of sixteen (8x8) quantization matrices, 55555566
with 0 indicating the coarsest quantization and 15 indicating g g g g g g g g
the finest. The UVquant and Yquant variables are referred to 40 54445555
as base quantization values. The base quantization value is  * 44445555
the value selected for use at the beginning of a plane, and is 44445555
used for the entire plane udless changed by 2 NEWQ code ‘;;g‘s‘ : g g :
inserted. in the bxtstream The preferred 16 quantization - 55555555

a5

matrices are: 55555555
55555555

54444455

55667788 44444455
55667788 44444455
66667788 44444455
66667788 50 44444455
727777788 44444455
77777788 55555555
88888888 55555555
88888888 43445566
54556677 33445566
44556677 55 44445566
55556677 : ’ 44445566
55556677 55555566
66666677 55555566
66666677 66666666
777717717 66666666
7777117717 60 43445555
54555577 33445555
445555717 44445555
55555577 44445555
55555577 55555555
555555717 55555555
55555577 p 55555555
77777777 55555555
77771777 43444455
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-continued

33444455
44444455
44444455
44444455
44444455
55555555
55555555
43334455
33334455
33334455
33334455
44444455
44444455
55555555
55555555
43334444 .
33334444
33334444
33334444
44444444
44444444
44444444
44444444
. 43333355
33333355
33333355

[CRC RV R EREY W YRR
AP pUUBIL W

33333344
44444444
44444444
33222233
33222233
22222233
22222233
22222233
22222233
33333333
33333333

There is one motion vector per (16x16) block of the Y plane,
listed in block raster-scan order. ‘The number of (16x16)
blocks in the image, and hence the size of this array, can be
determined from ImageHeight and Image Width as:

(ImageHeight+15)>>4)*(imageWidth+15)>>4)

In-each byte of the: MotionVector[] array, the upper 4 bits
specifies the X component of the motion  vector and the
lower 4 -bits specifies the Y component (both in two’s-
complement notation). ‘Both components of the motion
vector are between +7 and -7, inclusive. The motion vectors
preférably apply to the plane only; the U and V planes are
processed by the decoder using motion vectors of 0.
Video Decoding Procedure

For conferencing system 100, images are e.coded in- a
9-bit YUV format (i.e, YUV 4:1:1 format), in which there
are three 8-bit planes of pixels (Y, U, and V) with U and V
subsampled by 4x in both directions; Each plane is subdi-
vided into a grid of (8x8) blocks of pixels, and each block
is encoded using a frequency-domain transform, The planes
are encoded in the order Y, V, and U, and within each plane
the blocks are traversed. in raster-scan order. -

If a given plane’s dimensions are not evenly divisible by
8, “partial blocks™ at'the right or bottom edges will occur.
Partial blocks are encoded by padding them out to the full
(8%8) size (using whatever method the encoder chooses,
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such as replicating the last columa and/or row or pixels) and
encoding them- as if they were full blocks: In the decoder,
such blocks are reconstructed by first decoding the full (8x8)
block but then-writing only the partial block to the final
image bitmap in memory. The decoder can determine the
location and sizes of partial blocks entirely. from its knowl-
edge of the image dimensions (ImageHeight and Image-
Width),

Each (8x8) block is encoded using a transform method.
Instead of the discrete cosine transform (DCT), a simpler
transform known as the discrete slant transform (DST) is
used. The DST is almost as good at the DCT, in terms of
compression and quality, but is simpler and faster for both
an Intel® i750® processor and an Intel® architecture pro-
cessor such as an Intel® 80386. 80486, or Pentium® pro-
cessor to compute,

All the data in the bitstream, after the header, is Huffman
encoded. Unlike H.261 and MPEG, which have a multiplic-
ity of Huffmari tables; for conferencing system 100, a single
Huffman table is used for encoding all values. This single
Huffman table is:

# codes
0xx 4
10xxx 8
110xxxx - 16
1110xxxxx 32
T 1110xxx0ck 64
111110xxxxxx 64
1111110xxxxxx 64
ol - 252

This table defines.252 Huffman codes of lengths 3, 5, 7, 9,
11, 12, and 13 bits. Only the first 231 of these Huffman codes
are preferably used; the remaining ones are-reserved for
future expansion. In the pseudo-code below, the function
huffdec() appears. This function does a huffinan-decoding
operation-on the next bits in'the bitstream; and returns the
index of the code word in a lexicographically-ordered list,
like so:

Code word - Value returned

000
001
010
011
10000
10001
10010
ete. -

oOMAWNEO

The first step. in decoding a block is to decode what are
known as the “run/value pairs” (or run/val pairs, for short)
for the block. Each run/val pair represents one non-zero DST
frequency-domain coefficient.

This procedure also updates the current quantization value
(beld in the variable quant) when a NEWQ code is received
from the bitstream. The value of quant is initialized 4t the
start. of ‘each plane (Y,'U, and V) to either Yquant or
UVquant, but may be adjusted up or down by NEWQ codes
in the bitstream. Note the following important rule, not made
explicit by the psendo-code befow: a-NEWQ code may
preferably only occur at the beginning of a block. A decoder
may use this fact to make decoding faster, since it need not
check for NEWQ codes in the middle of parsmg a block.

The procedure for decoding the run/val pairs and NEWQ
codes is as follows:
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The function tosigned() converts from an unsigned number
— to a non-zero signed number; as: follows:
while (1) -
{ ior
v = buffdec(); 5 ;°S'g“°d(“)
lf(vb—EF)B) v=m>> 1) +1;
breal #&Dv=-v
else if (v = NEWQ) ‘ renm(o);
quant += tosigned(huffdec()); 1 ’
else if (v == ESC) 1/ get explicit run,val from
{/ bitstream i0 ) ]
et = b 041 This conversion-is used on both the quantization change and
runlict+] = witdech) + 2 the explicit value read- after an ESC, both of which are
= << 6));
valllt4] mgnd.(weco H(rufidec) << 6) non-zero signed numbers. EOB, ESC, and NEWQ are
else 1/ ookup sun,val in tables specific decoded values defined as follows:
{
run[k++] = runthifv]; 15 EOB=0
val[ki+] = valthlfv]; ESC=30
} NEWQ=6 .
Finally, runtbl[] and valtbl[] are preferably defined as fol-
lows:
runtbl{] = {
0 1 1 2 2 1 0 1
1 1 3 3 2 1 1 5
4 4 5 6 6 3 1 2
1 3 1 2 7 1 0 2
7 9 8 4 1 5 1 1
2 4 2 8 10 3 13 1
1 1 1 1 1 11 2 15
1 4 1 7 9 14 7 21
7 20 11 3 5 4 16 5
2 1 1 1 1 1 32 1
1 1 2 1 1 24 L 27
12 12 13 13 29 12 13 14
14 31 29 28 28 30 10 10
10 11 10 12 10 21 9 9
30 ) 1l px] 14 19 18 19
19 21 18 18 19 22 23 20
2 21 20 22 22 20 16 26
26 16 15 32 15 27 15 18
17 - 17 25 17 17 24 25 16
2 3 1 3 3 3 3 2
3 2 3 4 4 3 3 3
3 3 4 3 3 1 1 1
1 2 1 1 1 1 1 1
2 2 2 9 2 2 2 2
2 6 6 6 6 6 9 6
6 6 6 8 8 8 7 8
1 7 7 7 5 5 4 4
4 4 4 4 4 4 5 4
6 5 5 5 5 5 5
valtbl(} = {
~1 1 -1 1 -2 0 2
-3 3 ~1 1 2 4 -4 -1
1 -1 1 -1 1 -2 -6 -2
5 2 -5 -3 -1 6 0 3
1 1 1 -2 =7 2 -9 10
=5 2 5 -1 -1 3 1 -10
-8 -11 7 8 9 -1 4 -1
-13 4 -12 ‘2 -1 1 -3 -1
-2 1 S 4 -2 7. -1 -4
6 17 -15 -14 1 12 -1 13
14 15 -4 -6 -16 =1 -18 1
-1 2 -2 =1 1 1 2 -2
-1 1 -1 -1 1 -1 1 2
3 -2 2 -2 -3 2 2 3
1 -1 2 1 2 2 ~1 1
-1 1 2 1 ~2 .2 -1 2
-1 -2 -1 1 2 -2 1 -1
1 -2 2 1 1 <1 -2 2
2 1 1 -2 -1 1 -1 2
~10 —4 =22 -6 -7 -9 -8 11
-10 12 6 -8 -2 10 -3 9
8 7 -7 5 -5 21 20 19
=21 10 16 -17 ~19 -20 18 22

HUAWEI EX. 1116 - 582/714




5,488,570

115 116
~continued
8 7 -7 -2 -8 -9 ~11 -12
9 6 5 4 3 —4 -3 -2
-3 -5 2 3 2 =2 -5 -3
5 4 3 -4 7 -7 9 8
6 5 -5 3 -3 -4 6 ~6
-6 5 6 4 3 -3 - ‘
} ; )
The next step in decoding is to convert the fun/val pairs 1 : . -continued
into an (8x8) block of DST coefficients, as follows: Define P B
the scan path through.an (8x8) matnx by the following i int £,02,03,14.x5.16.17.18;
numbers: int t.t1,*p;
’ ’ if {fwd)
15 {
0 14 817 18 37.38 p=5
2 3 8.10 19 25 39 45 rl =*p+;
5 7.11-14.24 2644 46 : 12 = *pit;
6 12 13015 27 '32 47 53 13 = *pi+
16-20 23 .28 31 33 52 54 4=
21 22 :29 3034 35 5560 20 15 = *pH
3640 43 48 51 5659 6t 16:= ¥pih;
41 42 49 50 57 58 62 63 r'g’ = :pH-:
n= Y
SlantPart];
where the scan path is found by t.ravcrsmg these numbers in - SlantPart2;
increasing order, The (8x8) block of DST coeflicients coeff. 25 g}xgﬁ-
[81[8Jis créated by the following procedure; p=d;
: pit=rl;
* =1r4;
for (i=0; i<8; i++) ‘:: =18;
for (=0; j<8; j+_+) . *pH=15;
coefl[i](j] = : 30 o tpb=12
start at position "—1' on lhe scan path (one step “before” D= 16;
0) for.(each runfval pair) *prt=13; -
{ : =17,
step forward by ‘run’ positions on the scan path }
deposit ‘val® at the new position : else
X : : 35 { .
p=s;
- g : =* .
The next step is.to dequantize the block of coefficients. ns e
This is done by applying quantization matrix number quant, - 8 = *piis
as follows: £5 = *pit;
40 . 12 =*pt-;
— ' 16 = "ptt;
for (1=0; i<8; i++) 13 ="pH
e 49 e
coefli]] = - coeflili} << gmatrixlquant[i)Gi); . StaniPart3:
.. 4 s ge . g s 45 SlantPart2;
The next step is to-undo “DC prediction,” which is used SlantPartl;
to- further compress” the DC. coefficient. coeff[0][0] in still lz;_f; o
blocks. If the block being decoded is a still block (either S epr=r2
because this is a still image, or because this block is part of prr=13;
the still strip in a relative image), DC prediction is undone g, = w;
by applying the following equations: i o *;ﬁ: ::
. *pt =17,
coe0){Oh=prevDC. R
prevDC=coeff0](0) ' ¥
55 :

The value of prevDC is 1muallzed to 8*128 at the start of
each image plane
The next step is to {ransform thc (8><8) coefficient array

- where butterfly(x,y) is the following operation:

into the spatial domain. This is done by applying an (8x1) : butterfly(x,y):
DST to each of the 8 rows and 8 columns of coeff{][]. The 60 L= xty;
(8x1) DST can be described as follows: y=x-y;
. ) x=t;
slant8xL(s,d,fwd) // s = src array, d = dst array, :
int's(),d(},fwd; # fwd = 1 for forward xform, 0 for and SlantPartl, SlantPart2, SlantPart3, SlantPart4 are four

I/ inverse macros defined as follows:
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#idefine SlantPart]\
by(r1,rd)\
by(r2,r3):\
bily(5.x8):\
bily(r6,r7);\

fidefine SlantPart2\
bily(r1a2);\
reflect{r4,x3)\
bAy(TS,r6)\
reflect(r8,c7);

#define SlantPart3\
bily(r1,e5);\
bAy(r2r6);\
bly(r7.3):\

t=15~ (55>3) + EA>>1)
15 = 14 — (rd>53) — @S>>1)\
4=t;

fidefine mﬁ:cl(sl,sl) :
t=61 4 (s1>>2) + (B>
52 =52 — (s2>>2) + (SI>>1)\
sl=t;

The (8x1) DSTs are preferably performed in the following
order: rows first, then columns. (Doing columns followed by
rows gives:slightly: different, incorrect results.) After doing
the (8x1) DSTS; all 64 values in the resultmg (8x8) array.are
preferably right-shifted by 3 bits, and then clamped to the
range (—128, 127), if a delta block, or to the range (0; 255),
if a still block. -

If the block being decoded is a snll block, no_more
processinig is required. The DST calculation produces the
block of reconstructed pixels to be written to the image.

10

20
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x=(a+b+c +d)>>2

where a,b;c,d are the four pixels in the corners of the (3x3)
block: On the edges of an (8x8) block, a one-dimensional (1
0:1) kemel is preférably used. The corner pixels of the block
are preferably not filtered.
Intra/Inter Decision Rules

A certain class of motion compensated video compression
systems encode certain blocks in motion compensated dif-
ference images as “intra” blocks  and others as “inter”
blocks. The decision to encode a block as an intra or inter
block is based on a décision rule which is referred to as the

“intrafinter decision rule”. This section describes a preferred
mcthod for generatmg an intra/inter decision rule for con-
ferencing systcm 100. The intra/inter decision rule generated
by this method is (1) computationally simple, (2) encoded
implicitly (requiring no bits for differentiating intra vs. inter
blocks, (3) adaptive to spatiotemporal image content, and (4)
statistically optimal in providing a means of differentiation
between motion compensation artifacts and scene features.

. The conventionial objective of enicoding some blocks as
intra in motion compensated difference frames is to reduce
the number of bits required to encode those blocks that have
low spatial variation but high tempoml variation. The objec-
tive of encodmg sorme blocks as intra in difference frames is
to reduce the effects of high frequency motion compensation

 artifacts (sometimes referred: to as- “mosquitoes” in the

- literature) without having to use (computationally expen-

If the block being decoded is a relanve block, the block )

of reconstructed pixels is calculated as:

for (i=0; i<8; i++)
for (=0; j<8; j++)
image(i}{j} = clamp0.255(prev{il(j] + m}'ﬁ][ll)-

where array[][] is the result of the DST calculation, prev[][]
is' the (8x8) block of pixels from the previous image, ‘and
clamp0_2550is a function that clamps a value to the range

35

40

0,255). The prevmus block is the one in the same spatial

“location as the block in the current image, but offset by the
motion vector for that block, which is either determined
from the Motiorn Vector array (if processing the Y plane) or
is 0 (if processing the U or V plane, or if FLAGS_MV==0).

During decoding the loop filter may need to be selectively
applied. If the FLAGS_ FILTER flag is set, and if a block is
not a still block, and if the quanuzanon value for a block
satisfies

quant<=FilterThresh

and if the block is not empty (i.e., does.not consist of only

" EOBY), then the loop filteris apphed to prev[] before adding
the array[][] deltas. The preferred loop filter is a filter with
kernel as follows:

where the pixel marked x is replaced by:

45
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sive)- loop: filtering. ‘An drea in a motion compensated
difference frame that exhibits mosquitoes when encoded as
aquantized differénce will instead appear blurred if encoded
asa quantxzed intea: -

The preferred technique for generating an intrafinter deci-
sion nile for a given motion compensated video compression
system works: as follows:

Given: -

1. A transform

2. Asetof N quantizers for Inter blocks (Q1; Q2, ..., QN)

3. A set of M quantizers for Intra blocks (K1, K2, ..., KN)

4. A set of “tmining data” that is representatwe of the
application in hand.’ -

Let SAD(1,3) denote the “Sum of ‘absolute differences” for

block (i,j) in a motion compensated dlﬂ"erencc image.

Step 1: )

For each Quanuzer Qi, perform the following operation:

a. Compress the training data, using Qi as the quantizer
for all-the blocks in the all the motion compensated
difference images.

b. By a visual observation of the (compressed and decom-
pressed) training image : sequences, collect all blocks
that contain perceptible mosquitoes.

c. From the set of blocks. collected in (b), find the block
with the lowest:SAD. Denote the SAD of the block
with thelowest SAD as: LSADi (correspondmg to
quantizer Qi).

d. From the set of blocks collected in (b), selecl a subset
of n blocks with the lowest SADs in the set:

e. For each block in the subset collected in (d), determine
the number of bits réquired to encode the block. Let B
be the average number of bits required to encode a
block in the siibset. For each intra quantizer Kj, deter-
mine the average number of bits BKj required to
encode ablock in the subset as an intra (using quantizer
Kj). From the set {BK1, BK2, ..., BKM}, find j such

. that IB-BKjl is ‘minimized. K_] is the intra quantizer
assigned to Qi.
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Step 2:

From Step 1, for each Q1 there is a corresponding LSADi
which is the lowest SAD value for which there are percep-
tible motion compensation artifacts and an intra quantizer
Kj. The intra/inter decision rule is-defined as follows:

For each block (p,q) in a'motion compensated difference
frame, given a quantizer Qi.(as determined by an
external - quantxzer selection - process) the block. is
encoded as intra if and only if SAD(p,q) >LSADi. Imm
quannzer Kj is used to encode the block.

A major advantage of the intrafinter decision rules generated
by this technique is that the intra/inter decision is implicit in
the method and is known to both the encoder and decoder.
Therefore, it does niot need to be explicitly transmitted and
thus requires no bits.. .

Post Reconstruction Loop Fxltcnng

This section describes a preferred method of “loop filter-
ing” for conferencing system 100 for the reduction of high

_ frequency - artifacts associated with motion compensated -

video ‘compressionfor the present-invention: A traditional

5

15

Toop filtering operation operates on the pmvxously decoded -

(refererice) image. Certain blocks of the previously decoded
image. are low-pass- filtered prior to motion compensation.
This reduces the high frequency content in the reference
block and, as a result, the high frequency-content in the final
output.

In the preferred method of loop ﬁltenng, a low-pass filter

is applied to certain blocks after the motion compensation . - .

and addition operation to generate a filtered reconstructed

image, This approach to:lodp ﬁltcrmg has two major advan-

tages:

1. It is easier to implement, since the motion estimation and
differencing operations may be merged into.one opera—
tion.

2. It has-a greater low-pass- filtering -effect on the recon--
structed image since the final image is filtered instead of
the reference image only.

Adaptive Loop Filter Switching Criteria
This section describes a preferred method for generating

a criterion for the switching (“on’ or “off’) of a loop filter

in conferencing System 100. The loop. filter switching cri-

terion gcncratcd by this method is better adapted. to"the
spatiotemporal image content and provxdes a differentiation
between motion compensation artifacts and scene features:

A traditional loop filtering operation operates on the previ-

ously decoded- (reference) image:, - Certain ‘macroblocks

40
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2. A set of N Quantizer (Q1, Q2,. ..

3.-A set of representative “training dat:
at hand.

Let' SAD(,j) denote the “Sum of absolute differences” for

Macroblock (i,j) in 2 motion compensated difference image.

Step 1:

For each Quantizer Qi, perform the following operation:

a. Compress the. training data, using Qi as the quantizer
for all the ma’cmblo_cks in the all the motion compen-
sated difference images.

b.Bya vxsual observation of the (compressed and decom-
pressed) trainiing image sequences, collect all macrob-
locks that contain perceptible high frequency motion
compensation artifacts (sometimes referred to as “mos-
quitoes” in the literature). :

c. From the set of macroblocks collected in (b), find the
macroblock with the lowest SAD. Denote the SAD of
the macroblock with the lowest SAD as LSADI (cor-
-.responding to quantizer Qi).

Step 2:

From Step 1, for each Qi, there is a corresponding LSAD1
which is the lowest SAD value for which there are percep-
tible motion compeusanon artifacts. The loop filter switch-
ing criterion is defined as follows:

For- each Macroblock (p,g) in a motion compensated
difference. frame; ngen a quantizer Qi (as determined
by an external quantizer selection process) the loop
filter is applied if only if SAD(p,q)>LSADx

Design of Quantization Tables

This section, describes a preferred method for designing
quauuzanon tables to be used for quantization in‘conferenc-
ing system 100. This preferred method exploits the percep-
tual propemes of the humian visual system in .a statistical
sense’ to arrive: at quantizauon tables that minimize per-
cewed quantization artifacts at a given effective bit rate.

" In conventional video compression systems, the quanﬁ-
zation process is spal:mlly adaptive. Different regions in the
image are quantized using different quantizers. In a trans-

? QN)
a” for the application

- form-based video compression system that uses linear quan-

tization; the 'quantization -operation’ may ‘be completely
specified by a table of numbers, each of which corresponds

- “to the (linear) quantizer step size to be used to- quantize a

45

(typically 16x16 areas) of the previously decoded image are

low-pass filtered prior to motion compensation. This reduces
the high frequency content in the reference macroblock and,
as a result, the high frequency content in the final output.

The objective of loop filtering is to reduce high frequency
artifacts associated with- residual ‘quantization. noise in
motion compensated difference images. Ideally, only those
macroblocks 'should befiltered that - exhibit such motion
compensanon artifacts. A criterion for deciding whether or
not a given macroblock should:be: loop filtered or not is
referred to as the “loop filter switching criterion.”

A:conventional loop filter switching criterion is to apply
a loop filter if the macroblock has a non-zero motion vector
and not to apply it if the motion vector for the given
macroblock is the zero vector.-A.major drawback of this
criterion is that it filters macroblocks' that’ have-non-zero
motion but. no-motion compensation. artifacts.

The preferred method for generating a loop filter sw1tch-
ing criterion ‘works as follows:
Given:
1. A transform

50
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specific frequency band in the transform domain.

The present. invention relates to the design of the quan-
tization table Q[8] [8]for- conferencing system 100. The
design process is.as follows:

Given:

1. Transform-based confemncmg system 100

2. A set of video sequences that are representative of the
application at hand

3. A specification of target bitrate (or compression ratio) for
the application.

Objective:.

To design a set of N quantization tables Q1,Q2,.
such that:

a. QN/2 results in target bitrate for -typical video
sequences.

Ql,.. ., QN meet a specified dynamic range specifi-
cation. For a given video sequence, the bitrate gener-
ated using-Q1 ‘stiould be -about K- times the bitrate
generated by QN. Here K is'the dynamic range speci-
fication and is usually dependant on the vadability of
the- allocated’ channel .bandwidth of the channel over
" which the compressed video bitstream is being trans-
mitted.
c. Q1, ... ., QN minimize the perceived artifacts in the
processed . (compressed and decompressed) video

..,QN

b.
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sequence at their point of operation (in terms of bit
rate). .
Procedure:

Step 1. Design of Q1
- Q1 is the weakest quantizer table and is des1gned 50 as to
gcnerate no perceptible artifacts at the expense of 2 bitrate
that is- potentially much h1ghcr thian Target Bitrate. Q1 is
desxgned as ‘follows: -
Set Q[i][j]=1 for all i,j (all frequency bands) Starting from
the lowest ﬁequency band to the highest frequency
band,

Increment QfiJlj] ~
Use Q[8]{8} as the qnanun:r in the given vxdco campression
system
If there are any parcewable artifacts in the processed video
sequence,
i. * Decrement Qli]{j}
. il. Goto the next band
Else goto (a)

o e

The above process generates a quantizer table (Q1) that is-at
the perceptual threshold, referred to as the perceptual thresh-
old quantizer PTQ):
Step 2. Design of Q2, Q3,.. . . , QN/2

Let Bl be the bmate generated using quannzer Ql witha
typical video sequence. Let, BT be. the target bitrate. The -
ob_lecnve now is to design Q2, Q3, . . - QN/2 such that QN/2
generates target bitrate (BT) for ty[:ncal sequences and Q2,
- Q3,...,QN/2-1 generate monotonically decreasing inter-
mediate bitrates between B1 and BT. From the perspective
of a bitrate coitroller, it is desirable to have a linear decrease
in bitrate with quantizer table index. Tables Q2, Q3;-.
QN/2 are designed with this' requirement in mind. The
followmg is the design procedure for tables Q2,Q3, .
ON/2: - :

Let dB———(Bl—BT)I(N/Z).

Set Q2=Q1.

For each quanuzer Qk, k—2 to N2 -

Starting from the highest frequency band to the lowest

-frequency band,

a.. Set Qk = Qk-1
b. - Increment all Qk[i)(j] with the same horizohtal or vértical
uency.
c.” Use Qk[8]{8) as the q\unnzer in ﬂxe given video compression
system
d. ' If the bitrate i s reduced by dB,

i. ‘Save the state of Qk({8](8]

- Goto the next band at'1
Else goto 2.
Armongst the quantizer states saved i in (ﬂ)(l), select that
quantizer that has the least perceptible artifacts for
typical video. This is the choice for Qk.

Step 3. Design of QNIZ+1 .. QN.

From the perspective of a bm'ate controller, it is desirable
to have a progressively increasing decrease in bitrate with
quantizer table index from table:N/2+1 to table N. The
design of tables QN/2+1, .. ., QN is the same as the design
for tables 2, . . . , N/2 except that for each new table, dQ
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dQMN/2+1) = dQ(N/2)

for i=(N/2+2) to (N/2)

dQi = kdQi~1

dQN/2+1) + dQ(N/2+2) + . . . + dQN = BT — BT/
dQMN/2)(1 + k +k*k + k*k*k + ., . ) = 3BT/

(1 +k + k*k + k*k*k + . ... ) = 3BT/4 / (dQN/2)
(1+243+4+ .., +H(N2-1)) logk log (3BT/4 / dQN/2)
logk = log (3BT/4 { dQN2) / N/4

k= (3BTI4 / dQN/2) to the power 4/N

Adaptive Transform Coefficient: Scanning - .

This section describes a preferred method of transform
coefficient scanning in conferencing system 100, a trans-
form-based image and video compression system, that
exploits the properties of the transform and the associated
quantization technique to- generate coefficient scan orders
that generate “the lowest bitrates.. The image (for. image
compression) or motion compensated difference (for motion
compensated video compression) is transformed. The trans-
formed coefficients are quantized. The transformed quan-
tized coefficients are scanmed in'a certain order from a two
dimensional array. to. a one:dimensional array. This one

. dimensiornial array. is re-represented by a run-length - value
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increases instead of remaining constant. The magnitudes of .

the dQs for quantxzets QN/2+1, .y QN depend on the
desired dynamic range in bitrate and the mannér of décrease
in bitrate with quannzer table index.: For example, if the
desired dynamlc range is BT to BT/4 from QN/2 to QN and
the decrease in bitrate is Ioganthmlc then
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(RV). representation. . This - representation is . then entropy
coded and the result transmitted or stored to be decoded.

The prefexred method applies to the *“scan” part of the
processing where the quantized transformed coefficients are
scanned from a two dimensional array to a one dimensional
array: The purpose of this scanning is to facilitate efficient
repmsentauon by aRV mpresentatmn The same scan-order
is applied to every block in the representanon

" The preferred method of scanning mvolves the following
operations:

Given:

1. A transform.

2. A'set of N quannzets (typically quantlzauon matrices)
denoted by QL; Q2;.. ... , QN.

3. Representative “Lraimng" data for the target apphcauon

Step'1.

For each quantlzet Qi, generate quantized transformed
blocks for all of the tra:mng data.
Step 2.

Compute the average amplitude for each of the transform
coefficients from the quannzed transformed blocks for all
the training data.

Step 3. .

Sort the average amplitudes computed in Step 2,
Step.4.

For quantizer Qi, the scan order- Si is generated by the

locations of the (amphtude soned) coefficients from Step 3.
The largest coefficient is the first-in the scan order and the
smallest is the last:
Using this preferred method, a scan order Si is generated for
each quantizer Qi. In the encode and decode. process, for
each block for which Qi is used as the quantizer, Si is used
as the scan order.

*The’ advantage of this mvenuon ‘gver previous scanmng
techniques is ‘that due to the adaptive scan orders, the. RV
representations are more efficient and for a given quantizer,
fewer bits: are required to encode a given block than with
c_onilentional nonadaptive zigzag scanning.

Spatially Adaptive Quantization

This “section ‘describes 2 preferred method of spatially
adaptive quantization for conferencing system 100. The
preferred method provides: a means of efficiently encoding
motion compensated difference images. A conventional non-
adaptive quantization technique simply takes a given quan-
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tizer for each frame and apphes that quannzer umformly to‘

every macroblock (16x16 area) in the image. An adaptive
quantization techmque apphes different quantizers to differ-
ent macroblocks in‘a given frame. Information about which
quantizer has been applied to' which block is also encoded
and transmitted.

The preferred method of spaually adapnvc quantization is -

based on the “sum of absolute difference” (SAD) that has
already been compuied for each macroblock by the motion
estimation subroutine.. The preferred quantizer. ‘selection
method works as follows:
Step 1.

The mean SAD for the entire frame. is computed. This
denoted by. MSAD.
Step 2.

For each: macroblock, if the SAD of the macroblock is

—

0

15

lower than the mean; theni it is assigned a finer quantizer than .

the mean quantizer (which is the global ‘quantizer for this
frame passed down by the bit-rate controller). Conversely,
the SAD in the macroblock is higher than the mean, then it
is assigned a coarser quantizer.

In a case where thére are 16 quanuzers, numbered 1
through 16 with higher numbers denoting finer quantizers,
let SAD(ij) be the SAD associated with the current mac-
roblock (i,j). Let MSAD be the meéan SAD:in the frame. Let
Q(i,j) denote the quantizer assigned to the current macrob-
lock. Let QG denote the global quanuzer for the frame. Then

QCi,j) is assigned as:

- Q(i)=QG+8*l0g2 ((SAD(i,j)-FZMSAD)/(2SAD<iJ)+ :
-~ “MSAD)): R
Q) is saturated to the tange (1 16) after performing the
above. operarion

. There are 2.major, advantages of the preferred spatially
adapuvc quantization techmque over conventronal tech-
niques:

1. The spatial adaptauon is based on values that have already
been computed in the motion estimation routine. There-
fore' the' spatial adaptauon process 1s computauonally
simple.

2. The spatial adaptauon process generates an optimal
quality image given the bit-budget of the current frame by
distributing bits to different macroblocks in proportion to
the perceived effect of quanuzatron on that- macroblock.

Fast Statistical Decodc ;

Host processor. 202 pret‘erably pcrforms fast statistical

decoding. Fast statistical decoding’on- host processor 202

- allows time-efficient decoding of stausncally coded data

(e.g., Huffman decoding). Moreover, since statistical Huff-
man coding uses code words that are not fixed (bit) length,
the decoding of such codewords is generally accomplished
one bit at a time. The preferred method is as follows:

1. Get pext.input bit'and juxtapose with bits already in
potential codeword. (nuually none).

2. If potential codeword is a complete codeword, then emit
“symbol’’, eliminate bits in potential codeword, and go to
(1). Otherwise, if potential codeword is not a:complete
codeword; then go to(1). -~ -

The' preferred ‘method of the present invention provides

decoding of one.“symbol” in one. operation; as follows;
a. Get next (fixed number) several input bits.

b. Use the input bits to select a symbol ‘and emit symbol

c. Go to (a):
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unambiguously yreldmg a symbol corresponding to the
codeword. The potermal codeword is guaranteed to contain
a complete codeword since it starts with a codeword, and it
is as long as the longest codeword.

Contrast, Brightness, and Saturation Controls

This section describes a preferred integer implemientation
of contrast, ‘brightness; .and . saturation controls for the
present ‘invention® for adjusting and for application of the
controls to realtime’ video. The implementation has two
parts. The first is a method of geperating translation tables to
implement -adjustable bnghtncss, contrast, and saturation
controls. The. second is a’ method ‘of using the tables to
change the appearance of video being displayed.

The generation of the tables uses integer operations in the
generation of tables that express floating: point relations.
Prior to application of day controls, the video data consists
of a description of the Y, V, and U components at 8 bits per
value. The problem is to provide a translation from. the
decoded Y values to Y values that reflect the ctirrent semng
of ‘the brightness and contrast controls, and further to pro-
vide a translation from the decoded U and V valuesto U and
V values that reflect the current setting of the saturation
control.

The method begins ‘with an identity translation table -
(f(x)=x). As controls ate changed, the identity translation
becomes perturbed cumulatively. In the case of brightness,

- control . changes: are indicated by 'a. signed biased . value

providing - both - direction and - magnitude ‘of the - desired
change. The current translation table are changed into f(x)=
x-k, for x>=k, and f(x)=0 for O<=x<k (decrease) or f(x)=x-tk,
for x<=255-k, and f(x)=255 for 255>=x>255-k (increase);
In the case of contrast, control changes are indicated bya
scaled fractional value. The value indicated “n” represents

~“(nH)/SCALE” chauge a“change” of (SCALE-1) yields no
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The statistical code, used is designed to be “mstama- .

neous,” which means that no codeword “A” is a “prefix” of
any codewords. “B”, Tlhis allows a lookup amble to be
constructed which may be indexed by a potential codeword,
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change a change of (SCALE) yields a change by 1/SCALE
in-each of the translation table values. The definition of
contrast as y'=(n*(y~128))+128 (for 8 bit values) is then
provided by subtracting 128 from the translation table value,
multiplying by: SCALE, multiplying by the indicate control
change value, and thern drvxding by SCALE twice to remove

- the scale muitiple implied in the representation of the control

change value, and the multiply explicitly performed hére.
128 is then added to the modified translation table valne and
the result is clamped to the range of 0 to 255 inclusive.

This method avoids the use of floating point arithmetic in
the computation of the proper translation table values, In the
definition offered of: “contrast” ‘the - value “n”is a floating
point number. Saturation is simply contrast as applied to the
chrominance data, and is handled in the same way as the
contrast control; but with a different copy of the translation
table.

The  translation tables are made available. to the host
processor in the same locale as the data that they are used to
translate: after generation of the modified translation tables,
the tables:are appended to the data area for thé: luminance
and chrominance, at known fixed offsets from:'the start of
same data areas (on a per-instance basis, each video window
has its own copy of this data.) This allows the host processor
to access the translation tables with a 1 processor clock
penalty in address generation (for an Intel® 486 micropro-
cessor; there is no penalty on an Intel® Pentium® proces-
sor), and with a high degree of locality of reference, and no
pointer register reloads (due to the fixed offset.)

The translation of the decoded Y, V, and U.values is
performed by reading and translating eight values and then
writing the eight translated values as two 32-bit values to the
destination. This is important to Intel® architecture micro-
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processors, and in: particular is important to the Intel® 486
processor, which usually runs with ‘a write satiirated bus.

For the method of perforring the translation, the BX
register is assumed to.contain zeroes in the high order 8(24)
bits. The low order 8 bits are-loaded: with the value to
translate, and. the value is used as the base register with ‘an
index register. (set to the offset of the translation table +base
of data buffer) in an indirect load-to accomiplish. the trans-
lation. The destination of the 104d is changed as.the opera-
tion is repeated over multiple values, until register storage is
exhausted, at which point the translated values are: written
out and the ‘cycle repeats, The process here described
executes at a sustained three or four clocks per value
- translated.
Audio Protocol .

Refetring now. to FIG. 26, there is shown a representation
of a compressed audio packet for conferencing system 100,

- according to @ preferred embodiment of the present inven-

tion. Source audio is audio that is captured.(and optionally
monitored) " at- the . Jocal: system. and sent to thé, comm
subsystem for transmission. Sink audio’ is audio that is
received from the comm subsystem for playback on the local
system. Audio is. preferably: handled on audio/comm board
206 and not on host processor 202. The compressed audio
packet of FIG. 26 is that whichis actually sent/réceived from
the communications  subsystem . and. not neccssanly that
manipulated by ‘an apphcahon on. the host: processor. The
audio packet fields are defined as follows;

Value used to synchronize audio and video frames
at thie receive endpoint. The audio stream preferably
generates timestamps as-a master clock that are
copied to the captured mdco frames before

. transmission.
Reserved field. .

" Bitindicates whether or not the audio strcam is.
muted oc not. The audio is muted when the bit is set.
When the Mute bit is set, no audio data is senl
Compressed audio data. .

Timestamg

Reserved
Mute

Data

The length of the andio data is pot explicitly specified in the
packet header” A receiving endpoint’s comm subsystem
reassembles an audio packet and therefore implicitly knows
the length and can report it to its application. The length-of
an audio packet is a run-time parameter and depends on the
compression method and the amount- of latency desired in
the system. The prefetred audio éomipression/decompression
method - implementation” has. 100 .msecond" latenicy, which
translates to 200 bytes of compressed-andio data per packet:
Compressed Audio Bitstrezrr:

The preferred audio stream for confcrenang system 100
is'a modification of the European Groupe Speciale Mobile
(GSM). GSM 'was developed in the context of the standard-

ization of the European digital mobile radio, It resulted from"

the ‘combination of ‘the’ Regular-Pulse Excitatior/Linear-
Predlctlve-Codmg codec. developed by Philips (Gemlany)
with the - Multi-Pulse-Excitation/Linear-Predictive- Codmg
codec devised by IBM (France), For further information, see
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ations, ‘the standard ‘GSM implementation is adjusted to
yield the prefen'ed GSM implementation. In addition, head-
ers are added to provide extra control mformanon, such as
frame counting and mutmg

In order to save: pmcessmg, the 260-bit audio frame is not
packed. This results in a 320-bit frames. These frames occur
every 20 mseconds. This increases -the bit rate from 13

- kbits/sec to 16 kbits/sec. The compaosition of the preferred
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the ETSI-GSM Technical Specification, GSM 06:10; version :

3.2.0, UDC 621.396.21, published by the European Tele-
communication . Standards Insmute in Valbonne Cedex,
France. .

The data rate of the standard GSM codecis 13.0 Kbits/sec,
The preferred GSM implementation for conferencmg sys-
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tem 100 has a bit rate of 16 kbits/sec, The mean opinion -

score (MOS) quality, rating of the preferred GSM imiple-
mentation s 3.54; It is not prone to rapid quality degradation
in the presence of noise. The relative complexity is about 2
MOPSs/s. Due to implementation. processing: consider-
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audio frame is.as follows:

unsigned int larl:
unsigned int lar2:
unsigned int Jar3:
unsigned int Jard:
unsigned int lar5:
unsigned int lar6:
unsigned int lar7:
unsigned int Jar8:
nnsigned int lag -
unsigned int gain
unsigaed int grid
nnsigned int xmax
unsigned int x0
unsigued int x1
unsigaed int x2 :
onsigned int x3
unsigned int x4
unsigned int x5
‘ansigned int x6
unsigned int x7
unsigned int x8
ungigned int x0
unsigned int x10
unsigacd int x11
ansigued it x12
STP frame;
LTP_RPE sub-
frame (4);

typedef struct { \* stp parameters ¥\

o

St

} STP;
typedef struct {

/* Itp parameters */
*'/* rpe parameters */

/* pulse amplitude*/

WRONNI WY

Whwwww

DwLLw

; ; . }LTP_RPE
typedef struct {

. -} GBMBITS;

The result of not packing these structs on a Texas. Instru-
ments® C31 DSP, 4-32-bit processor, is a 320-bit frame. At
a frame rate of 50 frames/sec, the data rate is-16.0 kbits/sec.

A header has also been added to" groups of frames, The
length of the Header is one 32-bit ward. The MSB is a mute
flag (1=mute): The remaining bits mpresent a timestamp.
This time stamp is: not actually time; but is. preferably a
frame counter. The initial value of it is arbitrary. It is
therefore a relative umber representing: the progress of
audio frames:and useable for synchmmzauon.

Data Protocol -

Data packets are inside TII packets. The data conferenc-
ing application will have its own -protocol inside the TII
protocol stack. . )

Commurication-Level Protocols

The “application-level - audio, video, and data packets
described in ‘the previous section are sent to'the ‘comm
subsystem -for transmission to. the remote site. The comm
subsystem applies its own data structure to the application-
level packets; which the comm subsystem treats as ‘generic
data, and defines a protocol for transport. In a preferred
embodiment of the present invention, the basic transport is
unreliable. That is; at the basic level; there is no guarantee
that application data will reach the destination site and, even
if it:does, there is no guarantee as to the correctness of the
data delivered. Some applications will use the unreliable
communication services, such:as audio. and video. For
apphcanons requiring guaranteeu dehvery of data, reliability

'is built on the basic unreliable service: Application data is an

example of a data type requiring reliable transport; control
information between.peer processes is another.
Reliable Transport CommProtocols : .

Referring now to.FIG. 27, there is shown a representation
of the reliable transport comm packet structure, according to
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a ‘preferred embodiment of the present invention. For reli-

able transport, conferencing ‘system 100 preferably uses d
protocol akin to. LAPB. Since transport. is preferably on -
ISDN B-channels, which are assurned to have already been:

set up, there is no need to include those portions of LAPB
that deal with - circuit establishment and teardown. (e.g:
SABM, FRMR, UA; and DISC): Therefore, the prefexred
reliable transport comm protoco] is void of those portions.
The fields of the preferred reliable transport comm packet
are defined as follows:

Defines the type of packet and relays acknowledgment
information. The types of packets are: Information (1),
Receiver Ready (RR), Receiver Not Ready (RNR),
and Reject (REJ):

Length Length of the client data portion of the packet, in

Control

bytes.
CRC" Cyclic redundancy check code. .
Data Client data of length specified by the Length field.

For an Information (I) packet, the format of the control

field is as follows:

1-3 4 5-7
. NS P NR

(Bit) 0
(Ficld) 0

The NS bit field is used to refer to a send sequence number.
NS is interpreted as specifying to the feceiving site the next
packct to be sent. The NR bit field. is used to refer to a
receive sequence number. It-is used to scknowledge to' a’
sender that the receiver has received packet:NR-1 and is
expectmg packet NR. The P bit field is the LAPB poll bit and
is'are not used in the preferred embodiment. ‘All sequence
numbers are. modulo-8 meaning ‘that at most 7 packets can
be outstanding. It is the responsibility -of the transmitting
sites ‘to assure that they do no'tvhave more than 7 packets
outstanding. An Information packet is used to send client
data. The receive acknowledgmcnt canbe plggybacked onin
the NR bit field. :

-The Receiver Ready (RR), Recelver Not Ready (RNR),
and Reject (REJ) packets are supervisory packets that are
used for acknowledgment, retransmission, and flow control
They are not used to:carry client data.

For a Receiver Ready (RR) packet, the format of the
control field is as follows: .

(Bit) 0 1 2 3 459
(Fiel) 1 0 .0 0 PF. NR

The PF bit field is the LAPB poll/final bit and is not used in
the preferred embodirment. The RR packet is used.in'two
cases. The first case is.to acknowledge packet receipt when
there are’no -packets  bending ' transmission’ on whichto
piggyback the acknowledgment: The:second case is. when
the link is idle. In this case, an' RR packet is sent periodically
to assure the remote site that the local site is still ahve and
doing well.

For a Receiver Not Ready (RNR) packet, the format of the
control field is as follows:

4 5-7

@y 0 1 2 .3
710 PP NR

(Fiel) .1 0 1

The RNR packet is sent by a receiver to indicate'to.the
remote site that the remote site should stop sending packets.
Some condition has occurred, such as insufficient receive
buffers, rendering the remote site unable -to accept any
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further packets. The RNR .packet is intended to be used for
temporary - flow. control. When the remote site is able to
-accept more. packets it issues an RR frame.
For-a Reject (REJ) packet, the format of the control ficld

is as follows:
(Bit) 0 1 2 .3 4 5-7
(Field) - 1 0 0 1 PF  NR

The REJ packet is sent as a form of negative acknowledg-
ment. The receiver of an REJ packet interprets the NR bit
field as a request to retransmit all packets from NR to the
most currently sent, inclusive:

Unreliable Transport Comm Protocols

At the lowest layer:of conferencing system 100, an
unreliable protocol is preferably used to transport data on the
ISDN B-channels. For those applications requiring reliabil-
ity, the reliable protocol discussed in the previous section is
added on top-of the.unreliable protocol discussed in this
section: The unreliable protocol sits atop of HDLC framing
which the unreliable protocol uses for actual node-to-node
transport of packets. Even though HDLC framing is used, a
data link protocol is not implemented. In particular, there is
no guarantee that data packets will be delivered or that they
will be uncorrupted at the receive node of a link. The CRC
validation'of the HDLC is-used to detect corrupted. data.

The unreliable protocol provides for logical channels and
virtualization “of the two ‘Basic' Rate ISDN' B-channels.
Logical. channels are local site entities that are- defined
between the DLM and TII is layer and the client (i.e.,
application program) using them: The logical channels pro-
vide. the: primary ‘mechanism clients use to send multiple
data types ‘(e.g., audio, video, data). The layer services
multipiex these data types together for transmission to the
remote sites.

Ina preferred embodiment, logical channel zero is used as
a control channel. Site peers (i.e., two conferencing systems
in a:conferencing “session) use :this ‘control channel to
exchange inforfnation on their use of other logical channels,
Logical channels are half-duplex Therefore, two channels
are necessary to send and receive data. A priority attribute is
associated with a logical channel (and therefore with a data
type). The: unreliable protocol asserts that higher priority
data will always be sent ahead of lower priority data when
both are pendmg Priorities are assigned by an AP] call to the
TII services. Audio has the highest pnonty, then data, and
last video.

Although the. ISDN Basic Rate Intérface (BRI) defines
two physical 64 kbit/second B-channels for data, the ser-
vices at both DLM and TII virtualize the separate B-chan-
nels as a single 128 kbit/second channel. Client data types,

. defined by, their logical channels, ‘are ‘multiplexed into a
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single virtual stream on this channel. In a preferred embodi-

- rment, this inverse multiplexing is accomplished by breaking

all packets into an even number of fragmerits and alterating
transmission on the-two:physical B-channel connections.
Initially, after channel establishment, the first fragment is
sent on the B1channel, thé second on the B2-channel, etc. At
the receiving site, fragments are collected for reassembly of
the: packet.

Referring now to FIG, 28, there is shown a representation
of the unreliable transport comm packet structiire, according
to a preferred embodiment of the present invention: The
fields of the preferred unreliable transport comm packet are
defined as follows:
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-continued
Flag Standard HDLC Flag field. CRC Standard' HDLC CRC field.
DestlD  The mcexvmg site’s logical channel jdentifier. The Flag. Standard HDLC Flag field.
transmiiting site-peer acquires this ID by .
. communicating to the remote site. before exchanging 5 Lo R
data. This is done usmg a control logical changel (i.e., Data Structures, Functions, and Messages
‘ channel zero). o This section. coutams the data structures and definitions of
SwID  The sending st's logical channel identiffer. The type. the functions and messages for tonferenicing API 506, video
of data in the packet can be determined. by kmowing ‘the
logical channel ID-to-data type mapping. The carrent API 508, audio API 512, and comm API 510. ‘
implementation uses the following l%lappmg The - 10 Conferencing API Data Structures, Functions, and Messages
mapping is: from DM chanriels to TII channels, which PRy W15 ] s ; .
oceur at the TII level. At the fime' the TII channel is Conferencing API 506 utilizes the following data types:
opened for a datatype, TII dynamically ‘assigns unique .
DLM channels for different data types in ascending LPHCALL Pointer to a call handle
order starting from one (1). LPAVCB Pointer 1o an Audio Video Control
PkiNo The packet seq; mumber. Disting from the 15 Block (AVCE).
FragNo field which counts. the: fragments within a
packet. The PkiNo field is used by the feceiving site LrccB ll;?:;lker(é%;)(:o nfigur anon Control
peer to implement a sliding’ window protoco). This
allows packet buffering which is used to compensate LPBITMAPINFO g%e;g)n:.;g ?::ggg tvhlal?gg:es a
P ﬁl;hngsg;is;li: n delnﬁ. th ‘ at s the ) . .. DIB (Device-Independent Bitmap).
(SOF T the SOP biLis sct, then t e current fragmeat is 20 LPHSTGRP . " Poister to the handlc of 2 siream group.
- EOP If the EOP bit is set, then the current fngmeut is the LPABBUSCARDM :Eﬁ;%::ﬂzﬁcﬁmo'
Rsvd :(l: of adpg:]l:! information, from Address Book.
E v meive . ber. Distinguished & m th Contains business card information;
rago ek om 1ae format is specified by the GUL
PktNo field which connts the nurber of whole packets.
The FragNn is used by the receiving site peer to 25 ] i R
nble fi into packets. The SOP :“df Conferencing API 506 utilizes the following structures
sop f;?:i:?r::c?v:;?m the stast and end of a: that are’ passéd-to- conferencing API 506 in function calls
Data The data field (e.g., CF__Init, CF_CdpMon) and thert passed by confer-

encing API 506 to the audio/video managers:
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LPAVCB Pointer to an Audio Video Control Block
(AVCB) .
LPCCB Pointer to a Configuration Control Block
: (CCB) .
LPBITMAPINFO . Pointer to a Microsoft® Windows BITMAPINFO

structure that defines a DIB (Device- -
Independent Bitmap) .

LPHSTGRP Pointer to the handle of a stream group.

LPABBUSCARDINFO " Pointer to a ABBUSCARDINFO which defines the
personal card information, from Address Book.
Contains ‘business‘card information; format is
specified by the GUI.

‘Conferencing API 506 ‘utilizes the following structures

that are passed to conferencing API 506 in function calls (e.g.,

CF_Init, CF_CapMoh) and then passed by cbnferencing API 506 to

the audio/video managers:

MCB (Media Conttol Block)

»  WORD wType Media type: : M MJ

» : ~ CFMT_AUDIO - Audio Type (e.g., narrow ormdhand)

» - CFMT_VIDEO - Video Type

CCB (Conﬂguranon Control Block) ;

»  WORD wVersiorn . Version Number o )
» MCB - . mtMedia[} list of Media types supported by the system,

AVCB (Audio Video Control Block)

» _WORD wType Local or remote AVCB type:

» CFAVCB_LOCAL - local AVCB type

» - CFAVCB_ - REMOTE - remote AVCB type

»  Union { :

» // local AVCB

» struct {- . .

» WORD wAln Audio input hardware source

» WORD wAGain Gain of the loca! microphone
» WORD wAMute ‘On/Off flag for audio muting
» . WORD w¥In "~ Video input source

» DWORDdwVDRate . - Maximum video data rate

» WORD wVContrast Video contrast adjustment

» WORD wVTint Video tint adjustment
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» WORD wVBrightness * Video brightness adjustment

» WORD - wVColor Video color adjustmerit

» WORD wVMonitor On/Off flag for Jocal vidéo monitoring

» WORD wVMute On/Off flag for local video muting. As the flag is
turned on/off; it will temporarily stop or restart the
relatéd operations, including playing and sending,
being performed on this stream group. This can be
temporarily hold one video stream and provide
more bandwidth for other streams to use. For
example, a.video stréam can be paused while an

) audio stream continues, to speed up a file transfer.

» } locaicb

» /! remote AVCB

» struct { ' _ ‘

» WORD wAOut Audio output hardware destination

» WORD wAVol Volume of the local speaker

» WORD wAMute On/Off flag for audio muting

» WORD wVOut Video output source

» WORD wVContrast Video contrast adjustment:

» - WORD wVTiiit Video tint adjustinent ;

» WORD wVBrightness Vndeo brightness adjustment

» WORD wVColor - Video color adjustment

» WORD wVMute On/Off flag for local video muting

} remotech : :
» }
» // ADDR Information - the address to be used for the conf, apphcatlon to make 2
Connection/call, via issuing the CF_MakeCal wuh the remote site.

» : // NOTE: Thls is the same as the TADDR 'structure dcf' ned by TII.

» struct {

» WORD wType Type of Address, e.g., phone number, intemet

» . address, etc:

» WORD wSize Size of the following address buffer

LPSTR IpsAddrBuf

Address buffer

Conferencing APl 506 utilizes the following constants:

Conferenc :"Lng ‘Cail States:

Null State

Idle State

Connected state

Calling' State

Accepting State
Called state

Closing State

CCST_NULL
CCST_IDLE

' CCST_CONNECTED
CCST_CALLING
CCST_ACCEPTING
CCST_CALLED
CCST_CLOSING
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Conferencing Channel States:

CHST READY ) . Ready State

CHST OPEN ] Opened state

CHST OPENING Opening . state

CHST SEND v Send state

CHST RECV ~ 'Recv state
CHST_RESPONDING - Responding state
CHST_CLOSING Closing state

COnferencina Stream States:

CSST INIT Init state

CSST... TACTIVE ‘Active state
CSST_FAILED Failure state

CStatus Return Values:

CF_OK
CF_ERR PATHNAME

CF_ERR CCB
CF_ERR_AVCB -

CF ERR_TOO_MANY_ CAPTURE
CF_: ERR CALLBACK
CF_ERR_FIELD
CF_ERR_STATE
CF_ERR_CARDINFO
CF_ERR_STRGRP
CF_ERR_FFORMAT
CF_ERR_HANDLE
CF_ERR_PHONE#

' CF_ERR_TIMEOUT -
CF_ERR_INSUFF_BUFSIZE
CF_ERR_CALL ’
CF_ERR_RESOURCE_FAIL

In the above return values, CF _ERR _xxx means that the "xxx"

parameter is invalid.

The  functions utilized by conferencing API 506 are

defined as foliows:

CF_Init

This function reads in the conferencing configuration parameters
(e.g., directory names in which the conferencing system software
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are kept) from an initialization file (e.g., c:\cyborg\veconf.ini),
loads and - initializes. the software of video, comm., ‘and audio
subsystems.. In addition, this function acquires the phone resource
that no other applications can access the resource until - this
application makes a call to CF_Uninit later to relinquish the phone
resource. . : : : ‘

Also, it allows'the application to choose between the messaging and
the callback “interfaces to ' return the event notifications. The
callback interface allows the conferencing software to call a user
designated function to notify the application of incoming events.
The messaging interface allows the ‘conferencing to notify the
application of incoming events by posting messages to application
message queues. The parameters to the function varying depending on
the notification method chosen. :

CStatus CF_Init( LPSTR lpIniFile,
‘ © -+ LPADDR - lpLocaladdr,
LPCONN_CHR - lpComnnAttributes,
“WORD . wFlag, B
CALLBACK: cbappCall,
LPCCB lpCcb) - - .
input IpIniFile: the pathname to the conferencing INI

file. '

lpLocalAddr: pointer to the local address

blpConnAﬁtributes . pointer to the attributes requested for
incoming calls ' :
wFlag: IndicateS‘the type-of.notification to be used:
CALLBACK_FUNCTION - for callback interface
CALLBACK. WINDOW for post message interface
cbAppCall: the callback rbutine’or‘the message interface to

; return the notifications from the
remote site to-the application.

cutput . .
IpCcb: -~ returns the handle to the configuration control

.. -.block, preallocated by the
application that. contains the configuration
information.

Valid state(s) to issue:
Null State

State after execution:
CCST_IDLE
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Return values:
- CF_OK )
CF_ERR_PATHNAME
CF_ERR CCB
CF_| ERR CALLBACK
CF ERR RESOURCE FAIL
CF_| ERR ALREADY INITIALIZED

Callback-routine:
FuncName (WORD wMessage, WORD wParam, LONG lPRaram)

wMessage: the Window message type (e:g., CFM.XXXX NTFY)
“wParam:. ‘the Call Handle
lParam: _additional Information whlch is message-specific

"NOTE:. the parameters of the callback function_are,equivalent to
the last three parameter passed to a Window message handler
function (Win 3.1):

'CF_Uninit

This function writes out the conferencing configuration
parameters back. to the initialization file (e.g.,
¢:\cyborg\vconf.ini), ' unloads and uninitializes the software of

video, comm., and-audio subsysteg§. Tn, addition, this function
rellnqulshes the phone regouice ‘with CF_Init.

CStatus CF_ Unlnlt {LPCCB 1pCch)

input ) . _ :
1pCcb: the handle to the configuration control block that

contains the configuration  information.

vValid state(s) to issue:
CCST_IDLE

State after execution:
CCST_NULL

Return values:
CF_OK
TBD

Status Message:
CFM_UNINIT NTFY: - UnInit complete.

Communication
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Call Management
The Call Nanagement functlons will provide the appllﬁatlon the
_ability to establish and manage calls/connectlons to its peers on

the network

CF_MakeCall

This function makeés a call ‘to the remote site to establish a
call/connection for the video confereéncing. This call will be
performed asynchronously.

After ~all related operatlons for  CF_MakeCall . is veventﬁa11y
complete, ‘the callback routine. (or the message) specified in the
CF_Init function will return the status of this call.

The peer application will receive a CFM CALL NTFY»callback/message
as a result of this call.

CStatus CF_MakeCall ( LPADDR » lpAddress,
- LPCONN_CHR lpConAttributes,
LPABBUSCARDINFO lpabCardiInfo,
_WORD TimeOut,
LEMTYPE lpMedia)
input. » ' : :
lpAddress: pointer to  the  address structure of the
déstination (or Callee), .
1pConnAttributes pointer to the attributes requested for the
: call.
lpabCardInfo: .. pointer to business card information of the
caller. ,
wTimeOut: : Number of seconds to wait for peer to pickup
the phone.
lpMedia: pointer to a list of desirable media types.

If a null pointer is specified; the default
(best possibility) will be selected.

Valid state(s) to issue:
CCST._IDLE

State after -éexecution:
',CCST_CALLING

Return values:
CF_OK
CF_. ERR STATE
CF ERR HANDLE
CF_ERR_RESOURCE_FAIL
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Peer Messages: -
A CFM_CALL NTFY message will be delivered to the remote site
to indicate the call request.

Status- Messages:

CFM_ACCEPT NTFY: The peer process has accepted
"~ the call
CFM_PROGRESS NTFY: . The optional progress

information of the call
CF_PROG.DIAL TONE
CF_PROG_DIALING
CF_PROG_RINGBACK

CFM_REJECT NTFY: = . The error reported for the
: v call :
CF_REJ_TIMEOUT
CF_REJ ADDRESS .~
CF_REJ_NETWORK_BUSY
CF_REJ_STATION_ BUSY
CF_REJ RESOUCE_FAIL

CF_AcceptCall

This function iﬁﬁi%ﬁred to accept a call request,‘réceived as part
of the CFM_CALL_: /1callback/message, that was initiated from the
peer. ' '

Both sides will receive a CFM_ACCEPT_NTFY callback/message as a
result of this call.

CsStatus CF_AcceptCall (. HCALL . hCall,
LPABBUSCARDINFO lpabCallee;
LPMTYPE 1lpMedia)
input . ' .
hcall: . handle 'to the call (returned by the CFM_CALL NIFY
message) . :
lpabCallee: pointer to ABBUSCARDINFO of the callee who igsues

this function. '

lpMedia: pointer to a list of desirable media types. If a
null pointer is specified, the default (best
possibility) will be selected. .

Valid state(s) to issue:
CCST_CALLED

State after execution:
- CCST_'ACCEPTING
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Return values:
CF_OK
CF_ERR: STATE
CF_. ERR " CARDINFO
CF_ERR_HANDLE
CF_ERR_| RESOURCE_FAIL

Peexr Messages
A CFM_ACCEPT_NTFY message will be received by the remote

site:

Status Messages-
"' A CFM_ACCEPT_| NTFY message will be received by the accepting

site.

cF Rejeet:cui

Upon receiving a. CFM CALL NTFY message, this functlon can be issued
to  reject the 1ncom1ng Tcall request. In fact; ' this -function
neither picks up the incoming call, ‘nor sends a rejectlon message
to the remote: Instead, it -will simply ' ignore. the call
notification and let the peer application time-out: . This would
avoid the unnecessary telephone charge or thefunpleaseant rejection

to the caller.

The peer - application  will receive a CFM_TIMEOUT_ NTFY
callback/message as'a result of this call. :

CStatus CF_RejectCall (HCALL hCall)
input ' o
hCall:  handle to the call (returned by the CFM CALL NOTIFY

message) .

vValid .statée(s) to issue:
CCST_CALLED‘

Stete after execution:
CCST_IDLE

Return values:
CF_OK :
CF_ERR_STATE ,
CF_ERR_RESOURCE_FAIL

Peer Messages:.
A CFM_REJECT. ] NTFY message will be resulted to the remote app

Status Messages:
none
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CF_HangupCall

This function hangs up a call that was previously established. It
releases ‘all system resources, including 'all types of streams,
channels, and data structures, allocated during this call.

CStatus CF HangupCall (HCALL hcall)

input
hcall: handle to the call

valid state(s) to issue:
'CCST_CONNECTED

State after execution:
CCST_CLOSING.

Return values:
CF_OK
CF ERR_STATE .
CF ERR RESOURCE FAIL

Peer Message.
A CFM_. HANGUP NTFY message will be delivered to the remote

site.
Status Message

A CFM_HANGUP_ NTFY message will be ‘delivered to the local
site when the Hangup is complete.

CF_GetCallInfo

This funétion  returns the current status information of the
specified call. :

CcStatus CF_GetCallInfo ( HCALL . : hCall, .
LPCONN_CHR lpConnAttributes,
LBWORD . - lpwState,
LPMIYPE : lpMedia .
LPABBUSCARDINFO lpabCardinfo)

input .

hCall: handle to the call

output

lpwState: current call state

lpCornnAttributes: Connection Attributes

1pMedia: - a list of selected media types used for this

call. Note that this list can be different
from ‘the desired list.
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lpabCardInfo: peér?srbuSiness card information

Valid state(s) to issue:
all call states

State after.execution:
unchanged

Return values:
CF_OK
CF ERR ! RESOURCE FAIL
CF_ ERR HANDLE

Channel Management
These Channel: Management functlons will provide the application
the ability to establish and manage virtual channels to its peers
on the network.

CF_RegisterChanMgr

This function- reglsters a callback or-.an application window whose
message processing function will handle. niotifications generated
by network channel initialization operations. "This function must
be invoked béfore: any CF_OpenChannel calls are made.

CStatus CF_RegisterChanMgr ( HCALL hcall,
: WORD. - wFlag,
CALLBACK cbNetCall)
input
hCall: handle to the call
wilag: Indicates the type of notification to be used:
CALLBACK FUNCTION -~ for callback interface-
CALLBACK_WINDOW for post message interface
chetCell: Either a pointer to a callback function,. or a

window handle to which messages will be posted,
depending on flags.

Valid state(s) to issue:
call state
: CC8T.- CONNECTED

State after execution:
call state
CCST .. CONNECTED

Return values:
CF_OK
CF_ERR_HANDLE
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Callback .routine format:
FuncName (UINT Message, WPARAM wparam; LPARAM lparam)

Message: The messége type -
wParam: ~ Word parameter passed to function
lParam: Long paraméter passed to function

NOTE: the callback function parameters are,equivalent to the
second, third, as fourth parameters that are delivered to a
Window message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

CF_OpenChannel

This routine requests to open a network channel with the. peer
application. The result of the action is given to the application
by invoking.the. callback routine specified by the call to

CF ReglsterchanMgr The application must specify an ID for this
transaction. This ID is passed to the callback routlne or posted
in a message.

Note that the channels to be opéhed by the CF OpenChannel call is
always "write-only", whereas the channels»to be opened: by the
CF_AcceptChannel call is always "read-only".

Cstatus CF;OpenChannel(HCALL hCall, LPCHAN_INFO lﬁChan, DWORD
dwTransID) :

input ‘
hCall: handle to the call:
lpChan: ' Pointer “to a channel .structure. . Filled by

application.
The structure contains:

- A channel numbér. . .

- Priority of this channel relative to other
channels on this connection. Higher numbers
represent higher priority.

- Timeout value for the channel

- Reliability of the channel.

- Channel spec1flc information. See CHAN- INFO

: definition in TII. .

dwTransID: An application defined identifier that is returned
with status  messages to identify the channel
request that the message belongs to.

Valid state(s) .to issue:
call state . :
CCST_CONNECTED
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channel state
CHST_READY

State after execution:
call state .
‘CCST_ CONNECTED

channel state
CHST OPENING

Return values:
CF_OK
CF ERR_ HANDLE
CF_ERR_STATE ppiopzry
CF ERR . - PTORTEY
CF ERR NO CHANMGR
CF ERR CHAN NUMBER
CF_. ERR CHAN INUSE

Status Méssages:

CFM_CHAN.ACCEPT_NTFY: The  peer process ‘has accepted
L : request.
CFM._CHAN REJECT NTFY: The Peer process has rejected
o ' request. =
CFM_CHAN_ TIMEOUT NTFY: No answer from peer

Peer Messages:
CFM CHAN_( OPEN  NTFY:

CF_AcceptChannel

‘A peer appllcatlon can issue’ AcceptChannel in response to a
CFM_CHAN' OPEN NTEY " (OpenChannel) message that has been received.
The result of the AcceptChannel call is a omne- way network channel
for receiving data.

Note that the channels to be opened by the CF _OpenChannel call is
always "write-only", whereas the channels to be opened by the
CF_AcceptChannel call is always '"read-only".

cstatus CF. AcceptChannel (HCHAN hChan, DWORD dwTransID)

input
hChan: handle to the channel
dwTransID: A user defined identifier that was recelved as part

of the CFM_CHAN OPEN NTFY message.
valid state(s) to issue:

call state
CCST_CONNECTED
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channel state
CHST RESPONDING

State after execution:
call state :
CCST_CONNECTED

channel state
CHST_OPEN

Return values:
CF_OK
CF_ERR_HANDLE
CF_ERR_STATE"
CF_ERR_CHAN_ NUM

Status Messages: nore

Peer Messages:
.CFM_CHAN_ACCEPT_NTFY The TransID is gent in lParam.

- CF-RejectChannel
This routine rejects an CFM_CHAN_OPEN_NTFY from the peer.

CStatus CF_RejectChannel (HCHAN hChan, DWORD dwTransID)

input =
hChan: Handle to the channel:
dwTransID: ‘A user defined identifier that was receive as part

of the CFM_CHAN OPEN_NTFY message.

Valid state(s) to issue:

call state’
CCST_CONNECTED

CHST RESPONDING

State after execution:
call state
CCST_CONNECTED

channel state
CHST_READY
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Return values:
CF_OK.
CF_ERR: HANDLE
CF_ERR_STATE
CF_ERR_CHAN_NUM

Status Messages: none
Peer Messages: - : .
CFM_ CHAN ] REJECT " NTFY The TransID is sent as lParam.

CF_RegisterChanHandler

This function reglsters a callback or an application window whose
message ‘processing function will handle notifications generated
by network channel I0 activities. The channels that are opened
will receive CFM DATA_SENT NTFY, and the accepted channels will
receive CFM RECV COMPLTE NTFY.

CStatus CF RegisterChanHandler (HCHAN hChan, WORD wFlag, CALLBACK
cbChanHandIeCall) .
input ;

hChan: - ' handle to the channel.

wFlag: Indicates the type of: notiflcatlon to be used:
CALLBACK_FUNCTION for callback. interface -
CALLBACK WINDOW - . for post message interface
NOCALLBACK ' for polled status interface.

cbChanHandleCall:

Either a p01nter to a callback functlon, or a window handle
‘to which messages will be posted, depending on flags.

Valid state(s) to issue:
call state
CCST_CONNECTED

channel state
CHST_OPEN

State after execution:
call state -
*CCST_CONNECTED

channel state
CHST_SEND (FOR OUTGOING CHANNEL)

CHST_RECV (FOR INCOMING CHANNEL)
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Return values:
CF_OK:
CF ERR_HANDLE
CF ERR STATE.
CF ERR CHAN NUMBER

Callback routine format: : :
FuncName(UINT Message, WPARAM wParam, LPARAM lParam)

Message: - The message type

wParam:  Word parameter passed to function

lParam: Long parameter passed to function (TransID)
NOTE_ that the callback function: parameters are equlvalent to the
second, third, as:fourth parameters that are delivered to a
Window message handler function (Win 3. 1).
Status Messages: none

Peer Messages: none

CF_CloseChannel

This routine will. close a network channel that was opened by
CF AcceptChannel or CF_OpenChannel. The handler for this channel

is automatically de-registered.

CStatus CF CloseChannél (HCHAN hChan, DWORD dwTransID)

input S
hChan: o handle to the Chanriel to be closed.
dwTransID: An application defined identifier that is' returned

with the response notlflcatlon

Valid state(s) to issue:

call state
'CCST_CONNECTED

channel state
CHST_SEND, CHST RECV CHST_ OPEN

State after execution:
call state -
CCST CONNECTED

channel state
CHST_CLOSING

HUAWEI EX. 1116 - 605/714




. 5,488,570
161 162

Return values:
CF_OK
CF ERR HANDLE
CF ERR . . STATE

Status Messages.
CFM CHAN- CLOSE | NTFY :
Peer Messages:
. CFM_ CHAN CLOSE NTFY'

Data Exchaﬁge

All the data communication is done 'in "message passing" fashion.
This means that any send will satisfy. any receive 6n a specific
channel, regardless of the length: of the sent data and the
receive buffer length. If the length of the sent message is-
greater than the: length of the posted receive buffer the data
w1ll be truncated

All these calls are "asynchronous", which means that the data in
the send buffer must not be changed until a CFM _DATA SEND_NTFY
notification has been sent to the application, and the contents of
receive buffer is not valid until a CFM_RECV_COMPLETE_NTFY has been
received for that channel.

CF_SendData

Send data to peer. If there are no receive buffers pdsted on the
peexr machlne, the data will be lost.

CStatus CF SendData(HCHAN hChan, LPSTR 1lpsBuffer, WORD Buflen,
DWORD dwTransID)

input

hChan: Handle to the -channel.

lpsBuffer: A pointer to the buffer to be sent.

Buflen: . , The length of the buffer in bytes.

dwTransID: This is a user defined transaction ID which will

be passed to the channel handler along with other
status message data to identify the transaction
that the response belongs to.

Valid state(s) to issue:
call state =
CCST_CONNECTED

channel state
CHST _SEND
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State after execution:
call state ..
~ CCST_CONNECTED

channel state
CHST_SEND

Return values:
CF_OK.
CF ERR ‘CHAN, NUMBER
CF ERR " STATE
CF_CHAN.TRAN FULL (Channel transaction table full)

Status:Messages:
CFM_DATA SENT- NTFY
Tells the application that the data has been extracted
from the buffer and it is available for reuse.

CFM_ DATA LOST NTFY
This message will be delivered to the caller if the
data could not be'sent.
Peer Messages:
CFM_RECV_ COMPLETE : NTFY
indicatés that data was received.

CFM. CHAN DATA . LOST NTFY.
this message will be delivered to the peer if there are
no RecvData cdlls pending. -

CF_| Rechata

Data is received through this. mechanlsm Normally this call is
issued in order to post- receive buffers to the system. When the
system has. received data 'in the given buffers, the Channel
Handler will receive a CFM_RECV_COMPLETE_NTFY.

CStatus CF_RecvData (HCHAN hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID)

input

'hChan Handle to the channel

lpsBuffer: A pointer to the buffer to be fllled in.

Buflen: The- 1ength of the buffer in bytes. Max. bytes to
o -receive:.’

dwTranslD: This is a user deflned transaction ID which will

be passed to the channel handler along with other
status message to - identify the transaction that
the response belongs to. :
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Valid state(s) to issue:
call state
CCST_ CONNECTED

channel state
CHST RECV -

State after execufion:
call state
CCST__ CONNECTED

channel state
CHST_RECV

Return values:
CF_OK
CF_ERR_CHAN NUMBER
CF_ERR_STATE R N _
CF CHAN TRAN_ FULL - (Channel transaction table full)

Status Messages:,
CFM_RECV.COMPLETE NTFY
indicates that data was received.

CFM_.CHAN. DATA LOST NTFY
' 1nd1cates that the buffer was too small for an incoming
data message, or some other data error. The contents of
the ‘data buffer are undefined.

Peer Messages:
none

Communication Control & Statistics
CF_Get

ChanInfo : : , .

This function will return'various statistical ‘information about a
channel. For examples: Bandwidth inforxrmation, number of
sends/second,. number of receives/second, etc. Full set of

statistical information will be defined at a later time.

CStatus CF_GetChanInfo (HCHAN hChan, LPCHAN INFO lpCsInfo)

input
hChan: Handle to: the specified Channel
1pCsinfo: Pointer to a CHAN_INFO struct.
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Valid state(s) to. issue:
call state
CCST_ CONNECTED

channel state :
Any except CHST NULL, CHST_READY

State aftexr execution:
call state
CCST.. CONNECTED

channel state
UNCHANGED

Return values:
CF_OK
CF. ERR_CHAN" NUMBER

Status Messages: mnone

Peer Messages: none

Capture, Record & Playback

These "convenience":calls w111 provide the appllcation the
ability to: capture, record and playback the. audio/video: streams
from the specified source (e.g., from the local Audio/Video HW or
from the Network) 'and/or to the specified sync (e.g., local
Audio/Video HW, File, or Network).

CF_CapMon

This function starts the capture of video .signals from the local
camera and displays them (via'the -HW: "mornitor" function) in the
local _video_window which is pre-opened by the application. - Also,
it starts the capture of audio signals. from the local microphone
and plays them back through the local speaker Note that as part
of  the capture function, this “'m 8 peq function is slightly
different from the ."play": functionﬁéagifieﬂilater in "CF_ _PlayRcvd"
and "CF_PlayStream".  The: "monitor" function is - a low-overhead
display. operation -supported by the Video hardware that moves
uncompressed . digital -video - from' camera to the monitor screen.
Therefore, this function only works for local video stream: For
the remote "video stream’ received - from. the network, the ¥"Play"
function ‘must be ‘Used . to display it on the screen (see later
section for more details). Also, the monitor function can be turned
on/off later using CF_ControlStream calls.
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This function allows the user to preview his/her appearance and
sound before sending the signals out to the remote.

CStatus CF_CapMon (HWND hWnd, LPHSTGRP lphStgrp, lpAInfo, lpVInfo)

input :

hwnd: : handle to the local video window pre-opened by the
application

1pAlInfo: Pointer to AINFO structure describing Audio stream

. - attributes

lpVinfo: Pointer to VINFO ‘structure describing Video stream
attributes :

ocutput -

lphStgrp: pointer to the handle of a stream group to be

' - captured

Valid state(s) to issue:
CSST_INIT

State after execution:
CSST_ACTIVE E

Return .values:
CF_OK
CF_ERR_TOO_MANY CAPTURE -
CF_ERR_HANDLE
CF. ERR_RESQURCE_FAIL

CF. PlayRevd

This function starts the reception and display (via the software
"Play" function) of remote video signals in the remote video window
which is pre-opened by the “application. Also, it starts the
reception and: play of remote audio signals back through the local
speakers. The "Play" function that is automatically invoked as
part of this function can be later turned on/off by the application
by isgsuing calls to CF: PlayStream. : . ‘
Note that the call can only be correctly issued after the phone
connection is made. Otherwise, "CF.ERR_STATE" will be returned by
the call. Also, :

CStatus CF_PlayRcvd (HWND hWnd, HCALL hCall, LPHSTGRP lphStgrp)

input '
hWnd: handle to the remote_video_window pre-opened by the
. application . , ,
hCall: handle to the call
lpAlnfo: Pointer to AINFO structure describing Audio stream
: -attributes : . .
ipVInfo: Pointer to VINFO. structure describing Video stream
attributes
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output
lphStgrp: pointer to the handle to a stream group to be
received

valid state(s) to. issue:
) CCST_| CONNECTED & CSST INIT

State after executlon:
CCST_CONNECTED & CSST_ACTIVE

Return values:
CF_OK
CF_| ERR HANDLE
CF ERR STATE
CF_ ERR RESOURCE FAIL

CF_PlayStream

This function starts or stops plaving the captured video and
audio streams of a specified stream group.

cstatus CF_PlayStream (HWND hwnd, HSTGRP hStgrp, Word wFlag)

input

hwnd: handle to the "Play" window pre-opened by the
application

hstgrp: handle to the stream group

wFlag : - start/stop-flag

Valid state(s) to issue:
CSST_ACTIVE

State after. execution:
CSST. ACTIVE

Return -values:
CF_OK
CF_ERR_STATE
CF_ERR_STRGP
CF__ ERR HANDLE
CF ERR RESOURCE FAIL

CF_RecordStream

This function starts cy stops recordlng the captured v1deo and
audio streams ‘of a specified stream group intoc a specified file.

Currently, . the only supported  file' format is AVI File. Also,
recording streams in a file will overwrite, instead of append, to
an existing file.

HUAWEI EX. 1116 - 611/714




-5,488,570
173 174

CStatus CF.RecordStream (HSTGRP hStgrp, Word wFormat, Word wFlag,
LPSTR lpFile)

input - :

hstgrp: handle to the stream group

wFormat : the file format for recording

wFlag : start/stop flag

1pF11e~ the pathname to the AVI flle to record the A/V

streams

valid state(g) to issue:
CSST_ACTIVE

State after execution:
CSST._. ACTIVE -

Return values:
CF :OK
'CF ERR. . STATE
CF ERR STRGP
CF ERR_] RESOURCE FAIL
CF._. ERR FILE

Stream: Control ‘& Status

These "convenience" calls will provide the application the
ability to-control and obtain the status 1nformatlon of the
specified stream group.

CF_ControlStream

This function set the parameters to control the capture or
playback functlons of the local or remote v1deo and audio. stream

groups.

CStatus CF ControlStream (HSTGRP hStgrp, WORD wfield, LPAVCE

1pAvch)
input .
hStgrp: handle to & stream-group
wfield: field of the AVCB to be modified, the valid fields
. for local and remote AVCB are llsteu below:
TBD
1pAvchb: Pointer to the AVCB

Valid state(s) to issue:
all states. except CSST_INIT

State after execution:
unchanged
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Return values:
CF OK =
CF_ERR_FIELD"
CF_ERR_STRGP
CF_ERR_STATE
CF_ERR_RESOURCE_FAIL

CF_GetStreamInfo

This function returns the current state and the AVCB,
preallocated by the application, of the.specified stream groups.

: : PHORY -
CStatus CF_GetStreamInfo (LHSTGRP hStgrp,beG§B lpwState, LPAVCE
lpAvchb) /]

input . :
hStgrp: Handle to a stream group

k output
lpwState: return current application state

1pAvcb: - return the pointer to the AVCB preallocated by the
‘ ' - application.

valid state(s) to issue:
all states

State after execution:
unchanged -

Return values:
CF_OK
CF_ERR_RESOURCE_FAIL

CF_DestroyStream

This function destroys the specified strxeam group that was
created by CF._.CapMon or CF_PlayRcvd. — As:part of ‘the destroy
process, all operations (e.g., sending/playing) being performed
on the stream group will be stopped and all allocated system
resources will be: freed.

CStatus CF;DestroyStream (HSTGRP hStgrp)

input .
hStgrp:. - handle to a stream group to be destroyed

Valid state(s) to issue:
All stream states except CSST INIT

State after execution:
CSST_INIT
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Return values:
CF OK . '
CF_ERR_STGRP?P
Network Linking

These "convenience” calls will provide the application the
ability to .start/stop sending active captured audis/videc streams
to the network.

CF_SendStream

-This function startsvor stops sending the captured video and
audio streams of ‘a specified stream group to the remote.

CStatus CF_SendStream (HCALL hCall, HSTGRP hStgrp, Word wFlag)

input , ‘

hcall : handle to the call

hstgrp: handle to:'the ‘stream group
wFlag : _start/stop flag

Valid stéte(s)‘to issue:
. CSST_ACTIVE

State after execution:
CSST_ACTIVE -

Return values:
CF.OK.
CF_ERR_STATE
‘CF.ERR_STRGP
CF_ERR_CALL
CF_ERR_RESOURCE_FAIL

CF Mute

This function stops: or resumes sending the captured video and
audio streams of a specified stream group tc the remote site.

CStatus CF_Mute (HCALL hCall, HSTGRP hStgrp, Word wFlag)

input : :
hcall : - handle to the call

hStgrp: handle to the: stream group

wFlag : start/stop flag

valid.state(s) to issue:
CSST~ACTIVE

HUAWEI EX. 1116 - 614/714



. 5,488,570 |
179 180

State after execution:
CSST_ACTIVE

Return values:
CF_OK
CF_ERR _STATE
CF_ERR_STRGP.
CF_ERR_CALL
CF_ERR_RESOURCE_FAIL

Frame Grabbing

CF_SnapStream

‘This function takés a snapshot of the video stream of the

specified stream group and returns a still image (reference)

frame in‘a buffer allocated by the VCI DLL to the application.
Currently, the only supported image format is DIB. '

cstatus CF SnapStream (HSTGRP hStgrp, WORD wFormat, LPDWORD
lpdwbufsize, LPBITMAPINFO lpDib)

input ‘
hstgrp: handle to‘a stream group
wFormat : still image format )
cutput .
lpdwbufsize: size of the returned buffer.
1pDib: pointer to the DIB buffer allocated by the VCI

DLL.

Valid state(s) to-issue:

CSST_ACTIVE

State after execution:
unchanged

Return values:
CF_OK
CF_ERR_STATE
CF_ERR_STRGP
. CF_ERR_BUFFER:
CF_ERR_INSUFF;BUPSIZE
CF_ERR_RESOURCE;FAIL

The messages utilized by conferencing API 506 are defined as
follows:
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This section describes the messages generated by VCI and the
parameters that are passed along with them.

Call Messages

CFM_CALL NTFY

This .is a notification message that the-system has just received
a call request initiated from the remote site.

CFM_CALL_NTFY
Returned Parameters

wParam HCALL ‘ handle to the call. "This handle
' should be used to accept/reject the
call. :
lParam LPV_CBACK pointer to a structure containing
. incoming ‘call info:

LPADDR Pointer to address

 of.Caller

LPCONN . CHR Pointer to

: .- Connection

Attributes

}

Valid Call States To Receive the Notification:
CCST_IDLE _ _

State after receiving the message:
- CCST_CALLED
CFM_PROGRESS_NTFY

This is a notification message that returns the status of the call
in progress -from the phone system.

CFM PROGRESS_NTFY

Returned Parameters
wParam -HCALL , handle to the call in progress
lParam DWORD substate of the call

Valid wSubstate values:
CF_PROG_DIAL_TONE
CF_PROG_DIALING
CF_PROG_RINGBACK

HUAWEI EX. 1116 - 616/714




5,488,570
183 184

Valid Call States To Receive the NOtlflcathn
CCST_ CALLING

State after receiving the message:
CCST_CALLING

CFM_ACCEPT_NTFY

The remote site hés accepted the call request issued locally.
CFM_ACCEPT NTFY

Returned Patame;gtﬁ

wParam HCALL "handle to-‘the call.
lparam - LPV_CBACK pointer to a structure containing call
info:
LPCONN_CHR Pointer to
- .Conneéection
» : Attributes
LPABBUSCARDINFO Pointer to
: BusinessCard info of
: peer '
LPMTYPE Pointer to Media

Types structure

}

Valld Call States To Receive the Notification:
CCsT ACCEPTING/CCST CALLING

State aﬁter_receiving the message:
CCST. -CONNECTED

CFM_REJECT_NTFY

The connection/call can not be made due to the situation
described in the substates.

CFM:_REJECT_NTFY

Returned Parameters
lParam .  DWORD - substate of the call

Valid wSubstate values:
CF;REJ_TIMEOUT_
CF_REJ_ADDRESS
CF. | REJ NETWORK:. BUSY
CF REJ STATION TBUSY
CF REJ_ RESOUCE FAIL
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'valid Call States To Receive the Notification:
CCST CALLING

State after receiving the message:
CCST IDLE
CFM HANGUP_NTFY

The remote‘site,hés hung up the call, or this is a response to a
locally initiated Hangup. .

CFM_HANGUP_NTFY

Returned Parameters B
wParam HCALL" handle to the call

Valid Call States To Receive the Notification:
CCST_CONNECTED and. CCST. CLOSING

State after récei?ing‘the méssage:
'CCST_IDLE

Channel Messages
The foliow1ng‘messagés are generated in respbnsé to the various
channel related functlons as descrlbed with the function
ceflnltlons.
CFM_CHAN ACCEPT NTFY
This is a notification message indicating that the peer has
accepted. the Open Channel request (via issuging a
CF_Accept. Channel call).

CFM_CHAN_ACCEPT_NTFY

Returned Parameters

wparam HCHAN Handle .to the channel to be used
: ” subsequently by the . application.
1Param DWORD - TransID provided by the application,

that identifies the application
“transaction related to this
notification.

Valid States To Recéive the Notification:
call state ' ,
CCST _CONNECTED -

HUAWEI EX. 1116 - 618/714




5,488,570 |
187 | 188

channel state
CHST_OPENING

State after receiving the message:
call state
CCST_CONNECTED

channel  state
'CHST_OPEN

CFM_CHAN_REJECT NTFY
This is ‘a notification message 1ndicat1ng that the peer has

rejected the Open Channel request (v1a issuing a
CF_RejectChannel) .

CFM_CHAN_REJECT_NTFY

. 'Returned Parameters
. lParam_ - DWORD Trans ID 'provided by the application,
‘ that identifies the application
transaction related to this
notification.

Valid ‘States To Recelve the Notlflcatlon -

call state
CCST_CONNECTED

channel state
CHST_OPENING

State after rece;v;ng the message:
call state’
CCST_CONNECTED

channel state
CHST READY
CFM_CHAN TIMEOUT NTFY

This is a notification message 1nd1cat1ng that the peer has
failed to answer the Open Channel request before the ldcal timer

expires.

CFM_CHAN_TIMEOUT_NTFY
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Returned Parameters _

1Param DWORD TransID provided by the application,
that identifies the application
transaction related to this
notification.-

Valid States To Receive the Notification:
call state
CCsST CONNECTED

channel state .
CHST. OPENING

State after receiving the message:
call state. |
CCST_.CONNECTED

" CHST_READY
CFM_CHAN OPEN NTFY
This is a notification message indicating that the peer has
initiated an Open Channel request {via issuing a CF_OpenChannel
call) ..
CEM_CHAN_OPEN NTFY
Returned Parameters

wParam - HCHAN Handle to the Channel to be used
subsequently by the application.

lParam LPV_CBACK Pointer to- info about incoming channel
: ; request
DWORD TransId (to be used in
Accept/Reject Channel)
HCALL Handle to Connection
LPCHAN _INFO Channel Info passed by
peer

}

-~ Valid States To Receive the Notification:
call state
CCST_CONNECTED

channel state
CHST READY
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State after receiving the message:
call state
: CCST;CONNECTED

channel state -
CHST RESPONDING

CFM_CHAN CLOSE NTFY

This is-a notification message indicating that the peer has
initiated a Close Channel request (via issuing a CF_Close Channel
call).  This may ‘also be in response to a locally 1n1t1ated Close

Channel.
CFM_CHAN.CLOSE_NTFY

Returned Parameters
wParam - HCHAN - Handle to the Channel

lParam DWORD If the callback is . a remcte Closge
‘indication, lParam 0

If the callback is a response to a
locally initiated CloseChannel
lParam = TransID specified by app.

Valid States To RECElVE the Notlflcatlon

call. sgg;g
CCST CONNECTED

gr_l_a_rml_s_t_a.t_e_
CHST_SEND, CHST RECV, cus'r "OPEN

State after receiving the message:
call state
CCST_: CONNECTED

channel state
CHST_READY
CFM_DATA_SENT NTFY
This is a notification message indicating that the data in the

buffer has been sent:out (via the prev1ous call to the
CF_Send D&ta) . The data buffer used in the CF_Send Data is now

available for reuse.

CFM_DATA SENT NTFY
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Returned Parameters _
wParam WORD The actual number of bytes sant.
“lParam DWORD TransID provided by the application, that
: identifie$ the application tramnsaction
related to this notification. )

Valid States To Receive the Notification:

call state.

- ~CCST_CONNECTED

channel state
CHST_SEND

State after rece1v1ng the message:
~gall state
CCST_CONNECTED

channel ‘state
CHST_SEND

' CFM_RCV_COMPLETE NTFY

This is a notification message indicating that the system has
received data in the buffer posted by the appllcatlon (via
issuing CF Rechata calls).

CFM_RCV_COMPLETE_NTFY

Returned Parameters . » o
wParam - WORD " The actual numbex of bytes received
lParam DWORD . TransID provided by the application,
‘ : that identifies: the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state
"CCST._ CONNECT”D

channel state

CHST_RECV

State after receiving the message:
call state ‘ :
CCST_CONNECTED

channel state
CHST_RECV
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CFM_DATA_LOST NTFY

This is a notification message indicating that the data sent is
lost because the peer had no data buffers available to receive
it. This message will be delivered to both the sender and the
receiver applications.

CFM_DATA_LOST_NTFY

Returned Parameters _
wParam WORD - - . Number of bytes-lost
1Param ‘DWORD TransID provided by the application,
: : " that identifies the application
transaction related to this
notification.

valid States To Receive the Notification:
call state o
CCST_CONNECTED

channel state
CHST.. SEND
CHST_OPEN

State after receiving the message:
call state
CCST_GONNECTED

channel_state
UNCHANGED

video API Data Structures, Functions, and Messages
Video API 508 utilizes the following data types:

VSTATUS Video subsystem interface return status type.
_ , WORD {16-bit) wvalue. =~
HVSTRM Handle to a video stream
LPHVSTRM Pointer to the handle to a video stream
LPVINFO Pointer to a videéo informationm (VINFO) structure
HVCCB - Handle to the Video Configuration Control Block
(VCCB) . .
LPCHANID - Pointexr to the network channel ID (CHANID)
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Video API 508 utilizes the following structures:
3.1.2. Structure Types

VINFO (Video Stream Information)

» WORD wType Local or remote video
- : stream
» WORD. wReserved DWORD alignment, future
: use
» DWORD dwFlags Flags bits: various
e exclusive attributes
» WORD wContrast Contrast adjustment
» WORD wTint Color adjustment
» WORD wSaturation Saturation value
> WORD wBrightness Brightness adjustment
» WORD . wDisplayRate  Monitor/Playback window
‘ R Blt rate; <= IRV frame
R, rate -
» WORD wReserved2 DWORD allgnment, future
use .
» Union {
» // local video stream
» struct R , .
» WORD - : wCaptureSource Video capture source
» ' {(placeholder)
» WORD wCaptureFormat Video: capture format
» - (IRV, YUV-9, etc.)
» DWORD wCaptureDrivexr Four CC code
» WORD- wDhataRate .. = Maximum  video data rate
' . (kbits/sec)
» WORD wMaxFrameRate 1-30
» WORD . wWQualityPercent 0-100; 0 = Lowest
quality, least
» o number of frames
“» dropped; 100 =
» ' Highest quality,
» most: number -of
» frames dropped
» } local : *
» // remote video gtream
» struct
» WORD wPlaybackTarget Video playback
> : ' : hardware ,
» - (placeholder)
» WORD wReserved Alignment, future
» use
» } remote
»
» HASTRM hAStrm Associated audio
» : stream, as needed

> )
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State values:

Status Values

follows:

VOpen

This function opens a video stream.  An info structure specifies
stream attributes: ' Caller specifies window messages: or callback
function for stream event notlflcatlon Stream event
notification is TBD.

VSTATUS VOpen (LPVINFO lpVInfo, LPHVSTRM lphVStrm DWORD
dwCallback,

input
lpvinfo: pointer to the video information structure, VINFO,
: with specified attributes. 'If a NULL LPVINFO is
spec;fled the default attributes set up as part
of. configuration will be used.
dwCallback: Specifies the address of ‘a callback function or a

VST_INIT Init state

. VST _OPEN" . Open . state

VST. CAPTURE Capture state

VST_PLAY Play state

VST LINKIN Link In state

VST_LINKOUT ~  Link Out state

VST_ERRCR - Error state

V_OK for successful rn; (=0)

V_ERR general errorAegguiegiln the system

V ERR_VINFO invalid VINFO :

V_ERR_HWND invalid window handle

V_| ERR STATE invalid stream state to issue this
function: .

5,488,570
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Video API 508 utilizes the following ~onstants:

V_ERR_ HVSTRM invalid :stream handle

V_ERR_CHANID invalid network channel
V_ERR_RSCFAIL system resource failure

V_ERR_FLAG duplicated operation or invalid flag
v ERR FIELD invalid VINFO field

The functions utilized by video API 508 are defined as

DWORD dwCallbackInstance, DWORD dwFlags,
int far * lpwField)

handle to a window. In the case of a window, the
low-order word is used.
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Messages sent to a .callback function are similar
to messages sent to a window, except they have two
DWORD parameters instead of a UINT and a DWORD
parameter. . See the Microsoft Multimedia
Programmer’s Guide, pp. 5-10 for guidelines in
writing a callback function:

dwCallbackInstance: :
Specifies user instance data passed to the
callback.  Unused if dwCallback is a window.
dwFlags: Vopen flags parameter; flag values OR’d into
parameter.-
For parameter dwCallback values are:
. CALLBACK . FUNCTION 1nd1cates callback. function
used .
CALLBACK WINDOW indicates window handle

output : : »

VSTATUS: returned parameter; see return values, below.

lphVstrm: pointer to an opened v1deo stream handle, returned
- if. VSTATUS=V_OK.

lpwField: a field in VINFO was incorrect. This parameter is

valid only when VSTATUS returns the value:
v ERR VINFO. A -1-indicates VINFO was more
‘generally in error.

valid state(s) to issue:

VST_INIT
State after successful execution (V OK)
VST OPEN
Return values: » :
V.OK ¢ £Oor successful return (=0)
V_ERR_VINFO : invalid VINFO

V_ERR_RSCFAIL : system resource failure

3.3.2..  VCapture

This function starts/stops capturing a video stream from a local
video hardware source, such as a video camera or VCR. The
captured video can be dlsplayed in a window by using the VMonitor
function. A .capture source is not explicitjly defined but
implied to be the local video capture hardware and driver.

VSTATUS VCapture(HVSTRM hvStrm, BOOL bFlag)
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hvstrm:  handle to a video stream.
bFlag: on/0ff flag. Off=FALSE and On=TRUE.
Valid state(s) to issue:-
VST_OPEN -~ (VCapture - on)
VST_CAPTURE (VCapture -~ off)
State after execution: :
VST: OPEN ~-> VST CAPTURE
VST CAPTURE -> VST_OPEN
Return values: '
V_OK- : for successful return (=0)
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM = : invalid stream handle
V_ERR_RSCFAIL : system resource failure
VMonitor

+ This function starts/stops monitoring (displaying video in a
window) a video stream captured from local video camera or VCR.
The capture source is specified in the VCapture function; see

above:

VSTATUS VMonitor (HVUSTRM hVStrm, HWND hWnd, BOOL bFlag)

input :

hvStxrm: handle to a video stream. . .

hWnd: handle to a window, pre-opened by the app, in which
monitoring is to take place.
If bFlag=FALSE, then the previously specified monitor
-window is® disassociated from the.stream (and the

. specified window is ignored).

bFlag: On/Off flag. Off=FALSE and On=TRUE.

Valid state(s) to.issue:
VST_CAPTURE/VST_LINKOUT

State after execution:

unchanged
Return values:
V_OK ' : for successful return
‘V_ERR_STATE : invalid stream state to issue this functicn
V_ERR_FLAG ¢ duplicated operation
V_ERR_HVSTRM : invalid stream handle
V_ERR_HWND : invalid window handle

V_ERR_RSCFAIL : system resource failure
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3.3.4. VLinkOut

Link a network video sink to a video stream for remote
transmission. Usage: Local capture to  network output.

 VSTATUS VLinkOut (HVSTRM hvStrm, HCHAN hChan, BOOL bFlag)

input

hAStrm : handle to the video stream.

hChan : channel handle. of the video output sink.
If bFlag=FALSE, then the previously specified
channel is disassociated from the stream (ahd the
specified channel is ignored).

bFlag : 1link or unlink flag. Link=TRUE; Unlink=FALSE.

Valid state(s) to issue:
VST CAPTURE (VLinkOut - link)
VST_LINKOUT (VLinkOut - unlink)

State after execution:
VeT_CAPTURE -> VST_ LINKOUT
VST _LINKOUT v -> VST_CAPTURE

Return values: - o ‘
V_OK- : : for successful return
V_ERR_STATE : invalid stream state
V_ERR_ “CHANID - : invalid network channel for video output
source -
V;ERR_RSCFAIL : system resource failure

3.3.5. VLinkIn

Link a network video source to a video stream for playback.
Usage: Network input to local plavback.

VSTATUS VLinkIn(HVSTRM hvStrm, HCHAN hChan, BOOL bFlag)

input : .
hvstxm: handle to the video gtream.
hChan: channel handle of the wvideo input source.

‘If bFlag=FALSE, then: the previously specified channel
is disassociated ‘from the stream (and the specified
channel is ignored).

bFlag:  link or unlink £lag. Link=TRUE; Unlink=FALSE.
If FALSE, then ChanlId is dlsassoc1ated from the stream.

Valid state(s) to issue:
VST OPEN. V@LinkIn - link)

VST_LINKIN VLinkIn - unlink)
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state after execution: .

VST OPEN -> VST _LINKI
VST_LINKIN -> VST_OPEN
Return values: : ,
V_OK : for successful return
V_ERR_STATE i invalid stream state :
V_ERR_CHANID : invalid network chamnnel for video input
' source
V_ERR RSCFAIL : system resource failure
3.3.6. VPlay

This function starts/stops playing a linked-in video stream by
consuming ‘a video stream from a video network source and
displaying it in a window. Specifics of the video network source
are assigned the stream using the VLinkIn function; see above.

VSTATUS VPlay (HVSTRM hVStrm, HWND hWnd, BOOL bFlag)

input

hvStrm: handle to the video stream.

hwnd : handle to a window pre-opened by the app.
bFlag: start play or stop play flag. Play=TRUE; Stop

Play=FALSE. -
If stop play, then hWnd is disassociated from the
stream. (and the specified window is ignored).

valid state(s) .to issue:

VST LINKIN - (VPlay - on)

VST_PLAY (VPlay - off)
State after execution: S

VST_PLAY -> VST _LINKIN

VST_LINKIN <> VST PLAY
Return values:

- V_OK : for successful return
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM . : invalid stream handle
V_ERR_RSCFAIL : system resource failure
V_ERR_FLAG : duplicated operation

VPause

This function pauses or unpauses a video stream captured or
played locally.
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NOTE: This function is currently unimplemented. Its function has
been found to be available via combinations of the othér stream
functions. . To pause a local stream, use VMonitor (off); to pause
the remote stream,.use VPlay. (off). To mute the local video
stream, at the remote site, use VLinkOut (off).

VSTATUS VPause (HVSTRM hVStrm, BOOL bFlag)

input
hvStrm: handle to the video stream.
bFlag: PauseOn/PauseOff flag. PauseOn=TRUE; PauseQfi=FALSE.
Valid state(s) to issue:
VST_CAPTURE
VST PLAY

VST_LINKOUT

State after execution:

Unchanged
Return.values:,. ‘
V_OK o : ‘for successful return
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM. = : invalid stream handle
V_ERR_FLAG : duplicated operation
V_ERR_RSCFAIL : system resource failure
3.3.8. VGrabframe

This function grabs the most current still image (key frame) from
a specified video stream. : The frame is returned in a DIB format.
VGrabframe allocates the DIB-bits buffer, and the user must free
it. " The user provides the DIB BITMAPINFO structure, of maximum
extent; which is of:.fixed length.

VSTATUS VGrabframe (HVSTRM hVStrm, LPSTR FAR *1lplpvbits,
LPBITMAPINFO lpbmi)

input : v

hvStrm: handle to the wvideo stream.

1pbmi: pointer to a DIB BITMAPINFO structure. The
BITMAPINFO must have an extent equal to a
bmiColors array with 256 entries, ‘giving a
BITMAPINFO structure of maximum length,
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cutput

lplpvbits: pointer to a pointer to.a DIB image buffer that is
allocated by the video manager and freed by the
application. . Windows GlobalAlloc (with memory
attributes GMEM ‘MOVEABLE ; GMEM_SHARE) and
GlobalLock are used to allocate the DIB bits
memory. v ‘

Valid state(s).to issue:
VST MONITOR

VST PLAY
State after execution:
Unchanged
Return values:
" V.OK : for successful return
V_ERR. STATE : invalid stream state to issue this function
V_ERR _HVSTRM - : invalid stream handle
V_ERR_RSCFAIL : system resource failure
vintl

This function controls ayvideb:stream by adjusting its parameters
(e.g., Tint/Contrast, Frame/Data Rate).

VSTATUS VCntl (HVSTRM hVStrm, LPVINFO lpVImfo, WORD wField)

input

hvstrm : handle to the video stream

cutput g

1pVinfo : pointer to the video information. structure, VINFO,
that was preallocated by the apps, but £i11ld by the

‘ vide manager.

wField : field value to be changed.

Valid state(s) to issue:
all states except VST INIT

State ‘after execution:

unchanged
Return values: '
V_OK : for successful return
V_ERR_HVSTRM : invalid stream. handle
V_ERR_STATE : invalid stream state to issue this function
V_ERR_FIELD : invalid VINFO field

V_ERR_LPVINFO : invalid VINFO pointer
V_ERR RSCFAIL : system resource failure
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3.3.10. VGetInfo
This function returns the status of a video stream.

VSTATUS VGetInfo (HVSTRM hVStrm, LPVINFO lpVInfo, LPWORD lpwState)

hvstrm: handle to the video stream.

output . : » ‘
lpVinfo:  handle to the video information structure, VINFQ, that

was preallocated by the apps, but filled by the video

-manager
lpwState: pointer-to a WORD where the state of the spec1f1ed
stream can be returned.

Valid state(s) to issue:
all states except VST _INIT

State after execution:

unchanged
Return values:
V_OK : for successful return
V_ERR_STATE ¢ invalid stream state to issue this function
V_ERR_HVSTRM : invalid stream handle

V_ERR_LPVINFO : invalid VINFO pointer

VClose

This function closes a video stream and releases all system
resources allocated for the stream.

VSTATUS VClose (HVSTRM hVStrm)

input
hvStrm: handle to the video stream.

Valld state(g) to issue:
All STATES except in VST INIT

State after execution:

ST_INIT
Return values:

V_OK : for successful return

V_ERR_HVSTRM  : invalid stream handle
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3.4. Video Subsystem Functions

The subsystem functibns are used to manage and return information
about - the' video subsystem as  a whole. This: includes subsystem
initialization, shutdown, and cost, or utilization, information.

3.4.1.  VInit

This function initializes the vided‘subsystem. Capture and
playback applicatioris can be  started. Windows INI file entries
are used to configure the subsystem.

Subsystem initialization also includes the measurement of the CPU
and display subsystem (graphics adapter) in order to provide
video cost information; see VCost, below.

VSTATUS VInit (dwInitFlags)

input . . :

dwInitFlags: initialization flags. Flag bits are OR’Ad
to determine interface options. Current
flag bits are:

VM_CAPT_INIT: start capture
‘ application
"VM_PLAY_INIT: start:playback
application
Return values: : }
V_OK: for successful return
V_ERR: general erroxr

3.4.2. VShutdown

This function uninitializes, or stops, the video subsystem.
Capture and playback applications are stopped.

VSTATUS VShutdown ()

Return values:

V_OK: for successful return
V_ERR: - general error
VCost

This function gives the percentage utilization of the CPU
required to support a given video stream:

aE A
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The function can be called repeatedly, and at any time after the
video manager is initialized (VInit called). ‘Repeated calls can
be used to . determine an "optimal® configuration of local and
remote video windows.

VSTATUS VCost (wRes, wDispFreq, wFrameRate; wFormat, dwFlags,
lpwCost) . . .

input i :
wRes: L7 resolution -of a video display window.
wDispFreqg: display frequency of a video display window.
' Display frequency is a function of the
FrameRate.
1 =-All frames; 2 = Every other frame; 3 =
Every third frame; etc. 0 = no frames
displayed.
wFrameRate: captured video frame rate (fps). For IRV, this
' is typically 10-15 fps. :
wFormat : defines -the video compression algorithm,
Currently supported values are:
CAPT_ FORMAT IRV
CAPT_ FORMAT YUV
dwFlags: Flags which further specify specific video
attributes. .
Currently suppported values are:
LOCAL STREAM (=0x1)
REMOTE . STREAM (=0x2)
These values specify whethexr the video in
question originates locally or remotely.
output . ) :
lpwCost: pointer to a WORD where a system utilization

value can be returned. The value returned is a-
system utilization.percentage. It is 0 or
greater. -Values greater than 100 can be

returned.
Return values: )
V_OK: for successful return
V_ERR: general error

Audio APT Data Structures, Functions, and Messages
Audio API 512 utilizes the following data types:

HASTRM Handle to an audio stream
LPHASTRM Pointer to the handle of an audio stream

AINFO Audio information structure
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Pointer to an audio information structure

. Audio Compression Control Block

Pointer to the Audio Compression Control Block
Audio Device Capabllltles structure

Pointer to the Audio Device Capabilities structure
Status code returned by Audio Subsystem

Audio API 512 utilizes the following structures:

ADevCaps
QUT WORD

OUT WORD
OUT WORD
OUT char

OUT DWORD

OUT WORD

IN WORD

OUT WORD .

IN LPACCB

wVersion

wMid

wPid
saname[MAXPNAMELE
N1

dwFormats

wChannels

- nAcceptCoders

nReturnCoders

1pACCB

Version of the audio
manager

Manufacturer ID
Product ID

NULL terminated string
containing the name of
the audio manager

Sammple wave formats
supported by subsystem
when no compression is
used

Number of audio channels
supported by driver
(mono (1) or stereo (2))

Size of ACCB array
referenced by 1pACCB

Number of ACCB
structures returned in
ACCB array referenced by
1pACCB

Pointer to an array of
ACCB strucgurggceihere
should. be,

structure per supported
compression algorithm.

ACCB (Audio Compr-ssion Control Block)

char

szProdName [MAXCOMP Name of

RESS]

Compression
Algorithm
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WAVEFORMAT wf

WORD

WORD

WORD

WORD

AINFO

WORD

WORD

DWORD

DWORD

wBitsPerSample

cbExtraSize

wAvgCompRation

samplesPerFrame

222

Wave format as
defined Microsoft
Multimedia
Programmer’s
Reference

Number of bits per
sample. per
channel®.

Extra number in
bytes of the
WAVEFORMAT
structure.

Specifies the
average
compression ratio
provided by the
compression device

The smallest
number of audio
samples required
by the compression
device to generate
a frame. ’

(IN/OﬁT Information of an Audio Stream)

wTlype
wCompress

dwResolution

dwlLatency

Local or remote audio
stream

Index into compression
table

Resolution in
milliseconds with
which Audio Manager
can adjust latency on

can audio stream

Milliseconds of
latency from the time
the audio packet is
recorded to the time
it is put on the
network.
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Union {

// local audio stream
struct. {

WORD wln

WORD wGain

WORD wAux

} local .
// remote audio stream
struct

WORD wout

WORD wVol

remote

224

Audio input hardware
source

Gain of the local
microphone

Volume of the monitor
audio stream.

Audio output hardware
destination

Volume of the local
speaker

Audio API 512 utilizes the following constants:

State values:

AST_INIT Init state

- AST_OPEN Open' state
AST_CAPTURE Capture state
AST PLAY Play state

AST LINKIN Link In state
AST_LINKOUT Link Out -state
AST ERROR Error state

Status wvalues:
A_OK L
A_ERR_STATE
A_ERR_HASTRM
A_ERR_LPAINFO
A_ERR_FIELD

successful return

invalid AINFO field

invalid styeam state
invalid stream handle
invalid AINFO pointer
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A _ERR LPHCHAN invalid network channel
A_ERR_RSCFAIL system resource failure
A ERR ~STREAM too many outstanding audio streams
A ERR “PENDING call pending on the audic subsystem
A ERR NODEV invalid Audio- Manager device number

A ERR _NOCALLBACK APacketNumber issued without a registered
callback function

A;STREAM_CLOSED Hang-up received on' an audio stream

A ERR_NOSUPPORT Feature not supported in current release
of Audio Manager

The functions utlllzed by audio API 512 are defined as
follows:

AGetNumDevs or AInit (synchronous)

This function retrieves the number of dlfferentég%gﬁgmManagers
installed on the system. AGetNumDevs and AInit the same
function.  Alnit exists for symmetry with the‘ ideo Manager

UINT AGetNumDevs  (void) or AInit (void)

Valid state(s) to issue:
ANY ‘

State aftexr executlon
NO .CHANGE

Return values: :
Number of Audio Manager available on the system.

AGetDevCaps (synchronous)

This function fills the ADevCaps structure with information
regarding the specified Audio Manager.

AStatus AGetDevCaps (UINT wDevicelD, LPACAPS lpCaps)

input

wDeviceID: ' Identifies the Audio Manager to query. Use a integer
from 0 to one less than the number of installed

audio managers.

lpCaps: Specifies a far p01nter to an ADevCaps structure.
' An array of 'ACCB structures must be allocated to
receive a list of audio compression algorithms
supported by the Audio Manager. The ADevCaps fields
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1pACCB and wAcceptCoders should be set to reference
this array and the array size, respectively.

Valid state(s) to issue:

ANY
State after execution:
NO CHANGE
Return values:
A OK - : for successful return
A ERR_NODEV = : invalid wDeviceID

AOpen (asynchronous or synchronous)
This function opens an audio stream with specified attributes.
AStatus AOpen-  (LPAINFO lpAInfo, UINT wDeviceID, DWORD dwCallback,

DWORD dwCallbackInstance, DWORD dwFlags,
LPWORD lpwField, LPHASTRM lphAStrm)

input :

lpAInfo: The raudio information structure, AInfo,
with speclfled attributes. NOTE: normally
wCompress 1s set to 0; this will select
the default coder to be used én the audio
stream.

wDevicelD: Identifies the Audio Manager to use. The
value can range. from.zero to one less than
the value returned by AGetNumDevs.

dwCallback: Based on value of dwFlags, specifies the

. address of a callback function or a handle
to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used when
dwCallback 'is a windows handle.

dwFlags: Defines whether the appllcatlon lnterface

to Audio Manager ‘will be asynchronous or
synchronous. If dwFlags is

CY CALLBACK NONE, thevinterface is
synchronous and dwCallback is a Window
handle used by the .audio. subsystem to
block while the underlylng asynchronous
audio manager completes its service. IF
dwFlags is CY CALLBACK FUNCTION.oxr

CY CALLBACK_WINDOW, the interface is
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- asynchronous and the parameter dwCallback
is a Window handle or a function'!.

output
lpwField: One or more fields in AInfo were
inecorrect. Thisg parameter is set only
when AStatus returns the value:
- A ERR FIELD. - Its value is a bit-mask
- which identifies which fields are invalid.
IphaStrm: If dwFlags is CY_CALLBACK NONE specifying
that a: synchronous interface with the
audio subsystem is being used, the
subsystem will return the handle to the
new audio stream in this variable when
AStatus. is A OK.
callback
void CALLBACK AudloManagerFunc(hAStrm, Message,
dwCallbackInstance,
dwParaml,
dwParam2)

AudioManagerFunc is a place holder for the function name
provided by the caller. The ‘function must be ‘included in an
EXPORT ‘statement. in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since the callback
is executed in an interrupt context limited functionality is
available to itk.

Callback Parameters:

HASTRM haStrm : Audio stream to which callback
applies.

UINT Message : Message returned by the audio
subsystem.

DWORD dwCallbackInstance : caller specific instance data.

DWORD dwParaml : Message specific parameter.

DWORD dwParam2 : Message specific parameter.

Valid state(s) to issue:
AST_INIT
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State after execution:
AST_OPEN

Return Messages/Callbacks
AM_OPEN - :  Posted at callback time.. The value of Paraml
-is one of the values defined in Paraml Values
below. The value of Param2 .is a HASTRM if
Paraml is A OK.

Return/Paraml Values:

A_OK : for successful return

A_ERR_STREAM : too many outstanding audio streams
A_ERR_LPAINFO i invalid AINFO pointer

A ERR_. " FIELD : invalid AINFO Field(s)

A_ERR | “RSCFAIL : system resource failure

A_ERR_PENDING : open call pending on the audio subsystem
A_ERR_NOSUPPORT :invalid dwFlags field

A _ERR_] NODEV 1 ‘invalid wDevicelD

ACapture (asynchronous or ‘synchronous)

This function starts/stops capturlng an audio stream from a local
audio hardware source, such as a microphone.

AStatus ACapture (HASTRM hAStrm, BOOL bFlag)

input )
hAStrm: ) handle of an audio stream
bFlag: on/off flag.
Valid state(s) to issue:
AST_OPEN (ACapture - on)
AST_CAPTURE (ACapture - off)
State after execution:
AST . OPEN -> AST_| CAPTURE
AST_CAPTURE -> AST_OPEN

Return Messages/Callbacks
AM_CAPTURE : 'Posted at callback time. The value of Paraml
: is one: of the values defined in Paraml Values
below. The ‘value of Param2 is the state of the
stream: TRUE means capturing, FALSE means
capture disabled.

Return/Paraml Values

A OK : for successful return
A_ERR_STATE ¢ invalid stream state
A__ERR_HASTRM v invalid ‘stream handle
A_ERR_ RSCFAIL : Eystem resource failure
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A_ERR_FLAG : duplicated operation
A_ERR_PENDING © : call pending on the audio subsystem. for this
stream. .

AMute (asynchronous or synchronous)

This function staxté/stops,muting of ‘an audio stream captured
from local.microphone or being played back on the speakers.

AStatus AMute (HASTRM hAStrm, BOOL bFlag)

input

hasStrm: ‘pointer to the handle of an audio stream
bFlag: on/off flag.

Vélid staté(s),to issue:
AST_CAPTURE/AST LINKOUT
AST LINKIN/AST PLAY

State after execution:
Unchanged

Return Messages/Callbacks o
AM_MUTE : Posted at callback time. The value of Paraml is
one of the values defined in:Paraml Values below.
The value of Param2 is the state of the stream: TRUE
means muting, FALSE means muting is disabled.

Paraml Values:

A _OK : for successful return
A ERR_STATE : invalid stream state
A_ERR_FLAG & : duplicated operation
A ERR HASTRM : invalid stream handle

A_ERR_RSCFAIL : system resource failure

Return values:

A _OK : for successful return :
A_ERR_PENDING : call pending on the audio subsystem for this
stream. '

APlay (asynchronous or synchronous)

This function starts/stops playing an audio stream received from
a network source. 'See details in "ALinkIn".

AStatus APlay (HASTRM hAStrm, BOOL bFlag) ;

input
hAStrm: handle to the audio stream
bFlag: on/off flag.
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valid state(s) to issue:

AST LINKIN (APlay - on)
AST PLAY (APlay - off)
State after execution: ‘
AST LINKIN -> AST_PLAY
AST PLAY ~-> AST LINKIN

Return Messages/Callbacks
AM_PLAY : Posted at callback time. The value of Paraml'is
one of the values defined in Paraml Values below.
The value of ParamZ is the state of the stream: TRUE
means playing; FALSE means play disabled.

Return/Paraml. Values:

A OK - : for successful return

A_ERR_STATE : invalid stream state

A_ERR_HASTRM : invalid stream handle

A ERR_FLAG : duplicated operation

A ERR__ “RSCFAIL system resource failure

A ERR PENDING : call pending on the audio subsystem for this
stxeam.

ALinkIn (asynchronous or synchronous)

This function links/unlinks an input network channel to/from the
specified audio stream.  Once linked, the-audio stream can be
played on the local speakers/headphones via the APlay function

defined earlier.

AStatus ALinkIn(HASTRM hAStrm, LPHCHAN 1phChanf, BOOL bFlag);

input :
hAStrm: handle to the audio stream
lphChan: . pointer to ‘@ c¢hannel handle identifying the audio
network input: source
bFlag: ~link or unlink flag.
valid state(s) to issue:
AST_OPEN (ALinkIn - link)
AST _LINKIN (ALinkIn - unlink)
State after execution:
AST_OPEN- . ~-> AST . LINKIN
AST LINKIN -> AST_OPEN
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Return Messages/Callbacks
AM LINKIN : Posted at callback time. The value of Paraml is
one of the values defined in Paraml Values below.
The value of Param2 is the state of the stream: TRUE
means linked, FALSE means unlinked.

Return/Paraml Values:
A_OK : for succegsful return

A_ERR_STATE : invalid stream state
A _ERR_HASTRM v invalid stream handle
A ERR_FLAG : duplicated operation

invalid network channel handle for audio
input.- source

A_ERR_PENDING : call pending on the audio subsystem
A_ERR_RSCFAIL : system resource failure

A_ERR_LPHCHAN

ALinkOut (asynchronous and synchronous)

This function links/unlinks an output network channel to/from the
specified audio stream that will be captured or is being captured
from the local microphone.

AStatus ALinkOut (HASTRM hAStrm, LPHCHAN lphChan, BOOL bFlag);

input ’

haStrm: handle to the audio stream

lphChan: pointer to-a channel handle ldentlfylng the network
output destination

bFlag: link or unlink flag.

Valid state(s) to issue:
AST .CAPTURE (ALinkOut - link)
AST: T LINKOUT (ALinkOut - unlink)

State after execution:
AST_CAPTURE -> AST | LINKOUT
AST_ LINKOUT -> AST_CAPTURE

Return Messages/Callbacks
AM_LINKOUT . Posted at callback time. The value of Paraml-
ls one -of the values defined in Paraml Values
below. The value of Param2 is. the state of the
stream: TRUE means linked, FALSE means
unlinked.

Return/Paraml Values:

A OK : : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
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A _ERR FLAG - : duplicated operation
A_ERR_LPHCHAN ' : invalid network channel for audio output
source .
A ERR_RSCFAIL : system resource failure

A;ERR:PENDING : call pending on this audio stream.

ACntl (asynchronous or synchronous)

This function can be used.to control the amount of latency on an
audio stream: In additior, the gains of an audio stream being
captured or the volume of" an’'audio stream being played back can
also be set. Finally, ‘the locally captured audio input can be
monitored by setting the wAux AINFO field.

AStatus ACntl (HASTRM hAStrm, LPAINFO lpAInfo, WORD wField)

input v , ] :

hAStrm : handle to the audio stream

1pAInfo .+ pointer-to.the audio information structure,
AInfo, with specified attributes.

wField : the selected field of AInfo to change.

vValid state(s) to - issue:
-all states except AST INIT

State after execution:
unchanged

Return Messsages/Callbacks
AM' CNTL : Posted at callback time. If there is an error, the
' value of 'Paraml is one of the values listed below in
Paraml Values and Param2 is ZERO (i.e. if Param2 ==
0) ERROR;). If the command is successful, the value
of Paraml is wField and the value. of Param2 is the
pointer lpAlnfo passed to the call ACntl.'

Return/Paraml Values: :

A’ OK : : for successful return
A_ERR_HASTRM = : invalid stream handle
‘A_ERR_STATE : invalid stream state
A_ERR_LPAINFO : invalid AINFO pointer
A_ERR_FIELD : sinvalid AINFO Field
A_ERR_RSCFAIL  : system resource failure

A_ERR_PENDING : call pending on this audio stream.

AGetlInfo- (asynchronous and synchronous)
This function returns the AINFO and state of an audio stream.

AStatus AGetInfo (HASTRM hHAStrm, LPAINFO lpAInfo, LPWORD lpwState)

~
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input » ’
hAStrm: handle to the audio stream
output ; ;
lpaInfo: pointer to the handle of AINFO that was preallocated
by the apps, but filled by the audio manager
lpwState: state of the specified stream

Valid state(s) to iséue:
all states except AST INIT

State after execution:
unchanged

Return Messages/Callbacks -
AM_GETINFO : Posted. at callback time. If there is an
error, .the value of Paraml is-one of the values
listed below. in Paraml Values and Param2 is

ZERO (i.e. if Param2 == 0) ERROR;). If the
command is successful, both Paraml and Param2
are ZERO.
Return/Paraml Values: R
A_OK : for successful return
A_ERR_STATE :invalid stream state
A _ERR._HASTRM : invalid stream handle

A_ERR_LPAINFO ' : invalid AINFO pointer
A_ERR _RSCFAIL : system resource failure
A _ERR_PENDING : call pending on this audio stream.

AClose {asynchronoﬁé and synchronous)

This function closes. an audio stream and releases all system
resources allocated for this stream.

AStatus AClose (HASTRM hAStrm)

input : »
hAStrm: handle - to the audio stream

Valid state(s) to issue: S
All STATES except in AST INIT

State after execution:
AST_INIT

Return Messages/Callbacks
AM CLOSE : Posted at callback time. Paraml is one of the
Paraml Values listed below. Param2 is the stream
handle passed to AClose.
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Return/Paraml Values:
A _OK : for successful return
A _ERR HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.

ARegisterMonitor (asynchronous)

This function registers. an audio stream monitor. The Audio
Manager maintains a packet count on each open stream.  This count
represents ‘a running clock where the elapse time since the
initiation of the audio stream® is simply the packet count times
the laténcy represented by each packetNGLUsers of the audio
subsystem gain access to this clock source via an audio stream
monitor.

AStatus ARegisterMonitor(HASTRM hAStrm, DWORD dwCallback,
DWORD dwCallbackInstance; DWORD dwFlags, DWORD
dwRequestFrequency, LPDWORD lpdwSetFrequency)

input ‘.

hAStrm: handle to the audic stream

dwCallback: Specifiés the address of a callback :
function or a handle to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used with
windows callbacks.

dwFlags: Specifies whether the parameter dwCallback
is a Window handle oxr a: function. If it is
a.Window handle, the value is .set to
CY.CALLBACK _WINDOW. If it is a functioen,
dwFlags is set to CY CALLBACK_FUNCTION.

dwRequestFrequenby: Specifies .the period (in milliseconds) the

: Budio Manager should playback or record

audic before reporting ‘the. current elapsed
time to the caller. A value of zero means
don’t callback (use APacketNumber to force
a callback) .

output

1lpdwSectFrequency: The Audio Manager returns via this far
: : pointer the actual period (in

- milliseconds) between AM PACKETNUMBER

callbacks. This number will be set as
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Initistion here refers to the moment a local audio stream

enters the AST CAPTURE state.
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close as possible to dwRequestFrequency
based on the resoclution of latency
associated with the audio stream (see
AINFO field dwResolution).

Valid state(s) to issue:
AST_PLAY, AST LINKIN “AST. CAPTURE “AST_ LINKOUT

callback -
void' CALLBACK Audiouanagerrunc(hAStrm, Message,

dwCallbackInstance, dwParanml, dwParam2)

AudiouanngerFunc is a place holder for the function name
provided by the ‘caller. The function must be ihcluded in an
EXPORT statement in a DLL. The,qallback must also be locked . in
memory as. it is called at interrupt time, Since this callback
is executed in. an interrupt context, limited furctionality is
available to it*.

Callback Parameters:

HASTRM haStrm , : Audio stream to which callback
- applies,

UINT Message _ : : Message returned by the audio

‘ , : .subsystem.

DWORD dwCallbackInstance ' : caller specific instance data.

DWORD dwParaml Stream status. ,

DWORD dwParam2 : Current packet number
multiplied by the packet
latency (in milliseconds)

State after execution:.

"NO CHANGE:
Return Messages/Callbacks
AM | PACKETNUMBER : Posted at callback time.
Paraml Values:
A _OK ;. for successful return
A_STREAM CLOSED + for successful return
Return values: _
A OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
A ERR_PENDING : call pending on this audio stream.
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APacketNumber (asynchronous)

This function returns the elapsed time (in milliseconds) since
the packet on an audio stream was captured.

AStatus APacketNumber (HASTRM hAStrm)

input
haStzrm: - handle to the audio stream

Valid state(s) to 'issue :
ASTLLINKOUTi AST PLAY, AST. CAPTURE, AST_LINKOUT

State after execution:
NO CHANGE :

Return Messages/Callbacks _
AM_PACKETNUMBER. - : Posted at ‘callback time. The value of Paraml
: is ‘oné of the values defined in ' Paraml Values
below.. Param2-is the current packet' number
multiplied by the packet latency (in
milliseconds).

Paraml Values: :
A OK for successful return
A STREAM CLOSED .+ for successful return

-

3

Return values:

A OK " : for successful return

A _ERR_STATE : invalid stream state

A _ERR_HASTRM : invalid stream handle

A_ERR_PENDING - : call pending on:the audio' subsystem

A_ERR_NOCALLBACK :-callback must be registered with
ARegisterMonitor

AShutdown {synchronous)

This function forcefully closeés all open audio streams and
unloads any open Audio Manager drivers.

BOOL AshutdownAPacketNumber (void)

Valid state(s) to issue:
any state accept AST_INIT

State after execution:
AST_INIT
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Return Méssages/Callbacks
none

Return values:
TRUE : for successful return

Comm_API Data Struc s, Functions, and Messages

Comm API 510 utilizes the following data types:

typedef WORD HSESS, FAR *LPHSESS; // session handle
typedef WORD HCONN, FAR *LPHCONN; // connection handle
typedef WORD HCHAN,: FAR *LPHCHAN; // channel handle

// TII RETURN CODE.VALUES.
//

typedef enum _TSTATUS

SUCCESSFUL = 0,
PRIORITY IN USE = 1,
CHAN_TRAN_FULL = 2,
CHAN_ INVALID = 3,
CONN_BAD_ID = a,
DRIVER_NOT_ INSTALLED = 5,
HANDLE_INVALID = 6,
INVALID CONTROL_OP =1,
INVALID INFOTYPE = 8,
NO_ CHAN_MGR =9,
NO_DATA_AVAIL = 10,
NO_OPEN_CHAN = 11,
NO_SESSTION = 12,
NO_CONNECTION = 13,
NO_CONNECT REQUEST = 14,
RELIABLE_OPS_PENDING = 15,
REQUEST . WITHDRAWN = 16,
TOO_MANY SESSIONS =17,
TRAN INVALID - - = 18,
TRANSPORT ERR = 19,
INVALID_PARM = 20,
ALREADY CONNECTED = 21,
GLOBAL, ALLOC_FAIL = 22,
INVALID STATE. = 23,
NO_PKT_ BUFS = 24,
GALLOC_ERR = 25,
TOO_MANY CONN = 26,
TOO_MANY CHAN. MGR = 27,
TOO_MANY_CHANNELS = 28,
WATCHDOG_TIMEOUT = 29

} TSTATUS;

arra
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/! v . _
// CONNECTION ATTRIBUTES STRUCTURE

typedef CONNCHARACTS CONN_CHR, FAR *LPCONN CHR;
/ : ‘

// CHANNEL INFO STRUCTURE

typedef struct tagCHAN INFO

" WORD Id4;
WORD State;
WORD Timeout;
BYTE 'Priority;
BYTE Reliability;
BYTE Info[16]; : // User Info
} CHAN_INFO, -FAR *LPCHAN INFO;

// CONNECTION INFO STRUCTURE
typedef struct tagCONN INFO

WORD wState;

WORD wNumInChans;

WORD wNumOutChans; -
)} CONN_INFO, FAR *LPCONN_INFO;

// lParam. structure for Session handler
// {in cases where multiple parameters are.returned via 1Param)

typedef struct tagSESS_CB {

union tagSESS. EV (
struct tagConReq {
HSESS hSess:
LPTADDR lpCallexrAddr;
LPCONN . CHR lpAttributes;
} ConRegq;
struct tagConAce { ,
DWORD dwTransId;
LPCONN_CHR lpattributes;
} Conace; ~
} SESS_EV;

} SESS CB, FAR *LPSESS_CB;
//

// lParam structure for Channel Manager
// (in cases where multiple parameters are returned via lParam)

[/
typedef struct tagCHANMGR_CB {
union tagCHANMGR_EV |
struct tagChanReq {
DWORD: dwTransId;
HCONN : hConn;:
LPCHAN_INFO lpChaniInfo;
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} CHANMGR EV;
} CHANMGR CB, FAR *LPCHANMGR CB;

A/

//Structure for Channel Statistics

typedef
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD

} CHAN_STATS, FAR *LP CHAN STATS;

//Structure for TII Statistics

/!
fdefine MAX CHAN STATS 17
typedef struct TII_STATS tag {
DWORD RoundTrlpLatencyMs,
CHAN STATS ChanStats [MAX CHAN _STATS] ;
} TII_STATS, FAR *LP_TII_STATS;
//
//. Address Structure
// '
typedef struct tag_TADDR {
WORD - AddressType;
WORD AddressLength;
BYTE . ~Address [80];
} TADDR, FAR *LPTADDR;
// ‘ ' ’
// Connection Characteristics
//
typedef struct tag_CONNCHARACTS {
WORD Quality;
WORD - . BitRate;

} CONNCHARACTS, FAR *LPCONNCHARACTS;

#deflne
#define
#define
#idefine
#define

} ChanReq;

struct CHAN STATS_tag {
Tx;

Rx;

Err;

OkNotlfy,
ErrNotify;
ErrNotifyBuf;
NopNotify; '
‘Bytes; .
OkNotifyBytes;
ErrNotifyBytes;

Comm API 510 utilizes the following constants:

BITRATE 112KB o
BITRATE 120KB 1
BITRATE 128KB 2
CHAN_ACCEPTED FIRST TII _MSG +1
CHAN_ BADID FIRST TII MSG +2
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#define CHAN CLOSED FIRST TII _MSG +3

#define CHAN | DATA . AVATL FIRST TII MSG +4

#define CHAN DATA . . SENT FIRST TII MSG +5

#define CHAN CLOSE RESP FIRST TIT ] MSG +6

#define CHAN RCV_. COMPLETE FIRST L TII MSG +7

#define-CHAN REJECTED FIRST TII MSG +8

#define CHAN . REJECT NCM FIRST TII MSG +9

#define CHAN REQUESTED FIRST TII_MSG +10

#define CHAN TIMEOUT FIRST TII _MSG +11

#define CONN_ACCEPTED - FIRST TII _MSG +12

#define "CONN_ CLOSE RESP FIRST TII MSG +13

#define CONN._CLOSED : FIRST TII MSG +14

#define. CONN_REJECTED FIRST TII MSG +15

#define CONN_ REQUESTED FIRST TII MSG +16

#define CONN.TIMEOUT FIRST TII MSG +17

#define CHAN LOST DATA FIRST TII_MSG +18

#define COMM_INTERNAL ERROR FIRST_TII_MSG +19
- #definevCONN ERROR FIRST TII_MSG +20

j#define SESS_CLOSED FIRST TII | - MSG +21

#define CONN. PROGRESS FIRST TIT | . MSG +22

f?&fine TRANS  ERR FIRST_TII~MSG +99

ﬁ CONN._PROGRESS substates. These will be returned in wParam.

#define T PRG BUSY 1

#define T PRG RINGING 2

#define T PRG_OTHER 3 // place-holder for

othercodes :

// CONN_REJECTED substates. These will be returned in wParam.

#define T REJ BUSY 1

#define T "REJ ] - REJECTED 2

#define T . “REJ ] NET CONGESTED 3

#define T REJ NO_: RESPONSE 4

#define T REJ ] NET - FAIL 5

#define T REJ INTERNAL 6

// 1 ; ;-

// Flag indicating mult:Lple mallowed‘for session (in

/; BeginSession) -

/

#define MULTI_CONN_SESS 0x8000

I/ :

// TII Channel States (returned by GetChanInfo)

//

#define T CHAN NULL 0x00

#define T CHAN _SENDING 0x06

#define T CHAN T RECEIVING 0x07
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The functions utilized by comm API 510 are defined below.
Cne or'two groups of messages may be listed along with each
function description: status messages and peer messages. A
status message is a.callback/message that the caller will receive
in respgnée to the function call. Peer messages are
notifications that wiilvbe delivered to the peer applicatioq as a

result of invoking the function.

Sesgion Manadement

Functions in this section will initialize all the
internal structures of the Comm sub-system and enable the

application to initiate and receive calls.

BeginSession Initializes the software and hardware of the
appropriate modules of the comm subsystem. It
also designates the method .that the ‘comm
subsystem is 'to use to notify the applicaticn
of incoming calls and related events. Two
types of event notification are supported:
callbacks and messaging. The callback
interface:allows. the comm system to call a user
designated function to notify the application
of incoming events. The messaging interface
allows the:comm system to notify the
application of incoming events by posting
messages-to application message queues. The
parameters to the function vary depending on
the notification method chosen. BeginSession
is not allowed in interrupt/callback contexts.

TSTATUS BeginSession  (LPTADDR lpLocalAddr, LPCONN. CHR
lpConnAttributes, WORD. Flags, -LFVOID
CallBack, LPHSESS lpSessionHandle)

lpLocalAddr  Pointer to the local address at which to listen for
ineoming calls.  The Listen stays in effect until
the session is ended. Notification for all
connection events for this local address will be
sent to the specified Callback:
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lpConnAttributes Pointer to the Connection Attributes for
incoming calls.

Flags: Indicates the type of notificatioh to be used:
CALLBACK FUNCTION . for callback interface
CALLBACK_WINDOW for post message interface

CallBaék: Either a pointer to:a callback function, or a window

handle to which messages will be posted, depending
on flags. The "callBack" will become the "Session

Handler" for this session.

lpSessionHandle - Pointer to the Session Handle to be returned
synchronously. :This Session Handle is used by
. the application to initiate outgoing calls. It
will ‘also be returned to the Session Handler
with incoming call notifications for this
session. :

Return values:
SUCESSFUL

DRIVER_NOT INSTALLED
TOO_MANY SESSIONS

Callback: routine fo¥rmat: ,
FuncName (UINT Message, WPARAM wParam, LPARAM lParam)
Message: The message type _ :
wParam: Word parameter passed to function
l1Param: Long parameter passed to function

All the connection related activities are handled by the session
handler.

The cailback‘functibn parameters are equivalent to the second,
third, andg-fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

EndSession Closes 'all the open connections ‘and prevents the
application from receiving and originating calls for
the specified session.

TSTATUS EndSession (HSESS SessionHandle, BOOL ForceClose)

SessionHandle Session Handle o

ForceClose: If true, then close session evern if reliable
channels having pending operations are open.

Return values:
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SUCESSFUL End session was successfully initiated.
RELIABLE OPS_PENDING Couldn’t close due to uncompleted
: operations channels designated as"
reliable.

Status Messages:
SESS_CLOSED: EndSession complete.

Peer Messages: nore

Connection Manhagement

These calls provide the ULM the ability to establish and manage

connections. to its peers on the network.

MakeConnection Attempts ‘to connect to a peer application. The
: Session Handler (callback routine or the

message handler ) for the specified Session
will receive status of the connection. When
the connection is accepted by the peer, the
Connection Handle will be given to the Session
Handler. 'The peer séssion will receive ‘a
CONN' REQUESTED callback/message as a result of
this call. o '

TSTATUS MakeConnection (HSESS Sessionhandle, DWORD Transld,
' LPTADDR 1pCalleeAddr; LPCONN_CHR
lpCDnnAttributes,,WORD‘TimeOut, WORD
ChanMgrFlags, LEVOID ChanMgr)

SessionHandle Handle for session, obtained via
BeginSesgsion. : .
TransId User defined identifier which will be

returned to-the Session Handler along with
the response notification.

lpCalleeAddr: Pointer to the address structure
(containing a phone numberz, IPaddress
etc.} of callee,

ilpConnAttributes -Pointer to the connection.attributes.

Timeout: Number of ‘seconds to wait for peer to
. pickup the phone. _
ChanMgr: The Channel Manager for this connection.

This is either a pointer to a callback
function,. or'a window handle to which
messages will be posted, depending on
chanMgrFlags. The Channel Manager may
also be set up separately via
RegisterChanMgr.
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ChanMgrflags: Indicates the type of notification to be
used for the Channel Manager:
CALLBACK FUNCTION for callback interface
CALLBACK_WINDOW for post message
interface

Return values:

Status Messages (sent to the Session-Handler):

CONN_ACCEPTED: The peer process has accepted the call
CONN. REJECTED: The Peer process has rejected the call
CONN_TIMEOUT: No answer from peer

CONN_BUSY': .. Called destination is busy.

Peer Messages:
CONN_REQUESTED

AcceptConnection Issued in response to a CONN_REQUESTED
callback/message that has been received (as a
consequence of a MakeConnection call issued by
a peer) ., - AcceptConnection notifies the peer-
that the connection request has been accepted.
The local Session Handler will also receive an
asynchronous notification when the Accept
operation is' complete.

TSTATUS AcceptConnection  (HCONN hConn, WORD ChanMgrFlags,
' LPVOID ChanMgr)
hConn: Handle to the connection (received as part of the
v CONN_ REQUESTED -callback/message) .
ChanMgr: " The Channel Manager for this connection. This

is either a pointer to a callback function, or
a window handle to which messages will be
posted, depending on ChanMgrFlags. The Channel
Manager may also be set up separately via
» RegisterChanMgr. :

ChanMgrflags: Indicates the type of notification to be used
for the Channel Marager: '
CALLBACK_FUNCTION = for callback interface

CALLBACK_WINDOW - for post message interface
Return values: . .
SUCESSFUL The Accept operation has been initiated.
HANDLE_INVALID The handle was invalid
REQUEST -WITHDRAWN The connect request was withdrawn (peer
session was terminated).
NO CONNECT REQUEST There was no connect request to be

accepted
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Status Messages:
CONN_ACCEPTED

Peer Messages:
CONN_ACCEPTED

RejectConnection Issued in response to a CONN_REQUESTED
. callback/message that has been received (as a
consequence of a MakeConnection call issued by
a peer). 'RejectConnection notifies the peer
that the connection request has been rejected.

TSTATUS RéjéctConnection (HCONN hConn)

hConn: Handle to the connection (received as part of the
CONN_REQUESTED callback/message) .

Return values:

SUCESSFUL - Connection reject was returned to peer.
HANDLE' INVALID The handle was invalid
REQUEST_WITHDRAWN The connect reguest was withdrawn
NO_CONNECT_REQUEST There was no connect request to be
rejected

Status Messages: none

Peer Messages:
CONN - REJECTED

CloseConnection Closes the connection that was opened after an
AcceptConnection or an accepted call after a
MakeConnection function.

TSTATUS CloseConnection (HCONN thnn, BOOL Force, DWORD TransId)

hConn: Handle to the connection to be closed.
Force: If true, then close the connection regardless of any
pending operations.on reliable channe’s.
TransId User specified identifier which will be returned to
the local Session Handler with the asynchronous .
response notification (CONN_CLOSE_RESP) .

Return: values:

SUCESSFUL Disconnect initiated.

HANDLE INVALID : The handle was invalid

NO_CONNECTION Connection was not open

RELIABLE OPS PENDING Could not close due to pending
operations on channels designated as
reliable.
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Status Messages:
CONN_CLOSE_RESP

Peer Messages:
CONN_ CLOSED

RegisterChanMgr Registers a callback or an application window
- whose message processing function will handle

low level notifications generated by data
channel initialization operations. This
function is .invoked before any channels can be
opened or accepted. As part of connection
establishment (MakeConnection,
AcceptConnection), a default Channel Manager
may be installed for a connection. The
RegisterChanMgr function ‘allows the application
to override the default Channel Manager for
specific Channel ‘IDs." .

TSTATUS RegisterChanMgr (HCONN hConn, WORD Flags, LPVOID
: CallBack, WORD Chanld)

hConn: Handle to the Connection :

Flags: -Indicates the type of notification to be used:
CALLBACK_FUNCTION  for callback interface
CALLBACK_WINDOW - . . for post message interface

CallBack: Either a pointer to-a callback function, or a window

handle to. which messages will be posted, depending
on flags. All Channel Manager callbacks

Chanld Specifies the Channel ‘Id for which the Channel Manager is
being ‘installed. It corresponds to the Channel Id Number
specified in the CHAN INFO structure; it is defined by
the -application and is rnot to be confused with the
Channel Handle dssigned by TII for a channel. A value of
0x0FFFF -indicates ‘all Channel Ids.

Return values: ' , _
SUCESSFUL Channel Manager registered. '
HANDLE INVALID The handle was invalid

Callback routine format:
FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type
wParam: Word parameter passed to function
lParam: Long parameter passed to function

The callback functionﬂparamgters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).
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Status Messages: none
Peer Messages: none

OpenChannel Requests a sub-channel connection from the peer
application. ~The result of the action is given to
" the .application by invoking the Channel Manager. The
application specifies an ID. for this- transaction.
This ID is returned to the Channel Manager when the
request is complete, along with the Channel Handle

(if ghe, ,g%quest was accepted by the peer). All
Opem hane requests are for establishing channels
for’sending data.  The receive channels are opened
as the result of accepting a peexr’s OpenChannel
request. '

(HCONN hConn, LPCHAN _INFO lpChanInfo,

TSTATUS - OpenChannel
' ‘ DWORD TransID)

hConn: Handle for the Connection.
lpChanInfo: Pointer to a channel information structure. Filled
by application. The structure contains:
o A channel ID number (application-defined).
© Priority of this channel relative to other
channels on this connection. Higher numbers
represent higher priority.
o Timeout value for the channel
o Reliability of the channel.
o 'Length of thé channel specific field.
o Channel spec;flc information.
This structure is delivered to the Channel Manager
on the peer side along with the CHAN_REQUESTED
notification.
A user defined identifier that is returned with

TransID:
: response messages to identify the channel
request.

Return values:

SUCESSFUL
HANDLE_INVALID
BANDWIDTH_ NA
NO_SESSION
NO_CHAN_MGR
CHAN ID INVALID
CHAN_INUSE -

Status Messages:

CHAN_ACCEPTED:
CHAN_ REJECTED:
CHAN_TIMEOUT:

Channel: request was sent.

The Connection handle was invalid.

Bandwidth is not available.
BeginSession ‘has not been called.
ReglsterchanMgr has not been called.

The channel number is not in the valid range

The channel number is already is use.

The peer process has accepted request.
The Peer process has rejected request.
No answer from peer
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Peer Messages:
CHAN REQUESTED

AcceptChannel A peer application can issue AcceptChannel in
response to a CHAN REQUESTED '(OpenChannel)
message that has been received. The result of
the AcceptChannel call is a one-way
communlcatlon sub-channel for receiving data.

TSTATUS AcceptChannel (HCHAN hChan, DWORD TranslID)

hChan: : Handle to the Channei (that was received as part of
the CHAN REQUESTED callback/message)
TransID: The identifier that was received as part of the

CHAN REQUESTED notification.
Return values: : , : _
SUCESSFUL’ Channel request was-sent.
CHAN_ INVALID = . The Channel handle was invalid
Status Messages: none
Peer Messages:
CHAN.ACCEPTED
RejectChannel Rejects an OpenChannel request (CHAN - REQUESTED

message) from the peer.

TSTATUS Rejectchannel {HCHAN hChan, DWORD TransID)

hChan: ~ Handle to the Channel (that was received as part of
the. CHAN REQUESTED callback/message)

TransID: The identifier that was received as part of the
' CHAN_REQUESTED message. .

Return values:
SUCESSFUL Reject request was sent. .
CHAN_INVALID The Channel handle was invalid.

Status Messages: none

Peer Messages:
CHAN REJECTED

RegisterChanHandler Registers.a callback or an appln.catlon
window whose message processing function
will handle low level notifications
generated by data channel IO activities.
The channels that are opened will receive

non
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CHAN DATA SENT, .and the accepted channels
will receive CHAN RECV_COMPLTE.

TSTATUS RegisterChanHandler (HCHAN hChan, WORD Flags, LPVOID
CallBack)

hChan: Channel Handle.
Flags: Indicates the type of notification to be used:
. CALLBACK_ FUNCTION A for callback interface

CALLBACK WINDOW:  for post message interface
NOCALLBACK " for polled status interface.
CallBack: Either a pointer to a callback function, or a window
handle to which messages will be posted, depending
on flags. :
Return values: . )
SUCESSFUL Channel Handler installed. .
CHAN_INVALID The Channel handle was invalid

Callback routine format: .
FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type

wParam: Word parameter paSéed to function (e.g. bytes
received) : :
lpParam: Long paramete¥ passed to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handlex function (Win 3.1).

Status Messages: none
Peer Messages: none

CloseChannel Cloges a sub-channel that was opened by
: AcceptChannel or Open-Channel. The handler for
this channel is automatically de-registered.

TSTATUS CloseChannel (HCHAN hChan, DWORD TransId)

hChan: The ‘handle to the Channel to be.closed.
Frasnld. A user specified identifier that will be returned to
TaansIld the local Channel Manager along with the response

notification (CHAN CLOSE_RESP).

Return values:
SUCESSFUL Channel Close has been initiated.

CHAN_INVALID Invalid channel handle.

Status Messages:
CHAN_CLOSE_RESP
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Peer Messages:
CHAN_CLOSED

Data Exchange

All the data communication is done in "message passing"
fashion. This means that a send satisfies a receive on a
specific channel, regardless of the length of the sent data and
the receive buffer length. 1If the length of the sent message is
greater than the length of the‘pOSted receive buffer, the data is
discarded. . All these:calls are "asynchronous", which means that
the data in the send buffer is not changed until a "data-sent"
event has been sent to the application, and the_cbntents of
receive buffer ‘are mot valid until a "réqeived—qomplete" event
has been detected fdf that chanﬁel.

SendPata Sends data to peer. If there are no receive bﬁffers
posted on the peer machine, the data will be lost.

TSTATUS SendData (HCHAN hChan, LPSTR Buffer, WORD .Buflen, DWORD

: TransID)
hChan: Handle to channel opened via OpenChannel.
Buffer: A pointer to the buffer to be sent.
Buflen: The length of the buffer in bytes.
TransID: This is a user defined tramsaction ID which will be

passed .to the local channel handler along with the
status message to identify the transaction.

Return values:

SUCESSFUL Data queued for transmission.
CHAN INVALID Invalid channel handle. :

CHAN TRANFULL - Channel transaction table full.

Status Messages: - : .

CHAN_DATA SENT Tells the application that the data has been
extracted from the buffer and it is
available for-reuse. :

CHAN_DATA_LOST This message will be delivered to the caller if
"the data could not be sent.
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Peer Messages: . .
CHAN DATA_ LOST This message will be delivered to the peer if
' an adeqguate ReceiveData buffer is not posted.

‘CHAN_RECV. COMPLETE Indicates that data was received.

ReceiveData Data is received through this mechanism. Normally
this call is issued in order to post receive buffers
. to the system. When the system has received data in
the given buffers, the Channel Handler will receive
a "CHAN RECV COMPLETE" notification.
TSTATUS ReceiveData: (HCHAN hChan, LPSTR Buffer, WORD Buflen,
. DWORD TranslID)

hChan: Handle to channel handle opened via AcceptChannel .
Buffer: - A pointer to the buffer to be filled in.
Buflen: The: length of the buffer in bytes. Max. bytes to
‘- raceive.
TransID: This is a user defined transaction ID which will be

passed to: the channel handler along with the'status
message to identify the transaction. This ID and
‘the number of bytes actually received are returned
as part of the CHAN RECV_COMPLETE notification.

Return values:

SUCESSFUL Receive buffer was posted.

CHAN_INVALID Invalid channel handle.

CHAN_TRANFULL Channel transaction table full.

Status Messages: : )

CHAN_RECV. COMPLETE Indicates that data was received.
CHAN DATA LOST This message will be delivered if the

buffer is inadequate for a data message
received from the peer.

Peer Messages:
none

Communications Statistics

GetTIIStats Return statistics for the TII subsystem. See
TII_STATS structure for details.

TSTATUS FAR PASCAL _export GetChanStats (IN BOOL bResetFlag,
OUT LP_TII_STATS
1pTiistats)

bResetFlag: Boolean Reset statistics if true.
lpTiiStats: Pointer to the TII.STATS structure.
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Altemative Embodiments

In a preferred embodiment. of conferencing system 100,
video encoding is implemented on video board 204 and
video decoding is implemented on host processor 202. In an
alternative preferred embodiment. of the present invention,
video -encoding. and decoding ‘are both . implemented on
video board 204. In another alternative preferred embodi-
ment of the present invention, video ericoding and decoding
are bother implemented .on the host processor.

In a preferred embodiment of conferencing system 100, -

audio processing is implemented by audio’ task 538 on
audio/comm board 206. In an alternative preferred embaidi-
ment of the present invention, audio processing is. imple-
mented by Wave driver 524 on host processor 202. -

In a preferred embodiment, conferencing systems. 100
communicate’ over: an ISDN network. In- alternative pre-
ferred embeodiments of the present invention, -alternative
transport media may be used such as Switch 56, a local area
network (LAN), or-a wide area network (WAN). . -

In a preferred embodiment, two conferencing systeins 1
participate in a conferencing session. In alternative preferred
embodiments of the present invention, two or more confer-
encing systems 100 may participate in a conferencing ses-
sion. : :
In a preferred embodiment; the local sources of analog
video and audio signals are -a camera and a microphone,
respectively. In alternative preferred: embodiments ‘of the
present invention, analog-audio and/or video signals may
have alternative sources such as being generated by a VCR
or CD-ROM player or received from a remote source via
antenna or cable. . s

In a preferred embodiment,  conferencing system 100
compresses and decompresses: video using the IRV method
for purposes of video conferencing. Those skilled in the art
will understand that the IRV method of video compression

—

5

" and decompression is not limited to video conferenicing, and

may be. used. for other applications and other systems that
rely on or utilize compressed video. . L
In a preferred embodiment, conferencing system 100
compresses and decompresses video using the IRV method.
-. Those skilled in"the ‘art ‘will understand that- alternative
conferencing systems within the scope of the present inven-
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tion may -use methods  other than the IRV method for -

compressing and decompressing video signals.

In'a preferred embodiments conferéncing system 100 uses
the IRV method to-compress and décompress a sequence of
video images. In alternative embodiments of the present
invention, the IRV method may be used to compress and/or

- decompress a single image either in a conferencing system
or in some other application.

It will be further understood that varjous changes in the
details, materials, and arrangements of the parts which have
been described and illustrated in order to explain the nature
of this invention may be made by those skilled in the art
without departing from the principle and scope of the
invention as expressed in the following claims.

What is claimed is: .

L. A computer-implemented process for encoding video
signals, comprising- the steps of: . :

(2) encoding ‘one.or more training video frames using a
selected quantization level to generate one or more
encoded training video frames;

(b) decoding the encoded training video frames to gen-
erate one or more decoded training video frames;

(c) generating one or more enérgy measure values corre-
sponding to the decoded training video frames;

(d) performing steps (a)—(c) for a plurality of quantization
levels; : :

(e) selecting an energy measure threshold value for each
of the quantization levels in accordance with the
decoded training video frames;
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(f) generating a first reference frame corresponding to a
first video frame;

(g).encoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame;

(h) decoding the block of the encoded second video frame
to- generate a block of a second reference frame,
wherein step (h) comprises the steps of:

(1) generating an energy measure value carresponding
to the block of the encoded second video frame;

(2) comparing the energy measure value of step (h)(1)
with the energy measure threshold value of step (¢)
corresponding to the selected quantizatio:. level for

_the block; and
(3) applying a filter to generate the block of the second
* reference frame in accordance with the comparison
of step (1)(2); and

(i) -encoding a third video frame using the second refer-
ence frame. )

2. The process of claim 1, wherein:

step (g) comprises the steps of:

(1) generating pixel differences between the block of
the second video frame and the first reference frame;
and . . .

(2) encoding the block of the second video frame in

- accordance with the pixel differences to generate the

_ block of the encoded second video frame; and

step (h)(1) comprises the steps of:

(i) decoding the block of the encoded second video
frame to generate decoded pixel differences; and

(ii) generating the energy measure value corresponding
to the block of the encoded second video frame using
the pixel differences.

.. 3. The process of claim 2, wherein step (h)(3) comprises
the steps of:
- (i) applying the filter'to a block of the first reference .
ame; ‘and -

(if) adding the decoded pixel differences to the filtered
block of the first reference frame to generate the block
of the second reference frame.

4. The process of claim 2, wherein step

the steps of; .

(i) adding the decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;
and - - R

(ii) applying the filter to the reconstructed.block to
generate the block of the second reference frame.

5. The process of claim 2, wherein:

the".encoded second video frame is generated using
motion estimation;

the second reference frame is generated using motion
_compensation;

the filter comprises a spatial filter; and

the energy measure comprises a sum. of absolute differ-
ences.

6. The process of claim 1, wherein the encoded second
video frame is generated using motion estimation and the
second reference frame is generated using motion compen-
sation. - .

7. The process of claim 1, wherein the filter comprises a
spatial filter.. -

8. The process of claim 1, wherein the
comprises: a sum of absolute differences.

9. An apparatus for encoding video signals, comprising:

(a) means for encoding one or more training video frames
using a selected quantization level to generate one or
more encoded training video frames;

(h)(3) comprises

€nergy measure
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(b) means for decoding the encoded training video frames
to generate one or more decoded training video frames;

(c) means for generating onc. or more energy measure
values corresponding-to the decoded training video
frames, wherein the processing of means (a)—(c) is
performed for a plurality of quantization levels and an
energy measure threshold value is selected for each of
the quantization levels in accordance with the decoded
training video. frames;

(d) ‘means. for generating a first reference frame corre-
sponding to a first video frame;

(¢) means for encoding a block of a second video frame
using the first reference frame and a selected quanti-
zation level to generate 4 block of an encoded second
video frame;

(f) means for decoding the block of the encoded second
video frame to generate a block of a second reference
frame, wherein mezns (f) comprises:

(1) means for generating &n energy measure value
cormresponding to the block of the encoded second
video frame;

15

(2) means for comparing the énergy measure value of -

means : ()(1) with the energy measure threshold
value _corresponding: to the' selected  quantization
level for the block; and

(3) means for applying a filter to generate the block of
the second reference ffame in accordance with the
comparison of means (£)(2); and

(i) means for encoding a third video frameé using the
second reference frame.

10. The apparatus of claim 9; wherein:

means () oompnses :

(1) means for generating pixel differences between the
block of the second video frame ‘and the first refer-
ence frame; and - .

(2) means for encoding the block of the second video
frame - in accordance with the pixel differences to
generate the block of the encoded second video
frame; and

means (f)(1) comprises:

(i) means for decoding the block of the encoded second
video frame to generate decaded plxel differences;
and

(ii) means for gcncratmg the cncrgy measure value
corresponding to the block of the encoded second
video frame using the pixel differences.

11. The apparatus: of claim.10, wherein means (f)(3)

comprises:

(i) means for applying- the ﬁlter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel dxﬁerences to the
filtered block of the first reference frame to generate the
block of the second reference frame:

12. The apparatus of claim 10, wherein means (f)(3)

comprises:

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate' a recon-
structed block; and

(ii) means for applying the filter to the reconstmcted block
to generate the block of the secorid reference frame.

13. The apparatus of claim 10, wherein:

the encoded second video frame is generated using
motion estimation;

the ‘second reference frame- is:generated usmg motion
compensation; .

45
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the filter comprises a spatial filter; and

the energy measure comprises a sum of absolute differ-
ences.

14. The apparatus of claim 10, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to ‘a bus, and the bus is electrically con-
nected to a memory devxce

15. The apparatus of claim 9, wherein the encoded second
video frame is generated using motion estimation and the
second reference frame is generated using motion compen-
sation,

16. The apparatus of claim 9, wherein the filter comprises
a spatial filter.

17. The apparatus of claim 9 wherein the energy measure
comprises a sum of absolute differences.

18. The apparatus of cldim 9, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device.

19. A computer-implemented process for encoding video
signals, comprising the steps of:

(a) generating a first reference frame corresponding to a

first video frame;

(b) encoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame;

(c) decoding the block of the encoded second video frame
to generate -a block of a second reference frame,
wherein step.(c) comprises the steps of:

(1) generating an energy measure value corresponding
to the block of the encoded second video frame;
(2) comparing the energy measure value of step (c)(1)

with @n energy measure threshold value cormrespond-
ing to the selected quantization level for the block;

and .

(3) applying a filter to generate the block of the second
reference frame in-accordance with the comparison
of step (c)(2); and

(d) encoding a third video frame using the second refer-
ence frame, wherein the energy measure threshold
value corresponding to the selected quantization level
for the block having been determined by:

encoding one or more training video frames using each
of a plurality’ of quantization levels to. generate a
plurality of encoded training video frames;

decoding the encoded training video frames to gencrate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training video frames; and

selecting an'en._:gy measure threshold value for each of
the -quantization levels in accordance with the
decoded training video frames.

20. The process of claim 19, wherein:

step (b) comprises the steps of:

(1) generating pixel differences between the block of
the second vxdco frame and the first reference frame;
and

(2) encoding the block of the second video frame in
accordance with the pixel differences to generate the
block of the encoded second video frame; and

step (c)(1) comprises the steps of:

(i) decoding the block of the encoded second video
frame to generate decoded pixel differences; and

(ii) generating the energy measure value corresponding
to the block of the encoded second video frame using
the pixel differences.

" 21. The process of claim 20, wherein step (c)(3) com-
prises the steps of:
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(i) applying the filter to a block of the first reference
frame; and

(i) adding the decoded pixel differences to the filtered
block of the first reference frame to generate the block
of the second reference frame. - . 5

22. The process of claim 20, whcrem step (c)(3) com-

prises the steps of:

(i) adding the decoded pixel differences to a block of the
first reference frame to gcnerate a reconstructed block;
and

(ii) applying the filter ta the reconstructed block to
generate the block of the second reference frame.

23. The procéss of claim 20; wherein:

the. encoded second video frame .is generated using
motion estimation;

the second reference frame is generated using mouon
compensation;

the filter comprises a spaual ﬁlter and

the energy measure comprises a sum of absolute differ-
ences.

24. The process of claim 19; wherein the encoded second
video frame is generated using motion estimation and-the
second reference frame is generared using motion compen-
sation.

25. The process of claim 19, wherem the filter comprlses
a spatial filter.

26. The s of claim 19, wherein the energy mcasure
comprises a sum:of absolute differences.

. An apparatus for encoding video signals, comprising:

‘(8) means for generating a. first reference frame. corre-
spondmg to-a first-video frame;

(b) means for éncoding a block of a second video Erame
using the first reference frame and.a selected quanti-
zation level to generate a block of an encoded second -
video frame;

(c) means for decoding the block of the encoded second
video fraime to generate a block of a second reference
frame, wherein means (c) compnses
(1) means for generating an energy ‘measure valuc .

corresponding to the block -of the encoded second
video frame; .

(2) means for comparing the Energy measure value of
means (c)(1) with an energy measure threshold value
corresponding to the selected quanuzanon level for
the block; and: 45

(3) means for applying a filter to generate the block of
the-second reference frame in accordance with the
comparison of rneans- (c)(Z), and

(d) means for encoding ‘a third video frame using the
second reference frame, wherein the energy measure
threshold valué cormesponding to the selected quanti-
zation level for the block having been determined by:
encoding one or more trainirig video frames using each -

of a plurality. of -quantization levels to generate a
plurality of encoded training video frames;
decoding the encoded training video frames to generate

* aplurality. of decoded training. video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training video frames; and

selecting an energy measure threshold value for each of
the quantization levels in  accordance with the
decoded training video frames.

28. The apparatus.of claim 27, wherein:

means (b) comprises:

(1) means for generating pixel différences between Lhc
block of the second video frame and the first refer-
ence frame; and

35

50

55

65

5,488,570

286

(2) means for encoding the block of the second video
frame in accordance with the pixel differences to
generate the block of the encoded second video
frame; and

means (c)(1) comprises:

(i) means for decoding the block of the encoded second
video frame to generate decoded pixel differences;
and

(i) means for generating the energy measure value
corresponding to the block of the encoded second
video frame rsing the pixel differences,

29. The apparatus of claim 28, wherein means (c)(3)
comprises:

(i) means for applying the filter to a block: of the first

reference frame; and

(if) means for adding the decoded: pixel differences to the
filtered block of the first reference frame to generate the
black of the second reference frame.

30. The apparatus of claim 28, wherein means (c)(3)

comprises: i )

(i) means for adding the decoded pixel differences to a
black of the first reference frame to generate a recon-
structed block; and

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

31. The apparatus of cldim 28, wherein:

the encoded second video frame is generated using

. motion estimation;

the second. reference frame is generated usmg motion
compensation;

the filter comprises a spatial filter; and

the energy measure comprises'a sum of absolute differ-
ences.

32, The apparatus of claim 28, wherein the apparatus
comprises a pixel processor, the pixel Pprocessor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device.

33. The- apparatus of claim 27, wherein the encoded
second video frame is generated using motion ‘estimation
and the second reference frame is generated using motion
compensation.

-34. The apparatus of claim 27, wherein the filter com-
prises a spatial filter. )

35. The :apparatus of claim 27, wherein the energy mea-
sure comprisés a ‘sum of absolute differences.

36. The apparatus of claim 27, wherein the apparatus
comprises a pixel processor, the pixel processor s electri-
cally connected to a bus, and the bus is electrically con-
nected to a:memory devme

37. A computer-implemented process for decoding video
signals, comprising the steps of:

(2) decoding an encoded first video frame to generate a

first reference frame;

(b).decoding a block of an encoded second video frame to
generate a block of a second reference frame, wherein
step (b) comiprises the steps of:

(1) generating an energy measure value corresponding
to the block of the encoded second video frame;

(2) comparing the.energy measure value of step (b)(1)
with an energy measure threshold value correspond-
ing to a selected quantization level for the block; and

(3) applying a filter to generate the block of the second
reférence frame in accordance with the comparison
of step. (b)(2); and

(c) decoding an encoded third video frame using the
second reference frame; wherein the energy measure
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threshold value corresponding to the selected quanti-
zation level for the block having been deterrnined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate'a -

plurality of encoded training video frames;.
decoding the encoded training video frames to generate
a plurality of decoded training video frames;
generating a plurality of energy measure values corre-
sponding to the decoded training video frames; and
selecting an energy measiire threshold value for each of
the -guantization levels .in accordance -with- the
decoded training video frames.
38. The process of claim 37, wherein step (b)(1) com-
prises the steps of: i
(i) decoding the block of the encoded second video frame
to- generate decoded pixel differences; and

(ii) generating the energy measure value comcspondmg to

the block of the encoded second video frame usmg the.

pixel differences.
39. The process of claim 38; wherein step (b)(3) com-
__prises the steps of:

(@) applying the-filter to a block of the ﬁrst reference
frame; and

(ii) adding the decoded pixel differences to the ﬁltered
block of the first reference framie to generate the block
of the second reference frame.

40. The process of claim 38, wherein step (b)(3) com-

prises the steps of:

(i) adding the decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;
and

(ii) applying- the filter 'to the reconsmxcted block to
generate the block of the second reference frame.

41. The process of claim 38, wherein:

the cnoodcd_ second ‘video frame is generated using
motion estimation;.

the second. reference frame is gehemtcd using motion
compensation;

the filter comprises a spatial filter; and

the energy measure comprises a sum of absolute differ-
ences.

42. The process of claim 37, wherein the encoded second

video frame is generated using motion estimation -and the
second reference frame is gencrated using motion compen-

sation.
43. The process of clalm 37, wherein the filter comprises

a spatial filter.

44. The process of claim 37, wherein the energy measure

comprises a sum of absolute differences.

45. An apparatus for decoding video signals, compnsmg

(a) means for decoding an encoded first video frame to
generate a first reference frame;

(b) means for decoding a block of an encoded second
video ‘frame to generate a block of a second reference
frame, wherein means (b) comprises:

(1) means for generating an energy measure value
corresponding to the block of the encoded second
video frame;

(2) means for comparing the energy measure value of
mears (b)(1) with an energy measure threshold value
corresponding to a selected quantization level for the
block; and
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(3). means for applying a filter to generate the block of
the second: reference frame in accordance with the
comparison of means (b)(2); and
(c) means for decoding an encoded third video frame
using the second reference frame, wherein the energy
measure threshold value corresponding to the sclected
quantization level for the block having been determined
by:
encoding.one or more training v1de0 frames nsing each
of a plurality of qunnuzauon levels to generate a
plurality of encoded trammg video frames;

decoding the encoded training video frames to generate
-a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training.video frames; and

selecting an energy measure threshold value for each of
the quantization levels 'in accordance with the
decoded training video frames.

46. The apparatus of claim 45, wherein means (b) (1)
comprises:

(i) means: for dwodmg the block of the encoded second

video frame to generate decoded pixel differences; and

(if) means for generating the energy measure value cor-
responding, to the block of the encoded second video
frame using the pixel differences.

47. The apparatus of claim 46, wherein means (b) (3)

comprises:

(i) means for applying the filter to a block of the first
reference frame; an

(ii) means for adding the decoded pixel differences to the
filtered block of the first reference frame to generate the
block of the second reference frame.

48. The apparatus of claim 46, wherein means (b)(3)

comprises: .

(i) means for addmg the decoded pixel differences to a
block of the first reference frame to generate a recon-
structed block; -and ‘

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

49. The apparatus of claim 46, wherein:

the encoded  second video- frame is generated using
motion estimation;

the second reference frame is generated using motion
compensatlon,

the filter comprises & spatial filter; and

the energy measure comprises a sum of absolute differ-
€nces.

50. The apparatus of claim 46, wherein the: apparatus
comprises a host processor, the host processor is electrically
connected to a bus, and the bus is electncally connected to
a memory device.

51. The apparatus of claim- 4§, wherein the encoded
second vidéo frame is generated using motion estimation
and the second reference frame is generated using motion
compensation, .

52. The “apparatus of claim 45, wherein the filter com-

. prises a spatial filter.

53. The apparatus of claim 45, wherein the energy mea-
sure comprises a sum of absolute differences.

54, The apparatus. of claim 45, wherein the apparatus

60 comprises a host processor, the host processor is electrically
connected to a bus, and the bus is electrically connected to

a memory device.
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CERTIFICATE OF CORRECTION
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INVENTOR(S) : Rohit Agarwal
It s certified that error appears in the above-indentified patent and that said Letters Patent s hereby
corrected as shown below:
Column 54 line 1, delete “#16Samples” and insert therefore -- + 16 S20PIS __
word word
Signed and Sealed this
Eighth Day of October, 1996
Attest: ﬁw Ze/‘mw\
: | BRUCE LEHMAN
Attesting Officer ‘ Commissioner of Patents and Trademarks
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- PATENT APPLICATION /
Do.No. 1094893-1

In The Unlted States Patent and Trademark Office

Inre apphcatlon of Ben‘éétta, et al

~ Application No. 08/411 369 * Examiner:  Johnson, B.

Filed: ' Ma-rch 27,1995 'Group Art Unit: 2616
For: TEXT AND IMAGE :
SHARPENING OF JPEG
COMPRESSED IMAGES IN
~ "FREQUENCY DOMAIN

- AMENDMENT

N N N N N N WY A N N A

- Date: February 10, '199‘7:

Commissioner of Patents and Trademarks, IO
Washington, D.C. 20231 - » ol

Applicants respond to the Office Action, dated November 18, 1996, as follows.

In the Claims: S N
Claim 1, line 15, after "(Qp)" i_r/mrt —-related to but--,

/

Please cancel'claim 24 without prejudicei
Remarks .

Claims- 1-36 are péﬁding Claims 25-36 are rejected.Under 35 USC §112
second paragraph as bemg 1ndeﬁmte Clalms 1- 3 5-9, 14- 17 '20-24, 29 and 34-36
are rejected under 35 USsC §103(a) as being unpatentable over Suglura (5,465,164)
in view of Agarwal (5 488, 570) ‘Claims 4, 10-13, 18, 25- 28 and 30-33 are rejected
under 35 USC §103(a) as bemg unpatentable over Sugiura (5,465,164) and Agarwal
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- (5,488,570), further in view of Tzou (4-7 76,030). Claim 19 is rejected under 35 USC
§103(a) over Suglura (5,465, 164) and Agarwal (5,488, 57 0), further in view of

Appllcant’s adm1ss1ons of the pmor art.

In paper 3, paragraph i;‘-the Examiner states the f0110wing:

The claims refer to ‘th,e‘ JPEG compression standard. However, the
specification does not: iridi'cate Which JPEG 'compres‘si'on standard is being
referenced Unless the date and c1tat1on number of the standard are provided the
~ claims will remam 1ndeﬁmte due to the 1ndeﬁn1te reference.

Apphcants traverse the: rejection. The Examlner 8 attentlon is d1rected to

pagée 6, lines 11-13, Wherem the document: descrlbmg the: JPEG compressmn

L standard is 1dent1ﬁed Apphcants submit that claims 25-36 comply with the

requu‘ements of 35 U.S.C.. -§112.

In: p'aper 3“ parag'raph ‘3 the Examiner‘ states the'following
As to representatlve claims 14 and 15, and claims 1-3, 5-9, 29 and 34-36,

Sug1ura teaches a method of compressing and transmlttmg images which produces

,decompressed 1mages havmg 1mproved text and image. quality, the method
comprising: ‘

compressmg a source 1mage into compressed image data using a first
quantization table (Qe) (Quantlzatlon Table 105 of F1g 1);

- forming a second quantlzatlon _tabl_e (Qd), Wher_eln the.se_cond quantization -
table is relate'd to_ the first Quantization table (Inverse Quantiaation Table 115 of
fo 1 ‘ _ , S .

transm1tt1ng the compressed image data (Interfaces 109 and 111,

Commumcatlons Clrcult 110 of fig. 1);

c
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decompressmg the: compressed 1mage data usmg the second quantization
table Qd. (Inverse Quantlzatlon 114 and Inverse Quantization Table 115 of fig 1)

The Exammer acknowledges that Sug1ura does not exp11c1tly teach that the
second quant1zat10n table is related to the first quant1zatlon table scaled in
accordance with a predetermmed functlon of the energy in.a reference 1mage and
the energy in a- scanned image. o

The Exammer asserts, however that Agarwal teaches decompressmg
(decoding) a second v1deo frame by relatmg (comparmg) the energy of the scanned.
image (block of the encoded second video frame) to the energy ofa reférence image
(correspondmg to the scaled quant1zat10n level for the block Where the energ' for
the quant1zat1on level is selected in accordance Wlth trammg v1deo frames) (col 1,
~ lines 35-60). ‘The Examiner then concludes that it would have been obvious to.a
~ person:of ordinary skill at the time of the 1nvent1on for Suglura to decompress using
a quant1zat1on table scaled in accordance with a predetermmed functlon of the
energy in- a reference 1mage and the energy in a scanned i 1mage as taught by

Agarwalin’ order to decrease quantization errors .
As to clalms 16.and 17 the Exammer states that Sugiura teaches that the

. second quant1zat10n table (Inverse Quant1zat1on Table) is determmed 1ndependent

of the order of transm1ss1on (fig. 1) The Examlner argues that it would have been
obvious to a person of ordmary sk111 in the art. at the tlme of the 1nvent10n to scale
prior or subsequent to the transmlssmn step smce the second quant1zat1on table is
determined independent: of the order of transm1ssmn

The. Exammer states, as'to cla1ms 20 23 that selectmg a target i image;
rendering the target image mto an 1mage ﬁle the target image havmg elements
critical to the quality of the i image are. 1nherent in usmg a reference to control the
quality of the compressmn process The Exammer asserts that.i images which have
text including 1 text with a serlf font are well known in the art (oﬁic1al notice).

The Examiner states, as .to‘clann ‘24,.that, in using a reference image to
control the quality of the. compression p'r'oces_'sof a scanned image it would have

been obvious to a person of ordinary skl;ll in the art at the time of the invention that

3
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scanned image could be .thereference‘irnage_ since -theﬁreferen'ce image is readily
‘ availableto be_ ‘a scanned image and ytrould‘?serve as a check of the quality assurance
steps. , ‘

Claim 1 is amended to recite that the first and second tables are related but
nonidentical. Claim 24 has bje'en‘_cancelled.- In regard to the remaining claims,
Applicants respectfully traverse the rejections. Nothing in the Sugiura and
Agarwal references relied ~upon by the Examiner, either alone or in combination,
teaches or suggests the second. quantization tal)l'e Qp, that is nonidentical to the first
quant1zat10n table @z used to quantlze the i 1mage data and which is encapsulated
and transmltted with the. quantlzed image: data .as in the present invention.

The machine of claim 1 for transm1tt1ng. color images includes a compression
engine that includes a 'qnantizer means for converting the transformed image data
into quantized image data, rneans for storing a se,cond'multi—element quantization
table and further inclndes means for encapsulating the encoded image data and the
second qUantization.table' to form an encapsulated data file _and still further
includes a means for tran_smitting" the- encapsulated data file. Claim 14 recites a
method including the steps of forming a second quantization table (Qp), wherein the
second quantization. table is related tothe ﬁrst quantlzatlon table in accordance
with a predetermmed functlon of the energy in a reference image and the energy in
a scanned image, and the step of decompressmg the compressed i 1mage data using
the second quantlzatlon table: Cla1m 25 recltes a method 1nc1ud1ng the step of
formmg a second quant1zat10n table, where the second quant1zat10n table is related
to the first quant1zat1on table accordmg to the express1on Qo =S x Qg Claim 29
recites a method 1ncludmg the step of scahng the first quantlzatlon table to for a
| - second quant1zat1on table compressmg a source 1mage in accordance with the
JPEG standard using the first quantlzatmn table, and decompressmg the source
image in accordance with the J PEG standard using the second quant1zatlon table.

In contrast, the references relied upon appear to be directed toward an
improved first quantization table wherem the same table i is used both to quant1ze

and inverse quantize the image data: Whereas the Exammer characterizes Inverse
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Quantization Table 115 of Fig. 1 in Sugiura as the second quantization table @) of
the present 1nvent1on Applicants are unable to find anything in Sugiura that
appears to support that assertion. The Examiner’s acknowledgement of the fact
that Sugiura does not teach a second quantization table related to the first table
supports Applicants’ position.

Sugiura, in fact, appears to be precisely the type of conventional device
discussed ’by' Applicants at pp. 1-6 of the specification that utilizes the same
quantization table for both quantization and inverse quantization. The Examiner’s
attention is directed to Fig. 1 of the Specification which illustrates a prior art device
that appears to be identical to the ADCT UNIT of Fig. 1 of Sugiura. Furi%ﬁer, Fig. 3
of the Specification appears to be identical to the functional blocks shown in the
lower half of Sugiura’s Fig. 1. As described in Applicant’s specification, the
conventional art device performs quantization 20 on source image data using
quantlzatlon tables 24. The quantization tables are then encapsulated along with
the compressed data into a JPEG data message, as shown in Fig. 2 of the
specification. The quantization tables 48 are then extracted from the JPEG
message headers and used to inverse quantize 54 the compressed image data. Fig.
1 of Sugiura appears to indicate that Sugiura is a conventional device as already
identified and distinguished over Applicants’ claims.

The Examiner further relies upon Agarwal to teach decompressing a second
video frame by relating the energy of the scanned image to the energy of a reference
image. However, the cited reference is directed toward a video-conferencing system
that uses temporal information to reduce quantization error effects. (See Agarwal
at col. 1, 1. 45-50 and 11. 60-65, col. 27, 11. 40-45, col. 36, 11. 59-65, col. 188, 11. 21-32,
and col. 118, 1. 33 to col. 119, 1. 10). The present invention, by contrast, is directed
toward still-image compression. There is no temporal information present in a still-
image. Even if the invention were used for successive images, in which Agarwal’s
use of temporal information could be useful, Agarwal still does not use or suggest

use of a second multi-element quantization table as recited. In other words,
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Agarwal does not supply the missing Ielement.‘ Therefore, the teachings of Agarwal
are inapplicable to the present inventiOn »

In hght of the above, Applicants subm1t that nothing in Suglura and
Agarwal -alone or.in. comb1nat1on, teaches or suggests the second quantization table
Qp of the present invention, as remted in 1ndependent claim 1, from which claims 2,
3 and 5-9 depend; in mdependent claim 14, from Whlch claims.15-17 and 20-24
depend; and in mdependent claim 29, from whlch claims 34-36 depend. Accordingly,
these claims are patentable over the cited references.

In addition, in regard to claims 16 and 17, the Examiner has overlooked the
significance of the features of ‘the inVention as‘ claimed. By,per.f"orming the step of
scaling the first quantization in accordance with the predetermined function prior
to the. transrmttmg step, as rec1ted in ‘claim 16, the method of the present invention
may be used in transm1tt1ng 1mages toa conventmnal decompressmn engine which
can decompress the image with 1mproved 1mage quahty but without making
changes to the: convent1ona1 decompressmn engme (Spec p. 17,11 8- 10). Similarly,

‘ performmg the step of" scalmg the first quant1zat10n in accordance with the
predetermmed functlon subsequent to the transm1ss1on step, as recited in claim 17,
perm1ts the present: method to be ut1hzed toi 1mprove the i 1mage quality of an image
transmitted from a conventmnal device.’ (Spec p-17,1. 14, to p. 18 L. 4). These

- features of the present 1nvent1on as reclted 1n clalms 16:and 17 provide these claims

- with separate grounds for patentablhty in add1t10n to those d1scussed above.

The Exammer states as to representatwe cla1m 18 and cla1ms 4, 10-13, 25-
28, and 30-33, that Suglura does not exp11c1tly teach the use of the variance in the
scaling factor to reduce the quant1zat1on error. Tzou teaches that in an adaptive
system the quant1zatlon of an image is ordered accordlng to the variance of the -
image coefﬁments to reduce quantlzatlon error (col 2, lines 21-42). The Examiner

concludes thatﬂlt- would have been obv;ous to a person of ordinary skill in the art the

6
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time of the invention to use the image variances as taught by Tzou with the
reference and scanned image to arrive at the scaling factor of Sugiura and Agarwal

in order to reduce quantization error.

~ Applicants traverse this rej ectlon -As: W1th the.Sugiura and Agarwal

references addressed. above, Tzou is also directed: toward reducmg artlfacts due to
the quantmatron_ errors ‘_:mtroduced by a quantizer, as not_ed by the Examiner and
discussed in Tzou (Abstrac_t'; 11, 3-5, col. 2, 1. 22-55). Tzou appears to utilize the
same table. for both quantizatiOn and"inverse quantizatiOn of image data. The
arguments above therefore apply equally to Tzou in that Tzou i is directed toward
improving the. quantlzatlon table Q £ but does not teach or suggest the second
quantlzatlon table QD of the ‘present 1nvent1on

The present 1nvent1on in contrast is not directed at.reducing. quantlzatlon
errors but at improving the quality of the reproduced scanned image by restoring
the image variance that existed in the image przor to scanning. The present
invention is- complementary to the teachmgs of' Suglura Agarwal and Tzou in that
the techniques of the c1ted references can be used to design quant1zat10n tables (Qz)
to reduce quantlzatlon art:facts and the teachings of the present invention may
then be applied to scale the quantlzatlon tables of the conventmnal art in order to
sharpen and further improve the: qual1ty of: the scanned i image.

"To understand standard JPEG decoders and the teachmgs of Sugiura, let
Y/%]be the k-th"_element of a block (inlzig-Zag»order). If QE[k ]is the corresponding

: quantization coefficient, then the output of a conventional quantizer is generated by

performing: : o o,
Yolk] = Integer Rou‘nd(Y (137 Qdk]_)- | €))

In standard JPEG coders; Qzis transmitted with the data and thus @p= Q. If
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e o
| rﬂéJ = YI#] - QulkIYolk], | . ®
then Sugiura proposes the following qnantination» scheme:
Yolk]= Integer unndtd (k] + rlk - 11/QslK]). | t3)
Sugiura then'transmite Qg w1th the coded data.

In the present mvent1on ‘equation 1 above is used to compute Yolk].

However, the quant1zat1on ‘table transmltted with the coded data is Qp, as defined

in the preferred embodlment by
@=SxQ +B, | @

where S is the scaling matrix which r‘estores"the variance of the J. PEG compressed

' image to that of the reference i image. Qp is related to but nonmdentlcal to Qg, as

recited in-the clalms
Ina standard J PEG dev1ce, equation 1is used and @z is transm1tted to the
decoder. In Suglura, equatlon 3 is used to improve the quantlzatlon but it is still

QE that is transmltted to the decoder. The present 1nvent10n generates @y from

. equatlon 4 and sends it, along with the compressed image data, to the decoder

What i is 1mportant to note is that the reference i image is. an orngnal image
rendered mto zdeal digital form by software, not a scanned image subJect to the
image degradatzon-_znvhereynt in the scanner. (Spec. p. 9, 1. 15--28). Therefore, using
the quantization table @ pof the present invention to decompress the transmitted
image produces a'decompressed image that has approximately the same variance as
the reference image, rather,than the variance of the scanned image whose high
frequency’ charaeteriStics were degraded by the scanner. (Spec. p. 18, 11. 2-15).

In addition, none of the .refefenoes- cited above, alone or in combination,

discloses the scaling matrix of claims 4, 10; 2",5j6r 32, wherein the scaling matrix is
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"-based upon. the variance ‘matrix of the reference 1mage and the variance matr]x of

the scanned unage ‘The cited references are d1rected toward an 1mproved _

quantization matnx for quantlzmg a scanned image, Wherem the scanned image is

subJect to the 1nherent d1stort10n of: the scanner rather than the reference image of

~ the present 1nvent10n that has not been scanned and Wh1ch therefore contains the
full variance of the reference 1mage Therefore, the scahng matrlx of claims 4 10,
25 and 32 represents a separate ground for patentab1hty _ ’

| In llght of the above Apphcants submlt that nothlng in Sugiura, Agarwal

: : and Tzou, alone orin comb1nat1on 1n any way, teaches or suggests the quant1zat10n

o : table Qp. or the scalmg matrlx of the present 1nvent10n

As to c1a1m 19 the Exannner acknowledges that Suglura and Agarwal do not

expl1c1tly teach encapsulatmg the’ second quantlzatmn table Qd with the
compressed 1mage data: to: form an encapsulated data file and then transrmttmg the
- data file but asserts that Apphcant admits. that the prior art teaches that the data
includes the. quant1zat1on tables for use in the decompressmn process (p. 5, lines 1-
6). The Examlner-,c_on_cludes that it would haye been obvious to a person of ordinary
skill in the art to inClude-the quantlzatiOn' table Which will be used in the
decompress1on process in the transm1tted data file as taught by the prior art for the

data file of Suglura and Agarwal Where the second quantlzatlon table would be used

to decompress

Applicants traw}ferse,thi's' rejecti'on.- As discussed above, the references relied
upon do not teach or -suggest’the second quantiZation table of the present invention.
As regards Appl'i'cants’-"de‘script_i‘on of th_e prior art, the Sugiura reference 'appears to
disclose precisely the type of conVentional device discussed by Applicants (Spec. Pp.

“1-6). The addition of Applicants’description o_f the prior art, therefore, adds nothing
to the combination of Sugiura and Agarwal. In addition, Agarwal notes that the

9
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intra/inter decision is known"to' bot‘h the encoder and deco'der and therefore "does
not need to.be exp11c1tly transrmtted" (See Agarwal at col. 119 11. 11-15). This
appears to teach-away "rom encapsulatmg and transmlttlng ‘the second
quantization table as rec1ted in claim:19. The add1t1on of' the Apphcants
descrlptlon of the prior: art to.an already deficient combmatmn of Sugiura and
. Agarwal does not teach or suggest Apphcants second quantlzatlon table, as recited
in claim 14 from whlch c1a1m 19 depends Therefore neither the cited pnor art nor
Applicants’ summary of it. teach the add1t10nal refinements of encapsulating and
, transmlttmg the. second quant1zat10n table to decompress the compressed image
data as recited i in cla1m 19
In add1t1on, in concludmg that it would have been: obv1ous toa person of
ordmary skill in. the art to 1nclude the quantlzatlon table which w1ll be used in the
‘ 'decompressmn process in the transrmtted data file as taught by the prior-art, the
Examiner has mlssed the pomt of one of the: key features of the present invention.
As the Apphcant has. detailed in regard to the convent10na1 art, conventional devices
presently sen_d_ the qu,agntzzatﬁmn ‘table--:_that_zs used to decompress the compressed
image data. “An irnporta‘rit feature of the‘pre"sen‘t' inventi’on is its ability to exploit
this charactemstm of the conventmnal art to produce a decompressed image with
apprommately the same varlance as the reference image when transmitting the
‘compressed i 1mage to a conventmnal dev1ce (Spec p 17,11 3- 10). In the present
1nvent10n the. second quant1zat10n table i is. substltuted for the first quantization
table in the encapsulated data file that 1s transmltted to. a conventional device
(Spec. Fig. 5). The conventlonal decompressmn engme then transparently uses the
second quant1zat10n table to decompressvthe image data (Spec. Fig. 3) and, in so
doing; 'restores'the variance in the. reprO'duced image to. apprOximately that of the
reference i 1mage “No changes to the conventlonal decompression engine are
requ1red and no add1t1onal computatmn in the decompress1on engme is necessary to
improve the quahty of the reproduced 1mage Reconmderatlon of claim 19 in its
entirety will demonstrate that the claimed invention is patentable over Sugiura and

Agarwal, further in view of Apphca_nts; descr1pt10n of the prior art.

10
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- ‘ , | |

In viewz.o_"f the feregoing amendments and remarks, Applicants respectfully

submiit that the applvicati'en'i's now in condition for.allowance and aetion to that end-

is requested.

Please address all future commumcatlons to:
Records Manager .

Legal Department; 20BO

Hewlett-Packard Co‘mp‘any

P.O. Box 10301
Palo Alto, California 94303 0890

Dir.ect all telephone calls to::

Pehr Jansson
(415) 857-7533

Respec,tfnll'y submitted,

GIORDANO BERETTA, et al.

o (e fo

Pehr J. anédson g
Reglstratlon No. 35,759
Attorney for Apphcant

Records. Manager

- Legal Department, 20BO:

Hewlett-Packard: Company

P.O. Box 10301 - :

Palo. Alto Cahforma 94303 0890
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the application to become abandoried. (35 U.S.C. § 133).. Extensions of time may be obtained under the provisions of 37 CFR

1.136(a).
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] claim) : . . . : is/are objected to.

[ claim(s) . ... are subject to restriction or election requirement.
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Serial Number: 08/411,369 Page 2

Art Unit: 2608
DETAILED ACTION
Claim Rejections - 35 USC § 103
1. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 14, 15, 17, 20-23, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to claims 14, 15, 17, 29 and 34-36, Sugiura teaches a method of compressing and
transmitting images which produces decompressed images having improved text and image

quality, the method comprising:

compressing a source image into compressed image data using a first quantization table
(Qe) (Quantization Table 105 of fig. 1);

fomling a'second quantization table (Qd), wherein the second quantization table is related
to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications
Circuit 110 of fig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).
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Serial Number: 08/411,369 Page 3

Art Unit: 2608

Sugiura does not explicitly teach whereas Agarwal teaches that a second quantization
function (which can be incorporated into a table) is related to a first quantization table scaled in
accordance with a predetermined function of the energy in a reference image and the energy in a
scanned image in order to enhance the image during the decoding process (col. 1, lines 35-60
where an energy measure value corresponding to the block of the encoded second video frame is
the energy value of the reference image; the energy measure threshold value corresponding to the
selected quantization level for the block in accordance with the training video frames which are
the scanned images; the comparison function is the predetermined function; and the end resultant
filter function can be incorporated into a table such as the second quantization table). It would
have been obvious to a person of ordinary skill in the art at the time of the invention for Sugiura
to decompresé ﬁsir;g'a quantization function which could be incorporated into a table based on a
first quantization table scaled in accordance with a predetermined function of the energy in a
reference image and the energy in a scanned image as taught by Agarwal in order to enhance the
image during decoding.

As to claims 20-23, selecting a target image; rendering the target image into an image file;
the target image having elements critical to the quality of the image are inherent in using a
reference to control the quality of the compression process. Images which have text including

text with a serif font are well known in the art (official notice).
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Serial Number: 08/411,369 Page 4

Art Unit: 2608

3. Claims 18, 25-28, and 30-32 are rejected under 35 U.S.C. 103(a) as being unpatentable
over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in view of Tzou
(4,776,030).

As to claims 18, 25-28, and 30-32, Sugiura does not explicitly teach use of the variance in
the scaling factor to reduce the quantization error. Tzou teaches that in an adaptive system the
quantizétion of an image is ordered according to the variance of the image coefficients to reduce
quantization error (col. 2, lines 21-42). It would have been obvious to a person of ordinary skill
in the art at the time of invention to use the image variances as taught by Tzou with the reference

and scanned image to arrive at the scaling factor of Sugiura and Agarwal in order to reduce

quantization error.

Allowable Subject Matter
4. Claims ~1-.13, 16, 19, and 33 are allowed. The following is a statement of reasons for the
indication of allowable subject matter: the prior art does not teach quantizing image data with a
first quantization table, encoding the quantized image, generating prior to transmission a second
quantization table related to but nonidentical to the first quantization table, and transmitting the

encoded image, encoding table and the second quantization table.
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Art Unit: 2608

Response to Arguments

5. In the first office action Examiner made a 35 USC §112, second paragraph rejection based
on the observation that the JPEG standard was not tied to a citation number nor a date. Applicant
has responded to this rejection by citing p. 6, lines 11-13. Examiner understands this response to
mean that the JPEG standard being referred to throughout the specification is that found in
“Information technology - digital compression encoding of continuous - tones still images - part 1:
Requirements and Guidelines,” ISO/IEC 1S10918-1, October 20, 1992.” That being the case, the
35 USC §112, second paragraph rejection made in the first office action is withdrawn.
6. With reépéét fo the 35 USC 103(a) rejections, Applicant argues that the references only
have one table and comments on Examiner’s acknowledgement that Sugiura does not teach a
second quantization table related to the first table. It is Examiner’s position that the combined
references of Agarwal and Sugiura or Agarwal, Tzou, and Sugiura teach a second quantization
table where given the inherent nature of filters found in Agarwal in how they are represented by
tables, the filter function related to energy is factored into the second quantization table of
Sugiura so that the second quantization table is related to but nonidentical to the first quantization
table. Also in the first action Examiner stated that taken alone Sugiura taught that the second
table was related to the first table but not through an energy relationship.

Applicant further argues that Agarwal teaches a video image whereas the present
application is in the realm of still image compression. It is Examiner’s position that the concept of

relating compression and decompression functions through energy relationships as applied to
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Art Unit: 2608

compression of video images can be applied to compression of still images since both procedures

are in the realm of image compression. Furthermore, the claims do not require still images.

Conclusion

7. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time
policy as set forth in 37 C.F.R. § 1.136(a).

A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL
ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION.
IN THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE
MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT
MAILED UNTIL AFTER THE END OF THE THREE-MONTH SHORTENED
STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE
ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE
PURSUANT TO 37 C.F.R. § 1.136(a) WILL BE CALCULATED FROM THE MAILING
DATE OF THE ADVISORY ACTION. IN NO EVENT WILL THE STATUTORY PERIOD
FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM THE DATE OF THIS
FINAL ACTION.

8. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone number is (703) 305-3865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Dwayne Bost, can be reached on (703) 305-4778.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone number is (703) 305-3900.

By
Brian L. Johnson
May 17, 1997 DWAYNE BOST
' S SUPERVISORY PATENT EXAMINER
GROUP 2600
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(FILE 'USPAT' ENTERED AT 14:37:17 ON 15 MAY 1997)

L1 83 SEA ((TABLE## OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ
? 0
R (INVERSE QUANTIZ?)))/AB

L2 4 SEA (((CODE BOOK) OR CODEBOOK) AND (DECOMPRESS#i## OR DEQUA
NTI

’ Z? OR (INVERSE QUANTIZ?)))/AB

L3 3 SEA L2 NOT L1 '

L4 784 SEA ( (TABLE# OR MATRI### OR CODEBOOK OR (CODE BOOK)) AND D
ECO

: D?) /AB

L5 QUE 382/CLAS

L6 QUE 348

L7 QUE 348/CLAS

L8 " QUE -358/CLAS

L9 QUE L5 OR L7 OR L8

L10 125 SEA L4 AND L9

L11 113 SEA L10 NOT L1

FILE USPAT
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* BRIAN L. JOHNSON Wed May 14 19:02:45 EDT 1997 Page 1

(FILE ’'USPAT’ ENTERED AT 15:24:57 ON 14 MAY 1997)

SET PAGE SCROLL

L1 1379 S 382/254-275/CCLST

L2 QUE (DEQUANTIZ? OR QUANTIZ?)/AB

L3 65 S L1 AND L2

L4 . QUE (DEQUANTIZ? OR DECOMPRESS?)/AB
L5 7 8§ L1 AND L4 :

L6 3 S L5 NOT L3

L7 1 S 5508942/PN

L8 QUE 382/CLAS

L9 QUE 358/CLAS

L10 QUE 348/CLAS.

L11 49029 S L8 OR L9 OR L10

Liz2 83 S ((TABLE# OR MATRI###) AND (DECOMPRESS#i## OR DEQUANTIZ? OR (
L13 38 S L12 AND L1l

Ll4 36 S L13 NOT (L3 OR Lé6)

L15 45 S L12 NOT Li3
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* BRIAN L. JOHNSON Wed May 14 14:52:42 EDT 1997 Page 1

(FILE ‘USPAT’ ENTERED AT 14:19:05 ON 14 MAY 1997)

SET PAGE SCROLL

L1 QUE (QUANTIZ OR DEQUANTIZ?) /AB

L2 33 S L1

L3 QUE (CONTRAST OR RESOLUTION OR BRIGHTNESS OR INTENSITY OR ENE
L4 1 S L2 AND L3

L5 64469 S (COMPRESS? OR DECOMPRESS?)/AB

L6 3136 S L3 AND L5

L7 998 S DECOMPRESS?/AB

=> s 17 and 13
5160 CONTRAST/AB
7753 RESOLUTION/AB
3514 BRIGHTNESS/AB
15650 INTENSITY/AB
50584 ENERGY/AB

L8 48 L7 AND L3
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BRIAN L. JOHNSON

PS

1
L2
L3

L4
L5

L6
L7
L8
L9
L10
L11
12
L13
L14
L15
L16

117
TAB
L18
L19
L20
L21
L22
L23

maion. Oct 28 17:16:11 EST 1996 Page 1

(FILE ‘USPAT’ ENTERED AT 16:17:15 ON 28 OCT 96)

0
41535
415

41535
88

0
7863
415
323
154
7595
32029
11644
47112
59791

215

1104
889
803
280

53
249

S 382,348,358/CLAS

S 382 OR 348 OR 358/CLAS

S L2 AND COMPRESSION AND QUANTIZATION
SET PAGE ‘SCROLL

S
S

0

nnunununin

Nunuinmunununnninin

382
L4

L1
L4
L7
L8
L7
382
348
358
L11
382
L14

L14

L14
L18
19
L20
L20
L21

OR 348 OR 358/CLAS
AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T

AND COMPRESSION
AND COMPRESSION
AND  QUANTIZATION
AND (MATRI### OR TABLE#)
AND QUANTIZATION (P) (MATRI### OR TABLE#)
/CLAS
/CLAS
/CLAS .
OR L12 OR L13
OR 358 OR 348/CLAS
AND COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T

AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

AND COMPRESSION AND QUANTIZATION

NOT L17 :

AND REFERENCE

AND (DCT OR (DISCRETE COSINCE TRANSFORM) ).

AND JPEG
NOT L22
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BRIAN L. JOHNSON

+

L1
L2
L3

L4
L5

L6
7
L8
L9
110
L11
L12
L13
L14
L15
L16

L17
TAB
L18
L19
L20
L21

jon Oct 28 16:47:22 EST 1996 Page 1

(FILE ‘USPAT’/ ENTERED AT 16:17:15 ON 28 OCT 96)

0
41535
415

41535
88

0
7863
415
323
154
7595
32029
11644
47112
59791

215

1104
889
803
280

S 382,348
S 382 OR
S L2 AND
SET PAGE
S 382 OR
S L4 AND

L1
L4
L7

AND
AND
AND
L8 AND
L7 AND
382/CLA
348/CLA
358/CLA;
L11 OR
382 OR
L14 AND

Nnunuunununmmnnu

L14

/)]

AND

L14
L18
L19
L20

AND
NOT
AND
AND

nNnnunn

,358/CLAS

348 OR 358/CLAS

COMPRESSION AND QUANTIZATION
SCROLL

348 OR 358/CLAS

COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T
COMPRESSION

COMPRESSION

QUANTIZATION

(MATRI### OR TABLE#)

QUANTIZATION (P) (MATRI### OR TABLE#)

S

s

]

L12 OR L13

358 OR 348/CLAS

COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T
COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

COMPRESSION AND QUANTIZATION

L17

REFERENCE

(DCT OR (DISCRETE COSINCE TRANSFORM))
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RESPONSE UNDER 37 CFR 1. 116
EXPEDITED PROCEDURE REQUESTED 3/ § 97
EXAMINING GROUP 2608

Attorney’s Do. No. 1094893-1

' IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re patent application of: | Examiner: Johnsoﬁ,cgg. gf_.)’ ]—_’%

, : Gy s

Beretta, et al. - Group Art Unit: 2608, ES i-f;_-!

. , [62) oy

. : o 8 M

- U.S. Serial No. 08/411,369 . , , _ o 7
| HEREBY CERTIFY.. THAT THIS
. Ad . ' CORRESPONDENCE: IS. BEING DEFOSI'IED
¢ Filed: March 27,1995 - XS FRST CLASS WAL N W EXVLOPE

S S "ODRESSED T0:© -

For: TEXT AND IMAGE SHARPENING OF JPEG [] COMMISSIONER OF PATENTS. AND
TRADEMARKS, WASHINGTON D.C. 20231

COMPRESSED IMAGES IN FREQUENCY DOMAIN ,%g‘

ASSISTANT COMMISSIONER FOR
'3, WASHINGTON D.C. 2023t

] ASSISTANT COMMISSIONER FOR
BOXAF . TRADEMARKS, 2000 ' CRYSTAL DRIVE,
ARLINGTON, VA *22202:3513

Assistant Commissioner for Patents
Washington, D D.C. 20231

AMENDMENT AFTER FINAL REJECTION UNDER 37 C.F.R.1.116

Applicants respond to the Office Action, Paper No. 5, dated May 27, 1997,

as follows:
In the claims:

Please amend claims 14, 16, 19, 29 and 33 as follows:

14.  (First Amendod) A olethod of compressing and transmifting images
which produces decompressed imagoo having improved text and image quality,
the method comprising: |

compressing a source image into compressed image data using a first

quantizaition table (Qg);
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forming a second quantization table (Qp), wherein the second quantization
' table is related to the first quantization table in accordance with a
predetermined ﬁinctiOn of the energy ina reférence image and the energy in a

p)is configured to

scanned image, such that the s uantization table

compensate for image. de’gxadation’ caused by a scanner;
transmitting the compressed image data; and |
decompressing the compressed image data using the second quantization

table QD .

16. (First Ameiided) A method of compressing and transmitting images
which produces decompressed images having improved text and ‘image [quality
according to claim 15 wherein 't‘he step scaling the ﬁrs}; quantization in‘
accordance with the predetermined function is performed] guality, thevmethod

comprising:

quantization table (Qg);.

forming a second quantization table (Qy), wherein the second quantization
tablg' is related to the ﬁfst‘ guanfization table in accordance with a 4
. predetermined function of the energy’ in a reference imabg‘e and the e ;ggrgz‘ ina
scanned image;. R '

trapsmitting the i_:o;ripressed image data; and
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to the transmitting step.

19. - (Firsthmended) A method [according to claim 14 further

compnsmg 1 of comprgss;ng and transmitting images Whlch produceg

comprising:
compressing a source image into compressed image data using a first
quantization table (Qz);:

scanned image;

© transmitting the compre ssed image data; ‘
decompress in‘g the cdmpresse’d image data ueing the g.gCond quantization
. table QD
encapsulatmg the second quantization table QD with the compressed
image data to form an encapSulated' data file; and

transmitting the encapsulated data file.

29. (First. Amended) A method of improving text and image quality of
~ compressed images‘ that are compressed using the JPEG compression standard,
the method comprising:

selecting a reference image;
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o ®
détermining the ’energy conitent of the reference image;
selecting a ;st:énnéd image;
~ determining the energy con@ﬁt of the scanned image;
selecting a first 'quan‘tiziatlio‘n; tablé‘ (Qp);.
v scaling the ﬁrsff quantizatioﬁ. fable (Qg) to form a Second quantization
‘table (Qp) accordih’gto the ratib of _the’ energy in the réference iiﬁage to the
energy content of the scanned image; such that the secona'-guantization table

‘is-co to compensate for image degradation caused by a scanner;

con‘lpressingv a sourcé image in accordance with the JPEG standard using
| the first quantization table (Qg); and |

decompressing the:sou:_i‘c'e image in' accordance with the JPEG standard
using the secdnd-quantizaﬁion table QD Whereby-the decdmpréssed imagé has

improved image quality.

33. (First Amended) A.methbd of improving text and image quality

[accor"ding to claim 29 further comprising:] of 'compréés’ed imaygv es that are
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energy content of the scanned image; ‘
compressing a source image in accordance with the JPEG standard using

the first quantization table (Qg);_

improved image quality;
encapsulating the second quantization table (Qp) with the compressed
image to form a JPEG file; and

transmitting the JPEGﬁle iqver}a» limited bandwidth channel. -

REMARKS

Claims 1-13, 16, 19 and 33 are indicated as a_llOwed.- Claims 14, 15, 17,
20-23, 29 and 34-36 are réj"e’ctegi under 35 U.S:C. §103(a) as being unpatentable
over Sugiura (5,465;164) in viévs}’of Agérwal (5,488,570). Claims 18, 25-28, and
30-32 aré rejected ﬁpder 35 U.S.C. §103(a) as béiﬁg unpatentable over Sugiura
(5,465,16>4)-,and Agarwal (5,488,570) 'as.;applied above, further in view of Tzou
(4,776;03'05. ‘Reconsideration is 're_queste'd; |

Claims 16, 19 and 33 were indicated as allowed but deﬁended from

rejected claims 14 and 29, respectively, and have therefore been rewritten in
iﬁdependent form to include_all of the limitations of their base claims. No new
matter has been added. Claims 16, 19 and 33, as arﬁended, are now allowable as

independent claims.
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The Examiner states that Agarwal teaches that a second quantization

function (which can be incorporated into a table) is related to a first quantization
table, scaled in aécbrdance‘ with é predetermined function of the energy in a

‘reference image and the energy in'a écanned image in order to enhance the
image during the decoding process (col. 1, lines 35-60 where an energy measure
value corresponding to the block of the encoded second video frame is then
energy value of the referenée i_mage; the energy measure threshold value
corréspoﬁding to the selected quantization level for the ’bl‘ock in accordance with
the training video frames Whiéh are the scanned images; the comparison |
function is the predetermined function; and the end resultant ﬁ’lterAfunctio‘n can
be incorpofated into a table such as the second quantization table).

The Examiner concludes that'f it would have been obvious to a person of
ordinary skill in the art atlthe time of the invention for Sugiura to decompress
using a quantization function which _c_ould be incorporated into a table based on a
first quantization table scaled in accordance with a prede'termined function of
the energyin a reference imag'e and the energy in a scanned image as taught by
Agarwal in order to enhance the .image..during decoding.

The Examiner takes the position that the combined references of Agarwal
and Sugiura teach a second quantizétion\ tablew’&here, given the inherent nature
of filters found in Agarwal in how they are represented by tables, the filter

function related to energy is factored into the second quantization table of
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® °
Sugiura so that the second quantization table is related to but nonidentical to
the first quantization table.

Applicants respectfully traverse the Examiner’s characterization of the
quanfization tables.of Agarwal and Examiner’s position that AgaxWal and
Sugiura teach a second quantization table based upon the inherent nature of the
filters found in Agarwal. Though Agarwal is a very long and complex reference,
the inventiqn-describe_d appears to be directed to exploiting "the peréeptual
properties of the human visual system in a statistical sense to arrive at
quanti.v;ationa tables that mﬁﬁmize percei§ed<quantization~artifacts at a given
effective bit rate." (Col. 120, 11 29-355; Agarwal then goes on to describe a
process for designing aset of N quantization'ta_bles wherein table Q1 is at the
percéptual threshold (i.e. it generatés no perceptible artifacts but at the expense
of a bit rate that is potentially muchl.highe»r than a target bit rate) and whérein
the remaining quantization tables are designed to have monotonically decreasing
intermediate bit rates. (Col. 120, 1. 43 to col. 121, 1. 67). It appears that the
qualitization tables of Agarwal are directed toward qﬁantizlation tables which
reduce the bit rate required to encode an image with the least perceptible
arfifacts for typicél video. '(Col.. 121, 11. 49-54).

By contrast, the present invention is directed toward a method of
compressing and transmitting images which produces decompressed images
having improved text and image quality, which includes forming a second
~ quantization table Qo which is related to the first quanti,zatid’n table Qg in
| accordance with a predetermined function of the energy in a reference image and

* the energy in a scanned image, as recited in claim 14 (from Which claims 15, 17
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and 20-23 depend). "Also, in contrast to the references relied upoﬁ the invention
includes a method of ir'ﬁprdv_"ing fe‘xt and image quality éf c'om'presséd images
that are compressed‘us'izi‘g the JPEG compression standard, Wh.ich‘methoci
includes. scaling the first qi;antizatibn table (Qg) -té form a second quantization
table (Qp) according to the ra'.t‘i'oi of the enei‘gy in the reference image to the
energy content 6f the scanned image, as recited in claim 29 (from which claims
34-36 depend).

In the preéent invention, the secohd quantization table is used to restore
the energy level of theecompreséed- image which, like the scanned image, suffers
from the inherent limitations 6f a écanner, to the energy level of a reference |
image that does not suffer from tlkle’in'herent limitatio‘ns of the color scanner -
because it is not compromised by the mi'sregistration and MTF limitatiqns of the
 scanner. (Sprec.‘ p. 15;1. 19 to p. 16;1. ié). Agarwal thus does not appear to teach
the second quantization tablé of the present invention nor ’dbes‘bthe function of
the second table éppear to.:lv)»e inherent in the nature_of the filters of 'Agarwal.

Claims 14 and 29 hayé been ainénded to more particularly point out and
distinctly claim the feétuires of the present iﬁvention. Claim 14, from which
claims 15-17 and 20-24 'd@eﬁdl,_is émendéd to reéite"',forming,a second
quantization table .(Q‘D),‘;Whereip thé» second quantization féble is related to the
first quantization.fab‘lelin accordance With_é:_predetermined function of the

energy in a reference image and the energy in a scanned image, such that the

degradation caused by a scanner". Claim 29, from which claims 34-36 depend, is

amended to recite .'Scéling the ﬁr’stvquanti:zé.'tion‘table (Qg) to form a second
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quantization table (Qb) accordingi?to the ratio‘df the energy in the refefénce
image to the energyrc’on:t.e‘nt of t_hé Scamied image, such that the secoﬁd
quantization table (Qp) is cénﬁgyz" ed to compensate for image degradation
caused by a scanner".. The.amgndments to CIaimé 14 and 29 are supported by
the specification as originally ﬁled at p. 13, 11. 2-14, p. 14, 11. 16-19, and p. 15, L
19 to p. 16, 1. 13. No new matter fhas been added. |
In light of the am.endmentsj and remarks-above, Appﬁcants submit that
nothing in Stigiyra and Aga_rwél, %alone or in combination, teaches or~suggeéts

the second quantization table @y of the present invention; as recited in-

, indepéndent' claim 14,‘froﬁiWhiCh claims 15-17 and 20-24 depend;and in

independent claim 29, ffd_m Whicllyl‘claims‘.34-36 depend. Accordingly, these
claims are patentable over thé citje_'d refereﬁces.

In addition, in regard to clé.im'l”Z , the Examiner has overlooked the
signiﬁcénce:of the features of the':?invéntic')ﬁ as claimed. Performing the step of
scaling the first quantizatipn_ in a;?ccordance with‘t_he predeterminedfunctibn .

subsequent to the tranSmiséiOn sfep, as recited in claim 17 ; permits the present

‘method to be utilized to improve _fhe image quality of an image transmitted from

a conventional device to be decoiﬁpi'essed using the second quantization table.
(Spec. p. 17,1. 14, to p. 18, 1. 4). ’I‘his feature of the present invention as recited
in claim 17 brovides claim 17‘with_ separate grounds for patentability in addition

to those discussed above.
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(5.465.164) and Agarwal (5.488.570) as applied above, further in view of Tzou

-

(4.776.030).

The Examiner states that Tzou teaches that in an a(iaptive system the
qﬁantization of an image is ordered according to the variance of the image
coefficients to.reduce q,t‘ian_tizvation error (col. 2, lines 21-42). The Examiner »
concludes that it would have been obvious to a person of ordinary skill in the art
- at'the time of the invention to use the image variances as-taught by Tzou with
the reference and scanned image to arrive at the scaling factor of Sugiura and
Agarwal in order to reduce quantization error.  The Examiner takes the position
that the combined references of Agarwal, Tzou and ‘Sugiura teach a second
‘ quantization table where given the inherent nature of filters found in Agarwal in
how they are represented by tables, the filter function related to energy is
factored into the second quantization tabie of Sugiura so that the second -
quantization table is related to but nonidentical to the first quantization table.

Applicants respectfully traverse. As discussed above with respect to
amended claim 14, from which claim 18 depends, and amernded claim 29, from
which claims 30-32 depend, and which applies with equal forcé to claim 25, from
which cl‘;;u'ms 26-28 depend, Agalwél does not appear to teach the second
quantization table of the present invention. |

. Further, Tzou appears to be -directed to an adaptive system in which
quantization bits are allocated to iraﬁous discrete coefficients according to the

variance of each coefficient and assigned in order to obtain the largest reduction

10
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' McCOLLOM & STOLOWITZ, P.C.

(Y , .

in quantization error. ('C‘ol.lz;_ 1L 2.1-'55‘)5 There does not ai)pear to be any
teaching in Tzou with respect’ to the use of the second quantrzation table of the
present invention that is relafed toa vﬁr'sc quantization table based upon the
energy level of a reference image, which does not suffer from the inherent

11m1tat10ns of a color scannér, versus the energy level of a scanned image; that is

'aﬁ'ected by the llmltatlons of the color scannef, Whlch enables the energy level of

scanned 1mages to be restored to that of the reference image in order to improve

the quahty of the scanned images..

Applicantstheref()re respectfully submit that nothing in Sugiura, Agarwal

. and Tzou, alene.‘ or in combination, teaches or suggests thequantization table

Qp or the scaling matrix S of the present invention.

In view of the foregcing remarks, A'pplicants respectfuli'y submit that the

‘application is now in condition for allowance and action to that end is requested.

Please address all future communications to:
Records Manager

- Legal Department, 20BO
Hewlett-Packard Company

~ P.O. Box 10301 " -

- Palo Alto, California 94303 0890

Dlrect all telephone calls to: Marc P Schuyler (415) 857-3359
' Res'pectfully submitted,

' GIORDAN O BERETTA,
VASUDEV BI—IASKARAN and

MARGER, J OHNSON

1030 S.W: Morrlson Street
Portland, Oregon. 97205
Telephone: (503) 222- 3613
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@hONSE UNDER 37 CFR 1.116
| DITED PROCEDURE REQUESTED
EXAMINING. GROUP 2608

PATENT APPLICATION
ATTORNEY DOCKET No. _1094893-1

S INTHE - i
. UNITED STATES PATENT AND TRADEMARK OFFICE -

GIORDANO BERETTA; ' = oz m
. VASUDEV BHASKARAN and KONSTANTINOS KONSTANTINIDES < 9 &3
Serial No:  08/411,369 - -~ Examiner: B. Johnsgp o =
‘ C ' o Tl
Filing Date: March 27 1995 ' Group Art Unit: 2608 g i len

Title: TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES

IN PREQUENCY DOMAIN

- BOX AF
‘ ASSISTANT COMMISSIONER FOR PATENTS
Washmgton, D.C. 20231 :

Sir:

Transmitted herew:th ls/are the followmg in-the above-ldentlfled application:
Response/Amendment (9

e, Petition to extend time to respond
XX New:fee:as calculated below oo ()

Supplemental Declaration
) No addmonalv‘fee‘ _ (Address envelope toﬂ»"Box-Non-FeevArhendments")

(
{ Other:

CLAIMS AS AMENDED" BY OTHER THAN A SMALL ENTITY

(. 2 @ | (6) .- (6) n
FOR " CLAIMS REMAINING: | NUMBER | HIGHEST NUMBER | ‘PRESENT RATE ADDITIONAL
" AFTER AMENDMENT 'EXTRA | -PREVIOUSLY PAID. FOR{ ~ EXTRA FEES
TOTAL - s : ‘ : i
CLAIMS 35 MINUS 35 = 0 X 22 $ "0
INDEP. : =
M - = X
CLAIMS | 7 INUS : 4 3 80 $940
{ 1 FIRST PRESENTATION OF A MULTIPLE DEPENDENT CLAIM +260 $ . --
‘EXTENSION 1STMONTH -+ | 2ND MONTH "3RD MONTH- ‘|¢ 4TH MONTH s
FEE : R ’ :
411000 [ 10000 | sa;noo | dsimon |
: E ' TOTAL ADDITIONAL FEE | § 514
. FOR THIS AMENDMENT

_Charge '$ 240 . to Deposnt ‘Account 08-2025 At any time- durlng ‘the pendency of this
appllcatlon, please charge any fees requxred or credit ny overpayment toDeposit Account 08-2025
pursuant to 37 CFR 1.25. ‘Additionally please ¢harge. any fees to Deposit Account 08-2025 under 37

- CFR'1.19; 1. 20and 1: :21.. A duplicate copy of this sheet'is enclosed

Respectfully ‘submitted,

08/04/1’397 TSTIJKES 00000020 DAR: 082025 08411369 GIORDA RETLA, VAS BHAS and

1FCstoa

Signiature;_ /-~
! £~

hereby), ity that this correspondence is ‘being KONST: A ) INIDES
deposited with the Unlted States_Postal ‘Service as
first class. mail .in an. envelope addressed. to:
Assistant Commissioner for Patents, Washington,

D.C. 20231. . Alexande Johnson
Date-of Deposit: ~ July. 28; 1997. : Registration No.

Attorney/Agent for Appllcan
Reg. No. 29,396
Date:July 28, 1997

4 (S Pt : ,
Ve <\ - Telephone No.: (503) 222-3613

Typed Name: /) A1 esednal (
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. ' , | ) RmNSE UNDER 37 CFR 1.116
R | “ESPDITED PROCEDURE REQUESTED
: L EXAMINING GROUP 2608

- HEWLETT-PACKARD 'COMPANY ' i "‘PATENT APPLICATION

A epartment. 20BN . :
1 0301 ) : . ‘ ATTORNEY DOCKET NO. 1094893-1

4

ZIN THE
UNITED STATES PATENT AND TRADEMARK OFFICE
. - GIORDANO. BERE’I'I‘A, : e . -1
VASUDEV: ‘BHASKARAN and KONSTANTINOS KONSTANT INIDES ’“@’ 2 m
08/411,369 ‘ Examiner: B. Johnson < &
g : : G e
Filing Date: March 27, 1995 ' Group Art Unit: 2608 'Q;i - :r""z
. . &y :
~
o Title: TEXI' AND IMAGE SHARPENING OF J'PEG COMPRESSED IMAGES & -
-« IN FREQUENCY DOMAIN .
- BOX AF
: ASSISTANT COMMISSIONER: FOR PATENTS
Washington, D. .C. 20231
Sir: , ’ ‘ : ‘
Transmitted hereW|th ls/are the followmg in the above-identified appllcatlon
e Response/Amendment . y { ). Petition to extend time to respond
XX New fee as calculated below ) ‘ : () Supplemental Declaration
() No addmona! fee (Address envelope to "Box Non-Fee Amendments").
() ~Other:. o :
_ <_:_L-_Axiv|s AS AMENDED BYOTHER THAN-A SMALL ENTITY
. " @ @ e 5 ®) @
: FOR CLAIMS REMAINING NUMBER 'HIGHEST. NUMBER PRESENT - RATE ADDITIONAL
AFTER AMENDMENT | " EXTRA PREVIOUSLY PAID-FOR| “EXTRA .- FEES
TOTAL - : o : ) )
CLAIMSY 35 . ‘M‘.INUS - 36 . . = 0 X 22 A $ 0
INDEP. ‘ i : _ - v T
CLAIMS 7 MINUS e o 3 X8 | 240
[ ] FIRST PRESENTATION OF A MULTIPLE DEPENDENT CLAIM + 260 P
EXTENSION 1ST-MONTH 'ZND MONTH- 3RD MONTH | 4TH MONTH $
FEE ' . ' ‘ - . : o
s110.00 | __-I-$390.00 $930_00 $1470.00 I
' - TOTALADDITIONALFEE | & 546
) LA FOR THIS. AMENDMENT -
Charge’. $ 240 ~ to Depos:t Account 08- 2025 At any time dunng the pendency of this

application, .please charge any fees requxred or credit any overpayment to. Deposit- Account 08-2025
pursuant to 37 CFR '1.25. “Additionally please chiarge: any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20.and 1. 21 A duplicate. copy of thls sheet is enclosed.

Respectfully submitted,
GIORDANOSBERETTA, VASUDEV BHASKARAN and
KONST. v _ONS NTINIDES

| hereby certify that this correspondence is being
‘deposited with the United States: Postai Service as

first class mail .in. an envelope, . addressed to: By
Assistant Commissioner- for, Patems, Washington, ’ ;
. D.C. 20231, . v'Alexande Johnson
¢ : . : Registration No. 29,
Date of Deposit:. July 28,1997, Attorney/Agent for Appllcant

Reg. No. 29 306

Typed Name: )
Date:July 28, 1997

Signature;, ‘

Telephone No.: (503) 222-3613
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3" %n . e bl T )
R UNITED STATES DEBRTMENT OF COMMERCE
% > " é’ - | Patent and Trademaik Office
2 & 1 Address: COMMISSIONER OF PATENTS AND TRADEMARKS .
Washington, D.C: 20231

SERIAL NUMBER | _FILING DATE | FIRST NAMED APPLICANT T ATToRREY =
oE/dlls :'E E R/ 27795 BERETTA i A BOGKE

) SR/ 0E0d . __EXAMINER
. . PRI § G Py .
RECORDS MANAGBER
LEGAL DEFARTMENT OB :
\'2
- HEWLETT PACKARD COMPANY . ART UNE:., " | PAPER NUMBER
Fo0oBOY 1030l N .
paLf ALTO CA 94303~ PRk :3.:.:7.:. EWE-
’ DATE MAILED:
Below is.a communica tlan'ﬂ"om the EXAMINER: In charge of this application
COMMISSIONER OF PATENTS AND TRADEMARKS
ADVISORY ACTION

[57 THE PERIOD FOR RESPONSE:
a). |Zris_ extended to run or continues to run 3 Mwﬁﬂ“ from the date of the final rejection .

.b) [ expires three-months from the date of the final rejection-or.as. of the mailing. date-of this Advisory.Action, whichever.is later.’ In no
event however, will the statutory period for the response expire later than six months from:the date of the final rejection.

Any extension of time must be-obtained.by filing a petition under 37 CFR 1-.138(a), tHe proposed response and the appropriate fee.
The date on which the response, the petition , and the:fee have been filed is the date of the response and also the date for the

_purposes of determining the period of extension and the corresponding amount of the fee. Ary extension fee pursuantto 37 CFR
. 1:17 will be calculated from the date of the originally set shortened statutory period for response or as set forth in b) above.

O Appellant's Brief is due in accordance with-37 CFR 1.192(a). ‘
X - Applicant’s response to the final rejection, filed 7%/ has been considered with the following effect, but it is not deemed

to place the application in condition for allowance: -
1. [] The proposed amendmems to the claim and /or. specification will not be entered and the final rejection stands because:

-a:[] There is no convincing showing under 37 CFR 1 .116(b) why the proposed amendment is necessary and was not earlier
presented.

. b DThey raise new issues that would require further consideration and/or search. (See Note)...
¢. [[] They raise the issue of new matter. (See Note).

d.[] They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for .
appeal.

e.[] They present additional claims without cancelling a corresponding number of finally rejected claims. -

NOTE:

33 ' .
2. g Newly proposed or amended clalms "’ b, ‘*would be allowed if submitted in.a separately filed amendment cancelling
the non-allowable claims. 75~ 2% .

3, -Upon the filing an appeal; the proposed amendment will be entered [] will not be-entered and the ‘status of the claims will
be as follows:

Claims all 4.‘ l"-Z’S'. 29-3b

Claims objected to:
Claims rejected: __ 25 =2%

However;
[T1 Applicant's response has overcome the following rejection(s):

4. ¥ .The affidavit, exhibit or request for reconsideration has been considered but does not overcome the re]ectlon because _ W—gﬂ:,:l ihg

| m———— “C?’Lﬁ\ﬂ»s"’- F——Eg"—"@’x‘hww_“bylﬂiws _'_jv.lg L_“' W"VHW"—D 1 Tf,“_ qrplied

moﬂf/rm(_e/b’ pevhutas -‘H flo- precen] QGIPI reativan ond o Seiind Guem "M\m i3 Wj lq.'f
5. [[] Theaffidavit or.exhibit will not be considered because applicant has not shown good and sufficent reasons. why it wag 76t earlier

presented. % -
- [[]The proposed drawing comrection [] has D has not been approved by the examiner. _

[ other

PR— - . - " . . - : . . R— .- P - = - — an —— D.._W_A‘YNT_E.BOST_‘A .
SUPERVIPORY PATENT EXAVINER
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. Serial No.:

HEWLEZT:PACKARD COMPAN%
Legal Department, 20BN —
P. O. Box 10301

Palo Aito, California 94303-0890

IN THE

UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s): Giordaﬁo Beretta, et &
£ 08/411,369
Filing Date: 03/27/95

Title:
DOMAIN

ASSISTANT COMMISSIONER FOR PATENTS .
Washington, D.C. 20231

PETITION FOR EXTENSION OF TIME

PATENT APPLICATION

ATTORNEY DOCKET NO. __1094893-1

Examiner: B. Johnson

. ~
Group Art Unit: { 2608

- TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY

Pl b H
et T

Sir:

In an Officer Action mailed on

May 27, 1997

, on the above-identified U.S. Patent

- application, a shortened statutory period of 3
with 37 C.F.R. 1.136(&), applicant(s) hereby request(s). a:

{ ) one month
X) two months .
() three months

() four months

months was set for response. In accordance

‘time extension. so that the period for response to the Office Action expires on 10/27/97

IRRTIS _ 00000048 DAN:0N2025 08411359
Chard2-08 B 390

to Deposit Account 08-2025. At any time during the pendency of this

application, please charge any fees required or credit any overpayment to Deposit Account 08-2025
pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

I hereby certify that this corfespondence is being
deposited with the United States Postal Service as :

{ ) First Class Mail
{X) "Express Mail Post Office to Addressee”
service under 37 CFR 1.10.

A ]
"Express Mail" label no. EM198802783Us

in an envelope addressed to: Assistant Commissioner
“for Patents, Washington, D.C. 20231.

" Date.of-Deposit: September 30, 1997
Typed Name: Nelia de Guzman

Signature: 71.0@44/ d—b 5

Rev 10/96 (Ext Time)

o

Respectfully submitted,

Gi_ord/a;e/Beretta, et al / ’
By /%*—-’7 4/4 a-——\

Marc P. Schuyler

Attorney/Agent for Applicant(s)
Reg. No. 35,675

Date: September 30, 1997

Telephone No.: 650/857-3359

HUAWEI EX. 1116 - 708/714
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UI\IITED STATES DEPARTMEI\IT OF COMMERGE

Patent and Trademark: Office -

Address: COMMISSIONER:OF PATENTS AND THADEMARKS
~.-Washington, D.G: 20231

. TIPS WL 11 -8 a4 G 10ed0Es3
v | APPTATON OB |77 Filne DATE - I FIRST NAMED. APPLICANT | ATTORNEY DOCKET NO. |
nZOSTE LMEL/0116 o
MARGER JOHNSON MCCOLLOM STOLOWITZ Lo JOHNSON. B
1030 SW MORRISON ST | Examen 1
s I QR 7205
FuF:TLéN . =744 »
B ; | ART UNIT | eapernumeer |
7 IWACYEL:
o
DATE MAILED:
NOTICE OF ABANDONMENT
This appllcatron is abandoned in view of:
O Applicant’s fallure to tlmely file a proper response to the Office letter mailed on
O A response (wrth a Certrf cate of Marlmg or Transmission of. o ).was received on

which is after the exprrahon ot the penod for response (including a total extension of

time of-__.“month(s)) which expired on _
A proposed response was recelved on : ., but it does not constitute a proper response to the final
rejection.

(A proper response to a final rejection consists only of:-a timely filed amendment which places the application in
-condition for allowance; a Notice of Appedl; or the filing of a contmulng application under 37 CFR 1.62 (FWC).

2l No response has been received.

O Appllcant’s fallure to trmely pay the requrred issue fee within the statutory period of three months from lhe mailing date
of the Notlce of Allowance

(] The issue fee (with a Certltlcate of Mallmg or Transmlssmn of - o ) was raceived on

O The submltted |ssue fee of $.._.__|s insufficient. . The issue fee required by 37 CFR 1.18 is $ ,
. [ Theissue fee has }not been receiVed.

O Applicant's failure to timely file new formal drawings as reqUired in the Notice of Allowability.

D Proposed flew formal drawmgs (with. a Certrflcate of Malllng or Transmlss|on of __. i) were
“received on : :
D The proposed new formal drawings filed ... 5 are not acceptable.

C1'No proposed hew fonnal drawmgs have been received. - .
: MThe express abandonment under 37CFR 1 62(g) in favor of the FWC application filed on ‘7 / 30 / q 7
]
0
(3
0

The letter of express abandonment which is srgned by the attorney or agent of record the aSS|gnee of the entire
interest, or all of the apphcants : .

“The letter of express abandonment whlch is signed by ¢ an aﬂomey or agent (actlng ina representatlve capacity’ under
-37 GFR 1.34(a) upon the f|||ng of a contmumg application. -

The demsnon by the Board of Patent Appeals and- Interferences rendered on._
for seekmg court review: of the decuswn has explred and there are no allowed clalms

The reason(s) below:

DWAYNED.BOST
. | SUPERVISORY PATENT EXAMINER
FORM PTO-1 432 (REV. 10-95) . » : GROUP 2700

HUAWEI EX. 1116 - 709/714
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PTO UTILITY GRANT
Paper Number_LX/

The Commissioner of Patents
and Trademarks

Has received an application for apatent, fora
new and useful invention. The title and de-
scription of the invention are enclosed. The
requirements of law have been complied with,
and it has been determined that a patent on
the invention shall be granted under the law.

Therefore, this
United States Patent

Grants to the person(s) having title to this
pasent the right to exclude others from mak-
ing, using, offering for sale, or selling the in-
vention throughout the United States of -
America or importing the invention into the
United States of America for the term set.  forth
below, subject to the payment of maintenance
fees as provided by law.

If this application was filed prior to June 8,
1995, the term of this patent is the lenger of
seventeen years from the date of grant of this
patent or twenty years, from the earliest effec-
tive U.S. filing date of the application, sub-
ject to any statutory extension.

If this application was filed on or after June
8, 1995, the term of this patent is twenty years
from the U.S. filing date, subject to an statu-
tory extension. If the application contains a
specific reference to an earlier filed applica-
tion or applications under 35U.5.C. 120,121
or 365(c), the term of the patent is twenty years
from the date on which the earliest applica-
tion was filed, subject to any statutory exten-

sion.

Commissioner of Patents and Trademarks

Attest

Form PTO-1884 {Rev. 2197)

HUAWEI EX. 1116 - 712/714
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