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TEXT AN D IMAGE SHARPENING OF JPEG COMPREQQF‘T)
IMAGES IN THE FREQUENCY DOMAIN

~ B :
S S “ 7 RELATED APPLICATION DATA
This applicatiOn in’corpbrates subjeot matter disclosed in commonly-
'ass1gned application ent1tled METHOD FOR SELECTING JPEG
10 QUAN TIZATION TABLES FOR LOW BAN DWIDTH APPLICATIONS
Ser. No. %[»236 g”(?ﬁled on even date‘ herew1th.

- BACKGROUND OF THE INVENTION

15 This invention relates to data compression using the JPEG
compression standard for continnous' - tone still images, both grayscale
and color. , o | _

A ’cOmmittee' known as "JPEG," which stands for "Joint
Photographlc Experts Group," has established a standard for compressmg

20  continuous-tone st111 1mages both grayscale and color Thls standard
represents a compromise between reproduc1ble 1mage quality and
compressmn rate. To achleve acceptable compress1on rates, which refers
to the ratio of the uncompressed image to the compressed unage, the
JPEG standard adopted a lossy compression techmque The lossy

25 compression technique was requ1red given the inordinate amount of data
needed to represent a color image, on the order of 10 miegabytes for a 200
dots per inch (DPI) 8. 5" x 11" image. By carefully 1mplement1ng the
JPEG standard, however, the loss in the image can be confined to
im'perceptibIe areas of the image, which produces a perceptually loss less

30 . uncompressed image. The achievable compression rates using this
techmque are in the range of 10:1 to 50:1.

F1gure 1 shows a block d1agram of a typ1cal 1mplementat10n of the

(”;7\
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JPEG compression standard. The_ block diagram will be referred to as a
compression engine. The cOmpression engine 10 operates onsource image
~ data; which represents a source unage in a given. color space such as
CIELAB The source 1mage data has a certain resolutmn which is
5 determined by how the image was captured. Each individual datum of
the source _image da_ta. represents an image piXel; The piXel further has
a depth which is determined by the number of bits used to represent the
image pixel. | | :
The source image data is typically forrnatted as a raster stream
10 - of data. The compressmn technique, however, requires the data to be
represented in blocks These blocks represent atwo- dimensional portion
of the source image data. The JPEG standard uses 8x8 blocks of data.
Therefore, a raster-to-block translation unit 12 translates the raster
source image data into 8x8 blocks of source image data. The source
15 unage data is also sh1fted from uns1gned integers to 31gned integers to
put them into the proper format for the next stage in the compression
process. These 8x8 blocks are then forwarded to a discrete cosine
transformer 16 via bus 14.
‘ The d1screte cosme transformer 16 converts the source 1mage data
2  into transformed i image data using the d1screte cosine transform (DCT)
The DCT, as is known in the art of 1mage processing, decomposes the 8x8
block of source image data into 64 DCT elements or coefficients, each of
which corresponds to a respectwe DCT basis vector. These basis vectors
are unique 2- dirrlensional (2D) "spatial waveforms," which are the
25 fundamental units in the DCT space Thes'e basis vectors can be
intuitively thought to represent umque 1mages, Wherem any source image
can be decomposed into a we1ghted sum of these umque images. The
discrete cosine transformer ‘uses the forward discrete cosine (FD_CT)

function as shown below, hence the name.

:::::
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' 1 (2x+ l)kn: (2y+ Dix
Y(k,1] = C(k) 0(1)[§§S(x y) ® cos=—— e

where: C(k), C(l)':\ l/ﬁfork,l = 0; and
C(k), C(l) = 1otherwise

The output of the transformer 16 is an 8x8 block of DCT elements
or coeﬁ'ic1ents, correspondmg to. the DCT basis vectors.. This block of
transformed 1mage data is then forwarded to a quantizer 20 over a bus
18. The quantizer 20 quantizes the 64 DCT elements using a 64-element
quantization ‘table 24, which must be spemﬁed as an input tor the
compression engine 10. 'Each_element of the quantization table is an
integer value frorn one to 255, which specifies the stepsize of the
quantizer for 'thé COrreSponding DCT coefficient. The purp0se of
quantization is to achieve the. maximum amount of compresswn by
representing DCT coefﬁments with no greater premsmn than is necessary
to achieve the des1red 1mage quahty Quant1zat10n is a many-to-one
mappmg and, therefore, is fundamentally lossy. As mentioned above,
'quantization tsbles' have been designed which limit the lossiness to
1mpercept1ble aspects of the i Jmage so that the reproduced image is not
perceptually different from the source lmage ,

The quantlzer 20 performs a sunple division operatmn between each
DCT coefficient and the corresponding quant1zat10n table element. The
lossiness occurs because the quantizer 20 d1sregards any fractional
remainder. Thuv's,, the quantization function can be represented as shown

-in Equation 2 below.

Yq (k1] = IntegerRound(——[—lg[ﬁ’}])
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where Y(k,1) represents the (k 1)-th DCT element and Q(k,]) represents
the correspondmg quant1zat10n ‘table element.

"To reconstruct the source nnage, this step is reversed with the
quantization table element bemg multiplied by the correspondmg
quantized DCT coeﬁ'iment. The inverse 'quantization step can be

represented by the following expression:
Y[k, 11 = Yolk; 11 Qslk, 11.

As should: be apparent, the  fractional part discarded during the
quantization s’tep"is not restored. Thus, this information is lost forever.
Because of the potential impact on the image quality of the quantization
step, considerabie effort has go_'ne,into designing the quentization tables.
These efforts are described further below following a discussion of the
final step in the JPEG compression technique.

The final step of the JPEG standard isan entropy encodmg, which

is performed by an entropy encoder 28. The entropy encoder 28 is coupled

to the quant1zer 20 via a bus 22 for receiving the quantlzed image data
therefrom The entropy encoder achleves additional lossless compression
by encoding the quantized DCT coefficients more compactly based on
their statistical character'istics. The JPEG standard specifies two entropy
coding ‘methods:. Huffman co‘ding and arithmetic coding. The
compreSSion engine of Fig. 1 assumes Huffman coding is used. Huffman
encoding, as is known in the art uses one or more sets of Huffman code
tables 30. These tables may be predefined or computed speclﬁcally fora
g1ven image. Huffman encodmg is a well known encodmg technique that
produces hlgh levels of lossless compression.. Accordmgly, the operation
of the entropy encoder 28 is not further descrlbed

Referring now to Fig. 2, a typical JPEG compressed file is shown
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generally at 34. The compressed file mcludes a JPEG header 36 the
quant1zat1on (Q) tables 38 and the Huffman (H) tables 40 used in the
compress1on process, and the compressed image data 42 itself, From this
compressed file 34 a perceptually mdlstmguxshable version of the original
source 1mage can be extracted when an appropriate Q-table isused. This
extractmn process is descnbed below with reference to F1g 3. 3
' A JPEG decompressmn engme 43 is shown in Fig. 8.  The

decompress1on engine essentlally operates in reverse of the compression
engine 10. The decompression engme receives the compressed image data
at a header extraction unit 44, which extracts the H tables, Q tables and
compressed 1mage data accordmg to the 1nformat10n contained i in the
header. The H tables are then stored in H tables 46 Wh11e the Q tables
are stored in Q tables 48. The compressed image data is then sent to an
entropy decoder 50 over a bus 52. The Entropy Decoder decodes the
Huffman encoded compressed 1mage data using the H tables 46. The
output of the entropy decoder 50 are the quant1zed DCT elements

The quantlzed DCT elements are then transm1tted to an inverse
quantlzer 54 over a bus 56. The inverse quantlzer 54 mult1p11es the
quantlzed DCT elements by the correspondlng quantization table
elements found in Q tables 48 As described above, this 1nverse
quantization step does not y1e1d the or1g1nal source 1mage data because
the quant1zat1on step truncated or d1scarded the fractlonal remainder
before transmission of the compressed image data

Thei 1nverse quantlzed DCT elements are then passed to an inverse
discrete cosme transformer (IDCT) 57 via bus 59, which transforms the
data back into the time domain using the 1nverse dlscrete cosine
transform (IDCT). The i mverse transformed data is then transferred to
block-to-raster translator 58 over a bus 60 where the blocks of DCT

elements are translated intoa raster string of decompressed source image
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data. From the decompressed source image data, a facsumle of the

original source image can be. reconstructed The reconstructed source

image, however, is not an exact replication of the original source image.

As described above, the quantization step produce's some lossiness in the
processyof compressing the data By carefully designing the quantiiation
tables, however, the prior art methods have constramed the loss to
visually. 1mpercept1ble portions of the i 1mage These methods, and their
shortcommgs are described below _ ’

‘ The J PEG standard mcludes two examples of quant1zat10n tables,
one for luminance channels and one for chrommance channels. See

International Organization for"Standardization: "Information technology

- digital compression ent:oding'of continuous - tones still images - part 1:

Requirements and Guidelines, " ISO/IEC IS10918-1, October 20, 1992.
These tables are known as the K1 and K.2 tables, respect1vely These
tables have been des1gned based on the perceptually lossless compression

of color images represented in the YUV ¢olor space. '
These tables result in visually. pleasmg images, but y1e1d a rather
low compression ratiofor certain apphcatmns The compression ratio can
be varied by setting a so-called Q-factor or scaling factor, which is
essentially a uniform multiplicative parameter that is applied to each of
the elements in the quantization tables. The larger the Q-factor the
larger the achievable compression rate. Even if the or1g1nal tables are
arefully des1gned to be perceptually lossless however alarge Q-factor
will introduce artifacts in the reconstructed unage such as blockmess in
areas of constant color or nngmg in text-scale characters Some of these
artifacts can be eﬁ'ectwely cancelled by post-processing of the
reconstructed 1mage by passing it through a tone reproductlon curve
correct1on stage, or by segmentmg the 1mage and processing the text

separately. However such methods eas1ly introduce new artifacts.
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Therefore,'theSe methods are not ideal. ‘

As a result of the inadequacy of the Q-factor approach, additional
desigri_{ methods for J PEG discrete quantiz'ation; tables have been
proposed. These bniethodsea’n be categorized as either perceptual, which

means based on the hiiman visual system (HVS) or based on information

theory criteria. These methods are also designated as being based on the

removal of subjective or Statistiéal redundandy, respectively. These
methods are discussed in copending applieation entitled "Method for
Selectmg JPEG Quant1zat10n Tables for Low Bandwidth Apphcatmns,

commonly ass1gned to the present assignee, incorporated herein by
reference v .

Quant1zat1on is not the only cause of image. degradatlon The color
source 1mage data 1tself might be comprom1sed For scanned colored
images, the wsual quahty of the i image can be. degraded because of the
1nherent 11m1tat1ons of color scanners. These limitations are mamly of
two kinds: l_1m1ted_ modulatlon transfer. function (MTF) and
misregistratioﬁ._ The modulation transfer function refers to the
mathematical repi'e‘sentation or tranéfer,functioti ofthe scanning process.
There are inherent limitations in representing the séanniri‘g‘process by
the MTF and the's'é limitations are the main cause of pixel aliasing, which
produces fuzzy black text glyphs of grayish ‘appea'rance; Misregistration,
on the other haﬁd; refers to the relative misallignr'r‘iEntOf the scanner
sensors for the various frequency vb'arids. For example, the Hewlett
Packard Scan Jet IIc™ has a eblor miSregietration tolerance of +/- 0.076
mm for red and blue W1th respect to green. This amount of
mlsreglstratlon is 31gn1ﬁcant cons1der1ng the size of an image pixel (e.g.,
0.08 mm at 300 dots per inch (dpi)).

These limitations s1gn1ﬁcantly degrade texti in colori images because

sharp edges are very important for reading efﬁc1ency. The visual quality
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of text can be 1mproved however ‘using prior art edge enhancement
techmques Edge enhancement can be performed in either the spatlal
or frequency domain. In the spatlal domain (e, RGB) edge cnspemng
can be performed by d1screte convolutlon of the scanned image with an
edge enhancement kernel, This approach is equivalent to filtering the
image with a high-pass filter. However, this technique is compufationally
intensive. An M x N convolution kernel, for example, requires MN
multiplications and edditions per pixel.

For edge sharpening in the frequency domam the full i imageis first’

. transformed into the frequency domam usmg the Fast Fourier Transform

(FFT) or the D1screte Four1er Transform (DFT), low frequency
components are dropped, and then thei image is transformed back into the
time domain. This frequen'cy domain method, as with the spatial domain
method, is also. computationally intensive. - Moreover, it uses a
transformation d1fferent than that reqmred by the J PEG standard.
Accordmgly, the vneed ‘remains for a computatlonally efficient
method for improVing' the visual quality of images, and in particular teid;,

in scanned images.

SUMMARY OF THE INVENTION
The invention is a method of compressing and decompressing
images which comprises using one quantization table (Qg) for cOmpressing
the image and a second quantization table (Qp) for de’compressing the

image. In general, compression and decompression are performed in

v conformance with the JPEG standard. The second quantization table Qo

is related to the first quantization table according to the following general

expression:

B=SxQ:+B,

HUAWEI EX. 1116 - 11/714




“10

15

20

25

9 Patent Application
< Attorney Docket Number 1094893-1

where Sis a scahng matrlx havmg each element S[k 1] formed according

to the followmg expression:
STk, 112 = V[l IV Vylk, 1]

where V* is a variance matrix of a reference image and Vy is a variance
matrix of a scanned image; and where B is :a brightness matrix, which
can inciude Zero or non-zero elements By using the scaling matrix S, the
hlgh-frequency components of the DCT elements can be "enhanced"
without any additional computatmnal requn'ements Accordmg to the
1nvent10n, the quant1zat10n table Qp is transmitted W1th the encoded
quantlzed 1mage data and isused in decompressmn to recover thei unage

The. reference 1mage isa preselected contmuous—tone image, either
grayscale or color dependmg on the unages tobe processed. The reference
image is rendered into a target 1mage file. The target image file is not
generated by a scanner 80 the data therein is not compromlsed by any of
the 1nherent l1m1tat1ons ofa color scanner Thus, the varlance of the
target image data wh1ch isa statlstlcal representatlon of the energy or

frequency content of the nnage, retains the hlgh-frequency components.

~ The reference 1mage can be any contmuous tone image, but in the

preferred embodunent the reference image 1ncludes text with a serif font
because the serif font has good visual quality Wh1ch the method preserves.

The scann_ed image, although it can be any unage, in the preferred
embodiment is ‘a printed version of the reference image. Thus, the
vanance of the scanned 1mage represents the energy or frequency
compOS1t10n of the reference 1mage but which is compromlsed by the
inherent limitations of the scanner. The scalmg matrlx, therefore, boosts

the frequency components th_at are compromised by the scanning process.

e
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A preferred embodiment of the /invention is described herein in the
context of a color facsimile (fax) machine The coidr fax machine in‘cludes

a scanner for rendering a color i 1mage 1nto color source unage data- that

 represents the color image, a compressmn engme that compresses the

color source image data to compressed image data, a means for
encapsulatingthe compressed image' data, and a means for transmitting
the encapsulated data. ~The compression engine includes. means for
storing tv‘vov quantization tables. The first quantization table is used to
quantlze thei 1mage data transformed using the discrete cosine transform
(DCT). The second quant1zat10n table is encapsulated with the encoded
quant1zed image data for use in decompressing the image. The second
quantization table is related to the first quantization table in the manner
described above. | ‘When used to transmit and receive color images

between two locatlons, the machine transfers the images with higher

quality than ‘prior. systems

The second quantlzatlon table can be precomputed and stored in the
compressmn engine, in which case there are no add1t10nal computational
requlrements for the compression engme to implement the 1mage
enhancing method of the 1nvent10n ‘This capability results in a lower cost

color facsimile product than is poss1b1e using the prior art image

: enhancement techniques.

The foregoing and other obJects, features and advantages of the
invention will become more readily apparent from the following detailed
descr1pt1on of a preferred embodiment of the 1nvent10n which proceeds

with reference to the accompanylng drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
F1g 1 is a block dlagram of a pnor art JPEG compressmn engme

Fig. 2 isa drawmg ofa typlcal format of a JPEG compressed file.

HUAWEI EX. 1116 - 13/714
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Fig. 3 is ablock diagram of a prior art J PEG decompression engine.

Fig. 4 isa flow chart of a method of formmg a scaled quantlzatlon
table accordmg to the mventmn

Flg. 5 isa drawmg of a JPEG compressed file including a
quantization table scaled accordmg to the mventmn

Fig. 6is a block d1agram ofad PEG decompression engine according
to the 1nvent10n : :

Fig 7 is a block diagram of a color fax machine including JPEG

compression and decompression engines according to the invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT
- Overview gf the Quantlzatlon Emggss
The text and image enhancmg techmque accordmg to the 1nvent1on
is 1ntegrated 1nto the decodmg or mverse quantlzatlon step that is

necessanly required by the J PEG standard. The mventlon inte grates the

two by using two different quantlzatmn tables a ﬁrst quantlzatlon table

(Qg) for use 1n quantlzmg the image data durmg the compressmn stepand

a second quantization table (Qp) for use ‘du'ringf the decode or inverse

v quantlzatmn during the decompressmn process The dlfference between

the two tables, in partlcular the ratio of the two tables, determines the
amount of i image enhancing that is done in the two steps. By integrating
theimage enhancmg and mverse quantlzatlon steps, the method does not
require any add1t10nal computatxons than already requlred for the
compressmn and decompressmn processes. -

In order to understand the operation of the 1nvent10n the followmg

mathematical derivation i is necessary. Let Qp be the second quantization

‘table used during the decoding or'inv'erse Quantization step. Then let Qp

be related to the first quantiZation table Qg used during the quantization

step, by the fdllqwi'ng' expression:
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Q=Ex@+B W

where S is a scaiing matrix, which scales each element of the first
quantization> _Ita‘ble Qe to a ‘correspendiﬁg element in the second
quantiiatiOﬁ table QD. The -sc'aling m’yatrix:S is not used 1n atrue matrix
multiplication; rather',¢ the multiplication is' an element-by-element
multiplicatioii. Each element in the first quantization table Qg has a
correspohdihg element in the scaling matrix S that when mﬁltiplied
together produce the 'cerrespOnding element in the second quantization
table Qp: '

The matrlx Bisa so-called br1ghtness matrlx because it can affect
the brightness of the image by changmg the DC ]evel of the DCT
elements The elements of the B matnx can 1nc1ude Zero or non-zero
values dependlng on the deswed bnghtness For; purposes of the followmg
d1scussmn and derlvatlon, however, it will be assumed that the B matrix
contains zero elements only to simplify the derlvatlon

The text and i image enhancmg techmque of the mventmn uses a
variance matrix to represent the statistical propertles of an image. The
variance'matrix isan MxM matrix, where each element in the variance
matrix is equal to the variance of a corresponding DCT coefficient over

the entire image. The variance is computed in the traditional manner, as

is known in the art.

The edge enhancement te‘chhique in essence tries to match the
variance matrix of a decompressed image (Vy [k,1]) with a variance matrix
of a reference image (V*[k,1]). The technique tries to match the two by
scaling the Quantizatieh table in the manner described above. In order
to do this, the method takes advantage of the reiatibnship between the

uncOmpreSSed'image and the compressed image. The following derivation
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will make th1s re]atlonshlp clear.
Let V*[k 1] denote the varlance of the [k,1] frequency component of

~ a reference image. Ideally, this image contains those critical attributes

that the technique seeks to preserve for example, text. This variance
matrix is of an 1dea1 or reference nnage in that it is not rendered into
color source 1mage data by a scanner but 1nstead is rendered into its
1deal form by software, described further below. Thus, the color source
image data of the reference image does not suffer from the image
degradation due to the inherent limitations of the scanner. Therefore, the
Var1ance ofthe reference i image retams the high-frequency characteristics
of the or1g1na1 reference image.

The method produces a reSulting decompressed image that has
approx1mately the same variance as the Varlance of the reference by
modifying the quantlzatlon table. Thus, the method produces the

following 'relationship:

Vel =V, | @

: However, the decompressed 1mage (Y’) isrelated to the original quantized

-

T

image (Y, Q) by the followmg expressmn
Yk, 1= Yol T Qo 11 3)

Substituting equetion (1) into equation (3) yields the following equation

below:
Yk, 1] = Youlk, 11 STk, 11 Qlk, 1D @

The variance of the decompréssed image (V) can then be expressed by
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the following expression:
Velk, 11 = Var (YT, 1) = Var (STk, 1] Yoelk, 1] Qelk, 1D - (5)
Reducing this eXpressiOn ‘yie'lds‘éhe' following:
Vylk, 11 = 87k, 1] Vylk, 1] | - (6)
where Vy represents the variance of the original uncompressed image.
Subst1tut1ng equatlon (6) 1nto equatlon 2 ylelds the following'

relatlonshlp between the scahng matrix S and the variances of the

reference i 1mage (V*) and the original i 1mage (VY)_.
Slk, 112 = V¥[k, 11/ Vilk 1, - | )

Therefore the scaling matrlx S can be used to boost the variance

of the JPEG compressed 1mage to that of the reference image by

_appropnate formatlon of the scahng matrix. This method is shown ina

more generahzed fashlon in FIG 4,

' Breferred Embodlment of the MQ‘VLhQ' d
In FIG. 4, a method 62 of formmg a scaled quantlzatmn table

according to the invention is shown.  The first step 64 is to generate a

‘reference image. This reference image, in the preferred embodiment,

embodies certain valued feai:ures' or elements that the method seeks to
preserve. In the preferred embodlment these cr1t1ca1 elements include
hlghly readable text such as those typefaces havmg a serif font, e.g.,
Times Roman. The selectmn of the reference i 1mage is important because

it is the frequency or energy charactemstlcs of this image that the text

e
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image sharpemng method is mtended to preserve Because the method

is statistical, the result can be 1mproved by averaging over a number of

typical images. Examples of such typical i 1mages are those using different

fonts (e.g., Palatino and DeVanagari) handwriting, short-hand, line

5 drawmgs schematlcs bar codes, etc. These d1ﬁ'erent images can further
be categonzed ina number of classes

This generating step 64 i is performed on a computer typlcally using

a word processor or desktop publ1sh1ng‘ application such_ as Adobe

Tllustrator or Microsoft Word. The image is entered into the computer

10 and then rendered by the apphcatlon into reference image data by the

apphcatmn The reference image data will be i 1n the appropriate color

space, e.g., CIELAB or RGB, to allow the subsequent step to be

performed This process can be achleved by first rendering the image into

- an Adobe Postscnpt file and then rendered 1nto a b1t-mapped color source

15 image data file usmg D1splayPostscr1pt Alternatlvely, other page

descrlptmn languages can be used to describe the i image such as the PCL

language by Hewlett Packard and then rendered 1nto a bit map by an

appropriate rendermg program

Once the reference i 1mage is generated and rendered into reference

20 image data the average energy of the reference image is determined in

step 66. In the preferred embodlment th1s step 1ncludes computmg the

variance matrlx (V¥ for‘ the vreference nnage data. The variance matrix,

asis known in the art, statistically represents the frequency components

or energycontained"in the image. Unlike a sc'anned image, the reference

25 image 'do_es not sufl‘er from anyof" the inherent limitations of the color

scanner because it is not COmpromised by the misregistration and MTF

l1m1tat10ns of the scanner: Accordlngly, the variance for the reference

image retains the hlgh-frequency energy that i is critical to the v1sual

quality of the reference image.

J

| o
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S In step 68;a scanned 1mage is scanned or selected from one or more
stored pre-scanned i 1mages This scanned image is one that suffers from
the inherent llmltatlon of the scanner. This scanned» image can be any
image, but in’ the-preferred, ‘embodirnent it is a scanned version of the

reference image generated in step' 64> or of the same type of image used

v to form an averaged reference unage

As in step 66, the average energy of the scanned image is then
determined in step 70. The average energy agaln is represented by a
variance matr:x (VY) of the scanned nnage

The varlance matrix (V*) of the reference image and the variance

matrix (Vy) of the scanned nnage are then used to compute the scaling

matrix S in step 72.. This step involves solvmg equatmn (7) above for

each element in the scaling matrix S.

Fmally, in step 74 the scaled version of the quantization table is
calculated. This step is a simple element-by-element mult1p11cat10n as
represented by equatlon (1) above. |

The use of the scale tables i is seen clearly with reference to FIG 5.
In FIG. 5,a first set of Q tables 76 is prov1ded‘ to a JPEG compression
engine 78, w'hi‘chvcor’npresses the iniage'data in accordance with the JPEG
compression standard. The cornpression engine 78 perforrns the

quantization step using the Q tables 76. The compression engine 78 also

performs the entropy encoding, as described above, using Huffman tables

80.

The Q tables 76 are then scaled by a scaler 82 using the method 62
described above with reference to FIG. 4. A JPEG format file 84 is then
formed which includes a JPEG header 86, the scaled Q tableS'SS, the H
tables 90 and the compressed image data_ 92. Thus, although the

quantizatiOn was perforrﬂed using the Q tables 7 6, the scaled Q tables are

‘transmitted for use in the decompreSSion process. This difference
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between the two quant1zat10n tables, as represented by the scahng
matrlx is what 1mplements the text and image enhancing techmque
accordmg to the 1nvent10n An advantage of the present mventmn is that
no changes necessarﬂy need to be made to the decompressmn engine to
implement the image enhancmg techmque. of the invention. = The
decompression engine uses the scaled Q tables in the same way it would
use unscaled Q tables. Thus, the prior art decompression engine of Fig.
3 can still decompress image's compressed according to the invention.
Moreover, it can do so W1th the improved image quality provided by the
invention. In addition, the scaled Q-tables can be precomputed and
stored in memory so that the scaling step does not need to be performed
real-time. This preferred embodlment of the 1nvent10n, therefore, does

not require scaler 82. ,
Alternatlvely, the scalmg can be performed on the decompressmn

side rather than on the compressmn side. A decompression engine 94
which implements the text and irnage-enhancing technique according to
this aspect of the invention is shown in FIG. 6. De_cornpression engine 94

_could be u‘se‘d in conjunction‘ with a prior art compression engine which
does not implement the text and image enhancing te'chnidue according to
the invention. » ’

The decompression engine 94 includes a header extraction unit 96,
which extracts the H tables and the Q tables. The H tables are used by
an entropy decoder 98 to decode the compressed i 1mage data The Q tables
recelved by the decompress1on englne are then scaled by a scaler 100,

‘Whlch scales the Q tables accordlng to equatlon 7 above. The variance
matrices (V* and Vy) are stored in the scaler for use in the scahng
process. The scaled Q tables are then stored i ina random access memory
102 for use by an inverse quantizer 104; which perfbr'ms the inverse

quantization step. Because the scaled Q tables are used in the inverse

A

- /
7/\}

HUAWEI EX. 1116 - 20/714




10

15

20

25

‘18 ‘ ' Patent Application
Attorney Docket Number 1094893-1

quantization step the text and image enhancing technique according to
the invention is implemented'in this step. The inverse quantized image
data is then transformed by IDCT 105 and rastenzed by a block-to-raster
translator 106. The resultis text and image enhanced source unage data.

Thus, the text and image enhancmg techmque can either be
1mp1emented in either the decompress1on side or the compressmn side,
but not both. Ifthe decompressmn engme 94 and compression engine 78

areused together there must be some way to bypass the scaler 100 where

the scaling is performed on the compression side. It is posslble for the
JPEG header to include a tag field to indicate Whether ornot the scaling
has been performed m the compression or, alternatively, whether it needs
to be performed in the decompress,ion. However, this would require the
use of a JPEG application marker in the JPEG file. Accordingly, the

preferred method is to scale the. quantiZatiOn tables on the compression

~ side and transrmt the scaled quant1zat10n tables to the decompression

engine. This would not nece331tate any changes to the decompression
engine or the JPEG standard '
Although the compression engine according to the 1nvent1on is
implemented in- ded1cated hardware as descrlbed hereinabove,
alternatively it can be implemented in software operating on a
programmed computer having a micrOprdcessor such as an Intel 80486
or Pent1um or Hewlett Packard PA-RISC In the latter case, the various
tables, whether precomputed or computed real-tlme, are stored in the
dynamlc random access memory (DRAM) of the computer during the
compression and decompress1on processes and the various steps of the
method are unplemented by software processes or routines. In addition,
there a numerous combinations of hardware and/or software that can be
used to 1mp1ement compressmn and/or decompressmn engines accordmg

to the invention depending on the desired performance and cost. The

. >

7
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combinations are too numerous to describe individually but those skilled
in the art could 1mplement such comb1nat1ons based on the description

found herem

Preferred Embodiment of the Apparatus

A color fa051m11e machine 134 us1ng the JPEG compressmn and
decompressmn engines accordmg to 1nvent10n is shown in Fig. 7. The
color fax machine 134 includes two related but independent components:
a send component and a receive component. The send component
mcludes a scanner 136 which receives a phys1cal image document and
which renders or transforms the phys1ca1 image into color source 1mage
data. The color source image data i 1s then passed to a correctlons and
transformatlon engine 138, which can correct for certam anomahes in the
scanner and format the source color image data approprlately This
transformatmn can mclude transformmg the color source image data from
one color space, e.g., RGB, to another, e.g., CIELAB. »

The corrected and ' transformed 'color source image data is then
passed to a JPEG compression engine 140, which includes the two
quantization tables (Qs, Qp) formed in accordance with the invention
described herein. The first qUantizatiori‘ table QE, in the ‘preferred
embodiment of the 1nvent1on is formed in accordance with the method
taught in our commonly-asmgned appllcatmn entitled METHOD FOR
SELECTING J PEG QUAN TIZATION TABLES FOR LOW BAN DWIDTH
APPLICATIQNS, Ser. No.g79 » 617, inCorpofated herein by reference.
Alternatively, an‘y cu’stomary J PEG"quantization tables (e.g., K.1) can be
used as the ﬁrst quantlzatlon tables.

The JPEG compression engme compresses the source unage data
into compressed 1mage data in the manner described above, which is

thenvpasse'd onto a G3/G4 encapsulation engine 142 along with the second
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Q-table (Qp). The encapsulatmn engine 142 performs the step of
encapsulatlng the compressed image data in accordance with the

amended T. 30 Group 3 Fac51m11e Standard: Alternatlvely, 1nstead of G3

. the encapsulatlon could also be G4 for an equlvalent machme operatmg

10

15 .

20

25

accordmg to the T. 30 Group 4 FaCS1m1le Standard The encapsulated
data is then transmitted via a transmission means 144 over the limited
bandwidth channel. In the preferred embodiments, this transmission
means includes a modem (modulator), but can avlso include direct
transmission circuitry.

- On the receiving end the color fax machine 134 includes a rec':eiving

means 146, Whlch in the preferred embodiment uses a modem

‘(demodulator) of the transmission means 144 or ‘equivalent digital

receive c1rcu1try The recelved compressed unage data is.then decoded by
a G3/G4 decodmg engme 148. The engine 148 decodes or unencapsulates
the compressed unage in accordance w1th the appllcable Group 3 or
Group 4 facs1m11e standard The decoded compressed image data is then
decompressed by a JPEG decompressmn englne 150 In the preferred
embodiment, this decompressmn engine is that shown in Fig. 6, which
includes the Q-table scaler. Moreover, the decompress1on engme 150
mcludes means for determmmg whether the Q-tables were scaled in the
compress1on process As described above, th1s operatlon involves
decoding the header file. Alternatively, a precomputed set of scaled Q-
tables cold be stored in memory in the receive component and used in the
decompress1on process by the engine 150. Ina further embodiment, the
engine 1'50 could assume that the scaling was performed in the
compression process and simply use the Q-tables as received.

The decOmpressed source image data isthen passed to a corrections
and transformations engine 152, which transforms the source image data

into the color space required by a color printer 154 included in the color
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fax 134 The color printer 154, Wh1ch can use any pnntmg technology
such as electro-photographm mk_] etor 1mpact then reproduces theimage.
The reproduced color image, by using the scaled Q—tables formed in
accordance with the invention ‘improves the text and image qualil;y’of the
1mage without requlrlng real-tlme processing of thei image data. The text
and image enhancing techniques descrlbed herein take advantage of the
processing already requlred by the JPEG standard to implement the
techmques Thus the overall cost of the product i is not impacted.

~The color facsimile machme 134 can mclude a plurahty of different
scaled quantlzatlon tables: for ‘use du.rlng the compressmn and/or
decompressmn process These dlfferent scaled quantlzatlon tables can be
precomputed, usmg the method descrlbed above, Wherem each table is

formed using a different reference image or an average of several images

| of a given' type These diﬁ'erent reference images can be selected to

enhance different textual or 1mage characterlstlcs The user can then
select the part1cular scaled quantlzatmn table that matches his or her
image so that the 1mage enhancement technlque can optimize for the.
user’s image. In the preferred embodlment the machme 134 mcludes a
user actuable selection device to indicate the user’s selectlon The send
omponent of fax machine 134 would then select the appropnate scaled

quantlzatlon table responswe to the user’s selectlon

The same method can be apphed toa grayscale facsimile machine
or . when a color facsimile machine is used in grayscale mode. Inthiscase
only the luminance channel is u_sed. As a result; when the term color is
used herein it refers to both color and grayscale.

The color facsiinile machine 134is but one example of an application
for the J PEG compressmn and decompress1on engines of the invention.
The quant1zat1on tables formed by the above descrlbed method can be

used in any context that requires JPEG compressmn. These applications
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are typlcally those that have l1m1ted bandw1dth capab111ty An example
of another such limited bandwidth application is a personal computer or
work station. In these applications color images are displayed on the
scree‘n,»vivhich can be represented ina variety of different 'forinats such as
Postscript .JPEG compression can be USed to compress these color
images to allow for more efficient transmlssmn of the compressed image
over the limited bandwidth channel. ’

Havmg 1llustrated and descnbed the pnn01ples of our invention i in
a preferred embodlment thereof 1t should be readily apparent to those
skilled in the art that the invention can be modified in arrangement and
detail without departmg from such prmmples For example, although
the invention has been described i in reference to the JPEG compression
standard, the method is apphcable to MPEG H.261 or other compressmn
standards as well We. c1a1m all modlﬁcatlons coming W1th1n the spirit

and scope of the accompanymg claims.

)
‘\J\ J
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' 'CLAIMS’
1. Amachine for transmitting color images comprising'

- means for rendermg a color 1mage into color source image data

'representlng the color i image;

a compressmn engine that compresses the source image data into
compressed image data, the engine including:
a transtrrning fneans for converting the source image data
into transformed image data,
" means for storing a first mult1-element quantization table
(Qe); , ,
aquantizer means ‘for converting the transformed image data
into quantized image data in accordance with eiements contained in the
first (juantizati'ontai)l‘e, |
e W meor storing a second multl-element quantlzatlon table
(QD) nomdentlcal to the first quantlzatmn table Qr, » :

an entropy encoder means for transformmg the quantized

unage data into the encoded i unage data usmg an entropy table;

~ means for encapsulatmg the encoded image data, the second
quantization table; and the entropy table to form an encapsulated data

file; and _
means for transmlttmg the encapsulated data file. .

2. A machine for transmlttlng color images accordmg to claim
1 further comprlsmg a scaler for scahng the first quantization table (Qg)
in accordance with a predetermmed functlon to form the second

quant1zat10n table (Qp).

3. ._ A machine for transmitting color images according to claim

1 wherein the second qnantization- table is related to the first
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quantization table in accordance with a predeférmined function of the

energy in a reference image and the energy in a scanned image.

4. A machine for transmitting 'cblor images according to claim
5 3 ‘wherein the predetei'inined function is gi\}en by the following
expression: e '
Qo =S x Qg,
where Sis a ééél’ing matrix héving each element Srk, 1] formed according
 to the following expression: |
10 STk, 1k = V*[k, 11/ Valk, 1], |
where V* is a variance matrii of the reference image and Vyis a variance

matrix of the scanned image.

5. A machine for tranémittmg color images according to claim
15 1 wherein the means for rendering a cdl_oi' image into color source image
data repi'ésenting the color image includes: '
a color scalir_ler;
means fﬁr gamma correcting the color source image data; and
means for transforming the color soux"cekimage data from a first

20 color space.to a second color space. -

6. A machine for transmitting color images according to claim
1 wherein the means for rendering a color image into color source image
data répre_sénting the color image includes computer software operable

25 on a computer.
7. A machine for tra'nsmitting color images according to claim

1 further comprising:

means for receiving an encapsulated data packet;

e ¥

HNo
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- means for d‘ec'oding the encapéu_lated data packet to extract a
header, received image data, a_reeeived quantiZation table (Qr) , and a
rece1ved entropy table; , | |
a decompressmn engine that decompresses the received image data
5 | into color source image data using the received quant1zat1on table and the
received entropy table; and
means for reproducing a color image from the color source image

data.

10 - 8 A machine for,transmittin'g color images according to claim
7 further comprising a scaler for scaling the received quantization table
into a scaled quantizetiqn table' (Qs), which is used by the decompression

engine in lieu of the received quantization table.

15 9. A machine for transmitting color images according to claim
8 wherein the scaled quantization table is related to the received
quant1zat10n table in accordance with a predetermmed functlon of the

energy in a reference i image and the energy ina scanned nnage

20 10. . A machine for transmitting color images accerding to claim
9 wherein the predetermined function is given by thé following
expression: ‘

Qs = SXQR;v

where Sis a scaling matrlx having each element S[k 1] formed according
25 to the following expression:
Stk, 1 = V¥[k, 1]/ Vylk, l]
where V¥*isa variance matrix of the reference image and Vyis a variance

matrix of the scanned i image.
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11. A machme for transmlttmg color i 1mages according to claim
10 further comprlsmg means for selectlvely scaling the received

quantlzatlon table responsive to'the header.

12. A r'nachin‘e for tranémitting‘ color images according to claim
7 wherein the means for reproducing a color image from the color source
image data inaludes cbmputer sdftv;vare operable on a computer for
'displaying the color image on a COmpﬁter display‘ associated with the

computer.

13. A machlne for transmlttmg color images according to clalm

1 wherem the transformmg means includes means for transformmg the

‘ source 1mage data into transformed image data usmg the discrete cosine

15

o

%

20

25

transform‘(‘DCT). ,

‘ 14. - A»‘metho‘d of compressing arid trarism’itting images which

ses decompressed images having improved text and image quality,

mprising:
'(':ompreésing ource ir'n'agé‘ intd compressed image data using a
first quantlzatlon table (Q) o ‘
forming a second quantlza' _table (Qp), Wherein the second
quantization table,1s related to the first qu \tization table in accordance
with a predetermined function of tha energy in a Peference image and the
energy in a scanned image; v v
transmitting the compressed image data; and
“decompressing the compressed image data using the s

quantization table Qp.

15. A method of compressing and transmitting images which
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produces decompressed 1mages havmg 1mproved text and i unage quality

o accordmg to claim. 14 wherein the step forming a second quant1zat10n

table 1nc1udes scalmg the first quantization in accordance with the

predetermmed function.

accordance with the predetermmed functlon isp

16

10 transmitting step:

5\&; . A method of compres'sing and transmitting images which
’D 7 produces decompres

according to claim 15 wherein

ed 1mages havmg improved text and image quahty

tep scaling the first quantlzatlon in

17. A method of combressiug and transmitting images which

produces deconipresse‘d images having impro{red text and image quality

accordlng to claxm 15 wherein the step scaling the first quantlzatlon in

15 accordance with the predetermlned function is performed subsequent to

the transmlttmg step. -

18. A method of compressing and transmitting images which

produces deCompi‘essed images having improved text and image quality

20 accordmg to claim 15 wherein the step formmg a second quantlzatmn

table 1ncludes formmg a second quantlzatlon table (QD) where the second

quantlzatlon table i 1s related to the first quant1zvat1on table accordlng to

the following expression:

Q=5 x Qs

25 . whereSisa scahng matrlx havmg each element S(k, 1] formed according

to the followmg expressmn

S[k 1]2 —V*[k 11/ Vy[k 1],

‘where V*is a variance matrix of the reference image and Vyis a variance

matrix of »t'he scanned image.
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method according to claim 14 further comprising:

V % encapsulating

econd quant1zat1on table Qp with the compressed
image data to form an encapsula e 1le, and

5 transmlttlng the encapsulated data file.

20. A method of compressing and transﬁiittihg images having
improved text and image quahty accordmg to claim 14 wherein the step
~of forming a second quantization table (Qp) includes:
10 selecting a target image; and

réndering the target image into an image file. :

21, A method of compressing and transmitting images having
improved text and image quality accordihg to _claim 20 wherein the step
15 of selecting a target image includes selecting a target image having

| critical image elements that are critical to the quality of the image.

22. A method of compressing and transmitting images having
improved text and image quality according to claim 20 Whereln the step

20 of selecting a target image mcludes selecting a target image having text.

~23. A method of compressing and transmlttmg images having
1mproved text and image quality accordmg to claim 20 wherein the step
of selecting a target image includes selectmg a target image having text

25 -~ with a serif font.

24. A method of compres ti'aHSnlitting images having

improved text and image qualit, cording to claim 14 wherein the

scanned image is the reference image,
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9}5 . A method of forming a quantization table for use in
compressing images in accordance with the J PE._G COnlnresSion standard,
the method comprising: '

selectmg a first quant1zat1on table (QE) and

formmg a second quant1zat1on table (Qp), Where the second
quant1zat10n table is related to the first quantization table according to
the following eXpression: '

Q=Sx, |
where Sis a scahng matrix havmg each element S[k, 1] formed according
to the followmg expressmn

S[k, 1P =:V*[k, 117 Vylk, 1,
where V*is a variance matrix of a reference image and Vy is a variance

matrix of a scanned image..

(_k 356 ‘A method of formmg a quantlzatlon table according to claim
2(’5 whereln the step of formmg a second quantization table (Qp) includes:
selecting the reference image; |
i'endering the reference image into_reference image data; and

compiiting the Vaﬁancematr'ix V* for the reference image data.

% A method of forming a quant1zat10n table accordmg to clalm
wherem the step of formmg a second quantization table (QD) 1nc1udes
scanning the scanned image to produce scarined i image data; and

computing the variance matrix Vy for the scanned image data.

%é. A method of _foming‘e_quantization table according to claim
%{#wherein the step of scanning the scanried image to produce scanned

image data includes scanning the reference image.
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‘ 29.  Amethod ofimproving _téxt and image quality of compressed

that are compressed using the JPEG compression standard, the

10

compressmg a source 1mage in accordance 'th th_e_ d PEG standard

usmg the first quantlzatlon table (Qe); and v

15 | decompressmg the source image in accordance
standard using the second quantlzatmn table Qp whe
decmgn\press'evd image has impi‘dved image quality.

91 }6 * A method of improving text and image quality according'to

20  claim 29 Wheréin the step of détenhining the energy content of the
reference 1mage 1ncludes determmmg a variance matrix (V*) of the
reference image.’

/19,34 A method of 1mprov1ng text and image quahty according to

25 claim Wherem the step of determmmg the energy content of the
scanned image includes deterrmmng a variance matrix (Vy) of the
scanned image. v

)\
07?/2

A method of improving text and image quality according to
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claim ,‘ﬁ Wheréin the Step of ‘scaling the first quantization t‘able Qp to
form a second quantizatiog table (Qp) according to the ratio of the energy
in the reference image to the energy ‘content of the scanned image
1ncludes

5 determmmg a scalmg matrix (S) where each element Slk, 1] bemg
forined according to the followmg expression:

Stk, 1 = VK, 11/ Vy[k 1,

where V#k, 1]is a corresponding element in the variance matr1x V#*and

Vik, 1]is the correspondmg element in the variance matrix Vy; and

10 ~ scaling ‘the: first quantization table (Qg) ‘to form a second
quantization table (Qp) according to the following expression:
v_ QD =S x QE-'

33. A method of improving text and image quality according to

rther comprising:- , ‘
»e"ncapéulatin ~the second quantization: table (Qp) with the
compressed image to form a JPEG B e a ‘ v
;;;ansmitting the J PEG file over a limited bandwidth el
20 @;34 A method of i 1mprov1ng text and image quality according to
cla1m /29 further comprising:
selecting a plurality of reference images;
‘determining the energy content of each reference image;
averaging the energy content of the plurality of reference images;
25 and | _ |
scaling the vﬁrst quaﬁtization table (Qg) to form a second
quantization table (Qp) according to the ratio of the average energy in the

reference images to the energy content of the scanned image.
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4 A method of i 1mprov1ng text and i image quahty according to

claim }4 wherem the step of selecting a plurality of reference images
includes selectmg a plurality. of reference i 1mages each reference image

having a different »graph1ca1 content.

fb ,3/6 A method of i 1mpr0v1ng text and unage quality accordmg to

vclann 29 further comprising:

selecting a plurahty of scanned images;
‘ determining the energy content of ‘ each scanned image;
averaging the energy content of the pluralify of scanned images; and
 scaling - the first quantization table (Qg) to form a second
quantization téble (Qp) according to the ratio_ of the energy in the

reference image to the average energy content of the scanned images.
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TEXT AND IMAGE SHARPENING OF J PEG COMPRESSED
IMAGES IN THE FREQUENCY DOMAIN
ABSTRACT OF THE DISCLOSURE
The text and i 1mage enhancmg technique accordmg to the invention
is 1ntegrated into the ‘decoding or inverse quantlzatlon step that is
necessarily required by the JPEG standard. The invention integrates the
two by using two diﬁ'erent quantivz"ation tables: a first quantization table
(Qg) for use 1n quantizing the image data dui‘ing the compfession step
and a second quantIZatiOn‘ table used during the decode or inverse

quantization during the decorhpression process. The second quantization

‘table Qp is related to the first quantization table according to a

predetermmed function of the e energy in a reference image and the energy
in a scanned i 1mage The energy of the reference i image lost during the

_scanning process, as represented by the energy in the scanned image, is

restored durmg the decompressmn process by approprlately scaling the
second quantlzatlon table accordmg to the predetermined function. The

difference between the two tables, in partlcular the ratio of the two tables,

'determmes the amount of image enhancing that i is done in the two steps.

By 1ntegrat1ng the image enhancmg and i 1nverse quantization steps the
method does not require any additional computations than already

required for the compression and decompression processes.
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As a below named inventor, | hereby declare that: _

My residence/post office address and citizenship are as stated below next to my name;

I believe | am the original, first and sole inventor (if only one name is listed below) or an original, first and joint
inventor (if plural names are listed below) of the subject matter which is claimed and for which a patent is
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TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY DOMAIN

the specification of which

0() is attached hereto. (Leave blank In response to Notice of Missing Parts)

() wasfiledon __ : as Application Serial No.

() was amended by the preliminary amendment filed with the original application papers.
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all information which:is material to patentability as defined in 37 CFR 1.56. If this is a continuation-in-part
application, | acknowledge the duty to disclose all information known to me to be material to patentability as
defined in.37 CFR 1.56 which became available:between the filing date:of the prior (priority) application and
the National or PCT international filing date of this continuation-in-part application.

() In compliance with this duty there is attached an information disclosure statement 37 CFR1.97.
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| hereby -¢laim foreign priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s)
ceitificate listed below and have also identified below any foreign application for patent or inventor(s) certificate having a filing date before
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COUNTRY ) APPLIQA‘HON NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 U.S.C. 119
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U. S. Priority Claim
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the first. paragraph of Title 35; United States Code Section 112, | acknowledge the duty to disclose material information as defined in Title
37, Code of Federal Regulations; Section 1.56(2) which occurred between the filing date of the prior application and the national or PCT
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APPLICATION SERIAL NUMBER FILING DATE - -STATUS (p i/pending/at

POWER OF ATTORNEY::
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Reg. No. 32,947 Reg.No. 29,879 Reg: No. 30,682 Reg. No. ' 35,757
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on information. and - belief are believed to be true; and further that these statements were made with the
knowledge that willful false statements and the like so 'made. are punishable by fine or imprisonment, or both,
under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize
the. validity ‘of the application or any patent issued thereon.
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4. 5,263,099, Nov. 16, 1993, High speed window and level function
modification for real time video processing; James Kapcio, et al.,
*%382/131%%; 364/724.19; **382/260** [IMAGE AVAILABLE]
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ABSTRACT:
A CT scanner (10) non-invasively examines a region of interest of a

patient to create an image representation that is stored in an image

memory (14). Each pixel of the image representation has a relatively

large number of bits of radiation intensity resolution, e.g. 14 bits or

16k levels, which is larger than the gray scale resolution of a

conventional video monitor (24), e.g. 8 bits or 256 levels. A look-up
**table** (38) digitally **filters** each pixel value with digital filter
values to reduce the number of levels of each pixel value to the number

of gray scale levels displayable by the video monitor. While the image is
being displayed, the operator selectively adjusts the digital filtering

to optimize the displayed image for the intended diagnostic purpose.

During the vertical flyback or other non-display periods of the wvideo

monitor, a central processor (30) generates most significant bits of

addresses that read digital filter longwords from a filter memory (44). A
multiplexer (54) breaks each word into a plurality of filter values or

bytes which are serially conveyed to the digital *#*filter** look-up A
**tgble**. A least significant bit address generator (62) generates the L
least significant bits of the address for each filter value concurrently 7
with its conveyance to the look-up table. The multiplexer and least
significant bit address generator are clocked at a faster rate than the
central processor such that within one read clock pulse of the central
processor, a plurality of digital filter values are loaded into the

digital **filter** look-up **table**. In this manner, image filtering via
look-up table in real time is enhanced through an improved, faster

loading method.
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IMAGE'COM_PRESSION TECHNIQUE WITH
REGIONALLY SELECTIVE COMPRESSION
RATIO

This is a continudtion of application of Ser. No.
07/664,256 filed Mar. 4, 1991, now abondoned.

MICROFICHE APPENDIX - COPYRIGHT
NOTICE

A two-fiche microfiche Appendix 1 containing
source code for a software implementation of the JPEG
encode, enhanced according to the present invention is
included with this application. A portion of the disclo-
sure of this patent document contains material which is
subject to copyright protection. The copyright owner
has no objection to the facsimile reproduction by any-
one of the patent document or the patent disclosure as it
appears in the Patent and Trademark Office patent file
or records, but otherwise reserves all copyright rights
whatsoever.

‘BACKGROUND OF THE INVENTION

The present invention relates generally to image
compression and more specifically to a technique for
differentially compressing portions of the image.

Emerging applications,. such as full color (24-bit)
desktop publishing, photovideotex, phototransmission,
supported by 24-bit color scanners, monitors, printers,
and cameras, need data reduction and standards to
reach acceptable price performance levels.

One initial focus in the early 1980's, was on the use of
photographic images within videotex systems. It was
expected that such systems would eventually employ
ISDN (64 Kbit/sec) lines for transmission and monitors
as.softcopy displays. The initial algorithm requirements
and the evaluation' procedures reflect the early focus.
720 by 576 pixels color images (CCIR 601 format) were
selected as test material. Compression goals included
good image quality around- 1 bits/pixel and *“progres-
sive build-up”, allowing an early recognition of the
image at a lower quality. The image quality evaluation
was tied to relatively inexpensive monitors.

In 1986 the Joint' Photographic Expert Group

10

35

40

(JPEG) was formed as a joint committee of ISO and the

CCITT to develop and propose an efficient image com-
pression standard. Soon more target applications were
identified, broadening the scope of the standard. It
needed to support a wide variety of pixel resolutions,
color spaces, and transmission bandwidths. In addition
the efficiency of implementation in-both software and
hardware became an important additional requirement.

Given these requirements, in a competition between
twelve algorithms covering a wide spectrum of algo-
rithms, three finalists were selected in June, 1987: block
truncation approach, an interpolative’ spatial domain
approach and a transform based method. From these
three finalists, the Adaptive Discrete Cosine Transform
(ADCT) was unanimously selected in early 1988 as
having produced the best picture quality. Since then, a
cooperative effort to refine, test and document the
DCT-based method has been in progress.

This effort resulted in development-of a three part
structure, including the baseline system, the extended
system,, and independent lossless codmg function. Tech-
nical agreement was reached in the October, 1989
Tokyo meeting, a draft specification was made publicly

55

60

65

2
available in January, 1990, and an ISO Draft Proposed
Standard (DPS) is expected for 1991. :
The selected baseline algorithm is a lossy technique

‘based on the discrete cosine transform (DCT), a uni-

form quantizer, and entropy encoding. The transform
removes the data redundancy by concentrating most of
the information in the first few transform coefficients.
The quantizer controls the loss of information and the
picture quality. The entropy encoding reduces the en-
tropy of the signal. The JPEG proposed standard in-
cludes a baseline system, an extended system, and a
separate lossless function. The baseline system repre-
sents the default communication mode, and each stan-
dard decoder is required to interpret data coded with
the baseline system. The extended system provides ad-
ditional features such as progressive build-up and arith-
metic coding. These features can be used when imple-
mented by both the encoder and the decoder.

SUMMARY OF THE INVENTION

The present invention is drawn to a flexible and effec-
tive image compression technique that provides maxi-
mum compressxon consistent with maintaining image
quality in selected areas. The techmque may be imple-
mented for use with a standard image compression tech-

" nique, and the compressed image file may be decom-

pressed with any hardware or software that is compati-
ble with the standard.

The invention operates in the context of a lossy image
compress:on technique wherein a single set of side in-
formation is provided to allow decompressmn of the
comprcssed file. According to the invention, certain
portions of the image are selected (either by the user or
automatically) for more compression than other por-
tions of the image. The elimination of bits. in regions
selected for higher Jevels of compression is performed
in a manner that has relatively minimal lmpact on visual
quality. This selective or intelligent comnressxon using
the bits where they are the

user fo maximize image quality, compress to a fixed file

size, Of ensure an upper bound on _the reconstruction

error between the original and the decompressed image.

A particular embodiment of the invention is imple-
mented for use in conjunction with the JPEG image
compression technique. The JPEG proposed standard
calls for subdividing the i image into blocks, transform-
ing the array of pixel values in each block according to
a discrete cosine transform (DCT) so as to generate a
plurality of coefficients, quantizing the coefficients for
each block, and entropy encoding the quantized coeffi-
cients for each block. Within this context, one or more
of a number of techniques for rejecting weak compo-
nents are used to selectively reduce the number of bits
in the compressed image for that block. These tech-
niques include subjecting each selected block to a low
pass filtering operation prior to the transform, subject-
ing the coefficients for each selected block to-a thre-
sholding operation before or after the quantizing step,
subjecting the coefficients for each selected block to a
downward weighting operation before encoding them,
or, where the entropy encoding uses Huffman codes,
mapping coefficients to adjacent shorter codes. These
techniques tend to eliminate weak components or com-
ponents having high spatial frequencies, and thus pro-
vide significant compression while maintaining visual
quality. )

A further understanding of the nature and advantages
of the present invention may be realized by reference to
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the remaining portions of the specification and the at-
tached drawings.

" BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a high level block diagram showing the
compression and decompression of a source 1mage ac-
cording to the JPEG standard;

FIG. 2 shows an image subdmded into regions for
differential compression;

" FIG. 3 is a block diagram showing an embodiment of
the invention utilizing selective filtering;

FIG. 4 is a block diagram showing an embodiment of
the invention utilizing selective thresholding;

FIG. § is a block diagram showing an embodiment of
the invention utilizing selective weighting;

FIG. 6 is a block diagram showing an embodiment of
the invention utilizing selective miscoding; and

FIG. 7 shows a specially constructed Huffman code
table that allows controlled miscoding for differential
compression.

BRIEF DESCRIPTION OF THE APPENDICES

Appendix 1 (microfiche-2 fiches) is a source code
listing of a computer program for performing the image
compression according to the present invention; and

Appendix 2 (paper copy) is a specification of the
proposed JPEG standard.

DESCRIPTION OF SPECIFIC EMBODIMENTS
Introduction

As a threshold matter, it is useful to distinguish image
compression and data compression. Data compression
assumes that every bit of information in a file is impor-
tant, so every bit is retained when the file is compressed.
The algorithm simply stores the description of the data
in a more efficient format. Because no data is lost during
compression, data compression algorithms. are called

lossless. As a rule, these programs are capable of achiev-

ing compression ratio limits of roughly 8:1, with an
average ratio of 2:1. Image compression algorithms, on
the other hand must compress files at ratios from 10:1 to
100:1 in order to effectively solve the problem of huge
graphic files. To achieve these higher compression
rates, image compression algorithms must be lossy—-
they must assume that some of the data in an image file
is unnecessary (or can be eliminated without affecting
the perceived image. quality). Since compression in-
volves removing some of the image data from a file,
compressed files don’t retain all the quality of the origi-
nal image (although the difference is visually indistin-
guishable at compression ratios up to 10:1).

The present invention is drawn to an image compres-
sion teclinique wherein regions of the image may be
selected for relatively greater compression relative to
other regions. Although increasing the compression
ratio normally lowers the image quality, the invention-
utilizes techniques that have relatively little visual im-
pact on the selected regions. In many cases, there are
only localized portions whose high quality (information
content) must be preserved.

There are a number of ways in which a color image
can be broken into components. Standard monitors use
the RGB characterization where R, G, and B are the
red, green and blue components. Standard television
broadcasting (NTSC) uses the YUV characterization
where Y is the luminance component and U and V are
the chrominance components (approximately red and
blue). Printers use the CMYK characterization where
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C, M, Y, and K are the cyan, magenta, yellow, and
black components. The CCIR 601 standard describes a
linear transformation between the RGB characteriza-
tion and the YUV characterization,

The present invention is currently implemented as an
enhancement of the existing JPEG (Joint Photographic
Expert Group) image compression standard. Although
the invention can be unplemented in the context of

other image compression techniques, the majority of
the discussion below will be within the specific context
of the proposed JPEG standard. A complete specifica-
tion of the proposed standard has been filed with this
application as an Appendix 2.

JPEG Overview

FIG. 1 is a high level block diagram illustrating the
basic operations in the compression, transmission, and
reconstruction of a source image. The source image is
represented by one or more components, each of which
includes an array of multi-bit pixels. A grayscale image
would include a single component while a color image
would include up to four components. The operations
shown apply to each component.

Data fepresenting a source image component 10 is
communicated to a compression encoder 15 to provide
compressed image data 17. This data may be stored as a
file for subsequent retrieval and reconstruction, or it
may be transmitted on some communication medium to’
a remote location for immediate or subsequent recon-
struction. In any event, it is contemplated that the com-
pressed image data will be communicated to a compres-
sion decoder 20 to provide reconstructed image data 22.
Compression encoder 10 uses certain data structures for
the compression, and relevant portions of these must be
communicated as side information for use by compres-
sion decoder in the image reconstruction. The particu-
lar compression technique under discussion contem-
plates a single set of side information that applxes to the
entire image component.

In the proposed JPEG standard, comprasxon en-
coder includes a forward discrete cosine transform
(FDCT) stage 30, a quantizer 32, and an entropy en-
coder 35. The compression decoder includes an entropy
decoder 42, a dequantizer 45, and an inverse discrete
cosine transform (IDCT) stage 47. In the JPEG stan-
dard, the entropy encoder is lossless and use Huffman
coding in the baseline system. As will be described
below, certain embodiments of the present invention
introduce lossiness into the entropy encoder. The side
information includes a quantization table 37 used by
quantizer 32, and, where entropy encoder 15 is a Huff-
man encodér, a set of Huffman code tables 40,

The image component is divided into blocks of 8
pixels by 8 pixels, and each block is separately pro-
cessed. Positions within an 8 X8 block are denoted by a
double subscript, with the first subscript.referring to the
row and the second subscript referring to the column.
Numbering is from left to right and from top to bottom
so that the upper left corner is.(00), the upper right
corner is (07), the lower left corner is (70), and the
lower right corner is (77).

The DCT stage reduces data redundancy, producing
one DC coefficient and 63 AC coefficients for each
block. The DCT equations for the forward and'inverse
transforms are as follows:

FDCT:

HUAWEI EX. 1116 - 69/714




5,333,212

S

_ -continued
Sy =

7 7 . .
(C.Cv4) o Zg 2o e cosAx + Dum/16) cos(@y + Dyvm/16) s

IDCT:
Syx =

1 1
(1/4) 2 X CuCSw cos((2x + Dun/16) cos((2y + 1)v/16)
u=0 v=0 10

.

where

Sw-transform cocfﬁcxent at (vu) in the coefficient
table;

syx=pixel value at (yx) in the 8 X8 block; and

Cu,Cy=1/V2 for v,v=0 and | otherwue

As can be seen from the equation for the forward
transform, Sgois the DC component, being proportional
to the sum of all the pixel values. Larger values of u and
v correspond to higher spatial frequency components.
Since most images tend to be characterized by lower
spatial frequencies, the coefficient table tends to have
the largest values toward the upper left hand corner.
While nominally lossless, the DCT results in a small loss
due to the inherent inability to.calculate the cosine
terms with perfect accuracy.

The quantizer operates to reduce the information,
and hence the image quality, by a known amount. The
quantization is performed by dividing each coefficient
in the 8 X 8 coefficient table by the corresponding entry
inthe 8 X 8 quantjzation table, and rounding the result to
the nearest integer. Tliis reduces the magnitude of the
coefficients and. increases the number ‘of zero value
coefficients. The step-size of the quantizer is détermined
by a “visibility. threshold matrix”. Step size is varied
according to the coefficient location and can be tuned
for each color component to optimize the quantization
for human perception. A lossless quantizer would have
all entries equal to'1, which would mean no quantiza-
tion at all.

Next the difference bctwcen thc current DC coeffici-
ent and the DC coefficient of the previous block is
Huffman encoded to.reduce statistical redundancy. The
coding model for the AC coefficients rearranges them

in a zig-zag pattern as follows:

0 1 5 6 915 2 28

2 4 7 13 16 26 29 42

3 8 12 17 25 30 41 43

9 1 18 24 3 40 44 53

10 19 23 32 39 45 52 54

20 2 33 38 46 s1 5 60

21 34 37 41 50 56 59 61

- 35 36 48 49 57 58 62 63

When the quantized AC coefficients are ordered in
the zig-zag pattern described above, the string of quan-

tized coefficient values will be characterized by runs of-

0's interrupted by non-zero values. Although the indi-
vidual coefficients are 10-bit numbers, the actual coeffi-
cient value will typically be a number of fewer bits with
leading bits that are 0's. A unique code is assigned to
each possible combination of run length and number of
bits. The code is thus characterized by an integer pair,
namely run/size. The run length is constrained by the
number of AC coefficients (63), but in ordér to keep the
code tables more manageable, a maximum run of 15 is
permitted. Combinations with a zero size are undefined,
but 0/0 is assigned a code to designate end of block
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(EOB) and 15/0 is assigned a code to specify a zero run
length (ZRL) of 15 followed by one or more 0's.

The string of coefficient values is broken down into
groups, each of which comprises 2 run of 0's followed
by a non-zero value. The cade for the particular run/-
size is placed in the data file, followed by the binary
representation of the numerical value of the coefficient
without leading 0's. Runs of more than 15 0's are han-

dled by inserting the requisite number of ZRL codes.

Decoding is accomplished by sensing a valid code,
determining from it the number of data bits, and extract-
ing the data value, which immediately follows the code.

As is typical for Huffman coding, short codes are
chosen for the more probable events and longer codes
are chosen for the less probable events. The codes are
constrained so that no short code is the leading portion
of a longer code.

The baseline system specifies two sets of typical Huff-
man tables, one intended for the luminance or achro-
matic (grayscale) component and one for the chromatic
(color) components. Each set has two separate tables,
one for the DC and one for the AC coefficients. Tables
1A and 1B show the code lengths (not the codes them-
selves) for these typical code tables. The tables are
organized in rows corresponding to the number of 0’s
and columns corresponding to the number of bits in the
values. As can be seen, the most frequent events, which
are mapped to short codes, are concentrated in the
upper left corner and along the top and left side edges.
This reflects the fact that most of the quantized AC
coefficients tend to be zero or small numbers (few bits).

The encoder of the baseline system may operate in 2
modes: a) one-pass encoding using default Huffman
tables or custom, pre-calculated’ Huffman tables, or b)
two-pass encoding, where during the first pass the en-
coder determines the optimal Huffman table specific for
the image being encoded.

The JPEG syntax specifies that the baseline can pro-
cess the 8-bit pixel data in either block interleaved or on
a color component basis with no restrictions on the
horizontal and vertical dimensions. In addition the base-
line can handle at most four different color components
and in block interleaved mode up to ten subsampled
8 8 blocks.

The extended system provides a set of additional
capabilities, including progressive build-up and arith-
mietic coding, to meet the needs of applications requir-
ing more than the baseline system functionality. These
additional features are not required for all applications,
and conseéquently, to minimize the cost of JPEG base-
line compatibility, they are defined only in the Ex-
tended System. The extended system is a superset of the
baseline system limits, by handling pixels of greater than
8 bits precision, additional data interleave schemes, and
more color components.

Although the JPEG standard does not provide a
priori compression ratios, there exist published quanti-
zation tables that give generally predictable levels of
compression. To the extent that an image must be com-
pressed by a defined amount (for example, to fit within
a maximum file size), it is possible to perform an itera-
tive. procedure as follows. First, compress the image
using an appropriate quantization table. Note the resul-
tant size, and scale the quantization table accordingly.
Compress the image with the scaled quantization table,
and repeat the scaling and compression steps as neces-
sary.
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Variable Image Quaiity

While compressing an image approximately 10:1 typi-
cally results in little loss of perceptible visual quality,
practical benefit typically requires compression ratios
significantly greater. than 10:1. However, such large
compression ratios are likely to degrade the image, or at
least portions thereof, to an unacceptable level. For
example, text areas within the image might become
unreadable.

The present invention addresses this dilemma by
allowing different- selected portions of an image to be
compressed at different compression ratios so that por-
tions that require extreme quality can be compressed at
relatively low ratios while background portions. and
portions conveying little information can be com-
pressed at lugher ratios. The selection can be performed
by the.user, or in some instances can be done automati-
cally, as for example if it is known ahead of time which
portions of the image must be maintained with substan-
tially no loss in visual quality.

FIG. 2 is a stylized viéw illustrating the selective
compression according to the present invention and the
type of file compression achievable thereby. A source
image 60 is shown as having been subdivided into three
regions, designated 60a, 605, and 60c. These portions of
the image are designated to receive different degrees of
image compression. While the figure shows contiguous
regions for the different compression ratios, it should be
understood that the image can be subdivided in any
way, depending on the regions of the image that are to
be compressed at different ratios.

In the specific example, assume that region 60a in-
cludes fine detail, and thus requires excellent quality
upon compression and decompression. In such an in-
stance, a compression ratio of 5:1 is appropriate. Fur-
ther assume that region 60b requires at most good qual-
ity, and can be compressed with a compression ratio of
20:1, Similarly, assume that region 60c contains very
little detail, and can be compressed with a compression
ration of 30:1..If each of regions 60a and 605 occupies }
of the image area and region 60c occupies { the overall
or effective compression ratio is about 18:1. Typically,
the regions that require the lowest level of compression
will be relatively small, and therefore the overall com-
pression ratio may be higher yet.

The procedure can be interactive with the user work-
ing at the screen (computer monitor) to select the re-
gions and specify the relative quality levels. In a current
implementation on an Apple Macintosh personal com-
puter, the user can select regions by using a graphical
interface such as the Quickdraw tools developed by
Apple. The original image is on the screen, and using
standard drawing tools such as the rectangular outline
or the lasso tool, the user indicates with the mouse on
the screen the area of interest. Depending on the action,
- more regions can be added to the selected region or can
be deleted from the selected region. For the specific
region the user determines a quality setting. All 8X8
pixel blocks of which a pixel is part of the outlined
regions are marked. Those markers then are used as
indicators how to process the blocks to the selected
quality levels as described below.

The user is then able to see the result of the compres-
sion, both in visual terms (the compressed image is
decompréssed and displayed on the screen), and in nu-
merical terms (the resultant compressed file size is
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shown). If either aspect of the result is unsatisfactory,
the user can modify the input parameters and try again.
An automatic mode is based on the final goal (e.g.,
fixed file size or .bounded reconstruction error). The
visually important reconstruction errors are detected
and the quality is adapted until the quality criteria is
reached. Most of those errors will occur around edges.
If a fixed file size is required the quality level is adjusted
continuously such that the total amount of compression.
bis varies within about 10% of the goal. The various
techniques described below have numerical parameters
that can be varied to fine tune the compression. :
While it is possible to treat each region as a separate
image, and apply a suitable image compression to that
image, storing or transmitting the appropriate side in-
formation with the compressed data, the present inven-
tion takes a different approach. One or a number-of
various techniques, to be described below, are used for
selectively removing more or less information from the
different regions. The compression for all regions is
characterized by a single set of side information, and
this single set is stored or transmitted with the file. This
saves some file space, and further avoids the need to -
send or store information regarding the way the image

was segmented for variable quality. Moreover, and

perhaps most important, the proposed JPEG standard
contemplates a single set of side information, and pro-
vides no mechanism for piecing together segments of an
image.
The following sections describe various embodiments
of the invention, each directed to a particular technique
for increasing the compression ratio of selected blocks.
It should be understood that the techniques are applica-
ble individually or in combination. Moreover, different
individual techmques of combinations may be appropn-
ate for different portions of the image.

Low Pass Filtering

FIG. 3 is a high level block diagram illustrating an
embodiment of the invention for reducing the quality
for selected blocks. In this embodiment, selected blocks
are communicated to a low-pass filtering stage 70 prior
to DCT stage 30.

A simple type of filter is-a moving average filter,
which removes hxgh frequency spatial components by
substituting for a given pixel value the average value of
some number of neighboring pixels. The larger the
number of neighboring pixels that are averaged, the
greater the degree of filtering. It is preferred to use a
rectangular filter that averages an array of M rows and
N columns. In this regime, the filtering operation is

describéd by the following €quation:

N M
Syx = iiO'j.—%O Sy 4 x4V MN
Where s'yx is the average value of the MXN block of
pxxels with the upper left corner being at (yx). Since this
moving block average must be computed for each pixel,
significant efficiencies can be achieved by recognizing
that most of the computation has already been per-
formed for a given average. For example, once the

‘average for a given pixel position has been calculated,

the average value for the pixel one row below it may be
computed by taking the previous average value, sub-
tracting the contribution from the previous row and
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adding the contribution of the new row. This may be
seen as follows:

. N N
Syx = S’ pA ‘N= X - N
ye=Somne T Speetmy/N = TSy et m)

A similar extension applies to horizontally adjacent
_pixels.

The above equations result in averaging the pixels
where the center of the rectangle is diagonally offset
below and to the right of the pixel being processed. It is
preferred to use an odd number of pixels for each di-
mension of the filter rectangle, and to center the filter at
the pixel. Accordingly, if the rcctangle is considered to
be (2m+1)X(2n+ 1), the expression for s’y becomes:

Syx - = m’(,v+l)(x+1)/((2'l + 1)2m + 1)

Since the filtering operation extends over block bound-
aries, it tends to smooth the transitions between regions
that are being subjected to different filtering.

It is- possible to apply different filters to different
portions of the image. For example, four different qual-
ity levels can be established by no filter for regions of
maximum quality, a 5 X5 filter for regions of high qual-
ity, an 11x 11 filter for regions of medium quality, and
a 17X 17 filter for regions of low quahty If more com-
puting power is available, other types of linear or non-
linear low pass filters can be used.

Thresholding and Downward Weighting of
Coefficients

FIG. 4 is a high level block diagram illustrating an-
other ‘embodiment of the invention for reducing the
quality for selected blocks. In this embodiment, the AC
coefficients for the selected blocks are communicated to
a thresholding stage 75 prior to éntropy encoder 35. It
is also possible to threshold before quantizing, but thre-
sholding after is preferred. since the quantized results
include a visual weighting (larger divisors for higher
frequencies).

A threshold level of 3 or 4 will tend to give high
quality (say 16:1 compression) while a threshold level of
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current implementation, a single threshold is used for all
the. AC coefficients. A representative code sequence is
as follows:

# define THRS 5
int S[8){8];
void main(void)

/* declare 8 by 8 array of integers */

int index_v,index_u;

/* initialize array 10 desired values here */
/* test array against threshold (THRS) */
for(index_v = Gjindex_v < 8;index_v+ +)

for(index__u = Gjindex_u < 8;index_u++)
if(mdex_v =2= 0 && index_u == () continue;

if{S[index_.v]lindex_u] < THRS)
S[md:x_v](lndex_.u] =0;

The result of the thresholding operation is to set the AC
coefficients having smaller absolute values to zero. It is
noted that the quantizer performs a similar function in
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that it sets to zero those coefficients that are below their
respective quantization step sizes.

An extension of this basic technique is to apply differ-
ent threshold values depending on the particular AC
coefficient. For example, using larger threshold values
for the higher frequency AC coefficients has an effect
similar-to low pass filtering.

FIG. § is a schematic flow diagram illustrating a
quality reduction technique that can be used either in
con_]uncnon with or instead of the thresholding tech-
nique. In this embodiment, the AC coefficients are com-
municated to a downward weighting stage 80 prior to
quantizer 32. While a single weighting coefficient could
be used, the effect of low pass filtering can be achieved
by using larger downward weighting factors for the
higher frequency AC coefficients.

Huffman Miscoding for Shorter Code Words

FIG. 6 is a high level block diagram of another em-
bodiment of the invention for reducing the quality for
selected blocks. This embodiment contemplates formu-
lating special Huffman code tables, suitable for provid-
ing lossless encoding, and selectively miscoding certain
quantized coefficient valuesin the blocks where greater
compression is desired. To this end, the lossless entropy
encoder, designated 32', has an associated lossy entropy
encoder 85.

FIG. 7 shows a specially constructed Huffman code
table incorporating a technique for allowing controlled
miscoding for those blocks where greater compression
is desired. The table is organized in rows corresponding
to the number of 0’s and columns corresponding to the
number of bits in the values. Zero-bit numbers for non-
zero values do not occur and as-a result no codes are
defined for no bits. However, the special case of no 0’s
and no bits (i.e., 0/0) is defined as the end of block
(EOB), and the special case of 15/0is used to signify the
run of 15 zeroes followed by a further run of at least one
0. Thus codes are assigned for EOB and ZRL, but not
for the other 0-bit values.

The general procedure for assigning Huffman codes
is to assign the shortest codes to the events with the
highest probabilities and the longest codes to the events
with the lowest probabilities. This embodiment of the
invention contemplates creating a code table where
adjacent pairs of entries are characterized by short and
long codes, and for extra compression in selected
blocks, values that would correctly be coded with the
long code are miscoded with an adjacent short code.

The procedure for generating the specxal Huffman
code table is as follows. Each position in the code table
has a certain associated probability. For a given adja-
cent pair of positions, which are characterized by the
same run length and consecutive odd and even integer
sizes, the joint probability is determined and assigned to
the odd size position. Based on these enhanced probabil-
ities, the odd size positions in the pair will get a short
code. A 16-bit code is assigned to the even size position
in the pair. For example, for run/size =0/1, the sum of
the probabilities for 0/1 and 0/25 is assigned to 0/1 and
essentially zero probability is assigned to 0/2. Thus the
code table will have the shortest codes in- the odd col-
umns and 16-bit codes in the even columns.

This is the code table that is sent as the side informa-
tion, and it will provide lossless encoding of blocks of
quantized coefficients. However, for those blocks
where a higher compression ratio is desired, the entropy
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encoding is made lossy by miscoding the values that
require an even number of bits. Specifically, such a
value will be assigned the code for an adjacent odd size
and the value for the closest value with that code. For
example, consider the possible values from 1 to 15. The
value 1 is a 1-bit number, the values 2-3 are 2-bit bit
numbers, the values 4-7 are 3-bit numbers, and the val-
ues 8-15 are 4-bit numbers. For the lossy miscoding, the
value 2 will get the short code for a 1-bit value and the
value 1, the value 3 will get the short code for a 3-bit
value and the value 4, the values 8-11 will get the short
code for a 3-bit value and the value 7, while the values
12-15 will get the short code for a 5-bit value and the
value 16.

Current Implementation

The thresholding embodiment of the invention is
implemented in software on a digital computer. Appen-
dix 1 (© 1990, Storm Technology, Inc. is a set of mi-
crofiches containing a source code program for an
image compression encoder according to the proposed
JPEG standard, as extended by incorporation of this
embodiment. The program is in the “C” language, well
known to those of skill in the art. The program was
written to run-on an Apple Macintosh personal com-
puter, although it will be apparent to those of skill in the

25

art that a wide variety of programming languages and .

hardware configurations could readily be used based on
this disclosure without departing from the scope of the
invention.

Conclusion

In conclusion, it can be seen that the present inven-
tion provides a simple and effective approach to extend-
ing an image compression standard to provide truly
customized compression. The invention allows maxi-
mum compression consistent with preserving detail in
critical areas of the image.

While the above is a complete description of various
embodiments of the invention, including a software
implementation of one of the embodiments, various
modifications, alternatives, and equivalents may be
used. For example, .a software implementation as dis-
closed.provides a relatively inexpensive solution to the
problem. A faster (say by a factor of 10) solution may be
provided by use of a hardware accelerator in the com-
puter. ‘A -preferred implementation of the hardware
accelerator includes one or more programmed digital
signal processors (DSP's). While special purpose hard-
ware could be designed for such an accelerator board, it
is believed that a DSP based system provides greater
flexibility for upgrades. Performance does not come
free of cost, and a hardware implementation is likely to
cost § times as much as the software implementation.

Therefore, the above description and illustrations
should not be taken as limiting the scope of the inven-
tion which is defined by the appended claims.
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TABLE 1A
Huffman Code Lengths for Luminance AC Coefficients
BITS IN VALUE
1] 1 2 3 4 5 6 1 8 9 10
of4 2 2 3 4 5 7 8 10 16
H— 4 5 7 9 11 16
2l — S 8 10 12 16
3j— 6 9 12 16
4t — 6 10 16
5t— 7 11 16 All codes in this
6l— 7 12 16 region are 16 bits long.
71— 8 12 16
8l— 9 15 16
9~ 9 16
10— 9 16
11— 10 16
12l — 10 16
B3l— 1 1s
4| — 16
15111°° 16
*EOB
*sZRL
TABLE 1B
Huffman Code Lengths for Chrominance AC Coefficients
BITS IN VALUE
0 1 2 3 4 5 6 7 8 9 10
o] 2* 2 3 4 5 5 6 7 9 10 12
- 4 6 8 9 11 12 16
2l— 5 8 10 12 15 16
3l— 5 8 10 12 16
4~ 6 9 16
5l— 6 10 16 All codes in this
6l— 7 11 16 region are 16 bits long.
INN—- 7 11 16
8| — 8 16
9f— 9 16
10— 9 16
nl— 9 16
12{— 9 16
13— 11 16
14 — 14 16
15110** 15 16
*EOB
**ZRL

What is claimed is:
1. A method of lossy image compression comprising
the steps of:

accepting an image into a digital processor;

using the digital processor to subdivide a component
of the image into a plurality of blocks; -

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to encode each block of
the plurality according to a defined compression
regime while modifying in a particular way at least
a portion of the compression regime as applied to
each block of the subset, the compression regime,
as modified in the particular way, being applied
only to the blocks of the subset; '

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality notwith-
standing the fact that during said step of using the
digital processor to encode each block of the plu-
rality, at least a portion of the compression regime
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was modified as applied to each block of the subset;
and

using the d;gltal processor to produce compressed

image data comprising the encoded blocks and the
single set of side information.

2. The method of claim 1 in which the step of using
the digital processor to select a subset of the blocks for
preferentially greater compression is carried out in-
teractively with a user and incorporates accepting into
the digital processor information from the user regard-
ing which blocks are to be included in the subset.

3. The'method of claim 1 in which the step of using
the digital processor to select a subset of the blocks for
preferentially greater compression is carried out by the
digital processor without user interaction.

4. The method of claim 1 in which the single set of
side information comprises a quantization table and a
Huffman code table.

5. The method of claim 1 in which the encoded quan-
tized coefficients and the single set of side information
conform to the JPEG standard.

6. The method of claim 1 wherein the compressed
image data is transmitted asa data stream without being
stored as a data file.

7. The method of claim 1, and further comprising the
steps of:

using the digital processor to select an additional

different subset containing fewer than the plurality
of ‘blocks for a different degree of preferentially
greater compression; and

within the step of using the digital processor to en-

code each block of the plurality, modifying in a
different particular way at least a portion of the
compression regime as applied to each block of the
additional different subset.

8. A method for compressing an image component
comprising the steps of:

accepting the image component into a digital proces-

sor;

using the dlgxtal processor to subdivide the image

component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-

ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to subject each block of

the subset to a low pass filtering operation;

using the.digital processor to transform the array of

pixel values in each block so as to generate 2 plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients’

for each block;

using the digital processor to encode the guantized
coefficients for each block;

using the digital processor to provide a single set of
side information, all of which applies to every one
of the.encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of side
information.

"9, The method of claim 8 in which the encoded quan-
tized coefficients and the single set of side information
conform to the JPEG standard.

10. A method for compressing an image component
comprising the steps of:
accepting the image component into a digital proces-
sor;
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14 :
using the dxgnal processor to subdivide the image
component into a plurality of blocks, each block
compnsmg an array of pixel values;
using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of

pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients

. for each block;

using the digital processor to encode the quantized

coefficients for each block;

using the digital processor to subject the absolute

values of the coefficients for each block of the
subset to a thresholding operation between the
transforming and encoding steps for that block, the
thresholding operation causing each coefficient
having an absolute value less than a particular
value to be set to zero;

using the digital processor to provide a single set of

side information, all of which applies to every one
of the encoded blocks of the plurality; and

usmg the digital processor to produce compressed

image data comprising encoded quantized coeffici-
ents for each block and the single set of side infor-
mation.

11. The method of claim 10 wherein the thresholding
operation for each block in the subset is performed after
the quantizing step for that block.

12. The method of claim 10 wherein the thresholdmg
operation for each block in the subset is characterized
by different threshold levels for at least two coeffici-
ents,

13. The method of claim 10 in which the encoded
quanuzed coefficients and the single set of side informa-
tion conform to the JPEG standard.

14. A method for compressing an image component
oompnsmg the steps of:

accepting the image component into a dxgxtal proces-

sor;

using the digital processor to subdivide the image

component into a plurality of blocks, each block
compnsmg an array of pixel values;

usmg the digital processor to select a subset contain-

ing fewer than the p]urallty of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of

plxel values in each block so as to generate a plural-
lty of coefficients for each block;

using the digital processor to quantize the coefficients

for each block;

using the digital processor to encode the quantized

coefficients for each block;

using the digital processor to subject the coefficients

for each block of the subset to a downward
weighting operation between the transforming and
encoding 'steps for that block;

using the digital processor to provide a single set of

side information, all of which applies to every one
of the encoded blocks of the plurality; and

usmg the digital processor to produce compressed

image data comprising the-encoded quantized coef-
ficients for each block and the single set of side
information.

15. The method of claim 14 wherein the weighting
operation for each block in the subset is performed
before the quantizing step for that block.
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16. The method of claim 14 wherein the weighting
operation for each block in the subset is characterized
by different weighting factors for at least two coeffici-
ents.

17. The method of claim 14 in which the encoded
quantized coefficients and the single set of side informa-
tion conform to the JPEG standard.
~ 18. A method for compressing an image component
comprising the steps of:

accepting the image component into a digital proces-

sor; '

using the digital processor to subdivide the image

component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-

ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of

pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients

for each block; :

using the digital processor to generate a Huffman

code table in which long and short codes are inter-
spersed;

after the step of using the digital processor to gener-

ate a Huffman code table, using the digital proces-
sor to encode the quantized coefficients for each
block;

during the step of using the digital processor to en-
“code the quantized coefficients, for each block of
the subset using the digital processor to miscode a
given quantized coefficient by selecting an adja-
cent Huffman code rather than the Huffman code
that is appropriate for the given quantized coeffici-
ent if the adjacent Huffman code is shorter than the
Huffman code that is appropriate for the given
quantized coefficient; .

using the digital processor to provide a single set of

side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital .processor to produce compressed

image data comprising the encoded quantized.coef-
ficients for each block and the single set of side
information.

19. The method of claim 18, and further comprising
the step, performed for each block in the subset in the
event that there are more that one adjacent shorter
code, of selecting the adjacent code that corresponds to
the value that is closest to the value of the coefficient
before the coefficient was subjected to the quantizing
step.

20. The method of claim 18 in which the encoded

‘quantized coefficients and the single set of side informa-

tion conform to the JPEG standard.
21. A method for compressing an image component
comprising the steps of: '
accepting the image component into a digital proces-
sor; :
using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;
using the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;
using the digital processor to quantize the coefficients
for each block;
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using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to subject the absolute
values of the coefficients for each block to a thre-

sholding operation between the transforming and -

encoding steps for that block, the thresholding
operation causing each coefficient having an abso-
lute value less than a particular value to be set to
zero; .

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-

ficients for each block-and the single set of side-

information. .

22. The method of claim 21 wherein the thresholding
operation for each block is performed after the quantiz-
ing step for that block.

23. The method of claim 21 wherein the thresholding
operation for each block is characterized by different
threshold levels for at least two coefficients.

24. A method for compressing an image component
comprising the steps of:

accepting the image component into a digital proces- .

sor; .

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to transform the array of -

pixel values in each block so as to generate 2 plural-
ity of coefficients for each block; )

using the digital processor to quantize the coefficients
for each block; .

using the digital processor to encode the guantized
coefficients for each block;

using the digital processor to subject the coefficients
for each block to a downward weighting operation
between the transforming and encoding steps for
that block;

using the digital processor to provide a single set of
side information, all of which applies to.every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of side
information.

25. The method of claim 24 wherein the weighting

- operation for each block is performed before the quan-
tizing step for that block.
26. A method for compressing an image component
comprising the steps of: .

accepting the image component into a digital proces-
sor;

using the digital processor to subdivide the image
component into a plurality of blocks; each block
comprising an array of pixel values; ‘

using- the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block;

using the digital .processor to generate a Huffman
code table in which long and short codes are inter-
spersed; -

after the step of using the digital processor to gener-
ate a Huffman code table, using the digital proces-
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sor to encode the quantized ‘coefficients for each using the digital processor to select a subset contain-
block; ing fewer that the plurality of blocks for preferen-

during the step of using the digital processor to en- tially greater compression;
g ‘ep of using L ghtal p T to en using the digital processor to encade each block of

co.dc t:]’: ?a{m]zcd coefficients, for ;ach b!OCk 5 the plurality according to the defined compression
using the digital processor to miscode a given regime while modifying in a particular way at least
quantized coefficient by selecting an adjacent Huff- a portion of the compression regime as applied to
man code rather than the Huffman code that is each block of the subset, the compression regime,
appropriate for the given quantized coefficient if as modified in the particular way, being applied

the adjacent Huffman code is shorter than the 10 only to the blocks of the subset; .

Huffman code that is appropriate for the given using the digital processor to pr ovide a single set of

quantized coefficient; side information, all of which applies to every one
’ of the encoded blocks of the plurality notwith-

using ‘!‘e digi tal processor tc? proyxd'e a single set of standing the fact that during said step of using the
side information, all of which applies to every one ;5 digital processor to encode each block of the plu-
of the encoded blocks of the plurality; and rality, at least a portion of the compression regime
using the digital processor to produce compressed was modified as applied to each block of the subset;
image data comprising the encoded quantized coef- using the digital processor to produce a compressed
ficients for each block and the single set of side image data comprising the encoded blocks and the

20 single set of side information;

. information. d ing th , da gi
27. The method of claim 26, and further comprising ecompressing the compressed image data according
the ste i d h block in th h to the defined image decompression regime, using
p, periormed lor each block In the event that the single set of side information, to produce a
there are'more than one adjacent shorter code, of select- second image; and
ing the adjacent codethat corresponds to the value that 25  displaying the second image.
is closest-to the value of the coefficient before the coef- 29. The method of claim 28 wherein the step of de-
ficient was subjected to the quantizing step. compressing the compressed image data is performed

28. A method of lossy image-compression and decom-  using the same digital processor.

pression, operating in the context of a defined compres- coi?}'n:shs?nrgi%‘:‘i:;g}_:i‘:ejﬁmwahgff}:t;h; s;:ff:;::&
slo;:hredglme an.d. a d;ﬁn_ed dec: mpression regime, the using a different digital processor than the first-men-
method comprising the steps of: tioned digital processor.
acf:eptmg a _ﬁrst image into a digital processor; 31. The method of claim 1 wherein the compressed
using the digital processor to subdivide a component  image data is stored as a data file.

of the first image into a plurality of blocks; 35 A A
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[s7] ABSTRACT

The invention provides a method and apparatus for
performing image data compression. Initially, a two-di-
mensional block of image data in a spatial domain is
transformed by a transform coder, resulting in a two-di-
mensional array of activity coefficients in a frequency
domain. The array is then serialized and quantized,
yielding a onc-dimensional array of coefficients with a
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1
ADAFPTIVE ZONAL CODER

FIELD OF THE INVENTION

This invention relates to image data compression and 5
more particularly to adaptive techniques for transform
coding of image data for transmission or storage.

BACKGROUND OF THE INVENTION

Many communication systems require the transmis- 10
sion and/or storage of image data. Any technique that
minimizes the amount of information required to en-
code a given image is highly desireable. Transform
coding represents a major class of such methods. Mean-
ingful images usually contain a high degree of long- 15
range structure, i.e., they have high inter-element corre-
lations. In transform coding, an image with high inter-
element correlations is converted into a collection of
uncorrelated coefficients, thereby removing most of the
redundant information in the original image. Early 20
transform techniques employed a Fourier-type trans-
form. Current approaches use a discrete cosine trans-
form (DCT) or a Hadamard transform, both of which
provide relatively higher coding efficiency.

Commonly, an image to be encoded is partitioned 25
into a plurality of image blocks, and each block is di-
vided into an 8 X 8 or 16X 16 square array. The resulting
blocks are encoded one after another. A typical image
compression pipeline includes a transform coder, a
quantizer, and an entropy coder. A quantizer is used to 30
map a coefficient, falling within a range of continuous
values, into a member of a set of discrete quantized
values, and an entropy coder uses statistical properties
of the information to compress it, ie., to express the
same message using fewer binary digits. For example, a 35
Huffman coder relates the most frequent incoming data
symbols to the shortest outgoing codes, and the least
frequent incoming data symbols to.the longest outgoing
codes. Afier the transform. coder transforms an image
block into a collection of uncorrelated coefficients, the 40
quantizer provides the corresponding series of discrete
values to the entropy coder. The resulting stream of
binary digits is then eithier transmitted or stored.

Although it is possible to retain all the coeflicients
that result from transform coding an image, it is neither 45
necessary nor desirable. Due to the nature of the human
visual system, certain coefficients ca itted with.

out degradin ed image gnﬂitx. By retaining

only visually important coefficients, an tmage with ac-

WWL g, significantly 50

less'information than provided by the transform coding
TOCESS,

For @ typical two-dimensional source image, the
transform operation results in a redistribution of image
energy into a set of relatively few low-order coefficients 55
that can be arranged in a two-dimensional array. Visu-
ally significant coefficients are usually found in the
upper left-hand comner of the array.

According to a known method, referred to as ‘zonal
coding’, only those coefficients lying within a specified 60
zone of the array, e.g., the upper left quarter of the
array, are retained. Although significant data compres-
sion can be achieved using this method, it is inadequate
because picture fidelity is reduced for scenes that con-
tain significant high frequency components.

In an alternative approach, referred to as ‘adaptive
transform coding’, a block activity measure is used to
choose an optimum quantizer. Although this method

65

. 2 :
achieves gains in efficiency by providing a degree of
quantization precision appropriate to the activity level
of a given block, the additional information needed to
specify the state of the quantizer must be transmitted
along with the usual coefficient data.

SUMMARY OF THE INVENTION

The invention provides a method for image data
compression that includes the following steps: trans-
forming a two-dimensional block of image data in a
spatial domain to data in a frequency domain. The trans-
formed image data is represented as a two-dimensional
array of activity coefficients. The two dimensional
array is then serialized, resulting in a one-dimensional
array of coefficients with a leading coefficient and an
original trailing coefficient. The array is then quantized.
Next, a portion of the array is selected beginning with
the leading coefficient and ending with a new trailing
coefficient that is closer to the leading coefficient than

the original trailing coefficient. Lastly, an end-of-block

symbol is appended after said new trailing coefficient,
and the selected portion of the array is encoded using an
entropy coder.

In a preferred embodiment, the portion is selected by
first measuring the total activity of the array. A measure
of activity of successive sub-portions of the array is
determined on-the-fly, and added to a running total.
Each new value of the running total is compared to the
total activity of the array, Based on this comparison,
and in a further preferred embodiment, on a setable
level of image quality, a new trailing coefficient is desig-
nated, and only the portion of the array bounded by the
leading coefficient and the new trailing coefficient is
presented for encoding.

Another general feature of the invention is apparatus
for inclusion in an image data compression pipeline, the
pipeline including a transform coder, a serializer, a
quantizer and an entropy coder. The apparatus includes
a memory connected to said quantizer and said entropy
coder. The memory has an input and an output adapted
to store and delay at least a block of transformed, serial-
ized and quantized image data, and is adapted to pro-
vide an entropy coder with successive sub-portions of
said block of image data. The apparatus also includes a
first measurer connected to the quantizer for measuring
the total activity of the block of image data, and a sec-
ond measurer connected to the output of the memory
for measuring the activity of successive sub-portions of
the image data and computing a running total of the
activity. A control law unit is connected to the first and
second measurers, and to an entropy coder, and is
adapted to compare the running total provided by the
second measurer to a level based in part on the total
activity provided by the first measurer, and sends an
end-of-block symbol to the entropy encoder. The en-
tropy coder is adapted to encode only a portion of the
block of image data based on when it receives an end-
of-block symbol. _

Thus, it is not necessary to transmit additional infor-
mation along with each block for indicating, e.g., its
activity level, or run length. The end-of-block symbol
provides an image data receiver with sufficient informa-
tion for parsing an incoming bit stream back into blocks
of image data.
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BRIEF DESCRIPTION OF THE DRAWINGS .

The invention will be more fully understood by read-
ing the following detailed description, in conjunction
with the accompanying drawings, in which:

FIG. 1is a block diagram of a typical image compres-
sion pipeline;

FIG. 2A is a representation of a 4 X4 array of coefTi-
cients;

FIG. 2B is a representation of a 1X 16 array of coeffi-
cients corresponding to the array of FIG. 2A;

FIG. 2C is a representation of a truncated array of
coefficients corresponding to the array of FIG. 2B with
an appended end-of-block symbol; and

FIG. 3 is a block diagram of the image compression
system of the invention.

DETAILED DESCRIPTION OF THE
INVENTION

With reference to FIG. 1, a typical image compres-
sion pipeline includes a transform coder 10, such as a
discrete cosine transform coder (DCT), as disclosed in
Ahmed et al, “Discrete Cosine Transform”, IEEE
Trans on Computers, Jan 1974, pp 90-93; a quantizer 12,
such as a linear quantizer, as described in Wintz,
“Transform Picture Coding”, section III, Proc. 1IEEE,
vol. 60, pp 809-820; and an entropy coder 14, such as a
Huffman coder, as discussed in Huffman, “A Method
for the Construction of Minimum-Redundancy Codes”,
Proc. IRE 40, No. 9, 1098-1101. After the transform
coder 10 transforms image data into a collection of
uncorrelated coefficients, the quantizer 12 maps each
coefficient, selected from a range of continuous values,
into a member of a set of discrete quantized values.
These quantized values are then encoded by the entropy
cader 14. The resulting stream of binary digits is then
either transmitted or stored.

Typically, image data is two-dimensional. Accord-
ingly, the information provided by the transform coder
10 is presented in the form of a two-dimensional array.
In a preferred embodiment, a serializer, such as a zigzag
serializer, is used to covert the two-dimensional array of
continuous values into a one-dimensional array of con-
tinuous values. The one-dimensional array is then quan-
tized to yield a one-dimensional array of discrete values.
For example, a zigzag serializer operating on an 4X4
array of integers as shown in FIG. 2A would produce a
1X 16 array of integers as shown in FIG. 2B.

In a preferred embodiment, a zigzag serializer 16 is
included in the image compression pipeline between the
transform coder 10 and the quantizer 12, as shown in
FIG. 3. After serializing the two-dimensional array
provided by the transform coder 10, the quantizer maps
the resulting onc-dimensional array of continuous val-
ues into a one-dimensional array of quantized values.
The array is then held for one block processing interval
in a one-block delay memory unit 18, while an identical
copy of the array is measured by a total block activity
measure module 20. The module 20 computes the sum-

mation of the square (or the absolute value) of each 60

element in the one-dimensional array, providing a value
that represents the ‘activity’ or ‘energy’ of the image
represented by the array to a control law module 22.
The zigzag serializer 16 places the low-order coeffici-
ents that result from, for example, a discrete cosine
transform, at the beginning of an array, and the higher-
order terms at the end. If there are sufficient low-order
terms, the higher-order terms are of less importance

w

4

and, due to the nature of the human visual response,
may be omitted without perceived image degradation.
For example, FIG. 2C shows the one-dimensional array

of FIG. 2B after truncation cf its six highest order coef-

5 ficients. Since it is common for the activity of a block to

be found mostly in its lower-order coefficients, trans-
mitting only these coefficients results in substantiaily
greater compression of iage data. However, unlike the
known case of non-adaptive zonal coding, a block with
significant activity in its higher-order coefficients will
be transmitted in_a manner that allows most of these
coeflicients to be included in the transmitted Glock,
resulting in a received 1mage of supedor fidelity. Fur-
Thecmore, it not neccssary to transmit addionaT nfor-
mation along with each block for indicating, e.g., its
activity level. Instead, the end-of-block symbol 15 al-
Jows an image data receiver to know how to parse an
incoming bit stream back into blocks of image data.

After dwelling in the memory unit 18 for one process-
ing interval, the one ‘dimensional array is again mea-
sured for activity. A running block activity measure
module 24 computes a running total of the squares or
the absolute values of the elements in the array as it
enters the module 24. A new value of the running total
is provided to the control law module 22 as each addi-
tional element of the array enters the module 24. Also,
as each element of the array enters the module 24, an
identical element enters the entropy coder 14. The
newly arriving array elements are held in a memory
register within the entropy coder 14 until a terminate-
block signal, representing an end-of-block character, is
provided by the control law module 22. A terminate-
block signal may be generated after an entire array has
entered the entropy encoder 14. Alternatively, the con-
trol law module may generate a terminate-block signal
after a predetermined amount of activity has been mea-
sured by module 24. In this case, even if the entire array
has not yet entered the entropy coder 14, the resulting
partial array is transmitted, with an end-of-block sym-
bol appended at the end of the partial array.

The control law module 22 compares the total block
activity of the current array, provided by module 20,
with the running block activity measure, such as the

Wmmmm\m is pro-
45 gressively generated by the module 24, In a preferred

embodiment, a ratio or difference circuit is included in
the control law module 22 to generate a measure of the
percentage of current block activity. The comparison of
the total block activity measure with the running block
activity measure indicates how much ‘activity’ has en-
tered the entropy coder 14. A desired level of image
" For a given level, The number of coefficients transmit-
ted will vary, depending on the distribution of activity
among the low, middle, and high order coefficients. If
the activity of the block is concentrated in its lower
order terms, it will be necessary to send fewer coeflici-
ents than if a large fraction of the blocks activity is
found in the higher order coefficients. If the channel
used for transmission becomes overloaded, image fidel-
Tession.

The image data compression method of the invention
can be used to encode any grayscale image or represen-
tation of the difference between two images.

Other modifications and implementations will occur
to those skilled in the art without departing from the
spirit and the scope of the invention as claimed. Ac-

HUAWEI EX. 1116 - 81/714




5,063,608

cordingly, the above description is not intended to limit
the invention except as indicated in the followirg
claims.

What is claimed is:

1. A method for image data compression compnsmg 5 are single coefficients.
the steps of:

transforming a two-dimensional block of image data

in a spatial domain to resulting data in a frequency

domain represented as a two-dimensional array of
10

activity coefficients;

serializing said entire two-dimensional array of coeffi-

cients, yielding a one-dimensional array of coeffici-
ents with a leading coefficient and an original trail-
ing coefficient;

quantizing said one-dimensional array of coefficients;
selecting a portion of said one-dimensional array of

coefficients beginning with said leading cocfficient
and ending with a new trailing coefficient that is
closer to the leading coefficient than said original
trailing coefficient, wherein said portion is selected
by a process comprising the steps of:

obtaining a measure of total activity of said one-

~ dimensional array of coefficients,

determining in real time of

successive sub-portions of said one-dimensional
array, adding said measure of activity to a

running total,

performing a comparison in real time of said run-
ning total to a setable level based on said measure
of total activity, and

designating a new trailing coefficient according to
said comparison;

appending an end-of-block symbol after said new

trailing coefficient; and

encoding oniy said portion with an entropy coder.
2. The method of claim 1, wherein said sub-portions

are single coefficients.

3.

The method of claim 1, whcrcm said sctable level is

also based on a degree of desired image quality.
4. Apparatus for image data compression comprising:
a transform coder for transforming a two-dimensional

block of image data in a spatial domain to resulting
data in a frequency domain represented as a two-di-
mensional array of activity coefficients;

a serializer for serializing said entire two-dimensional

array of coefficients, yielding a one-dimensional
array of coefficients with a leading coefficient and
an original trailing coefficient;

15

5

30

35

40

4s

a quantizer for quantizing said one-dimensional array sp

a

of coefficients;
selector for selecting a portion of said one-
dimensional array of coefficients beginning with
said leading coefficient and ending with a new
trailing coefficient that is closer to the leading coef-
ficient than said original trailing coefficient, said
selector including:

a measurer for measuring total activity of said one-
dimensional array of coefficients,

a measurer for obtaining a measure of activity in
real time of successive sub-portions of said one-
dimensional array, and for adding said measure
of activity to a running total,

a comparer for performing a comparison in real
time of said running total to a setable Ievel based
on said measure of total activity, and

a designator for designating a new trailing coeffici-
ent according to said comparison;

55

60
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: 6
an appendor for appending an end-of-block symbol
after said new trailing coefficient; and
an entropy encoder for encoding only said portion.
§. The apparatus of claim 4, wherein said sub-portions

6. Apparatus for inclusion in an image data compres-

sion pipeline that includes a transform coder, a serial-
izer, a quantizer and an entropy coder comprising:

a memory conitected to said guantizer and said en-
tropy coder with an input and an output adapted to
store and delay at least a block of transformed,
serialized and quantized image data, and adapted to
provide an entropy coder with successive sub-por-
tions of said block of image data;

a first measurer connccted to said quantizer for mea-
suring the total activity of said block of image data;

a second measurer connected to said output of said
memory for measuring the activity of successive
sub-portions of said image data and computing a
running total of said activity;

a control law unit connected to the first and second
measurers, and to an entropy coder, adapted to
compare said running total provided by said sec-
ond measurer to a level based in part on said total
activity provided by said first measurer, and send-
ing an end-of-block signal to said entropy encoder;

wherein said entropy coder is adapted to encode only
a portion of said block of image data based on when
it receives an end-of-block signal.

7. A method for image data compression comprising

the steps of:

transforming a two-dimensional block of image data
from a spatial domain to a frequency domain,
wherein said resulting block of image data in the
frequency domain is represented by a two-dimen-
sional array of activity coefficients;
serializing said entire two-dimensional array of cocffi-
cients, yielding a onc-dxmcnslonal array of coeffici-
ents;
quantizing said one-dimensional array of coefficients;
selecting a visually significant portion of said one-
dimensional array of coefficients, said step of se-
lecting including the steps of:
obtaining a measure of total activity of the one-
dimensional array of coefficients,
determining in real time a running total of the ac-
tivity of successive portions of said one-
dimensional array as they enter the entropy
coder,
performing in real time a comparison of successive
values of said running total to a setable level
based on said measure of total activity of the
one-dimensional array of coefficients, and
demarking a trailing end of said one-dimensional
array according to said comparison;
appending a symbol at a trailing end of the selected
portion for indicating the end of said portion; and
encoding said portion with an entropy coder.
8. Apparatus for use in an image processing pipeline

including a transform coder, a serializer, and a quan-
tizer, said apparatus comprising:

first means for obtaining a measure of total activity of
a two-dimensional block of image data represented
as a one-dimensional array of quantized activity
coefficients;

second means for determining in real time a running
total of successive activity coefficients of said one-
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7 . 8
dimensional array as said activity coefficients are dimensional array as a trailing end of said one-
received by an entropy coder; : dimensional array according to said comparison.
third means connected to said first means, said second 9. The apparatus of claim 8, further comprising mem-

means and said entropy coder for performing a  ory means connected to said entropy encoder for allow-

comparison of said running total to a settable level 5 ing a block of image data to dwell momentarily while

based on said measure of total activity, and said first means measures its total activity. .
for demarking an activity coefficient of said one- - L A
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Human Visual Weighted Progressive Image
Transmission

BOWONKOON CHITPRASERT, MEMBER, 1ee€, AND K. R. RAO, SENIOR MEMBER, IEEE

Abstroct—A progressive Image transmission scheme which combines
transform coding with the buman visual system (HVS) modet is devel-
oped. The adsptive iransform coding of Chen and Smith [4] is utitized

can be altered by HVS ‘weighting i in l.he spectral domain. By ulher
or g the of

eﬁclenrs by the human vnsual sensitivity, the i image buildup can be

10 classify an Image Into four equally based on
their ac energles. The modulation transfer function (MTF) of the HYS
model is oblsined experimentally, based on processing & number of
test images. A chaique for the MTF Into the
discrete cosine transform (DCT) domain Is utilized. In the hlerarchicat
Image buildup, the Imsge s first from the de of
all Further hierarchy of i

lly pleasing, even at earlicr stages.
Scveral schemes for the transform progr:ssnve transmission have
been d. Ngan [2} p Opo: hnique in which five

schemes with different were si Eina- |

has et al. [3] applicd the -dapuve transform coding scheme of Chen
ll'ld Smith [4) to hierarducal image buildup. The role of the HVS

and congequent image bulldup are dependent on their HYS. welghted

* sariances;The HYS welghted reconstructed images are compared to the

ones without any ‘weighting at several stages. The HYS ml;lnl:d pro-
gressive image transmissfon results.In perceptusily hl:llcr quality Images
compared 10 the unweighted scheme.

InTRODUCTION

,PROGRFSSIVE transmission of images involves an approximate

reconstruction of an image whose fidelity is built up gradually
until the viewer decides either to abort the  transmission sequence
or allow further ion. The appli are in
u'nages over low-bandwidth channels such as telephone lines. If an

form coding is described in the next section. The proposed
schcmc is dcscribed next, followed by the simulation results.

Tue Rore oF HVS N Transrorm Cobing

The HVS has been incorporated in transform coding of images by
several researchers. Mannos and Sakrison®s work {1} may be the first
major bmkthmugh in image mdmg mcorpornung the HVS. Usin;
the assumption that the HVS is isotropic, they modeled the HVS as
2 nonlinear pomt transformation followed by the MTF of the form

H(fy=a(b+cf) exp(~cf)* [0

where f is the radial frequency in cycles/degree (EPD) of the visual
angle snbtcnded lnd a, b, ¢, and d are constants. After carrying

image is sent in its original form in a raster scan fashion, t
sion of the entire image can take several minutes. Several schemes
in which the image quality is built up hlcrud’u:ally have been devel-
oped. The objective in all these schemes is to dev:lop the sxgmﬁcam
features of an image at an early stage so that a viewer can interac-
! of the
technique and robustness to channe! noisc play significant roles in

the mems ol' a scheme.
A

of p 1 include
ing, lelcbrowsmg. meducal dungnosuc imaging, videotex, security
services, clectmmc shoppmg m.-manl order. and access to large
g is the system in which
the recipient wishes to bmwse through rcmol:ly stored images and
qulckly ahon lmnsmlssnon of du: unwahted ones es so0n as they are
can play an imp roleina
picture archmng and communication system (PACS) whose functions
are transmitting, storing, processing, and displaying ﬂdmloglul im-
age data such as computer (CD and
imaging (MRD. .
Progresslvc transmission of images can be classified into two cat-
cgories as spatial or pel domain and transform or spectral domain.

-The latter has the advantage of information packing, and the im-

age bmldnp can be ndncved ldlpuvely based on the significance of
the selection of coefficients

Paper approved by the Editor for Image Communication Systems pf the
{EEE Communications Society. Manuscript received hnulry 15, 1988; re-
vised September 22, 1988,

out p they have arrived at the following HVS
model:

H{f) =2.6(0.192 + 0.114/) exp(-(D.14HM), (1

This has a peak at f = 8 cycles/®.

Earlier research in transform coding incorporating the HVS 8p-
plicd the DFT to the entire frame [1], [5]. This was followed by
applying DCT to small subblocks [6]-[10]. Most researchers (cx-
cept [8), [10)) used Mannos and Sakrison's transfer function (2) as
the weighting function. The nonlinear function is ignored in 161, 191,
[10}. Both preprocessing and postprocessing are required for all of
the schemes.

‘Recently, new MTF's have been proposed for use with the DCT.
Nill [11] proposed a multiplicative function A(f) which is multiplic-!
by the following MTF:

H() = (02 +0450) exp(-0.18/). ®

‘This function has a peak value at f = 5 CPD, No nonlinear function
is used in this work by assuming that the low-contrast images are of
interest. No image processing results were reported in mj.

Ngan ef al. [12] used Nill's multiplicative function A(f) with their
MTF, which has a peak at f =3 CPD. This function is given by

H(f) = (031 +0.69/) exp(~0.29f). &)l
Afer multiplying H(S) by A(), the resulting function has a peu:
at f = 4 CPD. Using a zig-zag scanning sequence for the DCT

B. Chitprasert was with the of Electrical Engincering, Univer-
sity of Texas at Arlington, Arlington, TX 76019. He is now with Compression
Laboratories, Inc., S Jose, CA.

K.R.Reois wnh the Department o[ Electrical Engincering, University of
Texas at Arlington, Astington, TX 76019,

IEEE Log Number 9036336.

they achieved an acceptable reconstructed i image at bit
vates of 0.2-0.3 b/pel, depending on the images.

‘The MTF's of Mannos and Sakrison [1], Nill {11), and Ngan [12}

arc shown in Fig. 1. Note that the latter two functions are obtaincd
after multiplying (3) and (4) by A(/). In general, incorporating the
HVS models improves the coding scheme. So does the proposcd

0090-6778/90/0700-1040$01.00 © 1990 IEEE
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RELATIVE AMPLITUDE

0O Newes and Solrleen {1}

o L] 7 3 2 0
SPATAL. m (cycien/dogres)

Hoan (12) o wa[n]

Fig. 1. Companson of the MTF's.

ission scheme p d in the next section. The

k yroposed scheme incorporates the HVS mode! in 2 way different

" from the schemes developed so far.

THE ProPoSED TRANSMISSION SCHEME
The proposed scheme (Fig. 2) is basically the modified version of

. Chen and Smith's adaptive coding [4]. The digitized image consisting

of p pelsiline and g lines/frame, each with 8 b resolution (256 lev-
cls), is divided into subblocks of size N x N so that the total number

- of blocks is B where B = p x q/NA. In this rescarch, N =8 is se-

lected. Intensity values in each subblock are then transformed 1o the
“bnghmess" values by a point nonlinear transformation. By elim-
inating the intensity ion and the sub

- forward DCT, the system can be simplified. These *brightness™ val-
: ues are transformed into the spectral domain by means of the. DCT.
" The flicients are multiplied by the selected MTF at the

3 corresponding frequencies. These weighted cocfficient subblocks are
. sorted according 1o their ac énergy levels into X classes, the typical
- value of K being 4 or 8. Four classes are used throughout this re-
. search, The ensembie average variance matrix of each class is then

calculated. Details of the lation of subblock classification and

: the average variances can be found in [4]. The transmission Inerarchy

¢ of coefli is from the i ol' the -y
The variances of all the classes are inad ding order. siocage

. The obtained order specifies the class and the positions of the coeffi-
clents in the subblocks. The set of matrices of this order is called the

q map. The coefficients at the specified locations

; of the subblock are sent fmm the specified class from left to right

. and top to bottom. The classification map and the transmission se-

- quence :my nn: sent to the reccw:r as overhead information before
o "The subb

b

| &

;.

locks of the Griginal
lnge are lrlnsfom\ud by the 2-D DCT. These unweighted cocffi-
, Cients are to the
. sequence. These coefﬁcl:nu may be stored in the central database

and can be readily transmitted to the receiver.

- Quantization

For simplicity, the dc cocflicients are scaled by N = 8 and rounded

- off to the nearest Inlcgerl in the range between 0 and 255, This scal-
" ing makes the maximum possible dc coefficient to be in the limit of
. maximum possible intensity so lhnl lh=r: is no clipping for the dc
! For ail the nc i 4b Llpllclun

. ®)

Fig. 2. Block disgram of the proposed progressive transmission system. (a)
Transformer. (b) Receiver. In (1), the dashed line and climination of the
top two blocks on the leht simplify the overall system.

quantizer is used. The coefficicnts are normalized by their standard
deviations. The purpose is to use a single unit variance quantizer
for all the coefficients. Thus, it is necessary to send all the stan-
dard deviation matrices for all the classes to the receiver prior to
transmission of the: coefficicnts. Allhough there are some methods
to estimate the variances at the receiver from the received data, they
are not used here because the standard deviation matrices represent
& small-amount of side information.

Overhead Information

‘The classification map is an array 8 the number of sub-
blocks B in an image. Log, K bits arc nqmmd “for each subblock 1o
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represent X classes. Thus, the overhead bits for the classification are
b = B log, X bits.

In the transmission sequence array of K(N? — 1) ac coefficients
(excluding the dc coefficient position), log, X bits are required to
identify the class, and 2(log, V) bits for the location of each coeffi-
cient in the subblock. The overhead bits for the transmission sequence
arc

b = K(N? - 1)(log, X +2log, N).

The real number representation for the X standard deviation ma-
wrices requires 32 b (four 8-b-bytés) for N? — 1. entries (excluding
the de coefficient entry). Thus, the overhead bits for -the standard
deviation are .

Do =32K(N? - 1),

For a p ='q = 512 image and N = 8, the overhead information
for four classes consists of

classification bits = 4096 x 2 = 8192 b -

transmission sequence bits =4 x 63 x (2 +6) =2016 b

standard deviation bits = 32 x 4 x 63 =8064 b,

For K = 4, the total number of overhead bits is 18 272 b or,
cquivalently, 0.07 b/pel. Using a channel rate of 1200 b/s, the total
time required is 15.23 5. These numbers seem o be big. But in the
i ion, only the ¢l ion map is needed first; the others
can be sent one entry each just before the sequence of coefficients at
that position. Thus, the total overhead before receiving the first ac
coefficient is 8192 + 6 432 = 8230 b or, equivalently, 0.03 b/pel or
6.86 s over a 1200 b/s channel.

Tus SINUI‘_A‘I’IUN ResuLys

The four monochrome test images used for simulation are
“Girl™ (512 x 512) (Fig. 3), “Buboon™ (504 x 512), *“‘Marnha™
(480 x 512), and "Boats" (384 x 512). Results for “Girl** only are
shown. The simulation results based on the two methods described
below arc compared. The first one.is the proposed method, which
will be called the HVS weighted method (Fig. 2). The second method
is the adaptive coding of Chen and Smith [4], with the average vari-
ance used as the transmission sequence. This method will be called
the unweighted method. The schematic diagram of this method is
basically the lower path of Fig. 2(a).

Using the three functions described in (2), (3), and (4) in the pro-
posed method of incorporating the HVS, the results are found 10 be
quite different from one another. Using the MTF of (2) resulls in the
image with blocking antifacts. The image is built up rr*inly in the
arcas of high-activity classes (class | of 2). Sharp edges show upin
the early stages, leaving the low-nctivity areas untouched. The results
are not quite different from the unweighted method. Changing to the
MTF of (3) leads to better results than those of (2),. but still are
unpleasant. For the MTF of (4), the intermediate stnge images be-
come more blurred, but the blocking artifacts disappear rapidly in the
carly stages. This MTF yields rather pleasant images for the “Girl"
and “"Martha," but are rather blurred ond noisy for the “Boats” and
“Baboon.™ This has led to the extensive experiments for finding an
aptimal MTF that yields good results for all the test imnges. This

04542 10000 07023 03814 0Q.I185 00649 0.0374  0.0160
10000 04549 03085 OI706 00845 00092 00176 0.0075
07023 03085 02139 01244 00645 00311 0042 00063
03814 01706 01266 00771 0DM25 Q0215 00103  0.0047
01856  0.0845 00645 00425 00246 00133 00067 0.0092
00849 072 00311 00215 00133 00075 00040 00020
00374 00174 00142 00103 00067 000 00072 0.0011
00160 00075 00063 00047 ©0032 00020 00011 0.0006

Fig‘. 4. ﬂuwpr:pued ;:i%hin. lunml‘l:n Hy(k, m). As the dc coefficient
transmif furing irst stage, the corresponding weighting function
is not considered in the transmission hicrarchy. . ¢

MTF, which has a peak n;{ =3.75 CPD, is given by

H(f) =2.46(0.1 + 025/) exp(-025/). [©)]

A simple convolution-multiplication property for the DCT has
been derived by the suthors [13). Assuming that the subscripts ¢

and F denote DCT and DFT sequences, this property, for the one- -

dimensional case, can be expressed as follows:
I

n(k)=1‘—“-c’-‘% k=N, -N41-.N=1 (6

where
1
Ck) = —
(k) i
=1 fork=-N,-N+1,--.

fork=0
~L 14,2, N-1 ()
then, the corresponding spatial sequence y(n), the IDCT of (6), is

Yn) = () h(n)] + X (O)HF (0)/ VN,
n==N, =N+l N=1 (8

where

X3(n) = x(n), n=0,1,---,N-1

=x(~1~n), n=-l, =2+, =N, )

‘This result is utilized here. The 2-D weighting function Hr(k, m)
is mapped to Hp(f) as follows:

Helf)
= = v N =1, (1.
Hp(k, m) T’ k,m=0,1,2,--.,N-1. ()
Also, for the isotropic model of the MTF,
N
r=YE2T,, con. an

Using the sampling density f, of 64 pels/® (see the Appendix
for details), for N = 8, k,m = 0, 1,--+,7, (10) and (11) arc
substituted in (5) to obtain the weighting function shown in Fig. .
The transmission sequences for *'Girl™ are shown in Figs. 5 and ¢
Only the first scven stages of the ac coeficient transmission sequence -
are shown to highlight the zones of cocflicients in each class at the
carly stages. One stage is defincd. when the average of one coefficicnt
per subblock is transmitted. It can be seen that more ac cocflicients
of the lower activity classes of the HVS weighted methods are sent,
and also are sent earlier than those of the unweighted method. (This
is true for all the test images.)

Since the first singe of reconstruction is from the dc coefficicnts
of cvery subblock, the rcconstrucicd imnges for both the welghted
and unweighted methods arc identical. The reconsinucicd images
singes 3, 5, and 7 arc shuwn in Pigs. 7-9. It con be scen thm
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ﬁx. 5. The ac coefficient transmission sequence map of the image “Girl,”
unweighied method. {Only the first scven stages are shown.)
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Fig. 6. The ac cocfficient transmission scquence map of the image *Girl,”
" HVS weighted method. (Only the first scven stages are shown.)

ig. 7. Stage 3 of reconstruction of the “Girl" Image. Unweighted method
§ {upper) and HVS weighted method (lower). Bit rate: 1/4 bipel.

ithe carly stages (stage 3), the differences between the tho methods
x e not obvious. Almost the same sharp edges are shown. In the
later stages (stage 5), it can be seen that the low-activity arcas are
g,bﬂildlnl up in the HVS weighted method, while the busy areas in the
suweighted method are still building up. For the most crucial image
£ (the “Boats" image), this buildup is in the form of low-energy details
! (strings, braces, ¢tc.) which have not shown up yet in the unweighted
-g.method, In the later stages (stage 7), the two methods yicld similar
[ linages, except that the HVS weighted method yiclds few more details
 In the low-activity arcas. It can be secn that the results from the HVS
welghted method are more pleasant than those of the unweighted
Method at the same stage (bil ratc), and also are acccptable at the
bit rato of 174 or 318 bipet, depending on the images.
i

on 1043

Fig. 8. Stage 5 of reconstruction of the “Girl™ image. Unweighted method

(upper) and HVS weighted method (lower). Bit rate: 3/8 bipel.

Fig. 9. Stage 7 of reconstruction of the “Girl™ image. Unweighted method
(upper) and HVS welghted method (lower). Bit rate: 1/2 bipel.

The comparison of normalized signal-to-noise ratio (NSNR) for
the first eight stages is shown in Table 1. The bit rate for the overhead
information is not included in this table, The NSNR of the HYS
weighted method is slightly less than that of the unweighted method
ateach stage. This confirms that the MSE measure does not correlate
well with the subjective measure.

Summary anp ConciLusions

By utilizing a simplified method of incorporating the HVS mode)
in the DCT domain, an adaptive progressive image transmission
scheme has been developed, An MTF based on various test images
Is proposed. This function retains the sharp edges in the high-activity
arcas and smooths the noise In the low-activity regions. As the effect
of the HVS scheme s in the classification and transmlssion hier-
srchy rather than modifying the ! the receiver
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TABLE 1
Berwees THE
HVS Weionteo Meoos. Inaos: “Gmu."

C or

AND THE

NSNR {dB) NSNR (dB)
1 18 18.0048 18.0048
2 316 -T>21 22156
3 7 n17 235851
‘ 5n6 25.6004 171
s 38 265104 253960
6 7716 2.2467 260718
7 2 27875 269039
8 9/16 28,4079 220471

has 10 perform only the IDCT, i.¢., no additional ‘postprocessing is
required. The HVS weighted method results in perceptually more
pleasing images, and leads to acceptable images at low bit rates, A
better quantization scheme may be used to improve the performance
of the system. .

Using one MTF for all the subblocks or for all the classes may not
be the best way 10 incorporate the HVS in the transmission scheme.
The human eye adapts to-the local activity, as well as to the contrast.
This leads to using an adaptive filter or different filters for different
areas of an image. Designing and cvaluating these filters may be
an intcresting area of research. Other research directions may be
extending the HVS weighting to color images.

Arrenpix

This Appendix describes the sampling of the MTF. Once the de-
cision 10 use the Fouricr domain MTF in conjunction with the DCT
of the brightness has been made [see (6) and (10)], sampling the
Fourier domain MTF has 10 be undertaken. The frequency variable
in cycles/degree of the MTF needs to be changed to the normalized
spatial frequency f, in cycles/ or cycles/pel. This requires a
conversion factor f, as follows:

S gree) = fx(cycles/pel) (pel
where £, the corresponding frequency in the DCT domain, is

n=k/2N, - (A2)

since the first ac coefficient of the DCT is one-half cycle (in contrast
to that of the DFT),

The f;, called the sampling density by Ericsson 9], depends
upon the viewing distance. According to Mannos and Sakrison .
“.. .the simulation program must operate on images defined on a
discrete raster of 512 x 512 picture clements. . .the simulated im-
ages were viewed at & distance at which 65 pels subtended 1 degree
of vision. ... ." In this research, , is chosen to be 64 pels/® because
this number is divisible by 2NV, By substituting k¥ =7, N =8, and
S5 = 64 into (A1) and (A2), the maximum visual spatial frequency
is 28 cycles/® for the 8 x 8 subblock.
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Evaluation of a [Partial-Band Jammer with
Gaussian-Shaped Spectrum Against
FH/MFSK

Abstract—1t is often assumed In sysiem analyses that & partisl-band

J nolse Jammer against a frequency-hopped M-ary frequency shift keying

FHMFSK) communicstion system has a rectangular spectrum. The
rectangular spectrum is, of course, unrealizable, and so It is of interest

¥ to conslder more realistic specirums, such as those where & Jammer uses

s bandpass filter before amplifying the jamming noise. In this paper, 2

5§ Gausslan-shaped filter Is used 1o represent a class of bandpass Alters,

Clearly, this Is & more realistic shape thar the ideal rectangular shape.
n addition, It can be anslyzed easily by a reasonable approximation,
“1.e., 8 Gausslan-shaped spectrum that is constant over esch hopped

$: M-ary signaling band. Numerical resuls indicate that such a Gaussian-
-3 shaped parilal-band noise Jammer hss nearly the same effects as an

¥. kieal rectangular-shaped partlal-band noise jammer with an equivatent
E:tandwidih,

. L. IntropucTion
PAKHALBAND noise jamming against a frequency-hopped M-
- & ary frequency-shift keying (FH/MFSK) system has ofien- been
assumed to be implemented by a two-level power speciral density
-(PSD) [1]-[S]. According 1o this jamming scheme, the jammer dis-
ibutes his total available power J wans uniformly over a fraction

¥ 7. 0 <7 <1 0f the total spread-spectrum system bandwidth W Hz,

as shown in Fig. 1. Given that a rectangular spectrum is, of course,
; unrealizable, it is of interest to consider more. realistic spectrums
such as those where a jammer uses some sort of bandpass filter be-
- fore amplifying the jamming noise. The Gaussian-shaped spectrum
shown in Fig. 2 is thus used to represent the class of realistic spec-
| trams and, in addition, it is chosen for simplicity of analysis. For the
analysis, we can.reasonably approximalte the Gaussian-shaped spec-
trum as constant over cach hopped M-ary signaling band because, in
ractice, the system band and the jammed frequency band are much
- greater than the M-ary signaling band.
‘The measure of comparison used here is the worst case bit-error

) probability of FH/MFSK' for -equal-power partial-band noise jam-

. mers. In Section 11, a detailed analysis is given of the bit-error prob-
? ability of L hops/symbo! FH/MFSK, L > 1 against partial-band noise
-~ jamming plus additive white Gaussian noise (AWGN). In Section 111,
numerical results are shown for M =2 with L = 1, 2 hops/symbal,
and are compared to those for a rectangular spectrum.

o ANALYSIS OF PARTIAL-BAND JamMING Witk GAussiaN-SHareD PSD
We consider an L 1 FHIMFSK ication sy:

stem
§: with an “adaptive gain contro! (AGC)"* receiver [3} which is%um-
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Fig. 2. AWGN plus realizable partial-band jamming power spectral density
with Gaussian-shape.

MFSK modul; conveys i by ing one of the
M = 2% symbols every T, seconds where the symbol consists of X
data bits, The M-ary symbol is conveyed to the recéiver by selecting
one of M frequencies to be transmitted. We assume that the frequen-
cies are spaced evenly across a contiguous band with the spacing B to
obtain orthogonal signals. Thus, the bandwidih of the M-ary cluster
will be MB.In order to mitigate the effect of the assumed Jjamming,
the'signal is further subjy 10 a spread-spect alation in the
form of frequency hopping. We consider an-L hops/symbol-frequency
hopping scheme, in which one symbol duration T, scconds is broken
into L independent transmissions of 7, /L seconds. When the total
system bandwidth is W, there arc Ny = W/B' — M + | hopping
locations availsble; if W/B 3 M, then we may take the approxi-
mation Ny 2N = W /B. At the FHIMFSK receiver, the incoming
signal is dehopped by mixing it with a synchronized replica of the
hopping oscillator. The dehopped signal is then applied to a bank of
M bandpass filters, cach of b B. centcred at the M possi-
ble signaling frequencies. The output of each filier is processed bya
square-law envelope detector. Each squared envelope is sampled once
every T, /L scconds. The sampled detector outputs are normalized
by the received noise or noise plus jamming power [7]. The purpose
of the normalization is to prevent jammed hops from dominating the
symbol decision process. For the case of multihops/symbol, L > 1,
the normalized L outputs of each channct are linearly summed to
form the receiver decision statistics. Then, the réceiver selects the
bandpass channel with the largest output and decides that the trans-
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Spectral response of the discrete cosine and
Walsh-Hadamard transforms

R.J. Clarke, B.Tech., M.Sc., Mem. I.E.E.E., C. Eng., M.1.E.E.

Indexing term: Image processing

Abstract: It is becoming increasingly popular, when considering transform coding schemes for images, to
attempt to take the spatial frequency response of the human observer into account by performing a classical
one- or two-dimensional filtering (pre-emphasis) operation upon the coefficients of the I'ourier transformed
image, and it would be advantageous if such a procedure could be carried out with more commonly used
image transforms, notably the discrete cosine and Walsh-Hadamard transforms. It is demonstrated here that,
notwithstanding the theoretical difficulties associated with the convolution/multiplication operation where
the discrete cosine transform is concerned, its spectral response and the nature of the appropriate filtering
characteristic are such that an operation of the above mentioncd kind may be carried out, and the benefits
of psychovisual coding obtained. On the other hand, the results obtained in the case of the Walsh-Hadamard
transform show that it is unlikely that its performance will be found satisfactory in such an application.

1 Introduction

Transturm  image coding schemes have been extensively
ireated in the research literature for some years now, and have
m many cases reached a high level of sophistication [1,2].
it has become increasingly realised, however, that improved
systems will result if the visual response of the observer is
uken into account, and in a transform coding system this
mplies recognition of the fact that the eye is more sensitive
10 certain spatial frequencies than to others [1] (the logarith-
mic point nonlinearity in the amplitude response of the eye
is ne- .onsidered here). If we consider a Fourier coded image,
u is cvident that those spectral components to which the
eve is most sensitive should be coded more accurately than
the others, and it is logical to use the measured optical spatial
response curve to weight the transform coefficients prior
to quantisation, bit allocation and coding. Such a procedure
las been carried out by Hall [3, 4] with encouraging results,
and the now more frequent use of other, more convenient,
transforms has naturally brought with it the question of
whether the transform coefficient sets which they produce
are rjually amenable to a filtering operation of this nature.
This paper examines the spectral response of the discrete
cosine and Walsh-Hadamard transforms in this context.

2 Spatial frequency response of the eye

Determination of the response of the eye to sine-wave contrast
gratings has been the subject of considerable research. A
discussion of several results in this area is given by Mannos
and Sakrison [5], who were concerned to develop a suitable
weizhiting criterion on the basis of which numerical distortion
meusures might be correlated with subjective (perceived)
image degradation. Their function

A(f) = 2.6(0.0192 +0.114/) exp (— (0.114NH™) (1)

}Vllere f is the spatial frequency in cycles per degree, is shown
in Fig. 1 and is the one used by Hall in his previously quoted
work. As far as its use in psychovisual coding is concerned,
the image is first transformed into a set of weakly correlated
coefficients, and the coefficient array is then pre-emphasised
by the weighting function before bit allocation and coding,
2 complementary stage of de-emphasis taking place at the
feceiver, and the use of the Fourier transform in such an
application has already been referred to. The difficulty with
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the use of other transforms for this purpose is that of the
appearance of spurious energy components at arbitrary loca-
tions within the coefficient set. There are thus two necessary
conditions to be fulfilled if psychovisual processing of the
kind referred to in this paper is to be successful with a given
transform. First, the major part, at least, of the energy residing
in a given spatial frequency component within the data must
appear in, if not one, then in only a small set of adjacent trans-
form coefficients. Secondly, the optimum weighting function
must be sufficiently broad, i.e. a sufficiently slowly varying
function of spatial frequency, so that, if necessary, two or
three adjacent coefficients may receive the same degree of
pre-emphasis without unduly affecting the result. Fig. I,
although drawn to a somewhat deceptive vertical scale. shows
this to be the case, for the lower and upper half-power points
of the response lie at approximately 2 and 20 cycles/degree,
respectively, and the equivalent Q value of the corresponding
bandpass filter is about one half. A resonable degree of energy
‘spreading’ in the transform coefficients will not therefore
interfere with the application of pre-emphasis. The first

spatial frequency f, cycles/degree
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Fig. 1 Optical response weighting function corresponding to eqn. |
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. of the necessary conditions will be considered in a subsequent
Section.

il

3 Problem

In recent years the Fourier transform has, to a cértain extent,
fallen into disfavour for image transform coding. Despite
the fact that the conjugate symmetry of its components when
transforming real data means that there are no more distinct
coefficient values than if it were a real transform. it still
requires complex number. .operations- (the processing and
storage of two arrays), and its rate of convergence is also
low [6]. Workers in the field have therefore turned to real
transforms such as the discrete cosine and Walsh-Il{adamard
transforms (DCT and WHT),. the former being extremely
effective for the purpose, the latter being very easy to im-
plement. The difficulty with both the DCT and WHT (and
other similar transforms) is that the spectral distribution
is not one of true frequency components as is the case with
the discrete Fourier transform (DFT). Furthermore, the
convolution/multiplication property of the latter transform
does not hold for the DCT arid WHT (although the relation-
ship may, in the case of the DCT, be expressed as a double
convolution [7]). Theoretical aspects of the spectral properties
of the WHT are discussed by Ohnsorg [8]. Griswold [9] has
attacked the problem by defining an energy distribution in the
cosine domain which falls off monotonically with increasing
coefficient order and depends on the slope of the autocor-
relation function of the image data. In this paper an alternative
approach is taken, which is based upon the observed properties
of the transform basis vectors. Consider the basis set shown
in Fig. 2, which consists of the 16 basis vectors of the DCT
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Fig. 2 Basis vectors of the Fig. 3 Basis vectors of the
16-point DCT 16-point WHT
310

- it is apparent that, on an intuitive level, the various transfgit

“the data vector consists of a discrete (sampled) sine wag

matrix of order 16:

B(i.j) = Ccos((i—1)(j — 1/2) a/N)

N=16

where C=.(2/N)¥?, unless i = 1 when C=N"Y2_ It is g e
ent that the form of the vectors is that of a set of cosinuso}

nonzero frequency. Thus, for example, basis vector 7 is§
result of taking 16 samples equidistantly spaced over @
halfcycles of a cosinusoid, starting one half a sample integys Tt
from the origin. Again, basis vector 15 shows the construciiae
well: it is the result of sampling fifteen halfcycles of a cosii%:
soid at 16 points, and the low-frequency ‘beat’ pattern '
clearly be seen. Since the transform operates by correlafs®
the members of the orthogonal basis set with the data veé@'

coefficients obtained should take on significant values wh
detail of an equivalent spatial frequency is present wif
the data vector. The problem remains as the effect of k
phase of the spectral coniponent within the data. In the &%
of the Fourier transform, of course. this is taken care ofiy;
variations in the relative magnitudes of real and imagifafy,
components of each transform coefficient, the overall amiph:
tude (Re(-)* +1Im(-)*)?> remaining constant as the phi%
relation alters. With a real transform there is, naturally{%ﬁ'
imaginary component, and yet the transform- coefficief}
set must retain all the information within the original d'zi’éf
including the relative phase of any sinusoidal componé_ﬁ?‘
for otherwise it would not be possible to reconstruct :'t}?g
data vector exactly by inverse transformation. The manng,
in which this is accomplished is demonstrated by the following
experiment. %ﬁ

4 Experimental details %

The experiment is. in essence, very simple. The object is}_“g
determine whether, irrespective of ‘arbitrary phase relatig@
ships, the presence of spatial frequency detail in an image
data vector is reflected unambiguously, in some way, in tlﬁi
set of transform coefficients of the discrete cosine and Walsh:
Hadamard transforms (the order-16 basis vectors for which
are shown in Fig. 3). In the latter case, incidentally, becalig?
the ‘shapes’ of the basis vectors are rectangular rather than
cosinusoidal, the résults for sine-wave data may, a prior,
be expected to be poorer than those obtained with the DCT:

The data is the descrete sine wave -3

D(j) = sin((G— 1)kn/N) N=16 (?
j=1,...,32
k=1, ,15

k determines the frequency of the sine wave: thus, whefk =;w.;
the data take the form of 32 samples within one complete
cycle, 16 of which (one-halfwave at the lowest frequency) qu
form the 16 data samples taken for the 16-point transforﬁi
At the upper frequency end of the range, k = 15 will resull.
in 15 halfcycles of the total data length of 15 cycles actifg
as the data vector to be transformed. Thus for each value o

11t is conventional to use the term ‘sequency’ as the counterpart 9‘%
‘frequency’ in connection with waveforms having unequally spacﬁji,{
zero crossings. Since we are concerned with the transform doma,‘ﬁk_
response to spatial frequency components, however, to avoid cofly
fusion that terminology is retained here. :
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13

@)

ever, to avoid co

paving one of 15 different values of spatial frequency. To
ove- Il possible phase relations between data and transform,
;-‘,r ¢t value of k the data are moved sequentially through
16 steps. covering all possible values of relative phase shift
jexcept at the lowest frequency of all, where a shift of 16
qeps corresponds to a half sine wave of data only; in this
e the values for the other halfcycle will be those for the
iirst but with the sign reversed). The result is a set of 15 arrays,
ach for a different frequency of data (there is, of course,
no result for k= 0) and each containing, for that frequency.
the results of the transform operation

[Yietm, D] = [BG )] (D@ +m)] “
k= l,A. 15
m=0,...,15
ij=1....,16

where B(E, ) is the basis matrix, Dy, (j + m) is the (sequentially
shi:* 1) column data vector of frequency k, and the 16 rows
of Y} contain the 16 spectral coefficients for frequency k
lor all values of the phase shift index m.

30r

14

coefficient number i

Fig. 4 Magnitude of the spectral response Y(i) for the DCT as a
Tunction of transform coefficient number
Data consist of four halfcycles of-D(j)

~-——- best-case spurious response
worst-case spurious response

5 Results

5.1 Discrete cosine transform

The complete set of results is too extensive to present in total
here. What will be done is to discuss the main characteristics
of the results and show maximum and minimum responses
for each spectral coefficient. First. whatever the frequency
and phase shift chosen, the energy in coefficients far from
Uil corresponding to a given selected input frequency is
always small. This is clearly illustrated in Figs. 4 and 5. which
show the magnitude of the spectral response Y() to two
arbitrarily selected input components consisting of 16 data
samples covering four and 11 haifcycles. respectively. In each
Case two curves are plotted (discrete sample points being
joined simply to allow clarity of presentation): one corre-
Sponding to the worst (highest) spurious response, the. other

IEI PROC.,, Vol. 130, Pt. F, No. 4, JUNE 1983

to the best (lowest). Results for all possible values of phase
shift then fall between the two ordinate values given for each
coefficient.

In all cases the response shows. alternate zeros except for
the component corresponding to the equivalent input fre-
quency, where the response is generally substantial. Again,
there are always three dominant coefficients and, as the phase
shift in the input data changes, the relative magnitudes and
signs of these three coefficients change. This is illustrated in
Fig. 6, where the input data comprise four halfcycles of a
sine wave and the amplitudes of the three neighbouring
coefficients Y(3), Y(4) and Y(5) are plotted as a function of
data phase shift. It can be seen that it would be possible to
determine, if desired, the original data phase relationship
from the relative magnitudes and phases of the spectral com-
ponents. The fact that there are three significant components
suggests that it will be advantageous to determine coefficient
energy within a window covering three adjacent components,

3.0

M M T N

0 2 4 6 8 10 2 14
coefficient number i

Fig.5 As Fig. 4, with the data consisting of eleven halfcycles of D{j)

——— best-case spurious response
———— worst<ase spurious response

o

Fig. 6 Magnitudes and signs of three adjacent transform components
Y{(3), Y(4) and Y(5) for the DCT as a function of the relative phase
shift between input data and transform block

Data consist of four halfcycles of D(f)
m = discrete phase shift index

Y(4)

Y(3)

Y(s)
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[TeYIVayy Aé.\. ¢ oA U DHIUW Ll umsuuuuc-aqumuu n.'.syuuau
U0l = Y =D+ YO + Y+ 1) (5)

averaged in such a way. Again best- and worst-case results
are shown, and it can be seen that the spectral distribution
in the transform domain does indeed mirror that of the input
data, and it is therefore justifiable to assume that most of the
spectral energy at a given spatial frequency resides in three

3.0r
A
A
2.0 I\
Il \
o
L] J i
=l r 1
>, / {
|
o\
1.0 " \
) \
] \

/ \

| \

] \ :

A\
0 r A T WO WA S| . YR S I L i
0 2 4 6 8 10 12 14

coefficient number i

Fig. 7 Magnitude-squared spectral response over a window of lerigth

three corresponding to the results of Fig. 4

best-case spurious response
—-—-— worst-case spurious response

3.0r
2.0r
«
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el
1.0
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N \
——TN S \
o T b
0 2 4 6 14

coefficient number i

Fig.8 As Fig. 7, but corresponding to the results of the Fig. 5

best-case spurious response
~——— waorst-case spurious response
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uufu'kux I N T N P L T L 2 2 ™ lUHUWS
multiplication of the spectral transform distribution b}
appropriate weighting characteristic will carry out the desy
pre-emphasis previously referred to in Section 2, since
cases the spectral response to an input signal of a given ; B
frequency and arbitrary phiase is only significant wi
very restricted region in the transform domain.

The above experiment was repeated using a discretecone
transform of order eight. Similar results were obtained, Ut
order of such a transform is too low to allow much dig =
nation between components, and it is therefore suggeste:q
a transform of length 16 is the smallest that can usefy]

used in such an application.

03

5.2 Walsh-Hadamard transform :
The encouraging results obtained above in the case of ]
point DCT suggest attempting the process of pre-emj
using the Walsh-Hadamard transform, which of course h
advantage of easy implementation, and Figs. 9—12 p
exactly the same details for the WHT as Figs. 4,5, 7:ajg
do for the DCT. In this case it can be seen that the respapy
is substantially more diffuse, with two distinct sets of sigry

i

5

3.0

6 8 10 12 %
coefficient number i

Fig. 9 As Fig. 4, but using the WHT

bestcase spurious response
———~— .worst-case spurious response

coefticient number i

Fig. 10 As Fig. 5, but using the WHT

best-case spurious response
———— worst-case spurious response
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5. 4,5, 7 and
1at the respog
t sets of sig

qnt components when the data consist of four halfcycles
¢ lock length, and- a similar result for the case where the
dain consist of 11 halfcycles, with the -addition of finite
components at all other locations also. Results obtained
using an éight-point WHT were similar, and had the additional
disadvantage of reduced frequency discrimination. - )

3.0

[vz(i)]3

coefficient number i

fig. 31 As Fig. 7, but using the WHT

——— best-case spurious response
———— worst-case spurious response

6 Conclusions

It has been demonstrated that detail of a given spatial fre-
quency in image data, irrespective of phase angle, resides
almost totally within three adjacent coefficients in the trans-
‘-rm domain when a 16-point DCT is applied. In the context
of psychovisual coding. the implication is that appropriate
weighting of the DCT coefficients will allow. improved coding
efficiency in the manner already reported by Hall in the case
of the DFT. A similar result obtains when a DCT of length

IEE PROC., Vol. 130, Pt. F, No. 4, JUNE 1983

eight is used, but with much reduced-frequency discrimanation.
Results for the WHT of either length are significantly poorer,
and the presence of substantial spurious components at
unrelated points within the transform coefficient set indicates
that this transform is unsuitable for the purpose.
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Fig. 12 As Fig. 8, but using the WHT

best-case spurious response
———— WOrst-case spurious response
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