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a Loss sensitivity is high for low bit-rate audio

streams due to the high information density of

the encoded stream and the common practice of

transmitting relatively long audio intervals in each

packet. Putting long intervals of speech into each

packet is motivated by the desire to avoid consum-

ing a significant fraction of the network bandwidth

with packet headers. For example, a 17 kbits/s

data rate generates only 170 bytes in an 80 ms pe-
riod. If this data is carried as a Real-Time Proto-

col (RTP) [20] packet over UDP, each audio packet

includes 40 bytes of protocol header before link

layer encapsulation (12 bytes for the RTP header,

8 for UDP, and 20 for II’). If the packet size were

40 ms, one-third of the total bandwidth used to

transmit the audio stream would consist of pro-
tocol overhead. As a result Internet—based audio

protocols typically use 80 ms or larger packets for

low-bandwidth links, in contrast with 20 or 40 ms

packets for higher bandwidth links.

Loss sensitivity is difficult to quantify and heavily

dependent on the encoding technique. With large

packets, however, even single-packet losses are of-

ten significant for quality and/or intelligibility at

the receiver Since interpolation techniques to
mask losses at the receiver do not work well for

large packets [9], packet-level error control is at-
tractive for low—bandwidth audio.

Natural interactive conversation is difficult for

users to maintain when the roundtrip delay expe-
rienced exceeds a few hundred milliseconds. While

the threshold involves subjective judgments of

quality, studies have reported minimal detrimental

effect for one-way delays in the 200-300 ms range

[4, 22, 13] and users reporting annoyance with

one—way delays in the 320-440 ms range [22, 10].

However, [10] reports that, while users complained

about delays in the latter range, they also compen-

sated effectively for them in the context of video-

conferencing.

To meet the requirement for bounded roundtrip

delays, audio protocols focus on the one-way end-

to-end delay of the audio samples. The compo-

nents of end-to-end delay include: the time audio

data spends at the sender during packetization,

network delays, buffering and hardware delays at

the audio receiver. The component delays most
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readily controlled by the audio protocol are the

packet size used for network transmission and the

receiver buffering algorithm.

In the campus—to—home network scenario, end—to-

end delays tend to be long due to the transmission

latency over the dial-up link and the long packe-

tization time at the transmitter. Long end—to—end

delays place pressure on the receiver buffering al-

gorithm to minimize the buffering time, if interac-

tive or near-interactive delays are to be achieved.

In this study two popular Internet audio tools are

used to collect packet-level traces of audio streams

transmitted over a campus-to—home connection, i.e.,

across a campus network followed by a modem-based

dial-up connection. With these traces, a simulation

study is constructed to investigate trade—offs in delay

and loss during audio playback. In addition to jitter

control, the simulations are used to extrapolate the ef-

fects of using a version of the redundancy-based error

control scheme proposed in [3] for protecting the audio

stream from network loss. Support of error control was

not considered in the design of current jitter buffer al-

gorithms, and the simulation results demonstrate that

modification is required to support this form of error

control effectively. Modification of one well-known jit-

ter algorithm is proposed and the performance trade-
offs evaluated.

The paper is organized as follows. Section 2 dis-

cusses key points of terminology, background, and re-
lated work on Internet audio transmissions. Section 3

describes how the packet-level traces of audio transmis-

sions for this study were obtained. Section 4 analyzes

the conventional receiver buffering algorithm and the

proposed modification using trace-driven simulations

of the audio playback. Section 5 presents conclusions.

2. Background and Related Work

In order to discuss related work, it is important to

establish a consistent terminology, which can be de-

rived from the timeline for audio playback in Figure 1.

Packet speech consists of bursts of activity, talkspurts,

separated by pauses, silence periods. As shown in Fig-

ure 1, we denote the transmission time of the ith packet

in a talkspurt as time t, and its arrival time at the au-

dio receiver as a,~. The packet size of the ith packet

is defined as A, = t,~ — t,~_1, and the network delay
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Figure 1. Playback Timeline for Audio.

is d,- = a,~ — t,-. At the audio receiver, each packet in

the talkspurt has a scheduled playback time, pi. The

end-to-end delay of the ith packet is the time between

placement of the first audio sample into the ith packet

at the transmitter and the beginning of the playback

of that packet at the audio receiver,

62' =Pz' _té+Aé (1)

The time spent by the ith packet in the receiving buffer

before being submitted to the audio playout device is

the slack of the ith packet

(2)

The purpose of the buffering algorithm at the re-

ceiver is to calculate a hold time before the first packet

in atalkspurt is played out. The hold time, 31, is

crucial since it determines the playback time for all

subsequent packets. For jitter control, the hold time

calculation has the competing goals of minimizing the

extra delay introduced by buffering while ensuring that

each packet has a positive slack.

The playback time for each packet is usually de-

termined by a timestamp, either implicit or explicit,

carried in the packet and an estimate of the network

delay. In the context of jitter control, several meth-

ods for network delay estimation have been proposed

[15, 18, 2, 1, 14]. Given an estimator for network de-

lay, most audio protocols determine the playback time

of each packet as follows. For the first packet in a talk-

spurt

31' =Pz' — ai-

P1 = t1 + Li,‘ + 4'1’), (3)

where cl, and 17, are estimates of the mean and variation

of the network delay. The use of 413,- is motivated by the
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work on TCP roundtrip time estimation done by Van

Jacobson [11]. For the other packets in a talkspurt,

(4)

Jitter buffering strategies differ only in the way they

estimate cl, in Equation 3.

Given stochastic network delays, buffering algo-

rithms attempt to adapt the hold time to changing

network delay and delay variations. The accuracy of

a measuring a packet’s network delay is itself depen-

dent on factors such as timestamp granularity and lo-

cal clock drift. Adaptation to changes in the network

delay requires some form of filtering past samples, e.g.,

using a low-pass filter modeled after the TCP roundtrip

time estimator. For wide-area Internet transmissions,

the effects of sudden large changes in the delay, delay

spikes, can skew network delay estimates badly. The

study in [18] develops a network delay estimator (Al-

gorithm 4) that explicitly considers the phenomenon

of delay spikes. Using wide—area Internet audio traces,

this estimator is shown to perform somewhat better

than three other buffering algorithms for jitter control.

Using a similar motivation, [2] also gives an algorithm

designed to recover quickly from sudden delay spikes

and presents evidence of good performance. I

Ih=P1+t¢-ti

Work in timely recovery of network losses has ad-

vanced rapidly in recent years. Retransmission-based

schemes have been proposed and shown effective un-

der some conditions [5, 6], but, in the campus-to-home

audio scenario, retransmission is not viable for inter-

active trafiic due to high roundtrip delays. Receiver-

only techniques refer to those that attempt to mask

lost packets using interpolation at the receiver, such

as waveform or silence substitution. The large packet

sizes associated with low-bandwidth audio, however,

render these techniques much less effective than with

shorter packets With redundant transmissions, a

source sends multiple copies of the audio data so that

the impact of packet losses is mitigated by the arrival

of at least one copy of the data at the receiver. Re-

dundancy avoids the latency penalty of retransmission,

at the expense of some additional network bandwidth,

computation, and delay.

This study focuses on redundancy-based error con-

trol since this technique is applicable to our network

scenario and has demonstrated promise for maintain-

ing good audio quality over wide—area lossy paths [3, 8].
For low-bandwidth links, this technique could be used
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