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The distribution of continuous media across a packet—switching network requires consideration of encoding
schemes. end-to-end network delays, network delay variations, and packet loss, all of which significantly affect
the playback quality at the receiving site: ‘

o In recent years, considerable progress has been made in the design of efficient digital encoding techniques
for analog audiovisual data [II}. The selection of an encoding scheme represents a trade-off between
consumption of bandwidth in the network and playback quality at the receiving site since low-bit-rate
encoding schemes result in a less precise reconstruction of the original analog signal.

0 In an interactive continuous media session, human perception factors produce a requirement for bounded
roundtrip delays. If roundtrip delays are too long, the interactive nature of the session is degraded.

0 Statistical multiplexing introduces variations in the network delay experienced by individual packets. These
variations are referred to as delay jitter. Delay jitter can lead to interruptions in the continuous playback
of the continuous media stream at the receiver.

o Unlike data transmission, most continuous media data does not require reliable delivery, though its
tolerance for packet loss is low. Techniques for robust signal processing in the presence of packet loss
can significantly improve loss tolerances, but even the loss of a single packet may noticeably degrade
playback quality at the receiver.

In this paper we study error control for voice transmission in packet-switching networks. We selected interac-
tive packet voice for our work since it has very stringent delay and error requirements. While our investigation
focuses on voice transmission, most of our concepts apply to other forms of continuous media traffic, e.g..
|ow—handwidth video. We examine the feasibility of retransmission-based error recovery for continuous media
traffic. In order to be effective, retransmissions of lost packets must be completed within the delay constraints
of the packet stream. However, if timely retransmission can be achieved with a high probability of success,
a retransmission-based approach to error control is attractive because it imposes little overhead on network
resources. Note that retransmission-based error recovery can be used in conjunction with extant preventive error
control schemes such as forward error correction or channel coding.

We employ analytical modeling techniques to investigate the effectiveness of retransmission for different
network scenarios. To explore the relationship between our theoretical results and the dynamic behavior oi‘
voice transmission over existing networks, we present measurements of the actual delays experienced by voice
transmission running over a campus backbone network. Our results indicate that retransmission-based error
recovery can be effective for many end—to-end transmission scenarios in current networks.

The remainder of this paper is structured as follows. In Section 2 we review issues that must be addressed
by protocols for voice distribution in packet-switching networks. In Section 3 we develop an analytic model for
the end-to-end transmission of packet voice and derive a performance metric for timely retransmission in the
presence of errors. We present examples where we apply the performance metric under variations of network
parameters. In Section 4 we provide measurements of voice packets on a multiple-segment local area network
and compare the empirically obtained data with our theoretical findings. In Section 5 we present the conclusions
of the paper.

2. Protocol issues

Continuous media protocols must have mechanisms to address all factors that may degrade the quality of
remote playback. In this section we briefly discuss important issues for maintaining high quality voice trans-
mission. and discuss how these issues are resolved in extant packet voice protocols. An important consideration
in the design of packet voice protocols is that speech is actually an alternating series of activity periods. or
ralf<spnrt.r. followed by silence periods with the activity periods constituting only around 40% of the total time
l4l-
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2.}. Encoding and packetization

The packet voice source continuously collects and buffers digitized voice samples. After a fixed period

of time, the so-called packetization interval, voice samples collected by the audio hardware are placed into a

network packet, and the packet is submitted to the network. Typical packetization intervals range from 10-50 ms

[ I9].

Given a fixed packetization interval, the encoding scheme determines the actual number of bits per packet.

The ubiquitous pulse code modulation (PCM) encoding scheme for voice [6] samples every 125 pzs with 8

bits per sample to yield a 64 Kbitfs channel. Bandwidth reduction can be achieved through the use of fewer

hits per sample, less frequent sampling, suppression of transmission during silence periods, and compression of

the digitized data. Adaptive differential pulse code modulation (ADPCM) [7], for example, encodes only the

difference between consecutive samples, reducing the number of bits per sample to 25 bits. Coding techniques

with even lower bit rates, e.g., Linear Predictive Coding (LPC), exist, though speech fidelity is frequently poor

| I I |.

2. 2. Rotmdrrip delay

Behavioral studies [5,l3] have shown that roundtrip delays above a certain threshold degrade the interactive

nature of the conversation. Quantifying this factor is difficult since individual human users have different

tolerances for delay and these tolerances vary with the application. High-quality voice applications require less

than 200 ms roundtrip delays, but delays of up to 600 ms have been shown to be acceptable [13].

Since current packet-switching networks do not provide a bounded delay service, voice protocols must provide

mechanisms that can cope with highly variable end-to-end delays. Adjustments of the packetization interval and

buffering of voice packets at the receiver are widely used to compensate for unpredictable delays [ 15,19].

2.3. Dela)’ jitter

If the network delay of voice packets is not constant, e.g., due to statistical multiplexing, discontinuity of

the voice playback at the receiver can occur. We refer to these discontinuities as gaps. Gaps are commonly

addressed through buffering at the receiving site. The first packet in a talkspurt is artificially delayed at the

receiver for a period of time known as the control time. The control time builds up a buffer of arriving packets

sufficient to provide continuous playback in the presence of delay jitter. Note however, that the control time

cannot be arbitrarily large due to constraints on the roundtrip delay.

The use of a control time to compensate for delay jitter requires mechanisms to identify the beginning of

talkspurts and to determine the control time. The latter is difficult since it requires knowledge of the network

delay distribution. Numerous methods have been proposed for estimating the control time of a talkspttrt. based

on network delay measurements [ 15], on stochastic assumptions about the network delay { L2], or both [ 16].

2.4. Error control

The impact of packet loss on voice quality varies since interpolation can mitigate the effects of lost samples

and not all samples contain equally important information. In any case, the tolerance to packet loss is low and

even the loss of even a single packet may be perceptible during playback.

Packet-level error control for packet voice streams must be designed so as to provide the best possible quality

for the stream. Conventional error control techniques are unacceptable since they do not consider the delay

sensitivity of voice data. Hence, researchers have dismissed a retransmission—based approach to error control.

focusing instead on open-loop techniques that recover or limit the effects of losses.
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Forward error correction (FEC) [3, 17] provides robustness in the presence of packet loss by adding redundant

information to the Original samples. If only a smail number of packets is lost, the added redundancy enables a

reconstruction of the original voice data at the receiver. Theability to recover lost information strongly depends
on the degree of redundancy. In addition to considerable processing overhead, FEC-based error control results

in increased network bandwidth consumption. Thus. FEC contributes to network congestion. and, since losses

in the network are most often due to congestion, may even be the cause of packet loss. '

Channel coding refers to a class of approaches that separate the voice signal into multiple data streams with

different priorities. The priorities are used by network switches to selectively discard low priority packets which

carry information that is less crucial in reconstructing the voice signal. Channel coding techniques have been

shown to provide a graceful degradation of playback quality in a variety of loss scenarios [l0.2f},23]. For

PCM-encoded voice, packet loss rates of over 5% on the channel carrying the least significant information have

been reported as tolerable when using small (32-byte) packets [21 l. A drawback to channel coding. however.

is that the network is required to support selective discarding of packets during periods of congestion.

3. An analytical model for retransmission of packet voice data

In this section we present an analytical retransmission model for error control of a voice packet stream in

a packet-switching network. Through analysis of the model we are able to quantify the gain achieved by the

retransmission of packets lost in the network. Given an encoding scheme, voice quality depends primarily on

maintaining the continuity of the playback of each talkspurt at the receiver. The loss of voice quality results

from discontinuities due to delay jitter or packet loss. Since they both cause gaps. delay jitter and packet loss

cannot be considered separately. Timely retransmission is of little value if discontinuities due to delay jitter

degrade the quality of the playback. For this reason we define the performance metric for measuring transmission
quality as the probability of continuous playback. i.e., a playback without gaps, of an entire talkspurt. Under a
given packet loss scenario, this metric accounts for the quality degradation due to delay jitter and to untimely
retransmission. The quality degradation due to delay jitter alone is found by computing the metric under the

assumption of error-free transmission.

Our model considers all protocol issues reviewed in the previous section. Since packets in different talkspurts

rarely interfere with each other. we model the transmission of a single talkspurt within a packet voice stream.
The sender introduces packets into the network with a deterministic spacing as given by the packetization
interval. It is assumed that the network preserves the transmission order of the packets in the voice stream.

Since connection-oriented networks, such as ATM networks, guarantee in-order delivery. and, in practice. most

connectionless networks rarely reorder the packets in a stream communication, 2 the assumption of in-sequence

delivery is widely applicable.

In Section 3.1 we give a detailed description of an end-to-end retransmission model. In Section 3.2 we

develop analytic expressions for the effectiveness of retransmission of lost voice data. In Section 3.3 we present

numerical examples of our results.

' Note that retransmission-based error control also consumes network bandwidth and increases network congestion. Unlike retransmission.

however. forward error correction always imposes additional overhead on the network and thus may induce congestion—based losses in the
network where none would otherwise occur.

3 ln connectionless networks a traffic stream such as a voice transmission often passes over the same set of routers. ln LANs and

MANs, it is often the case that only a single physical path exists between a pair of communicating enclsystems. Even if there are multiple

network paths between the sender and the receiver. current routing algorithms modify their routing tables relatively infrequently. resulting
in infrequent more changes. One study on wide—area lnternet traffic. for example. reports packet reorderings to have occurred for less than
0.05 % of the packets transmitted in its experiments I l8|.
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