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service provided by the network. This amounts in

practice to adapting applications to the time—varying
characteristics of the connection over which the appli-
cation data packets are sent, the goal being to maxi-
mize the quality of the data delivered to the destina-
tions. Experimental evidence suggests that the quality
of the audio depends essentially on the number of lost
packets and on the delay variations between successive
packets. Thus, the most important network character-

istics for audio applications are the delay variance (or

jitter), and the loss distributions. Furthermore, for
live audio applications such as audioconferences, the

average end—to—end delay must be small to allow inter-
actions between participants.

The goal then in this approach is to develop mech-
anisms that attempt to eliminate or at least minimize
the impact of packet loss and delay jitter on the qual-
ity of the audio delivered to the destinations. We have
developed a set of such mechanisms. One mechanism

adjusts the playout time of audio packets at the desti-
nation, the objective being to minimize the impact of

delay jitter. A second mechanism adds redundancy in-
formation in the audio packets sent by the source, the

objective being to minimize the impact of packet loss.
A third mechanism controls the rate at which pack-
ets are sent over a connection, the objective being to
match the send rate to the capacity of the connection
and hence to minimize packet loss. The second and
third mechanisms both attempt to minimize the im-

pact of packet loss, and they really are two sides of a
joint error/’rate control mechanism.

These mechanisms have been implemented in a new

audio tool developed at INRIA. For lack of space (and

as suggested by reviewers) we do not describe in the
paper the jitter control mechanism. We focus instead
on the rate and error control mechanisms. In Sec-

tion 2, we describe the structure of the audio tool.
In Section 3, we characterize the loss process of au-
dio packets, and describe and evaluate a packet loss
recovery scheme. In Section 4, we describe and eval-

uate a joint error and rate control scheme. Section 5
concludes the paper.

2 The audio tool

The structure of the audio tool is shown in Figure 1

below. It is being developed within the MICE project
in collaboration with a group at University College

London (UCL). Work at UCL has focused on device-
independent audio input, eflicient mechanisms for si-
lence detection, automatic gain control, and echo can-
cellation, and on the evaluation of the auditory qual-

ity of the signal delivered to the destinations. Work at
INRIA has focused on coding schemes, and on jitter,
rate, and error control mechanisms.

The coding schemes available at this time use 8-
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Figure 1: Structure of the audio tool

kHz sampled speech with bit rates varying from a few

kb/s to 64 kb/s. Specifically, they include a 64-kb/s ,u—
law PCM, various adaptive delta modulation (ADM)
coders with rates varying from 16 kb/s (for ADM2)

to 56 kb/s (for ADM6), a 13 kb/s GSM coder, and
a 4.8 kb/s LPC low bit rate coder. Work is under-
way to include wideband speech coders. The PCM,
ADM6, ADM5, and GSM coders deliver high qual-
ity audio with MOS scores above 3.5. The ADM2,
ADM3, and LPG coders delivers audio with a some-
what lower quality. However, even a mediocre low bit
rate coder turns out to be useful for error control pur-

poses (refer to Section 3). The boxes in the figure
which involve one of the control mechanisms of inter-

est in the paper have been highlighted. They include

the redundancy box (which involves the error control

mechanism), the congestion information and feedback
information boxes (which involve the error/rate con-

trol mechanism), and the playout buffer box (which
involves the jitter control mechanism).

The audio packets are sent from the source to the

destination(s) using IP (or its multicast extension),
UDP, and RTP. To each audio packet is associated a
timestamp and a sequence number. The timestamp is
used to measure end—t0-end delays, and the sequence
number is used to detect packet losses.

3 A loss recovery mechanism
Anecdotal evidence suggests that audio quality is

still mediocre in many audio connections because of
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packet losses. This makes it important to implement
an efficient loss recovery mechanism for audio appli-
cations. We address this problem in this section. Our
main result is that open loop error control mechanisms
based on forward error correction are adequate to re-
construct most lost audio packets. We describe one

such mechanism and report on improvements of audio
quality obtained with it.

Analysis of the loss process

Many different quantities can be used to charac-
terize the loss process of audio packets. The obvious
measureis the average loss, or unconditional loss prob-
ability. Let l,, denote a boolean variable which is set to
1 if packet 72, is lost, and 0 otherwise. The average loss
is thus equal to the expected value of Zn. We denote

ulp : E[l.,,,]. However, ulp does not characterize the
burstiness of the loss process, or equivalently the cor-
relation between successive packet losses. One way to

capture such correlation is to consider the conditional
probability that a packet is lost given that the previous

packet was lost. We denote clp = P[l,,+1 = llln :2 1].
We have analyzed clp and ulp in the Internet us-

ing measurements and analysis. The measurements
have all be done using the PCM coder with 320-byte

packets (or 40 ms of speech) between INRIA Sophia
Antipolis and University College London (UCL) in the
UK. Figure 2 shows the evolutions of the number of
consecutively lost packets as a function of 7; measured
at 3:00 pm. The average loss ulp = 0.21 is quite high

12  
11
H)

NmiberdDOIBQGIINQ10554: aAInca-4mm
2 t . y . ,
lt"l<;1|":msn.l.illi': .=L..{‘s':li
0: 1 1o soon mono V5000 zoom 25003 20000Sequence numoav

Figure 2: Evolutions of the number of consecutively
lost packets

because the INRIA-UCL connection is heavily loaded
during daytime. However, it appears that most loss
periods involve one or two packets. This observation
is confirmed by looking at the frequency distribution
in Figure 3, which shows the frequency distribution
of the number of consecutive losses (i.e. the num-
ber of occurrences of 71, consecutive losses for different

72,) corresponding to the trace in Figure 2. The slope
of the distribution decreases linearly near the origin.
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Figure 3: Frequency distribution of the number of con-
secutively lost packets

Since the figure is drawn on a log scale, this indicates
that the probability distribution decreases geometri-
cally fast away from the origin.

We have examined the loss process of audio packets
over unicast connections other than the INRIA-UCL

connection, and over multicast connections as well. In
all cases, we have found that the frequency distribu-
tion of the number of consecutively lost packets is sim-

ilar to that described above

Packet loss recovery schemes
A loss recovery scheme is required if the number

of lost audio packets is higher than that tolerated

by the listener at the destination. Loss recovery is
typically achieved in one of two ways. With closed
loop mechanisms such as Automatic Repeat Request

(ARQ) mechanisms, packets not received at the desti-
nation are retransmitted. With open loop mechanisms

such as Forward Error Correction (FEC) mechanisms,
redundant information is transmitted along with the

original information so that (at least some of) the lost
original data can be recovered from the redundant in-
formation.

ARQ mechanisms are not generally acceptable for
live audio applications because they increase end to
end latency. Furthermore, they do not scale well to
large multicast environments. FEC is an attractive
alternative to ARQ for providing reliability without

increasing latency However, the potential of FEC
mechanisms to recover from losses depends crucially
on the characteristics of the packet loss process in the
network. FEC mechanisms are more effective when

lost packets are dispersed throughout the stream of
packets sent from a source to a destination. Thus, our
measurements above indicate that FEC is particularly
well suited for audio applications over the Internet.

Many FEC mechanisms proposed in the literature
involve exclusive-OR operations, the idea being to
send every nth packet a redundant packet obtained by

exclusive-ORing the other 71 packets [25]. This mech-
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