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simple if certain independence assumptions hold. In

this case, the analysis gives rise to so-called product-
form solutions, i.e. the queue size distribution for an

entire network of queues is equal to the product of the

queue size distribution of the individual queues [14]. Us-
ing this result, a number of parameters including the
queue size and delay distributions can be easily calcu-
lated. However, product—form networks cannot incor-

porate features of real-life networks such as the correla-

tions introduced when traffic streams merge and split,
the regulation of traflic by the routing and flow control
mechanisms, or the packet losses due to buffer overflow.

Although progress in these areas has been recently re-
ported (e.g. [5]), it should be pointed out that due to

the lack of analytic solutions, many studies of packet
delay and loss behavior have been conducted with sim-

ulation and experimental approaches.

Regarding simulation approaches, recent work has

examined the impact of routing and flow control mech-

anisms on end—to—end delay. For example, reference [25]
concludes that both link state and distance vector rout-

ing yield similar average packet delay statistics in a

NSFNET—like network. References [28, 29] investigate
the dynamic behavior of TCP connections. In realistic

situations (i.e. for connections with so—called tWo—way
traffic), it is found that the interactions between data

and acknowledgement packets generate a clustering of
the acknowledgement packets which in turn gives rise to
rapid fluctuations in queue lengths. These results em-

phasize the importance of studying the dynamics, i.e.
the time—dependent behavior, of computer networks.

Regarding experimental approaches, systematic
measurements of packet delay and loss were carried out

on the ARPANET as early as 1971 [14, ch. 6]. They
examined the variations of packet delay for different

paths, different times of day and days of the week, etc.
Other measurements were taken to determine how de-

lays across the ARPANET were influenced by packet
length. The results were used to assess whether TCP

performance could be improved by including a depen-
dence on packet length in the retransmission timeout

algorithm [15]. Several other studies have addressed

timeout adjustment in TCP, and they have proposed
improvements to take into account packet losses, packet
retransmissions, and the variance of packet round trip
delays [12, 13]. I

The NSFNET replaced the ARPANET in 1990. Re-

cent studies have measured the delay and loss behavior

in the NSFNET, and more generally in the Internet.
They have examined this behavior over different time
scales.

Merit Network Inc. publishes monthly statistics of
packet delay between the nodes of the NSFNET. These

statistics are obtained from measurements performed at
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15 minute intervals. They are used in [6] to examine
the distribution of median delay between nodes of the

NSFNET. Unfortunately, the Merit statistics are based

on measurements performed between the exterior inter-

faces of the backbone nodes. Thus, they might not ac-

curately characterize end—to—end delay over paths which

span a combination of backbone and regional or inter-
national networks.

The behavior of end-to-end round trip delays over

somewhat shorter time scales is examined in [19]. There,
groups of 10 ICMP echo packets [26] are sent period-
ically from a source node to a destination node and

echoed back to the source node, with a 1 minute interval

between successive groups. Packets within a group are

sent at regular 1 second intervals. Round trip delays
are measured for each packet, and then averaged over

a group. Various paths, i.e. source destination pairs,
are considered. The results indicate that the delay dis-
tribution for all paths is best modeled by a constant

plus gamma distribution, where the parameters of the

gamma distribution depend on the path (e.g. a path
over a regional network vs. a path over the NSFNET

backbone) and the time of the day. A spectral anal-

ysis of the average delays shows a clear diurnal cycle,
suggesting the presence of a base congestion level which

changes slowly with time. Furthermore, packet losses
and reorderings are positively correlated with various

statistics of delay.

The behavior of end—to—end round trip delays over

even shorter time scales is examined in [21, 22]. There,
small UDP packets are sent every 39.06 ms from a source

node to a destination node, and echoed back to the

source node. The authors show how their measurements

can be used to detect problems in the Internet. For ex-

ample, they observed in May 1992 that round trip de-
lays would increase dramatically every 90 seconds. They
identified the problem as being caused by a ‘debug’ op-
tion in some gateway software. They identified other .

problems caused by synchronized routing updates, by
faulty Ethernet interfaces, etc. [22]. Their measure-
ments were also used to observe the dynamics of the

Internet, e.g. the changes in round trip delays caused
by route changes [21].

Despite all the efforts and results described above,
the end—to—end performance of the Internet remains an

area which deserves more research attention; For exam-

ple, there is no clear consensus yet on how “well” the

Internet performs, or on how to characterize its perfor-
mance.

In this paper, we use measurements of end-to-end

delay and loss to characterize the behavior of the In-

ternet. We obtain these measurements with the UDP

echo tool used in [21, 22], which provides the round trip
delays of UDP packets at regular time intervals. By
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varying the interval between successive packets, we can
examine the delay and loss behavior of the Internet over
different time scales.

Our observations agree with results obtained by oth-

ers using simulation and experimental approaches. For

example, our estimates of Internet traflic are compat-
ible with the hypothesis of a mix of bulk traflic using

large packet size, and interactive traffic characterized by
smaller packet size. We observe compression (or clus-

tering) of the probe packets and rapid fluctuations of
queueing delays over small intervals. Our estimates of
Internet traffic are compatible with the hypothesis of a

mix of bulk traffic using larger packet size, and inter-

active trafiic characterized by smaller packet size. Our

results also show interesting and less expected behavior.

For example, we find that the losses of probe packets are

essentially random unless the probe traffic uses a large
fraction of the available bandwidth.

The rest of the paper is organized as follows. In Sec-

tion 2, we describe the data collection process, i.e. how

the measurements of packet delay and loss are obtained,

In Section 3, we outline our strategy for analyzing the

measurements. In Section 4, we analyze the charac-

teristics of the measured packet delays. In Section 5,

we analyze the characteristics of the measured packet
losses. Section 6 concludes the paper.

2 Data collection

Recent measurements indicate that the number of hosts

in the Internet is fast approaching the 1 million mark.

Clearly, it is impossible to study the delay and loss
characteristics for all possible connections, i.e. for all

source—destination pairs. In this paper, we examine one

specific connection in detail. This connection links IN-
RIA in France to the University of Maryland (UMd)
in the United States. The routes taken by the packets

sent over the connection can be obtained either with

the route record option of ping, or with traceroute [26].
Table 1 shows the route between INRIA and UMd as

obtained with traceroute in July 1992. Nodes 5 and 6

are distinct nodes in the Ithaca Nodal Switching Sys-

tem. Nodes 4 and 5 are the endpoints of the transat-
lantic link between France and the United States. At

the time the experiments were carried out (July 1992),
the transatlantic link was the the bottleneck link with

with a bandwidth equal to 128kb/s.
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 tom.inria.fr

t8-gw.inria.fr

sophia-gw.atlantic.fr

icm-sophia.icp .net
Ithaca.NY.NSS.NSF .NET

Ithaca1.NY.NSS.NSF.NET

nss—SURA—eth.sura.net

sura8-umd-c1.sura.net

csc2hub—gw.umd.edu

avwhub—gw.umd.edu

 D-*COCD\ICfiO'l|->C»3l\Db—|
Table 1: Route between INRIA and the University of

Maryland in July 1992

Packet delays and losses on the INRIA—UMd con-

nection are obtained using NetDyn, a measurement tool

developed by Dheeraj Sanghi [22]. This tool sends UDP

packets at regular intervals from a source host to a des-
tination host via an intermediate host. Throughout the

rest of the paper, we refer to these packets as probe

packets, or simply probes. Upon receipt of a probe

packet from the source, the intermediate host immedi-

ately echoes the packet to the destination host. The user

can specify the number of probe packets to be sent, the

size of the packets, and the interval between successive

packets sent by the source. In our experiments, we send
probe packets of 32 bytes each. The interval between
successive packets ranges over the following values: 8,

20, 50, 100, 200, and 500 ms. Each experiment lasts 10
minutes.

A packet includes three 6—byte tirnestamp fields. The
source timestamp is written when the packet is sent

by the source host. The echo timestarnp is written
when the packet is received by the intermediate host.
The destination timestamp is written when the packet

is received by the destination host. Furthermore, each

packet has a unique packet number in order to detect

packet losses.

If the source, intermediate, and destination hosts are

geographically distant, then their local clocks may not
be synchronized and hence the timestamps in the UDP

probe packets would be difiicult to interpret. To avoid
this problem, we let the source host be the same as
the destination host. Furthermore, we measure only

the difference between the source timestamp and the

destination timestamp, i.e. we measure only roundtrip

delays. In our experiments, we use a DECstation 5000
as a source host. Its clock resolution is 3.906 ms.

We have taken measurements of end—to-end packet

delay and loss on connections other than the INRIA-
UMd connection, e.g. connections between UMd and
MIT, between UMd and the University of Pittsburgh,
between INRIA and‘ universities in Europe, etc. Even
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