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for the quality of the data delivered to the destinations.

The cost of implementing the first approach is high,
since it requires that the architecture of the Internet be

changed. and that admission control. policing, reserva-

tion. pricing, andfor sophisticated scheduling mecha-

nisms be implemented in the network. The second ap-
proach does not require special support from the net-

work, and hence it can be implemented in the current

Internet. However, it is not clear whether real-time ap-

plications in general can be made to adapt to network

conditions, and whether adaptation only is enough to
provide the desired performance levels.

We discuss these issues next. In Section 2, we de-

scribe our experience with adaptive applications in the
current Internet. In Section 3, we describe how this

experience can lead to understand the need for new

services, and how these services could be offered in

an integrated service Internet.

2. Supporting real-time applications in the
current Internet

The current Internet offers a single class best ef-

fort service. From a connection’s point of view. this

amounts in practice to offering a channel with time-

varying capacity. This capacity is not known in ad-

vance since it depends on the (a priori unknown) be-

havior of other connections throughout the network.

To avoid rate mismatch { and hence network conges-

tion), it is crucial that applications adapt to the capac-

ity available in the network at any given time. One way

to do this is via a control mechanism which adjusts the

rate at which packets are sent over a connection based

on feedback information about the network state.

Feedback control mechanisms are already used in
the Internet to control sources of non real-time traffic.

The best example is the window control mechanism of

TCP. There. the feedback information is packet losses

detected by timeouts or multiple acknowledgements at

the source, and the control scheme is Jacobson’s dy-

namic window scheme [12]. The idea of using simi-
lar control mechanisms for sources of real-time traffic

is not new. Consider for example the case of video

sources. Video has conventionally been transmitted

over speei fie networks which provide connections with

constant or nearly constant capacity channels (e.g.
telephone or CATV networks). However, the rate ofa

video sequence can vary rapidly with time due to the

effects of scene complexity and motion. The problem,

‘therefore, is to obtain from the variable rate sequence
a constant rate stream that can be sent into the net-

work. This is typically done by sending the variable
rate stream into a buffer which is drained at a con-

stant rate. The amount of data in the buffer is used as

a feedback information by a controller which adapts
the output rate of the coder in order to prevent buffer
overflow or underflow [4]. Feedback mechanisms for

video sources have also been proposed for networks

with variable capacity channels. There, the goal is to
adjust the output rate of video coders based on feed-

back information about changing network conditions,

i.e. changing capacity in the network [925].

For both fixed and variable capacity channels, the

feedback control mechanism trades off image qual-

ity for network resource (specifically bandwidth) re-

quirements, the goal being to maximize the perceptual
quality of the image received at the destinations while

minimizing the bandwidth used by the video trans-
mission. We next illustrate this tradeoff with measure-

ments and results obtained with IVS. IVS is a software

videoconferenee system for the Internet developed at

INRIA [23]. It includes a H.261 video codec [10]

and a panoply of audio codecs. IVS data is sent over

the Internet using IP multieast, UDP and RTP.

A central part of the video codec is the compres-
sionfcoding algorithm. In H.261. a picture is divided

into blocks of 8 >< 8 pixels. A discrete cosine trans-

form (DCT) converts the blocks of pixels into blocks

of frequency coefficients. These coefficients are quan-

tized and then encoded using a Huffman encoding

technique. In addition, images can be coded using in-

traframe or interframe coding. The former encodes

each picture in isolation. The latter encodes the dif-

ference between successive pictures.

It turns out to be surprisingly easy to change the

output rate of the coder by adjusting parameters of

the coder. In IVS, we adjust three such parameters.

namely the refresh rate. the quantizer, and the move-
ment deteetion threshold. The refresh rate character-

izes the rate at which frames are grabbed from the

camera. Decreasing the refresh rate decreases the av-

erage output rate of the coder. However, it also de-

creases the frame rate and hence the quality of lhfi

video delivered at the receivers. The quantizer charac-

terizes the granularity used to encode the coeffieients

f 
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Fig. 1. Structure of the H26! coder.

obtained from the discrete cosine transformation. In-

creasing the quantizer is equivalent to encoding the

frequency coefficients more coarsely, and thus reduc-

ing the quality of the transmitted image. However, it

is also equivalent to reducing the number of bits used

to encode pixels, and thus reducing the output rate of
the coder. The movement detection threshold charac-

terizes the blocks in a frame which are “sufficiently

different“ from those in the previous frame. Increas-

ing the threshold value decreases the number of blocks

which are considered to have changed since the last

frame. However, it also decreases the sensitivity of the

coder to movement and yields lower image quality.

Thus adjusting the parameters of the video coder

is an easy way, particularly in a software coder such

as IVS, to trade off a lower output rate (i.e. lower

bandwidth requirements) for a lower image quality.

Which of the three parameters above is adjusted de-

pends on the specific requirements of a video applica-

tion. The refresh rate is adjusted if the precise rendi-

tion of individual images is important. The quantizer

and the movement detection threshold are adjusted if

the frame rate or the perception of movement is im-

portant. Other ways to control the output rate of video

coders are described in [l4,15.'i'}.

Unfortunately, it is not so easy to modify the param-

cters of an audio coder to adjust its output rate. This

is essentially because different compression schemes

based on very different principles are used to obtain

audio streams with different bandwidth requirements.

One way around this problem is to use a panoply of

audio codecs. IVS and other audioconference systems

such as VAT [13] typically use PCM (at 64 kbfs),

ADPCM (between 16 kbfs and 48 kbr's),GSM (at 11

kbfs), and LPC (below 5 kbfs) codecs. This makes

it possible to choose the coding scheme most appro-

priate for the bandwidth available in the network at

any given time.

At this point, we have shown that videoconference

applications in general can adjust their bandwidth re-

quirements. To use these applications over the Inter-
net, however, we need a feedback mechanism to elicit

information about the state of the network, and a con-

trol algorithm to adjust the audio or video output rate

accordingly. The goal of the feedback mechanism is to

estimate the state of the network, or rather its impact

on the quality of the image received at the destinations.

Since the number of destinations can be large and

might even be unknown (recall that most audio and

videoconference applications are expected to run in

a multicast environment), the mechanism must scale

well with the size of the multicast group. One such

mechanism is described in [2]. Furthermore, we need

to identify variables to evaluate the perceived quality

of the images received at the destinations.

The Mean Opinion Score (MOS) has been used

extensively as a subjective measure to design and

compare video coding algorithms [11]. However, a

MOS-based feedback mechanism would be impracti-

cal, since it would have to include the user in some

kind of continual rating procedure. We thus have to

rely on objective measures. Unfortunately, objective

measures typically do not reflect the user's perception

of an image [11]. The signal to noise ratio (SNR) is

a measure of the spatial quality of the image. How-

ever, it is an imperfect measure because the percep-

tual quality in a sequence of frames depends on the

quality of each frame in the sequence. Furthermore, it

cannot be computed by the receivers since it requires

that the original image be available. Another objective
measure is the frame rate, i.e. the rate at which video

frames arrive at the destinations. Yet another measure

is the loss rate ofthe packets on the paths between the
source and the destinations. We have chosen in IVS a

feedback information based on measured packet loss

rates at the destinations. Specifically. each receiver

f 
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measures an average packet loss rate observed during
a given time interval. It then considers the network to

be unloaded, reasonably loaded, or overloaded (i.e.

congested) depending on the measured rate.

The control algorithm at the source gradually in-
creases the audio or video bandwidth until the net-

work is reasonably loaded. The source then transmits

at this rate, continually polling its receivers to ensure

that the network does not become congested. If the

network is detected by one or more of the receivers

to be congested, the source then reduces its output
rate. Of course, a lower bandwidth at the source trans-

lates into a lower image quality for all destinations.
However, it also translates into lower bandwidth re-

quirements, and hence lower losses and delays in the

network. There remains to quantify this bandwidth»

gained;/quality-lost tradeoff. The problem again is to
find a way to estimate the quality of the video data

delivered to the receivers. We argued earlier that the

loss rate and the frame rate are good indications of

this quality. Experiments carried out with colleagues
at University College London (UCL) show that the

control mechanism decreases the bandwidth require-

ments as well as the loss rate at the receiver. as long

as the video traffic makes up a significant part of the
total traffic on the path from INRIA to UCL.

3. Supporting real-time applications in an

integrated services Internet

Our experience and that of others obtained with var-

ious audio and video transmission systems for the In-

ternet such as VAT [13], NV [7], or NEVOT [20]

indicates that the rate adjustment of audio and video

coders makes it possible to maintain videoconferences

of reasonable quality over the Internet. Of course, the

audio and video signals (and therefore the user sat-

isfaction) are degraded as the available capacity de-
creases, i.e. as the network load increases. It is not

clear, however. whether this degradation is still tolera-

ble when the available capacity is “very small”. Con-

sider for example the case of audio data. Known audio

compression algorithms require a bandwidth equal to

at least a few hundred bits per second [I 1]. There is

clearly a problem if the available capacity in the net-

work is lower than this minimum value. Ergonomic

studies and anecdotal evidence from the Internet sug-

gest (although this question would certainly benefit
from further work) that users find audio and video

data useful as long as the information content is above
some minimum level which depends on the task at

hand [26,l]. Therefore, there is a lloor to the rate at

which a real-time application can transmit and still

send a useful stream of infonnation. This presents the

problem of who to satisfy when two applications com-
pete for the same bandwidth, and whose combined

minimum bandwidth requirements, i.e. combined lloor

rates, exceed the available bandwidth. The problem

can be resolved either by turning off one of the appli-
cations (this is generally done by the end user who

realizes that the network does not provide the desired

service), or by preventing this situation from happen-

ing in the first place. This latter solution is typically
implemented by means of admission control mecha-
nisms.

However, it is important to note that the above prob-

lem is not likely to occur frequently (and hence ad-

mission control is not likely to be required or useful}
if the floor rates are low and if the network is di-

mensioned appropriately. Unfortunately, it is not clear

yet which fraction of applications will be rate adap-
tive, and what their floor rates will be. The answers

to these questions impact the way the network archi-

tecture should be designed to provide the services re-

quired by the applications.

Scott Shenker has recently developed a simple

model which brings out this impact [2] ]. Consider a

network with a single bottleneck link with bandwidth

b shared by N applications. For simplicity. all appli—

cations are assumed to be identical. The quality of an

application as observed by a user of this application is

captured by a function referred to as a utility function

U which depends on the service provided by the net-
work. In our case. we assume that the service is com-

pletely characterized by the available capacity. The

utility for one application is U( b/N), and the total

network utility is T(N) = N X U(b/N). The questifln
then is how to maximize T(N). The answer to this

question depends on the shape of the utility function

U. Refer to Fig. 2. Shenker has shown that T(Nl in‘

creases monotonically if U is concave as in case (3)-
However, T(N) first increases but then decreases as

N exceeds some value No if U is convex near me

origin as in case (b). It is clear that in the latter C1159:

the number of applications sharing the bandwidth

f 
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