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ABSTRACT

The current model for multicast transmission of video over
the Internet assumes that a fixed average bandwidth is
uniformly present throughout the network. Consequently,
sources limit their ransmission rates to accommodate the
lowest bandwidth links, even though high-bandwidth con-
nectivity might be available to many of the participants. We
propose an architecture where a video transmission can be
decomposed into multiple sessions with different bandwidth
requirements using an application-level gateway. Our video
gateway transparently connects pairs of sessions into a sin-
gle logical conference by manipulating the data and control
information of the video streams. In particular, the gate-
way performs bandwidth adaptation through transcoding and
rate-control. We describe an efficient algorithm for transcod-
ing Motion-JPEG to H.261 that runs in real-time on stan-
dard workstations. By making the Real-time Transport Pro-
tocol (RTP) an integral component of our architecture, the
video gateway interoperates with the current Internet video

tools in a transparent fashion. We have built a prototype of

the video gateway and used it to redistribute multi-megabit
JPEG video seminars from the Bay Area Gigabit Network as
128 kb/s H.261 MBone sessions.

KEYWORDS

Conferencing protocols: digital video: image and video com-
pression and processing: mullicasting: networking and com-
munication; efficient transcoding.

1 INTRODUCTION

The initial deployment of a number of multimedia applica-
tions such as nevot [13], vat [7}, ivs [16], nv [5], and vic [9]
over the Internet and the overlayed multicast backbone or
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MBone [4] has proven successful. However, a number of is-
sues need to be resolved before the full potential of these new
applications can be realized. One such issue is how to deal
with heterogeneity in a conference with a large number of re-
ceivers,

Heterogeneity is intrinsic to the Internet technology. It ex-
ists both inside the network and at the end systems. Within
the network, due to the mismatch between link speeds and
unbalanced load distribution inside the network, the band-
width available between different sender-receiver pairs is
different. While one portion of the network may be a high
speed ATM network, other portions may be ethernet. and
the backbone may be composed of T and T3 links. In ad-
dition, different hosts have different processing power and
video/audio hardware configurations. One hast may be a 100
MIPS workstation without special video hardware, another
host may be a PC with a JPEG board. As the Internctevolves
to higher speed and larger size, the problems caused by het-
erogeneity will only get worse.

In existing applicalions, each sender transmits video at the
same rate to all receivers. For a heterogeneous set of re-
ceivers. the source would have to run at a rate that matches
the most constrained receiver. This is not satisfactory, In-
stead, receivers along high bandwidth paths should receive
correspondingly higher quality.

One approach to this problem is the use of layered coding
algorithms {10, 15, 17] where hosts along lower bandwidth
paths receive fewer layers. While this approach is elegant
and efficient, it is not yet deployed nor compatible with the
installed base of JPEG hardware and existing video applica-
tions. Qur goal is 1o create an architecture that is compatible
with prevalent hardware and networking technology.

In this paper, we present the design and implementation of
a video gateway that addresses the problem of heterogene-
ity. Our approach provides a mechanism for matching the
transmission quality 1o the heterogeneous bandwidth con-
straints of distinct regions of a single logical multicast ses-
sion. The gateway does so by intelligently managing incom-
ing and outgoing video streams using transcoding and raie-
control. By making the Real-time Transport Protocol (RTP)
[14] an integral component of our architecture, the video
gateway interoperates seamlessly with the current Internet
video tools. We have demonstrated our implementation in
the Bay Area Gigabit Network (BAGNet) and successiully
used it to transcode high-raic JPEG [6] seminar video into
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128 kb/s H.261 [18] strcams for the MBone.

2 BACKGROUND AND MOTIVATION

In this section, we motivate the need for our video gateway
architecture by giving several example scenarios.

2.1 BAGNet and MBone

One of our goals is to integrate the MBone applications into
the BAGNet environment. We briefly describe BAGNet and
MBone environments, then motivate the need for the video
gateway by discussing issues of running existing MBone ap-
plications across both BAGNet and the general Internet.

BAGNet is an OC-3C {155 Mb/s) ATM network that con-
nects 15 San Francisco Bay Area sites including universi-
ties, government and industrial research labs. One goal in the
BAGNet project is to develop and deploy teleseminar appli-
cations with high quality video and audio. Currently, each
site has only several workstations connected directly to the
ATM network, and one of these machines is used as a gate-
way to connect BAGNet with other machines in the organi-
zation. Typically. ethernets are used within each organiza-
tion. In a teleseminar scenario, one of the machines directly
attached to BAGNet will multicast high quality thus high
rate video across BAGNet. A stream of full motion JPEG
compressed NTSC quality video will consume about 6 Mb/s
bandwidth. While multiple 6 Mb/s video streams can be eas-
ily supported within BAGNet, transmitting even one of these
streams onto an ethernet is not practical as the ethernets are
shared. In addition, it may be desirable to transmit the video
across the entire MBone where the aggregate bandwidth is
only about 500 kb/s for all sessions. Therefore, we would
like to accommodate threc types of receivers in such an en-
vironment; hosts connecting directly to BAGNe, hosts con-
necting 10 BAGNet via ethernets and routers, and hosts on
the global MBone.

Figure 1(a) shows such a scenario. Assume that host HO
is transmitting high quality JPEG videb at 6 Mb/s. The
ATM switch S forwards the transmission 1o BAGNet and to
a router RO connected 1o an ethernet, which contains among
its hosts an MBone router R1. In order to not flood the eth-
ernet, we run a video gateway on RO that transcodes the
6 Mb/s JPEG down to 1 Mb/s. Thus, ethernet hosts such as
HI still receive the video transmission at a reasonably high
quality. We piace an additiona! video gateway between R1
and the MBone. This gateway further reduces the bandwidth
requirements by transcoding the JPEG stream to H.261 and
limits its output rate to 128 kb/s.

2.2 Linking Remote MBone Sites

Another application of our video gateway architecture is to
link several remotely located MBone sites together. Con-
sider the following example: a seminar at Berkeley is mul-
ticast locally to the campus, and a group of researchers at
Carnegie Mellon University wants 10 tune in and participate.
Unfortunately, a scenario like this — where small groups
communicate via long haul networks — is not effectively
supported by the current IP Multicast infrastructure.
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The major mechanism of limiting the scope of multicas-
ting traffic over today’s MBone is use of TTL. The mecha-
nism works as follows. Each multicast packert is assigned a
Time-To-Live number in the IP header and each link 15 as-
signed a static threshold value. If the packet’s time-to-live
value is less than the threshold, the packet is not forwarded.
By placing larger thresholds on the links that connect re-
mole sites and using smaller TTL numbers for each multi-
cast packet, the multicast traffic can be contained in a local
region.

In the example mentioned above, in order for researchers
at CMU to receive the multicast video, the video has to be
sent out from Berkeley using a TTL value that is higher than
the threshold value of cross-country links, which means that
the video will be distributed across the entire country. This
is not satisfactory.

With our video gateway, this problem can be casily solved
by placing one video gateway at each site, and linking the
two video gateways by unicast connections. Figure 1(b)il-
lustrates this scenario. Multicast video from CMU is for-
warded by the local video gateway via unicast connection 10
the remote video gateway, which in turn multicasts the video
to the remote site at UCB.

2.3 Multicast Video across ISDN Links

Most MBone transmissions use a target rate of 128 kb/s for
video and 64 kb/s for audio, preciuding simple bridging of
MBone sessions across a 128 kb/s ISDN line. By transcod-
ing a 128 kb/s H.261 coded video stream into a 64 kb/s
H.261 stream (and by similarly adapting the audio bit rate).
an MBone session can be bridged over an ISDN link, as de-
picted in Figure 1(c).

2.4 Multicast Video over Wireless Links

Wireless links are characterized by relatively low bandwidth
and high transmission error rates. Figure 1(d) illustrates the
role of the video galeway in a topology containing moebile
wireless hosts, By placing a video gateway at the basestation
router (BS), we can transcode the incoming video stream o a
lower bandw idth stream and control the rate of output trans-
mission over the wireless link.

3 THE VIDEO GATEWAY

We now address the design of a video gateway architecture
that will flexibly support the configurations discussed in the
previous section. In order to interoperate with the existing
MBone video tools, the video gateway must be RTP com-
patible. In this section, we give a brief overview of RTP. dis-
cuss the ramifications of transcoding an RTP data stream, and
propose an architecture that can perform this transcoding in
a protocol-consistent fashion.

3.1 Real-time Transport Protocol

The Real-time Transport Protocol [ 14] is an application-level
protocol that is designed to satisfy the needs of multi-party
multimedia applications. In the IP protocol stack. RTP lies
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Figure 1: Four example scenarios for a video gateway.
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just above UDP. The protocol consists of two parts: the data
transfer protocol RTP and the control protocol RTCP.

Each RTP data packet consists of an RTP packet header
and the RTP payload. The packet header includes a sequence
number. a media-specific timestamp, and a synchronization
source (SSRC) identifier. The SSRC provides a mechanism
for identifying media sources in a fashion independent of the
underlying transport or network layers. End-hosts allocate
their SSRC randomly and because the SSRC's must be glob-
ally unique within an RTP session, a collision detection al-
gorithm is employed to avoid conflicts. All packets {rom an
SSRC form part of the same timing and sequence number
space. Receivers group packets by SSRC identifiers for play-
back.

The RTP control protocol (RTCP) provides mechanisms
for data distribution monitoring, cross-media synchroniza-
tion, and sender identification. This control information is
dissemninated by periodically transmitting control packets to
all participants in the session, using the same distribution
mechanism as for data packets. The transmission interval
is randomized and adjusted according to the session size
to maintain the RTCP bandwidih below some configurable
limit.

Distribution Monitoring. The primary function of RTCP
is lo provide feedback to the session on the quality of the data
distribution. This information is critical in diagnosing fail-

A R

ures and monitoring performance. and can be used by ap-
plications to dynamically adapt 10 network congestion [3].
Monitoring statistics are disseminated from active sources
via RTCP sender reports (SR and from receivers back to the
entire session viareceiver reports (RR). The SR statistics in-
clude, among other things. the sender’s cumulative packet
count and sender’s cumulative byvte count. Each receiver
generates a scparate recepuon report for each active source,
The RR statistics include a cumulauve count of lost packets.
a short-lerm loss indicator. an estimate of the jitter in data
packets, and timestamps for round-trip time estimation,

Synchronization. Since media streams are distributed
on distinct RTP sessions (with distinct SSRCs), the proto-
col provides a mechanism for synchronizing media across
sessions, which relies on canonical-name (CNAME) identi-
fiers and SRs. Each SR contains that source’s CNAME and
the correspondence between focal real-time and the media-
specific lime units. By matching sender reports across dif-
ferent media according to their CNAME, a receiver can align
the time offsets of different media streams to reconstruct the
original synchronization.

Sender Identification. Each session participant identi-
fies itself by binding text descriptions to their SSRC using
“source description” (SDES) messages.

In addition 10 the base protocol semantics, the RTP spec-
ification defines two tvpes of “intermediate systems™: mia-
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