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0 (57) Abstract: The invention proposes a network device driver architecture with functionality distributed between kernel space and 
~ user space. The overall network device driver comprises a kernel-space device driver (10) and user-space device driver functionality 
~ (20). The kernel-space device driver (10) is adapted for enabling access to the user- space device driver functionality (20) via a 
0 kernel-space-user-space interface (15). The user-space device driver functionality (20) is adapted for enabling direct access between 
~ user space and the NIC (30) via a user-space-NIC interface (25), and also adapted for interconnecting the kernel-space-user-space 

interface (15) and the user- space-NIC interface (25) to provide integrated kernel-space access and user-space access to the NIC (30). 
0 The user-space device driver functionality (20) provides direct, zero-copy user-space access to the NIC, whereas information to be 
> transferred between kernel space and the NIC will be "tunneled" through user space by combined use of the kernel-space device 
~ driver (10), the user-space device driver functionality (20) and the two associated interfaces (15,25). 
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A NETWORK DEVICE DRIVER ARCHITECTURE 

TECHNICAL FIELD OF THE INVENTION 

5 The present invention generally relates to a network device driver architecture for 

efficient and flexible access to a network interface controller (NIC). 

BACKGROUND OF THE INVENTION 

10 Computer software can generally be divided into two types, operating system software 

and application software. The operating system (OS) can be viewed as a resource 

manager that makes the computer's resources such as processors, memory, input/output 

(I/0) devices and communication devices available to the users. It also provides the base 

functionality upon which application software can be written and executed. Important 

15 operating system functions include sharing hardware among users, preventing users from 

interfering with each other, resource scheduling, organizing data for secure and rapid 

access, and supporting I/0 functions and network communications. 

The central part of the OS is commonly referred to as the kernel. The kernel is normally 

20 only a portion of the code of what is commonly thought of as the entire OS, but it is one 

of the most intensively used portions of the code. The kernel defines the so-called user

space, in which the application software runs, and provides services to user applications, 

including memory management, allocating processing resources, and responding to 

system calls from user applications or processes. Other important kernel functions 

25 include interrupt handling, process management and synchronization, as well as I/0 

management including network communications. 

Since many different hardware devices can be connected to the computer system, some 

of the I/0 functionality is typically implemented as common functionality that is device 

30 independent. Device related functionality is then allocated within so-called device 
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drivers. This means that a user application that needs to access a particular hardware 

device, such as a network communication device, makes a system call to the OS, which 

in tum invokes the device driver associated with the hardware device. 

5 A Network Interface Controller (NIC) is a hardware device that is commonly connected 

to computer systems for providing network communication capabilities, such as Ethernet 

or ATM. communication. NIC controllers usually implement lower-level protocols, such 

as layer 1 (PHY) and layer 2 (MAC, LLC) protocols, whereas higher level protocols (e.g. 

the TCP/IP protocol suite) traditionally are allocated in the OS, running in kernel mode. 

10 Moreover, clusters, for example, usually have proprietary protocols running on top of 

Ethernet because TCPIIP (Transport Communication Protocol/Internet Protocol) is not 

very well suited for cluster computing in System Area Networks (SANs). These 

proprietary protocols are generally also running in kernel mode. 

15 However, centralized in-kernel protocol processing prevents user applications from 

realizing the potential raw performance offered by the underlying high-speed networks. 

The performance problem is mainly caused by message copying between user space and 

kernel space, polluted cache, interrupts and non-optimized code. The intensive message 

copying creates a large overhead, especially for short messages, and constitutes the main 

20 reason for high processor load and low throughput of network subsystems with standard 

operating systems. 

This problem has become more pronounced with the advent of high-performance 

network communication technologies such as Gigabit Ethernet, ATM and Infiniband. 

25 The main challenge in putting such high-performance communication technologies into 

use lies primarily in building systems that can efficiently interface these network media 

and sustain high bandwidth all the way between two network communicating 

applications. 
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This has lead the computer industry to develop network device drivers that support NIC 

access directly from user space, avoiding message copying between user space and 

kernel space. The most commonly known example of this type of user-space network 

access architecture is the Virtual Interface Architecture (VIA) developed by Intel 

5 Corporation, Microsoft Corporation and Compaq Computer Corporation. The Virtual 

Interface Architecture (VIA) is an industry standard for System Area Networks that 

supports direct, zero-copy user-space access to the NIC. The VIA Architecture was 

designed to eliminate message copying, per-message interrupts and other kernel 

overhead that have made traditional networked applications become performance 

10 bottlenecks in the past. As described, e.g. in the specification Intel Virtual Interface (VI) 

Architecture Developer's Guide, September 9, 1998 and the International Patent 

Application WO 00/41358, the VIA Architecture avoids intermediate data copies and by

passes the operating system kernel to achieve low latency, high bandwidth 

communication. The VIA model includes a VI consumer and a VI provider. The VI 

15 consumer typically includes a user application and an operating systems communication 

facility and a VI user agent. The VI provider typically includes the combination of a VI 

NIC and a VI kernel agent. The Virtual Interface (VI) is a direct interface between a VI 

NIC and a user application or process. The VI allows the NIC to directly access the user 

application's memory for data transfer operations between the application and the 

20 network. The VI generally comprises a send queue and a receive queue, each of which 

can be mapped directly to user address space, thus giving direct user-space access to the 

network level and by-passing the operating system kernel. 

The technical report DART- A Low Overhead ATM Network Inteiface Chip, TR-96-18, 

25 July 1996 discloses an ATM NIC designed for high bandwidth, low overhead 

communication, by providing direct, protected application access to/from the network. 

The main drawback of the VIA architecture (and similar architectures) is that it requires 

special VIA-enabled NIC controllers, and can not run on off-the-shelf NIC controllers 

30 such as ordinary Ethernet NIC controllers. Since a lot of functionality for network 
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communication rely on kernel-level protocols such as TCP/IP, both a VIA-enabled NIC 

and an ordinary Ethernet (TCP/IP) NIC are required with the VIA architecture. The VIA 

architecture is thus not optimized for implementation into existing systems, but generally 

requires hardware re-design of existing systems, adding an extra NIC and/or NIC port to 

5 the system. Re-designing a circuit board, including design, testing, product handling, 

maintenance, spare parts, etc. may easily lead to extra costs in the order of millions of 

dollars. 

10 
SUMMARY OF THE INVENTION 

The present invention overcomes these and other drawbacks of the prior art 

arrangements. 

It is a general object of the present invention to provide efficient and flexible access to a 

15 network interface controller (NIC), eliminating the CPU as the bottleneck in the 

communication chain. 

It is also an object of the invention to provide an improved and cost-optimized network 

device driver architecture. In particular, it is beneficial if the network device driver 

20 architecture is suitable for implementation and integration into existing systems. 

Yet another object of the invention is to provide a robust and flexible network device 

driver that is not NIC dependent and works with any off-the-shelfNIC hardware. 

These and other objects are met by the invention as defined by the accompanying patent 

25 claims. 

The general idea of invention is to provide an efficient, flexible and cost-effective 

network device driver architecture by means of integrated kernel-space access and user

space access to the NIC, preferably over the same NIC port. This is accomplished by 

30 enabling direct user-space access to the NIC, in similarity to user-space network 
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