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28.5.4.6 Management function requirements

Mandatory MII registers for
Auto-Negotiation

Subclause

28.2.4.1

Value/comment

Registers 0, 1, 4, 5, 6

Optional MII register for Auto-
Negotiation

28.2.4.1 Register 7

Auto-Negotiation enable 28.2.4.] .1 Set control register Auto-
Negotiation Enable bit (0.12)

Manual Speed/Duplex settings 28.2.4. 1 .1 When bit 0.12 set, control reg-
ister Speed Detection (0.13)
and Duplex Mode (0.8) are
ignored, and the Auto-Negotia-
tion function determines link

configuration

control register (register 0)
Restart Auto-Negotiation (0.9)
default

28.2.4.l.l PHY returns Value of one in

0.9 until Auto-Negotiation has
been initiated

control register (register 0)
Restart Auto-Negotiation (0.9)
set

28.2.4.l.l When 0.9 set, Auto-Negotia-
tion will (re)initiate. On com-
pletion, 0.9 will be reset by the
PHY device. Writing a zero to
0.9 at any time has no effect

control register (register 0)
Restart Auto-Negotiation (0.9)
reset

28.2.4.l.l 0.9 is self-clearing; writing a
zero to 0.9 at any time has no
effect

status register (register 1)
Auto-Negotiation Complete
(1.5) reset

28.2.4.l.2 Ifbit 0.12 reset, or a PHY
lacks the ability to perform
Auto-Negotiation, (1.5) is reset

status register (register 1)
Remote Fault (1.4)

28.2.4.l.2 Set by the PHY and remains
set until either the status regis-
ter is read or the PHY is reset

advertisement register power
on default

28.2.4.l.3 Selector field as defined in

annex 28A; Ack=0; Technol-
ogy Ability Field based on MII
status register (l.15:l 1) or log-
ical equivalent

link partner ability register
read/write

28.2.4.l.4 Read only; write has no effect

link partner ability register bit
definitions

28.2.4.l.4 Direct representation of the
received Link Code Word (fig-
ure 28-7)

status register (register 1)
Auto-Negotiation Complete
(1.5) set

28.2.4.l.4 Set to logic one upon success-
ful completion ofAuto-Negoti-
ation

Auto-Negotiation expansion
register (register 6)

28.2.4.l.5 Read only; write has no effect

Link Partner Auto-Negotiation
Able bit (6.0)

28.2.4.l.5 Set to indicate that the Link

Partner is able to participate in
the Auto-Negotiation function

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.
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Page Received bit (6.1) set

Subclause

28.2.4.l.5

SUPPLEMENT TO 802.3:

Value/comment

Set to indicate that a new Link
Code Word has been received

and stored in the Auto-Neg0ti-
ation link partner ability
register

Page Received bit (6.1) reset 28.2.4.l.5 Reset on a read of the Auto-

Negotiation expansion register
(register 6)

The Next Page Able bit (6.2)
set

28.2.4.1.5 Set to indicate that the Local

Device supports the Next Page
function

The Link Partner Next Page
Able bit (6.3) set

28.2.4.l.5 Set to indicate that the Link

Partner supports the Next Page
function

Parallel Detection Fault bit

(6.4) set

28.2.4.l.5 Set to indicate that zero or
more than one of the NLP

Receive Link Integrity Test
function, IOOBASE-TX, or
l00BASE-T4 PMAS have indi-

cated link_status=READY
when the autoneg_wait_timer
expires

Parallel Detection Fault bit

(6.4) reset

28.2.4.l.5 Reset on a read of the Auto-

Negotiation expansion register
(register 6)

Next Page Transmit register
default

28.2.4.1.6 On power-up, contains value of
2001 H

Write to Next Page Transmit
register

28.2.4.l.6 n1r_next_page_loaded set to
true

Absence of management
function

28.2.5 Advertised abilities provided
through a logical equivalent of
n1r_adv_ability[ l 6: l ]

Next Page support in absence
of MII management

Device must provide logical
equivalent of mr_np_able,
rr1r_lp_np_able, or
rr1r_next_page_loaded vari-
ables in order to set NP bit in
transmitted Link Code Word

This is anzfirchive IEEE Standard. It has been superseded by a later version of this standard.
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28.5.4.7 Technology-dependent interface

PMA_LINK.indicate
(link_status) values

Subclause

28.2.6.1.1

Value/comment

1ink_status set to READY, OK
or FAIL

PMA_LINK.indi-
cate(link_status) generation

28.2.6.1.2 Technology-dependent PMA
and NLP Receive Link Integ-
rity Test state diagram (figure
28-17) responsibility

PMA_LINK.indi-
cate(link_status), effect of
receipt

28.2.6.l.3 Governed by the state diagram
of figure 28-16

PMA_LINK.request(link_cont
rol) values

28.2.6.1.3 link_control set to
SCAN_FOR_CARRIER, DIS-
ABLE, or ENABLE

Effect of

link_control=SCAN_FOR_CA
RRIER

28.2.6.2.1 PMA to search for carrier and

report 1ink_status=READY
when carrier is received, but no
other actions are enabled

Effect of 1ink_control=DIS-
ABLE

28.2.6.2.1 Disables PMA processing

Effect of

link_c0ntrol=ENABLE

28.2.6.2.1 Control passed to a single
PMA for normal processing
functions

PMA_LINK.request(link_cont
rol) generation

28.2.6.2.2 Auto-Negotiation function
responsibility in accordance
with figures 28-15 and 28-16

PMA_LINK.request(link_cont
rol) default upon power-on,
reset, or release from power-
down

28.2.6.2.2 link_control = DISABLE state
to all technology-dependent
PMAs

PMA_LINK.request(link_cont
rol) effect of receipt

28.2.6.2.3 Governed by figure 28-17 and
the receiving technology-
dependent link integrity test
fimction

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.
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28.5.4.8

1 995

State diagrams

Adherence to state diagrams

Subclause

SUPPLEMENT TO 802.3:

Value/comment

Implement all features of fig-
ures 28-14 to 28-17. Identified

options to figures 28-14 to 28-
17 are permitted

Ambiguous requirements State diagrams take precedence
in defining functional
operation

autoneg_wait_timer Expires between 500-1000 ms
after being started

break_1ink_timer Expires between 1200-
1500 ms after being started

data_detect_min_timer Expires between 15-47 its
from the last clock pulse

data_detect_max_timer Expire between 78-100 us
from the last clock pulse

flp_test_max_timer Expires between 165-185 its
from the last link pulse

flp_test_min_timer Expires between 5-25 us from
the last link pulse

interVal_timer Expires 55.5-69.5 us from
each clock pulse and data bit

link_fail_inhibit_timer Expires 750-1000 ms afier
entering the FLP LINK GOOD
CHECK state

n1p_test_max_timer Expires between 50-150 ms
after being started if not
restarted

nlp_test_min_timer Expires between 5-7 ms after
being started if not restarted

transmit_link_burst_timer

28.5.4.9 Electrical characteristics

1 Pulses within FLP Bursts

-

Expires 5.7—22.3 ms after the
last transmitted link pulse in an
FLP Burst

Identical to the characteristics

ofNLPs and meet the require-
ments of figure 14-12 

This is anzegchive IEEE Standard. It has been superseded by a later version of this standard.
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28.5.4.10 Auto-Negotiation annexes

Selector Field, S[4:0] values in
the Link Code Word

Subclause Value/comment

Identifies base message type as
defined by table 28-9

Selector Field reserved
combinations

Transmission not permitted

Relative priorities of the tech-
nologies supported by the
IEEE 802.3 Selector Field
value

Defined in 28B.3

Relative order of the technolo-

gies supported by IEEE 802.3
Selector Field

Remain unchanged

Addition of new technology Inserted into its appropriate
place in the priority resolution
hierarchy, shifting technolo-
gies of lesser priority lower in
priority

Addition of vendor-specific
technology

Priority of IEEE 802.3 stan-
dard topologies maintained,
vendor-specific technologies to
be inserted into an appropriate
location

Message Code Field Defines how following Unfor-
matted Pages (if applicable)
are interpreted

Message Code Field reserved
combinations

Transmission not permitted

Auto-Negotiation reserved
code 1

Transmission of M10 to M0

equals 0, not permitted

Null Message Code Transmitted during Next Page
exchange when the Local
Device has no information to
transmit and Link Partner has

additional pages to transmit

Remote Fault Identifier Mes-

sage Code
Followed by single Unformat-
ted Page to identify fault type
with types defined in 28C.5

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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Organizationally Unique Iden-
tifier Message Code

Subclause

SUPPLEMENT TO 802.3:

Value/comment

Followed by 4 Unfonnatted
Pages. First Unformatted Page
contains most significant 11
bits of OUI (bits 23:13) with
MSB in U10;
Second Unformatted Page con-
tains next most significant 11
bits of OUI (bits 12:2), with
MSB in U10;
Third Unformatted Page con-
tains the least significant 2 bits
of OUI (bits 1:0) with MSB in
U10, bits U820 contains user-
defined code specific to OUI;
Fourth Unformatted Page con-
tains user-defined code specific
to OUI

PHY Identifier Message Code Followed by 4 Unformatted
Pages. First Unformatted Page
contains most significant 11
bits of PHY ID (2.l5:5) with
MSB in U10;
Second Unfonnatted Page con-
tains PHY ID bits 2.420 to

3.15:l0, with MSB in U10;
Third Unformatted Page con-
tains PHY ID bits 3.920, with
MSB in U10, and U0 contains
user-defined code specific to
PHY ID;
Fourth Unformatted Page con-
tains user-defined code specific
to PHY ID

Auto-Negotiation reserved
code 2

Transmission of M10 to M0

equals 1, not permitted

This is anzggchive IEEE Standard. It has been superseded by a later version of this standard.
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28.6 Auto-Negotiation expansion

Auto-Negotiation is designed in a way that allows it to be easily expanded as new technologies are devel-

oped. When a new technology is developed, the following things must be done to allow Auto—Negotiation to

support it:

a) The appropriate Selector Field value to contain the new technology must be selected and allocated.

b) A Technology bit must be allocated for the new technology within the chosen Selector Field value.

c) The new technology’s relative priority within the technologies supported within a Selector Field
value must be established.

Code space allocations are enumerated in annexes 28A, 28B, and 28C. Additions and insertions to the

armexes are allowed. No changes to existing bits already defined are allowed.

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.
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29. System considerations for multi-segment 100BASE-T networks

29.1 Overview

This clause provides information on building 100BASE-T networks. The 100BASE-T technology is

designed to be deployed in both homogenous 100 Mb/s networks and heterogeneous 10/100 Mb/s mixed

CSMA/CD networks. Network topologies can be developed within a single 100BASE-T collision domain,

but maximum flexibility is achieved by designing multiple collision domain networks that are joined by
bridges and/or routers configured to provide a range of service levels to DTEs. For example, a combined
100BASE-T/10BASE—T system built with repeaters and bridges can deliver dedicated 100 Mb/s, shared
100 Mb/s, dedicated 10 Mb/s, and shared 10 Mb/s service to DTEs. The elfective bandwidth of shared ser-

vices is controlled by the number of DTEs that share the service.

Linking multiple 100BASE-T collision domains with bridges maximizes flexibility. Bridged topology

designs can provide single bandwidth (figure 29-1) or multiple bandwidth (figure 29-2) services.

Collision Domain 1

Collision Domain 3

Individual collision domains can be linked by single devices (as shown in figures 29-1 and 29-2) or by mul-
tiple devices from any of several transmission systems. The design ofmultiple-collision-domain networks is

governed by the rules defining each of the transmission systems incorporated into the design.

The design of shared bandwidth 10 Mb/s collision domains is defined in clause 13; the design of shared
bandwidth 100 Mb/s CSMA/CD collision domains is defined in the following subclauses.

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.
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Dedicated 100 Mb/s Shared 100 Mb/s

   
  
 

100BASE—T Repeater

Multi-Port

Bridge

10BASE-T Repeater

Dedicated 10 Mb/s Shared 10 Mb/s

29.1.1 Single collision domain multi-segment networks

This clause provides information on building 100 Mb/s CSMA/CD multi-segment networks within a single

collision domain. The proper operation of a CSMA/CD network requires the physical size and number of

repeaters to be limited in order to meet the round—trip propagation delay requirements of 4.2.3.2.3 and

4.4.2.1 and IPG requirements specified in 4.4.2.1.

This clause provides two network models. Transmission System Model 1 is a set of configurations that have

been validated under conservative rules and have been qualified as meeting the requirements set forth above.
Transmission System Model 2 is a set of calculation aids that allow those configuring a network to test a pro-

posed configuration against a simple set of criteria that allows it to be qualified. Transmission System Model

2 validates an additional broad set oftopologies that are fully functional and do not fit within the simpler, but
more restrictive rules of Model 1.

The physical size of a CSMA/CD network is limited by the characteristics of individual network compo-

nents. These characteristics include the following:

a) Media lengths and their associated propagation time delay

b) Delay of repeater units (start-up, steady-state, and end of event)

c) Delay of MAUs and PHYS (start-up, steady-state, and end of event)

d) Interpacket gap shrinkage due to repeater units

e) Delays within the DTE associated with the CSMA/CD access method

f) Collision detect and deassertion times associated with the MAUs and PHYS

Table 29-1 summarizes the delays for 100BASE—T media segments. For more detailed information on the
delays associated with individual 100BASE—T components, see

MII: armex 22A
100BASE-T4: 23.11
100BASE-TX: armex 24A
100BASE-FX: armex 24A

This is anzggrchive IEEE Standard. It has been superseded by a later version of this standard.
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Repeater: 27.3

Table 29-1—Delays for network media segments Model 1

 
29.1.2 Repeater usage

Repeaters are the means used to connect segments of a network medium together into a single collision

domain. Diiferent physical signaling systems (e.g., l00BASE-T4, l00BASE-TX, IOOBASE-FX) can be joined

into a common collision domain using repeaters. Bridges can also be used to connect dilferent signaling sys-
tems; however, if a bridge is so used, each system connected to the bridge will be a separate collision domain.

Two types of repeaters are defined for l00BASE-T (see clause 27). Class I repeaters are principally used to

connect unlike physical signaling systems and have internal delays such that only one Class I repeater can

reside within a single collision domain when maximum cable lengths are used (see figure 29-4). Class II

repeaters typically provide ports for only one physical signaling system type (e.g., IOOBASE-TX but not

IOOBASE-T4) and have smaller internal delays so that two such repeaters may reside within a given colli-

sion domain when maximum cable lengths are used (see figure 29-6). Cable length can be sacrificed to add

additional repeaters in a collision domain (sec 29.3).

29.2 Transmission System Model 1

The following network topology constraints apply to networks using Transmission System Model 1.

a) All balanced cable (copper) segments less than or equal to 100 in each.

h) Fiber segments less than or equal to 412 m each.
c) M11 cables for l00BASE-T shall not exceed 0.5 111 each. When evaluating system topology, MII

cable delays need not be accounted for separately. Delays attributable to the MII are incorporated

into DTE and repeater component delays.

29.3 Transmission System Model 2

The physical size and number of topological elements in a l00BASE-T network is limited primarily by

round-trip collision delay. A network configuration must be validated against collision delay using a network
model. Since there are a limited number of topology models for any l00BASE-T collision domain, the mod-

eling process is quite straightforward and can easily be done either manually or with a spreadsheet.

The model proposed here is derived from the one presented in 13.4. Modifications have been made to
accommodate adjustments for DTE, repeater, and cable speeds.

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.
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< 

See table 29-2 for maximum segment length.

  

 

Repeater Set

A+B = collision domain diameter

4 >
See table 29-2 for maximum collision domain diameter.

Repeater Set

A+B+C= collision domain diameter 
< 

See table 29-2 for maximum collision domain diameter.

This is anzgllrchive IEEE Standard. It has been superseded by a later version of this standard.
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Table 29-2—Maximum Model 1 collision domain diameter“

 
“In meters, no margin.
bAssumes 100 m ofbalanced cable and one fiber link.
‘This entry included for completeness. It may be impractical to construct a T4 to FX class H repeater.
dAssumes 105 m ofbalanced cable and one fiber link.

29.3.1 Round-trip collision delay

For a network to be valid, it must be possible for any two DTEs on the network to contend for the network at
the same time. Each station attempting to transmit must be notified of the contention by the returned “colli-
sion” signal within the “collision window” (see 4.1.2.2 and 5.2.2.1.2). Additionally, the maximum length
fragment created must contain less than 512 bits after the start-of-frame delimiter (SFD). These require-

ments lirnit the physical diameter (maximum distance between DTEs) of a network. The maximum round-
trip delay must be qualified between all pairs ofDTEs in the network. In practice this means that the qualifi-
cation must be done between those that, by inspection of the topology, are candidates for the longest delay.

The following network modeling methodology is provided to assist that calculation.

29.3.1.1 Worst-case path delay value (PDV) selection

The worst-case path through a network to be validated shall be identified by examination of aggregate DTE
delays, cable delays, and repeater delays. The worst case consists ofthe path between the two DTEs at oppo-
site ends of the network that have the longest round-trip time. Figures 29-6 and 29-7 show schematic repre-
sentatins of one-repeater and two-repeater paths.

R
E
P
E
A
T
E
R
 

= Media cable

29.3.1.2 Worst-case PDV calculation

Once a set ofpaths is chosen for calculation, each shall be checked for validity against the following formula:

PDV = Elink delays (LSDW + Xrepeater delays + DTE delays + safety margin

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggd.
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Inter-

End Repeater
Link

JUITI-|>|T|'U|'|'|;U
R
E
P
E
A
T
E
R= MII cable
 

= Media cable

Values for the formula variables are determined by the following method:

a)

g)

h)

This is anzggchive IEEE Standard. It has been superseded by a later version of this standard.

Determine the delay for each link segment (Link Segment Delay Value, or LSDV), including inter-
repeater links, using the formula

LSDV=2 (for round-trip delay) x segment length X cable delay for this segment

NOTES

l—Length is the sum of the cable lengths between the PHY interfaces at the repeater and the farthest DTE for
End Segments plus the sum of the cable lengths between the repeater PHY interfaces for Inter-Repeater Links.
All measurements are in meters.

2—Cable delay is the delay specified by the manufacturer or the maximum value for the type of cable used as
shown in table 29-3. For this calculation, cable delay must be specified in hit times per meter (BT/m). Table 29-
4 can be used to convert values specified relative to the speed of light (%c) or nanoseconds per meter (ns/m).

3—When actual cable lengths or propagation delays are not lmown, use the Max delay in hit times as specified
in table 29-3 for copper cables. Delays for fiber should be calculated, as the value found in table 29-3 will be
too large for most applications.

Sum together the LSDVs for all segments in the path.
Determine the delay for each repeater in the path. If model-specific data are not available from the
manufacturer, determine the class of each repeater (I or II) and enter the appropriate default value
from table 29-3.

MII cables for IOOBASE-T shall not exceed 0.5 In each. When evaluating system topology, M11
cable delays need not be accounted for separately. Delays attributable to the MII are incorporated

into DTE and repeater component delays.
Use the DTE delay value shown in table 29-3 unless your equipment manufacturer defines a differ-
ent value.

Decide on appropriate safety margin—0 to 5 bit times—for the PDV calculation. Safety margin is
used to provide additional margin to accommodate unanticipated delay elements, such as extra-long

connecting cable runs between wall jacks and DTEs. (A safety margin of 4 BT is recommended.)
Insert the values obtained through the calculations above into the following formula to calculate the
PDV. (Some configurations may not use all the elements of the formula.)

PDV = Elink delays (LSDV) + Erepeater delays + DTE delay + safety margin

If the PDV is less than 512, the path is qualified in terms ofworst-case delay.
Late collisions and/or CRC errors are indicators that path delays exceed 512 BT.

 bit 1025
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Table 29-3—Network component delays, Transmission System Model 2

Round-trip delay in bit Maximum round-trip
times per meter delay in bit times

Two TX/FX DTEs 100

Two T4 DTEs 138

One T4 and one TX/FX 127
DTEa

Component

Cat 3 cable segment 114 (100 m)

Cat 4 cable segment . 114 (100 m)

Cat 5 cable segment 111.2 (100 m)

STP cable segment 111.2 (100 m)

Fiber optic cable segment . 412 (412 In)

Class I repeater 140

Class II repeater with all 92
ports TX/FX

Class II repeater with any 67
port T4

 
“Worst-case values are used (TX/FX values for MAC transmit start and MDI input to colli-

sion detect; T4 value for MDI input to MDI output).

Table 29-4—Conversion table for cable delays

Speed relative to c

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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30. Layer Management for 10 Mbls and 100 Mbls

30.1 Overview

This clause provides the Layer Management specification for DTEs, repeaters, and MAUs based on the

CSMA/CD access method. The clause is produced from the ISO framework additions to clause 5, Layer

Management; clause 19, Repeater Management; and clause 20, MAU Management. It incorporates additions

to the objects, attributes, and behaviors to support 100 Mb/s CSMA/CD.

The layout of this clause takes the same form as 5.1, 5.2, and clauses 19 and 20, although with equivalent

subclauses grouped together. It identifies a common management model and framework applicable to IEEE

802.3 managed elements, and it identifies those elements and defines their managed objects, attributes, and
behaviors ill a protocol-independent language. It also includes a formal GDMO definition of the protocol

encodings for CMIP and ISO/IEC 15802-2: 1995 [IEEE 802.lB].

NOTE—The arcs (that is, object identifier values) defined in annex 30A, the formal GDMO definitions, deprecate the
arcs previously defined in Annexes D1 (Layer Management), D2 (Repeater Management), and D3 (MAU Management).
See IEEE Std 802.lF-1993, annex C.4.

This clause provides the Layer Management specification for DTEs, repeaters, and MAUs based on the

CSMA/CD access method. It defines facilities comprised of a set of statistics and actions needed to provide
IEEE 802.3 Management services. The information in this clause should be used in conjunction with the

Procedural Model defined in 4.2.7—4.2.10. The Procedural Model provides a formal description of the rela-
tionship between the CSMA/CD Layer Entities and the Layer Management facilities.

This management specification has been developed in accordance with the OSI management architecture as

specified in the ISO Management Framework document, ISO/IEC 7498-4: 1989. It is independent of any

particular management application or management protocol.

The management facilities defined in this standard may be accessed both locally and remotely. Thus, the

Layer Management specification provides facilities that can be accessed from within a station or can be

accessed remotely by means of a peer-management protocol operating between application entities.

In CSMA/CD no peer management facilities are necessary for initiating or terminating normal protocol

operations or for handling abnormal protocol conditions. The monitoring of these activities is done by the
carrier sense and collision detection mechanisms. Since these activities are necessary for normal operation
of the protocol, they are not considered to be a function of Layer Management and are, therefore, not dis-
cussed in this clause.

Implementation ofpart or all of 10 Mb/s and 100 Mb/s Management is not a requirement for conformance to
clauses 4, 7, 9, 22, 23, 24, 25, 26, 27, or 28.

The intent of this standard is to furnish a management specification that can be used by the wide variety of
different devices that may be attached to a network specified by ISO/IEC 8802-3. Thus, a comprehensive list

ofmanagement facilities is provided.

The improper use of some of the facilities described in this clause may cause serious disruption of the net-

work. In accordance with ISO management architecture, any necessary security provisions should be pro-

vided by the Agent in the Local System Environment. This can be in the form of specific security features or

in the form of security features provided by the peer communication facilities.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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30.1.1 Scope

This clause includes selections fiom clauses 5, 19, and 20. It is intended to be an entirely equivalent specifi-

cation for the management of 10 Mb/s DTEs, 10 Mb/s baseband repeater units, and 10 Mb/s integrated

MAUs. It also includes the additions for management of 100 Mb/s DTEs, repeater units, embedded MAUs,

and external PHYs connected with the MII. Implementations of management for 10 Mb/s DTEs, repeater

units, and embedded MAUs should follow the requirements of this clause (e.g., a 10 Mb/s implementation

should incorporate the attributes to indicate that it is not capable of 100 Mb/s operation).

This clause defines a set of mechanisms that enable management of ISO/IEC 8802-3 10 Mb/s and 100 Mb/s

DTEs, baseband repeater units, and integrated Medium Attachment Units (MAUs). In addition, for ports

without integral MAUs, attributes are provided for characteristics observable from the AUI of the connected
DTE or repeater. Direct management ofAUI MAUs that are external to their respective DTEs or repeaters is

beyond the scope of this standard. The managed objects within this standard are defined in terms of their

behaviour, attributes, actions, notifications, and packages in accordance with IEEE 802.1 and ISO standards
for network management. Managed objects are grouped ir1to mandatory and optional packages.

This specification is defined to be independent of any particular management application or management

protocol. The means by which the managed objects defined in this standard are accessed is beyond the scope
of this standard.

30.1.2 Relationship to objects in IEEE Std 802.1F-1993

The following managed object classes, if supported by an implementation, shall be as specified in IEEE Std

802.lF-1993: ResourceType]D, EWMAMe11icMonitor.

oResourceTypeID

This object class is mandatory and shall be implemented as defined in

IEEE Std 802. 1F-1993. This object is bound to oMAC-Entity,

oRepeater, and oMAU as defined by the NAMEBINDINGS in 30A.8. 1 .

Note that the binding to oMAU is mandatory only when MII is present.
The Entity Relationship Diagram, figure 30-3, shows these bindings

pictorially.

oEWMAMetricMonitor

This object class is optional. When implemented, it shall be implemented

as defined in IEEE Std 802.1F-1993, subject to the specific requirements

described below. This object is bound to system as defined by the
NAMEBINDINGS in 30A.1.1, 30A.3.l, and 30A.2.l.

Implementations of IEEE 802.3 Management that support the oEWMAMetricMonitor managed object class

are required to support values of granularity period as small as one second. Implementations are required to

support at least one sequence of low and high thresholds. The granularity period may be set to equal to the

moving time period as a minimal conformant implementation.

30.1.3 Systems management overview

Within the ISO Open Systems Interconnection (OSI) architecture, the need to handle the special problems of

initializing, terminating, and monitoring ongoing activities and assisting in their operations, as well as han-

dling abnormal conditions, is recognized. These needs are collectively addressed by the systems manage-

ment component of the OSI architecture.

A management protocol is required for the exchange of information between systems on a network. This

management standard is independent of any particular management protocol.

This is anzegchive IEEE Standard. It has been superseded by a later version of this standard.
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This management standard, in conjunction with the management standards of other layers, provides the

means to perform various management fLmctions. IEEE 802.3 Management collects information needed

from the MAC and Physical Layers and the devices defined in IEEE 802.3. It also provides a means to exer-
cise control over those elements.

The relationship between the various management entities and the layer entities according to the ISO model

is shown in figure 30-1.

30.1.4 Management model

This standard describes management of DTEs, repeaters, and integrated MAUs in terms of a general model

of management of resources within the open systems environment. The model, which is described in ISO/
[EC 10040: 1992, is briefly summarized here.

Management is viewed as a distributed application modeled as a set of interacting management processes.
These processes are executed by systems within the open environment. A managing system executes a man-

aging process that invokes management operations. A managed system executes a process that is receptive to

these management operations and provides an interface to the resources to be managed. A managed object is

the abstraction of a resource that represents its properties as seen by (and for the purpose of) management.
Managed objects respond to a defined set of management operations. Managed objects are also capable of

emitting a defined set ofnotifications. This interaction ofprocesses is shown in figure 30-1.

Communicating

Management Operations

am’Notifications

 
A managed object is a management view of a resource. The resource may be a logical construct, function,

physical device, or anything subject to management. Managed objects are defined in terms of four types of
elements:

a) Attributes. Data-like properties (as seen by management) of a managed object.

b) Actions. Operations that a managing process may perform on an object or its attributes.
c) Notifications. Unsolicited reports of events that may be generated by an object.

d) Behaviour: The way in which managed objects, attributes, and actions interact with the actual

resources they model and with each other.

The above items are defined in 30.3, 30.4, 30.5, and 30.6 ofthis clause in terms of the template requirements
of ISO/IEC 10165-4: 1991.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggqrd.
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Some of the functions and resources within 802.3 devices are appropriate targets for management. They

have been identified by specifying managed objects that provide a management view of the functions or

resources. Within this general model, the 802.3 device is viewed as a managed device. It performs fimctions

as defined by the applicable standard for such a device. Managed objects providing a view ofthose functions

and resources appropriate to the management of the device are specified. The purpose of this standard is to

define the object classes associated with the devices in terms oftheir attributes, operations, notifications, and
behaviour.

30.2 Managed objects

30.2.1 Introduction

This clause identifies the Managed Object classes for IEEE 802.3 components within a managed system. It

also identifies which managed objects and packages are applicable to which components.

All counters defined in this specification are assumed to be wraparound counters. Wraparound counters are

those that automatically go from their maximum Value (or final value) to zero and continue to operate. These

unsigned counters do not provide for any explicit means to return them to their minimum (zero), i.e., reset.
Because of their nature, wraparound counters should be read frequently enough to avoid loss of information.

Counters in 30.3, 30.4, 30.5 and 30.6 that have maximum increment rates specified for 10 Mb/s operation,

and are appropriate to 100 Mb/s operation, have ten times the stated maximum increment rate for 100 Mb/s

operation unless otherwise indicated.

30.2.2 Overview of managed objects

Managed objects provide a means to

— Identify a resource
— Control a resource

— Monitor a resource

30.2.2.1 Text description of managed objects

In case of conflict, the formal behaviour definitions in 30.3, 30.4, 30.5, and 30.6 take precedence over the

text descriptions in this subclause.

oMACEntity

The top-most managed object class of the DTE portion of the

containment tree shown in figure 30-3. Note that this managed object

class may be contained within another superior managed object class.
Such containment is expected, but is outside the scope of this standard.

oPHYEntity

Contained within oMACEntity. Many instances of oPHYEntity may

coexist within one instance of oMACEntity; however, only one PHY
may be active for data transfer to and from the MAC at any one time.

oPHYEntity is the managed object that contains the MAU managed

object in a DTE.

oRepeater

The top-most managed object class of the repeater portion of the

containment tree shown in figure 30-3. Note that this managed object

class may be contained within another superior managed object class.

Such containment is expected, but is outside the scope of this standard.

This is anzsgrchive IEEE Standard. It has been superseded by a later version of this standard.
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oRepeaterMonitor

A managed object class called out by IEEE Std 802.lF-1993. See 30.1.2,
oEWMAMetricMonitor.

oGroup

The group managed object class is a View ofa collection ofrepeater ports.

oRepeaterPort

The repeater port managed object class provides a view ofthe fimctional

link between the data transfer service and a single PMA. The attributes

associated with repeater port deal with the monitoring of traffic being
handled by the repeater fi'om the port and control of the operation ofthe

port. The Port Enable/Disable fimction as reported by portAdminState is

preserved across events involving loss ofpower. The oRepeaterPort

managed object contains the MAU managed object in a repeater set.

NOTE—Attachment to nonstandard PMAs is outside the scope of this standard.

oMAU

The managed object of that portion of the containment tree shown in

figure 30-3. The attributes, notifications, and actions defined in this

clause are contained within the MAU managed object. Neither counter

values nor the value ofMAUAdminState is required to be preserved

across events involving the loss ofpower.

oAutoNegotiation

The managed object of that portion of the containment tree shown in
figure 30-3. The attributes, notifications, and actions defined in this

clause are contained within the MAU managed object.

oResourceTypeID

A managed object class called out by IEEE Std 802.1F-1993. It is used

within this clause to identify manufacturer, product, and revision of

managed components that implement functions and interfaces defined

within IEEE 802.3. The clause 22 lVlII specifies two registers to carry

PHY Identifier (22.2.4.3.1), which provides succinct information

sufficient to support oResourceTypeID.

30.2.2.2 Functions to support management

Functions are defined in clauses 5, 7, 22, 23, 24, 25, 26, 27, and 28 both to facilitate unmanaged operation

and managed operation. The functions in these clauses that facilitate managed operation are referenced from

the text of this management clause.

30.2.2.2.1 DTE MAC sublayer functions

For DTE MACs, with regard to reception-related error statistics a hierarchical order has been established

such that when multiple error statuses can be associated with one frame, only one status is returned to the
LLC. This hierarchy in descending order is as follows:

frameTooLong

alignmentErr0r
frameCheckError

lengthError

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggajd.
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The counters are primarily incremented based on the status returned to the LLC; therefore, the hierarchical

order of the counters is determined by the order of the status. Frame fragments are not included in any of the

statistics unless otherwise stated. In implementing any of the specified actions, receptions and transmissions

that are in progress are completed before the action takes effect.

30.2.2.2.2 Repeater functions

The Repeater Port Object class contains seven functions which are defined in this clause and are used to col-

lect statistics on the activity received by the port. The relationship of the fimctions to the repeater port and to
the port attributes is shown in figure 30-2.

Activity Timing function

The Activity Timing function measures the duration of the assertion of

the CarrierEvent signal. This duration value must be adjusted by

removing the value of Carrier Recovery Time (see 9.5.6.5) to obtain the
true duration of activity on the network. The output of the Activity

Timing function is the ActivityDuration value, which represents the

duration of the CarrierEvent signal as expressed in units ofbit times.

Carrier Event function

The Carrier Event fimction asserts the CarrierEvent signal when the

repeater exits the IDLE state (see figure 9-2) and the port has been

determined to be port N. It de-asserts the CarrierEvent signal when, for

a duration of at least Carrier Recovery Time (see 9.5.6.5), both the

DataIn(N) variable has the value II and the CollIn(N) variable has the

value —SQE. The value N is the port assigned at the time of transition
fi'om the ]DLE state.

Collision Event function

The Collision Event fimction asserts the CollisionEvent signal when the

CollIn(X) variable has the value SQE. The CollisionEvent signal

remains asserted until the assertion ofany CarrierEvent signal due to the

reception of the following event.

Cyclic Redundancy Check function

The Cyclic Redundancy Check function verifies that the sequence of

octets output by the Framing fimction contains a Valid Frame Check

Sequence Field. The Frame Check Sequence Field is the last four octets

received from the output of the Framing function. The algorithm for

generating an FCS from the octet stream is specified in 3.2.8. If the FCS

generated according to this algorithm is not the same as the last four

octets received from the Framing function, then the FCSError signal is

asserted. The FCSError signal is cleared upon the assertion of the

CarrierEvent signal due to the reception of the following event.

Framing function

The Framing function recognizes the boundaries of an incoming frame

by monitoring the CarrierEvent signal and the decoded data stream. Data
bits are accepted while the CarrierEvent signal is asserted. The framing

fimction strips preamble and start-of-frame delimiter fi'om the received

data stream. The remaining bits are aligned along octet boundaries. If
there is not an integral number of octets, then FramingError shall be
asserted. The FramingError signal is cleared upon the assertion of the

CarrierEvent signal due to the reception of the following event.

This is anzétrchive IEEE Standard. It has been superseded by a later version of this standard.
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Octet Counting function

The Octet Counting fLlI1Cti01'1 counts the number of complete octets

received from the output ofthe framing fimction. The output ofthe octet

counting function is the OctetCount value. The OctetCountva1ue is reset

to zero upon the assertion ofthe Ca1rierEvent signal due to the reception

of the following event.

Source Address function

The Source Address function extracts octets from the stream output by

the framing function. The seventh through twelfth octets shall be

extracted from the octet stream and output as the SourceAddress

variable. The SourceAddress variable is set to an invalid state upon the

assertion of the Ca1rierEvent signal due to the reception ofthe following
event.

REPEATER PORT OBJECT

Co||isionEvent

ActivityDuration 

 
Datamx) CarrierEvent

FramingError
decodedData

OctetCount

FCSError

SourceAddress

30.2.3 Containment

A containment relationship is a structuring relationship for managed objects in which the existence of a

managed object is dependent on the existence of a containing managed object. The contained managed

object is said to be the subordinate managed object, and the containing managed object the superior man-

aged object. The containment relationship is used for naming managed objects. The local containment rela-

tionships among object classes are depicted in the entity relationship diagram, figure 30-3. This figure also

shows the names, naming attributes, and data attributes of the object classes as well as whether a particular

containment relationship is one-to-one or one-to-many. For further requirements on this topic, see IEEE Std
802.1F—l993.

MAU management is only valid in a system that provides management at the next higher containment level,

that is, either a DTE or repeater with management.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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oResourceType|D

I'_I5:5_-°»'<z?=_t'i_f'_ii_II‘.

Repeater System DTE System

—» Denotes one-to-many relationship
Tb Denotes one-to-one relationship

30.2.4 Naming

The name of an individual managed object is hierarchically defined within a managed system. For example,

in the context of repeater management, a repeater port might be identified as “repeater 3, group 01, port 13,”

that is, port 13 of group 01 of a repeater with repeaterID 3 within the managed system.

In the case of MAU management, this will present itself in one of the two forms that are appropriate for a

MAU’s use, that is, as associated with a CSMA/CD interface of a DTE or with a particular port of a managed
repeater. For example, a MAU could be identified as “repeater 3, group 01, port 13, MAU 1” or, that is, the

MAU associated with port 13 ofgroup 01 of a repeater with repeaterID 3 within the managed system. Exam-

ples of this are represented in the relationship ofthe naming attributes in the entity relationship diagram, fig-
ure 30-3.

30.2.5 Capabilities

This standard makes use of the concept ofpackages as defined in ISO/IEC 10165-4: 1992 as a means of

grouping behaviour, attributes, actions, and notifications within a managed object class definition. Packages

may either be mandatory or conditional, that is to say, present if a given condition is true. Within this stan-

dard, capabilities are defined, each of which corresponds to a set of packages, which are components of a
number of managed object class definitions and which share the same condition for presence. Implementa-

tion of the appropriate basic and the mandatory packages is the minimum requirement for claiming conform-

This is anzegchive IEEE Standard. It has been superseded by a later version of this standard.
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ance to IEEE 802.3 10 Mb/s and 100 Mb/s Management. Implementation of an entire optional capability is

required in order to claim conformance to that capability. The capabilities and packages for 10 Mb/s and

100 Mb/s Management are specified in table 30-1 (broken into tables 30-la through 30-1d for pagination).

DTE Management has two packages that are required for management at the minimum conformance config-

uration—the Basic Package and the Mandatory Package. For systems that include multiple PHY entities per

MAC entity, and implement the Multiple PHY Package to manage the selection of the active PHY, the

optional Recommended Package shall be implemented.

For managed MAUs, the Basic Package is mandatory; all other packages are optional. For a managed MAU

to be conforrnant to this standard, it shall fully implement the Basic Package. For a MAU to be conforrnant
to an optional package, it shall implement that entire package. While nonconformant (reference aMAUType

“other”) MAUs may utilize some or all of this clause to specify their management, conformance to this

clause requires both a conformant MAU and conforrnant management. MAU Management is optional with

respect to all other CSMA/CD Management. If an M11 is present, then the conditional MII Capability must

be implemented. This provides the means to identify the vendor and type of the externally connected device.

There are two distinct aspects of Repeater Management.

The first aspect provides the means to monitor and control the functions of a repeater. These functions

include, but are not limited to identifying a repeater, testing and initializing a repeater, and enabling/dis-

abling a port. This is encompassed by the mandatory Basic Control Capability.

The second aspect provides the means to monitor traflic fiom attached segments, and to measure traflic
sourced by DTEs connected to these segments. This is done by gathering statistics on packets that enter a

repeater and maintaining those statistics on a per-port basis. This is encompassed by the optional Perfor-

mance Monitor Capability. The optional Address Tracking Capability provides the means to identify exist-
ence and movement of attached DTEs by their MAC addresses.

If link Auto-Negotiation is present and managed, the Auto-Negotiation managed object class shall be imple-

mented in its entirety. All attributes and actions are mandatory.

The 100 Mb/s Monitor Capability provides additional attributes that relate to 100 Mb/s operation only.

These attributes are provided to complement the counter attributes of the optional packages and capabilities

that apply to 10 Mb/s and mixed 10 and 100 Mb/s implementations. It is expected that when the 100 Mb/s

Monitor Capability is implemented, the appropriate complementary counter packages and capabilities are

also implemented.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggard.
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Table 30-1 a—Capabilities

BasicPackage(Mandatory) MandatoryPackage(Mandatory) RecommendedPackage(Optional) OptionalPackage(Optional) ArrayPackage(Optional) ExcessiveDeferralPackage(Optional) MultiplePHYPackage(Optional) PerformanceMonitorCapability(Optional) AddressTrackingCapability(Optional) 100Mb/5MonitorCapability(Optional) BasicPackage(Mandatory) MAUControlPackage(Optional) MediaLossTrackingPackage(Conditional) BroadbandDTEMAUPackage(Conditional) MllCapability(Conditional) 100Mb/sMonitorCapabilit
oResourceType|D managed object

aResourceTypelDName ATTRIBUTE GET
aResourcelnfo A'|'|'R|BUTE GET

oMACEntity managed object class
aMAc|D A'l'l'RlBUTE GET

aFramesTransmitted0K ATFRIBUTE GET

aSing|eCol|isionFrames A'|'|'R|BUTE GET

aMu|tip|eCo|lisionFrames A'|'|'R|BUTE GET
aFramesReceivedOK A'|'|'R|BUTE GET

aFrameCheckSequenceErrors A'|'|'R|BUTE GET

aA|ignmentErrors A'|'|'R|BUTE GET
aOctetsTransmittedOK A'|'|'R|BUTE GET

aFramesWithDelerredxmissions A'|'|'R|BUTE GET

aLateCo||isions A'|'|'R|BUTE GET

aFramesAbortedDueToXSCo||s A'|'|'R|EUTE GET

aFramesLostDueTo|ntMACXmitError A'|'|'R|BUTE GET

aCarrierSenseErrors AT'R|BUTE GET

aOctetsReceivedOK ATTRIBUTE GET

aFramesLostDueTolntMACRcvError AT'R|BUTE GET

aPromiscuousStatus A'|'|'R|BUTE GET-SET

aReadMu|ticastAddressList A'|'|'R|BUTE GET

aMulticastFramesXmittedOK A'|'|'R|BUTE GET

aBroadcastFramesXmitted0K A'|'|'R|BUTE GET

aFramesWithExcessiveDeferra| A'|'|'R|BUTE GET

aMu|ticastFramesReceivedOK A'|'|'R|BUTE GET

aBroadcastFramesReceivedOK ATTRIBUTE GET

a|nRangeLengthErrors A'|'|'R|BUTE GET

a0utOfRangeLengthFie|d A'|'|'R|BUTE GET

aFrameTooLongErrors A'|'|'R|BUTE GET
aMACEnableStatus A'|'|'R|BUTE GET-SET

This is anzsgchive IEEE Standard. It has been superseded by a later version of this standard.
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Table 30-1 b—Capabilities

BasicPackage(Mandatory) MandatoryPackage(Mandatory) RecommendedPackage(Optional) OptionalPackage(Optional) ArrayPackage(Optional) ExcessiveDeferralPackage(Optional) MultiplePHYPackage(Optional) PerformanceMonitorCapability(Optional) AddressTrackingCapability(Optional) 100Mb/sMonitorCapability(Optional) BasicPackage(Mandatory) MAUControlPackage(Optional) MediaLossTrackingPackage(Conditional) BroadbandDTEMAUPackage(Conditional) MllCapability(Conditional) 100Mb/sMonitorCapabilit
oMACEntity managed object class (con

aTransmitEnab|eStatus A'I'I'RIBUTE GET-SET

aMulticastReceiveStatus A'I'I'RIBUTE GET-SET

aReadWriteMACAddress ATTRIBUTE GET-SET

aCcllisionFrames A'I'I'RIBUTE GET

ac|nitia|izeMAC ACTION

acAddGroupAddress ACTION

acDeleteGroupAddress ACTION
acExecuteSelfTest ACTION

mana _ ed ob'ect class
A'|'|'R|BUTE

A'|'|'RIBUTE

aPHYTypeList ATTRIBUTE
aSQETestErrors A'I'I'RIBUTE

aSymbo|ErrorDuringCarrier ATTRIBUTE
aM I |Detect ATTRIBUTE

aPHYAdminState ATTRIBUTE

acPHYAdminContro| ACTION

oRepeater mana ed ob'ect class

aRepeaterlD ATTRIBUTE

aRepeaterType A'I'I'RIBUTE

aRepeaterGroupCapacity A'I'I'RIBUTE

aeroupmap A'l'|'R|BUTE

aRepeaterHea|thState AT'RIBUTE

aRepeaterHealthText ATTRIBUTE

aRepeaterHealthData ATTRIBUTE
aTransmitCollisions AT'RIBUTE

acResetRepeater ACTION

acExecuteNonDisruptiveSelfTest ACTION

nRepeaterHea|th NOTIFICATION

nRepeaterReset NOTIFICATION

nGroupMapChange NOTIFICATION

This is an Archive IEEE Standard. It has been superseded by a later version of this stanglgajd.
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Table 30-1 c—Capabilities

BasicPackage(Mandatory) MandatoryPackage RecommendedPackage(Optional) OptionalPackage(Optional) ArrayPackage(Optional) ExcessiveDeferralPackage(Optional) MultiplePHYPackage(Optional) PerformanceMonitorCapability(Optional) AddressTrackingCapability(Optional) 100Mb/5MonitorCapability(Optional) BasicPackage(Mandatory) MAUControlPackage(Optional) MediaLossTrackingPackage(Conditional) BroadbandDTEMAUPackage(Conditional) MllCapability(Conditional) 100Mb/sMonitorCapabilit
oGroup managed object class

aGroup|D A'I'l'RlBUTE GET

aGroupPortCapacity A'|'|'R|BUTE GET

aportmap A'I'l'RlBUTE GET

nPortMapChan o e NOTIFICATION

oRepeaterPort mana - ed ob'9ct class
aPortID A'|'l'RIBUTE

aPortAdminState ATFRIBUTE

aAutoPartitionState A'|'|'R|BUTE

aReadab|eFrames A'|'|'R|BUTE

aReadab|e0ctets A'|'|'R|BUTE

aFrameCheckSequenceErrors A'|'|'R|BUTE

aA|ignmentErrors A'|'|'R|BUTE

aFramesTooLong A'|'|'R|BUTE
aShortEvents A'|'|'R|BUTE

anunts A'I'|'RlBUTE

aCoIIisions AT'R|BUTE

aLateEvents A'|'|'R|BUTE

aVeryLongEvents AT'R|BUTE
aDataRateMismatches A'|'|'R|BUTE

aAutoPartitions A'|'|'R|BUTE

alsolates A'|'|'R|BUTE

aSymbo|ErrorDuringPacket A'|'|'R|BUTE
aLastSourceAddress A'|'|'R|BUTE

aSourceAddressChanges A'|'|'R|BUTE
acPortAdminContro| ACTION

><><><><><><><><><><><><
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Table 30-1 d—Capabilities

BasicPackage(Mandatory) MandatoryPackage RecommendedPackage(Optional) OptionalPackage(Optional) ArrayPackage(Optional) ExcessiveDeferralPackage(Optional) MultiplePHYPackage(Optional) PerformanceMonitorCapability(Optional) AddressTrackingCapability(Optional) 100Mb/sMonitorCapability(Optional) BasicPackage(Mandatory) MAUControlPackage(Optional) MediaLossTrackingPackage(Conditional) BroadbandDTEMAUPackage(Conditional) MllCapability(Conditional)
oMAU managed object class

aMAU ID A'|'|'RlBUTE GET

aMAUType A'|'|'RlBUTE GE'|'-SET

aMAu'rype|_isg A'l'|'RlBUTE GET
aMediaAvailable A'I'I'RIBUTE GET

aJabber A'|'|'RlBUTE GET

aLoseMediaCounter A'I'I'RIBUTE GET

aMAUAdminState A'I'I'RIBUTE GET

aBbMAUXmitRcvSp|itType ATTRIBUTE GET

aBroadbandFrequencies A'I'I'RIBUTE GET
aFa|seCarriers ATTRIBUTE GET

acResetMAU ACTION

acMAUAdminContro| ACTION

nJabber NOTIFICATION

oAuto-Ne 2 otiation managed ob'ect class

aAutoNeg") A'|'|'RlBUTE GET

aAutoNegAdminState AT'RIBUTE GET

aAutoNegRemoteSigna|ing A'I'I'RIBUTE GET

aAutoNegAutoConfig A'|"RlBUTE GET-SET

aAutoNegLocalTechnologyAbility A'I'I'RIBUTE GET

E!

E!
E!
E!
El

aAutoNegAdvertisedTechno|ogyA- A'I'|'RIBUTE GE'|'-SET E
E!
El
El
2!
El
E1!

aAutoNegReceivedTechnologyAbi|ity A'I'I'RIBUTE GET

aAutoNegLoca|Se|ectorAbi|ity A'I'I'RIBUTE GET

aAutoNegAdvertisedSe|ectorAbi|ity A'I'I'RIBUTE GET-SET

aAutoNegReceivedSe|ectorAbi|ity A'I'I'RIBUTE GET

acAutoNegRestartAutoConfig ACTION

acAutoNegAdminContro| ACTION

IEIEIEIIEIIEIEIEZEZIEIEIIIEII

This is an Archive IEEE Standard. It has been superseded by a later version of this standard.

bit 1025

0323 



Aerohive - Exhibit 1025
0324

IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

30.3 Layer management for 10 Mbls and 100 Mbls DTEs

30.3.1 MAC entity managed object class

This subclause formally defines the behaviours for the oMACEntity managed object class attributes, actions,
and notifications.

30.3.1.1 MAC entity attributes

30.3.1.1.1 aMAClD

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:

The value of aMACID is assigned so as to uniquely identify a MAC among the subordinate
managed objects of the containing object.;

30.3.1.1 .2 aFramesTransmittedOK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts

per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are successfully transmitted. This counter is incremented when the
Transmitstatus is reported as transmit0K. The actual update occurs in the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1 .3 aSinglecollisionFrames

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 13 000 counts

per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are involved in a single collision, and are subsequently transmitted
successfully. This counter is incremented when the result of a transmission is reported as
transmit0K and the attempt value is 2. The actual update occurs in the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1 .4 aMu|tipleCollisionFrames

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 11 000 counts

per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are involved in more than one collision and are subsequently transmitted
successfully. This counter is incremented when the Transmitstatus is reported as transmit0K and
the value of the attempts variable is greater than 2 and less or equal to attemptLirnit. The actual
update occurs in the LayerMgmtTransmitCounters procedure (5.2.4.2).;

This is arigagchive IEEE Standard. It has been superseded by a later version of this standard.
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