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LAN Standard Relationship to the ISO Open Systems Interconnection
(OSI) Reference Model

The architectural model is based on a set of interfaces that may be different from those emphasized in
implementations. One critical aspect of the design, however, shall be addressed largely in terms of the
implementation interfaces: compatibility.

1.1.2.2 Two important compatibility interfaces are defined within what is architecturally the Physical
Layer.

(1) Medium-Dependent Interface (MDI). To communicate in a compatible manner, all stations shall
adhere rigidly to the exact specification of physical media signals defined in Section 8 (and beyond)
in this standard, and to the procedures that define correct behavior of a station. The medium-inde-
pendent aspects of the LLC sublayer and the MAC sublayer should not be taken as detracting from
this point; communication by way of the ISO 8802-3 [IEEE 802.3] Local Area Network requires com-
plete compatibility at the Physical Medium interface (that is, the coaxial cable interface).

(2) Attachment Unit Interface (AUI. It is anticipated that most DTEs will be located some distance
from their connection to the coaxial cable. A small amount of circuitry will exist in the Medium
Attachment Unit (MAU) directly adjacent to the coaxial cable, while the majority of the hardware
and all of the software will be placed within the DTE. The AUI is defined as a second compatibility
interface. While conformance with this interface is not strictly necessary to ensure communication,
it is highly recommended, since it allows maximum flexibility in intermixing MAUs and DTEs. The
AUI may be optional or not specified for some implementations of this standard that are expected to
be connected directly to the medium and so do not use a separate MAU or its interconnecting AUI
cable. The PLS and PMA are then part of a single unit, and no explicit AUI specification is required.

1.1.3 Layer Interfaces. In the architectural model used here, the layers interact by way of well defined

interfaces, providing services as specified in Sections 2 and 6. In general, the interface requirements are as
follows.
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{1} The interface between the MAC sublayer and the LLC sublayer includes facilities for transmitting
and receiving frames, and provides per-operation status information for use by higher-layer error
recovery procedures,

(2) The interface between the MAC sublayer and the Physical Layer includes signals for framing (car-
rier sense, transmit initiation) and contention resolution (collision detect), facilities for passing a
pair of serial bit streams (transmit, receive) between the two layers, and a wait function for timing,

These interfaces are described more precisely in 4.3, Additional interfaces are necessary to allow higher
level network management facilities to interact with these layers to perform operation, maintenance, and
planning functions. Network management functions will be discussed in Section 5.

1.1.4 Application Areas. The applications environment for the Local Area Network 1% intended to be
commercial and light industrial. Use of CSMA/CD LANs in home or heavy industrial environments, while
not precluded, is not considered within the scope of this standard.

1.2 Notation

1.2.1 State DMagram Conventions. The operation of a protocol can be described by subdividing the pro-
toeol into a number of interrelated functions. The operation of the functions can be described by state dia-
gramg. Bach diagram represents the domain of a function and eonsists of a group of connected, mutually
exclusive states. Only one state of a function is active at any given time (see Fig 1-2).

...... STATENAME .
® MESSAGE SENT>
TERME T ENTER I, toonomany: | TEME LXRUT
[ACTIONS TAKEN]

Key: E } = conditian, for example, {if no_gallision)
1 = action, for example, [reset PLS lunclions]
« = logical AND

+ = |ogical OR

Tw = Wait Time, Implamentation depandent

= Dalay Timeout
Tb = Backoff Timeout
UGT = unconditional fransifion

Fig 1-2
State Diapram Notation Example

Each state that the function can agsume iz represented by a rectangle, These are divided into two parts
by a horizontal line. In the upper part the state is identified by a name in capital letters. The lower part
contains the name of any ON signal that is generated by the function. Actions are described by short
phrases and enclosed in brackets.

All permisgible transitions between the states of a function are represented graphically by arrows
between them. A transition that is global in nature (for example, an exit condition from all states to the
IDLE or RESET state) is indicated by an open arrow. Labels on transitionz are gualifiers that must be ful-
filled before the transition will be taken. The label UCT designates an unconditional transition. Qualifiers
described by short phrases are enclosed in parentheses.

State transitions and sending and receiving of messages occur instantanecusly When a state is entered
and the condition to leave that state is not immediately fulfilled, the state executea continuously, sending
the messages and executing the actions contained in the state in a continuous manner.

33

Aerohive - Exhibit 1026
0036



ISOVIEC 8802-3 ; 1993
ANSIIEEE Std 802.3, 1993 Edition LOCAL AND METROFOLITAN AREA NETWORKS:

Some devices described in this standard {e.g., repeaters) arc allowed to have two or more ports. State
diagrams capable of deseribing the operation of devices with an unepecified number of ports, required qual-
ifier notation that allows testing for conditions at multiple ports. The notation used is a term that includes
a description in parentheses of which ports must meet the term for the qualifier to be satisfied (e.g., ANY
and ALL). It i algo necessary to provide for term-assignment statements that assign a name to a port that
satiafies a qualifier. The following convention is used to describe a term-assignment statemcent that is agso-
ciated with a transition:

(1) The character “" (colon) is a delimiter used to denote that a term sgsignment statement follows.

(2} The character “<" (left arrow) denotes assignment of the value following the arrow to the term pre-

ceding the arrow.

The state diagrams contain the authoritative statement of the functions they depict; when apparent con-
flicts between descriptive text and state diagrames arise, the state diagrams are to take precedence. This
does not override, however, any explicit description in the text that has no parallel in the state diagrams.

The models presented by state diagrams are intended as the primary specifications of the functions to be
pravided. It is important to distinguish, however, between a model and a real implementation. The models
are optimized for simplicity and clarity of presentation, while any realistic implementation may place
heavier emphasis on efficiency and suitability to a particular implementation technology. It is the func-
tional behavior of any unit that must match the standard, not ite internal structure. The internal details of
the model are useful only to the extent that they specify the external behavior clearly and precizely,

1.2.2 Service Specification Method and Notation. The service of a layer or sublayer is the set of
capabilities that it offers to a user in the next higher (subllayer. Abstract services are specified here by
describing the service primitives and parameters that characterize each service. This definition of service
is independent. of any particular implementation {see Fig 1-3).

LAYER N LAYER M
SERVICE USER SERVICE USER
LAYER K-
SERVICE PROVIDER
i REQUEST
=
=
T ———L
{NDICATION
Fig1-3

Service Primitive Notation

Specific implementations may also include provigions for interface interactions that have no direct end-
to-end effects. Examples of such local interactions include interface flow control, status reguests and indi-
cations, error notifications, and layer management. Specific implementation details are omitted from this
service specification both because they will differ from implementation to implementation and because
they do not impact the peer-to-peer protoeols.

12.2.1 Classification of Service Primitives. Primitives are of two generic types:

(1} REQUEST. The request primitive is passed from layer N to layer N-1 to request that a service be
mitiated.
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{2) INDICATION. The indication primitive is passed from layer N-1 to laver N to indicate an internal
layer N-1 event that is significant to layer N. This event may be logically related to a remote service
request, or may he caused by an event internal to layer N-1.

The service primitives are an ahstraction of the functional specification and the vser-layer interaction.
The abstract definition does not contain local detail of the userfprovider interaction. For instance, it does
not indicate the local mechanism that allows a user to indicate that it iz awaiting an incoming call. Each
primitive has a set of zero or more parameters, representing data elements that shall be passed to qualify
the functions inveked by the primitive. Parameters indicate information available in a uger/provider inter-
action; in any particular interface, somc paramcters may he explicitly stated (even though not explicitly
defined in the primitive) or implicitly associated with the service access point, Similarly, in any particular
protocol specification, functions corresponding to a service primitive may be explicitly defined or implicitly
availahle,

1.2.3 Physical Layer and Media Notation. Users of this standard need to reference which particnlar
implementation is being uased or identified. Therefore, a means of identifying each implementation is given
hy a simple, three-field, type notation that is explicitly stated at the beginnoing of cach relevant section. In
general, the Phyaical Layer type i2 specified by these fields:

<data rate in Mh/s> <medium type> <maximum segment length {x 100 m}>

For example, the standard contains a 10 Mb/s bageband specification identified as “TYFE 10BASES,”
meaning a 10 Mb/s baseband medium whose maximum segment length is 500 m. Each successive Physical
Layer apecification will state its vwn unigque TYPE identifier along similar lincs.

1.24 Physical Layer Message MNotation. Messages generated within the Physical Layer, cither
within or between PLS and the MAU (that is, PMA circuitry), are designated by an itelic type to designats
either form of physical or logical message nsed to execute the physical layer gignaling process (for example,
input_idle or mau_ocvailable).

1.3 References

[11 CISPR Publication 22 (1985), Limite and Methods of Measurement of Radio Interference Characteris-
tics of Information Technology Equipment.®

[2] [EC Publieation 96-1, Radic-frequency cables, Part 1: General requirements and measuring methods.®

[3] IEC Publication 96-1A, 1st Supplement tn Radio-frequency cables, Part 1: Appendix Section 5.4, Ter-
minated triaxial test method for tranasfer impedance up te 100 MHz,

[4] IEC Publication 169-8 and -16, Radio-frequency connectors, Part 8; Radip-frequency coaxial connec-
tors with inner diameter of outer conduetor 6.5 mm (0 256 in} with bayonet lock—Characteristic imped-
ance 50 chms (Type BMC);, Part 16: Radio-frequency coaxial connectors with inner digmeter of outer
conduetar 7 mm {0,276 in) with screw coupling—Characteristic impedance 50 ohms (76 ohma} (Type N),

[6] IEC Publication 380, Safety of electrically energized cffice machines,

[6] IEC Publication 435, Safety of data processing equipmeant.

ZISPR dacuments are available from the International Elseteotechnical Commission, 3 rue de Varambé, Cuse Postale 131, CH
1211, Genéve 20, Switzerland/Suizse. CISPR documents are also available in the United Stetes from the Sales Department, American
Natioaal Standards Institute, 11 West ¢2nd Street, 13th Floor, New York, NY 10038, USA.

SIEC publications are available from [EC Saler Department, Case Poatale 131, 3 rue de Varembe, CH-1211, Gengva 20, Switzar-
land/Buisse. IEC publications are alse available in the United States from the Sales Department, American Natiensl Standards Insti-
tute, 11 West d2nd Strect, 13th Floor, New York, NY 10036, TISA,
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[7] IEC Publication 807-2, Rectangular connectors for frequencies below
3 MHz, Part 2: Detail specification for a range of connectors with round contacts—Fixed solder contact

types.

[8] IEC Publication 950, Safety of Information Technology Equipment, Including Electrical Business
Equipment.

[9] ISO 2382-9 : 1984, Data processing—Vocabulary—Part 09: Data communication.*

[10] ISO 7498 : 1984, Information processing systems—open systems interconnection-Basic reference
model.

[11] IEC Publication 60, High-voltage test techniques.

[12] IEC Publication 68, Environmental testing.

{13] IEC Publieation 793-1, Optical fibres, Part 1. Generic specification.

[14] IEC Publication 793-2, Optical fibres, Part 2: Product specifications.®

[15] IEC Publication 794-1, Optical fibre cables, Part 1: Generic specification.
[16] IEC Publication 794-2, Optical fibres cables, Part 2: Product specifications.

[17] IEC Publication 825, Radiation safety of laser products, equipment classification, requirements, and
user’s guide.

[18] IEC Publication 874-1, Connectors for optical fibres and cables, Part 1: Generic specification.

(19] IEC Publication 874-2, Connectors for optical fibres and cables, Part 2: Sectional specification for fibre
optic connector type F-SMA.

[20] ISO/IEC 7498-4 : 1989, Information processing systems—Open Systems Interconnection—Basic Ref-
erence Model—Part 4: Management Framework.

[21] ISO 8877 : 1987, Information processing systems—Interface connector and contact assignments for
ISDN basic access interface located at reference points S and T.

Local and national standards such as those supported by ANSI, EIA, IEEE, MIL, NFPA, and UL are not
a formal part of the ISO/IEC 8802-3 standard. Reference to such local or national standards may be useful
resource material and are identified by a bracketed number beginning with the letter A and located in
Annex A,

1.4 Definitions. The definitions used in this standard are consistent with ISO 2382-9:1984 [9]. A more
specific Part 25, pertaining to LAN systems, is in development.

IS0 publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH-1211, Genéve 20, Switzer-
land/Suisse. ISO publications are also available in the United States from the Sales Department, American National Standards Insti-
tute, 11 West 42nd Street, 13th Floor, New York, NY 10036, USA.

5 Subsection 9.9 is to be read with the understanding that the following changes to IEC Publication 793-2 [14] have been requested:
(1) Correction of the numerical aperture tolerance in Table III to + 0.015.
(2) Addition of another bandwidth category, of 2 150 MHz referred to 1 km, for the type A1b fiber in Table II1.
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2. MAC Service Specification

2.1 Scope and Field of Application. This section specifies the services provided by the Media Access
Control (MAC) sublayer to the Logical Link Control {LLC) sublayer for the ISO [[EEE] Local Area Network
standard (zee Fig 2-1). The services are described in an abstract way and do not imply any particular
implementaticn, ar any exposed interface. There is niot necessarily a one-to-one correspondence betweecn
the primitives and the formal procedures and interfaces described in 4.2 and 4.3,
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PMA = PHYSICAL MEDIUM ATTACHMENT

Fig 2-1
Bervice Bpecification Relation to the LAN Model

2.2 Overview of the Service

2.2.1 General Description of Services Provided by the Layer. The services provided by the MAC
sublayer allow the local LLC sublayer entity to exchange 1.1.C data units with peer LLC sublayer entities,
Optiongl support may be provided for resetting the MAC sublayer entity to a known state.

2.2.2 Model Used for the Service Specification. The model used in this service zpecification is identi-
cal to that uged in 1.2.

2.2.3 Overview of Interactions

MA DATA request
MA DATA indication

2.2.4 Basic Services and Options. The MA_DATA reqgnest and MA DATA indication serviee primi-
tives described in this section are considered mandatory.
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2.3 Detailed Service Specification
2.3.1 MA DATA.request

2.3.1.1 Function. This primitive defines the transfer of data from a local LLC sublayer entity to a sin-
gle peer LLC entity or multiple peer LLC entities in the case of group addresses.

2.3.1.2 Semantics of the Service Primitive. The semantics of the primitive are as follows:

MA_DATA request (
destination_address,
m_sdu,
service_class

)

The destination_address parameter may specify either an individual or a group MAC entity address. It
must contain sufficient information to create the DA field that is appended to the frame by the local MAC
sublayer entity and any physical information. The m_sdu parameter specifies the MAC service data unit to
be transmitted by the MAC sublayer entity. There is sufficient information associated with m_sdu for the
MAC sublayer entity to determine the length of the data unit. The service_class parameter indicates a
quality of service requested by LLC or higher layer (see 2.3.1.5).

2.3.1.3 When Generated. This primitive is generated by the LLC sublayer entity whenever data shall
be transferred to a peer LLC entity or entities. This can be in response to a request from higher protocol
layers or from data generated internally to the LLC sublayer, such as required by Type 2 service.

2.3.1.4 Effect of Receipt. The receipt of this primitive will cause the MAC entity to append all MAC
specific fields, including DA, SA, and any fields that are unique to the particular media access method, and
pass the properly formed frame to the lower protocol layers for transfer to the peer MAC sublayer entity or
entities.

2.3.1.5 Additional Comments. The CSMA/CD MAC protocol provides a single quality of service
regardless of the service_class requested.

2.3.2 MA DATA.indication

2.3.2.1 Function. This primitive defines the transfer of data from the MAC sublayer entity to the LLC
sublayer entity or entities in the case of group addresses.

2.3.2.2 Semantics of the Service Primitive. The semantics of the primitive are as follows:

MA_DATA. indication (
destination_address,
source_address,
m_sdu,
reception_status

)

The destination_address parameter may be either an individual or a group address as specified by the
DA field of the incoming frame. The source_address parameter is an individual address as specified by the
SA field of the incoming frame. The m_sdu parameter specifies the MAC service data unit as received by
the local MAC entity. The reception_status parameter is used to pass status information to the peer LLC
sublayer entity.

2.3.2.3 When Generated. The MA_DATA .indication is passed from the MAC sublayer entity to the
LLC sublayer entity or entities to indicate the arrival of a frame to the local MAC sublayer entity. Such
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frames are reported anly if they are validly formed, received without error, and their destination address
designates the local MAC eniity.

2.8.2.4 Effect of Receipt. The effoct of receipt of this primitive by the LLC sublayer is unspecified

2.9.2.5 Additional Comments. IT the lacal MAC sublayer entity is designated by the destination_ad
dress parameter of an MA_DATA request, the indication primitive will also be invoked by the MAC cntity
to the local LLC entity. This full duplex characteristic of the MAC sublayer may be due to unigue function-
ality within the MAC sublayer or full duplex characteristics of the lower layers (for example, all frames
transmitted to the broadcast address will inveke MA_DATA indication at all stations in the network
including the station that generated the request)
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3. Media Access Control Frame Structure

3.1 Overview. This soction defines in detail the frame structure for data communication systems using
local area network MAC procedures. It defines the relative positions of the various componenta of the MAC
frame, [t defines the method for represonting station addresses. Tt defines a partition of the address space
into individual (single station) and group (multicast or multistation) addresses, and into user administered
and globally administered addresses.

8.1.1 MAC Frame Format. Figure 8-1 shows the eight fields of a frame: the preamble, Start Frame
Delimiter (SFD), the addresses of the framo's source and destination, a length field to indicate the length of
the following field containing the LLC data to be transmitted, a field that contains padding if required, and
the frame check sequence field containing a eyclic redundancy check value to detect errors in received
frames. Of these cight fields, all are of fixed sizo excopt the LLC dats and PAD fields, which may contain
any integer number of octets between the minimum and maximum values determined by the specific
implementation of the CSMA/CD Media Access mechanism. See 4.4 for particular implementations.

T OCTETS |pREAMBLE

10CTET  (sep
2 OR 6 OCTETS | PEGTINATION
ADDRESS
2 DA § OCTETS Wc:ﬂ OCTETS WiTHIN
FRAME TRANSMITTED
20CTEYS |LENGTH TOR-TO-BOTTOM
HTT A Y
e 5
i PAD !
40CTETS |FRAME CHECK SEQUENCE 1'
L58 MsB

Fig 31
MAC Frame Format

The minimum and maximum frame size limits in 4.4 refer to that portion of the frame from the destina-
tion nddress field through the frame check sequence field, inclusive.
Relative to Fig 3-1, the octets of a frame aro transmitted from top to bottom, and the bits of each octet are

transmitted from left to right.
3.2 Elements of the MAC Frame

32.1 Preamble Field. The preamble field is n 7-octet fiold that is used to allow the PLS circuitry to
reach its steady-state synchronization with the received frame timing (see 4.2.5),
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3.2.2 Start Frame Delimiter (SFD} Field. The SFD field is the sequence 10101011, It immediately fol-
lowsd the prenmble pattern and indicates the start of a frame.

3.2.3 Address Fields. Each MAC frame shall contain two address fields: the Destination Address field
and the Source Address field, in that order. The Destination Address field shall specify the destination
addresseels) for which the frame ig intended. The Source Address field shall identify the station from which
the frame was initiated. The representation of each address field shall be as follows (see Fig 3-2):

(1} Each address field shall contain either 16 bits or 48 bits. However, at any given time, the Source and
Destination Address size shall be the same for all stations on a particular local area network.

(2) The support of 16 or 48 bit address length for Source and Destination Address shall be left to the
manufacturer as an implementation decigion. There is no requirement that manufacturers support
both sizes,

(3) The first bit (LSB) shall be uged in the Destination Address field as an address type designation bit
to identify the Destination Address either as an individual or as a group address. In the Source
Address field, the first bit is reserved and set to 0. If this bit is 0, it shall indicate that the address
field containg an individual address. If this bit is 1, it shall indicate that the address ficld contains a
group address that identifies none, onc or more, or all of the stations connected to the local area
network.

(4) For 48 bit addresses, the second bit shall be used to distinguish between locally or globally adminis-
tered addresscs. For globally adminigtered (or U, universal) addresses, the bit i3 get to 0. If an
address is to be assigned locally, this bit shall be set to 1. Note that for the broadeast address, this
bit is alsna 1.

{6) Each octet of each address field shall be transmitted least significant bit first.

48 BIT ADDRESS FORMAT

/G UL 46 BIT ADDRESS

16 BIT ADDRESS FORMAT

I/ 15 BIT ADDRESS
/G = D [HOMIDUAL ADDRESS
I__t"G = 1 GROUP ADDRESS
=0 GLOBALLY ADMINISTERED ACQDRESS
=1

/3

LOCALLY ADMINISTERED ADDRESS

Fig 3-2
Addross Field Format

3.2.3.1 Address Designation. A MAC sublayer address is of one of two types:

(1) Individual Address. The address associated with a particular station on the network.
(2) Group Address. A multidestination address, associated with one or more stations on a given nei-
work, There are two kinds of multicast address:
(a) Multicast-Group Address. An address associated by higher-level convention with a group of log-
ically related stations.
(b) Broedcast Address. A distinguished, predefined multicast address that always denates the set
of all stations on a given local area network,

All 1's in the Destination Address field (for 16 or 48 bit address size TLAN=) shall be predefined to be the
Broadcast address. This group shall be predefined for each communication medium to consist of all stations
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actively comnected to that medium; it shall be uscd to broadcast to all the active stations en that medium.
All stations ghall be able to reengnize the Broadeast address, It is not necedzary that o station be capable of
penerating the Broadcast address.

The address space shall also be partitioned inte lecally admimistered and globally administered
addresses. The nature of a body and the pracedures by which it administers these plobal (U) addresses is
heyond the scope of this standard.?

3.2.4 Destination Address Field. The Destination Address field specifies the station(s) for which the
frame 12 intended. It may be an individual or multicast (including broadeast) addreas.

3.2.5 Bourco Address Field, The Source Address field specifics the station sending the frame. The
Source Address ficld 12 not interpreted by the CSMACD MAC sublayer.

3.2.6 Length Field. The length field is a 2-octet field whose value? indicates the number of LLC data
octeta in the data ficld, If the valuc is less than the minimum required for proper operation of the protocel,
a PAT} field (a sequence of octets) will be added at the end of the data field but prior to the FGS fisld, speci-
fied below. The procedure that determines the size of the pad field is specified in 4.2.8. The length field is
transmitted and reccived with the high order octet first.

3.2.7 Data and PAD Fields. The data field eontaing a sequence of 2 netets. Full data transparency is
provided in the sensc that any arbitrary sequenea of cctet values may appear in the data ficld up to a max-
imom number gpecificd by the implementation of this standard that is used. A minimum frame size is
required Tor enrrect CSMASCD protoeol operation and is specificd by the particular implementation of the
standard. If necessary, the data field is extended by appending extra bits (that is, a pad) in units of actets
after the LLC data field but prior to calcolating and appending the FCS. The size of the pad, if any, is deter-
mined by the size of the data ficld supplied by LLC and the minimum frame size and address size parame-
ters of the particular implementation. The maximum size of the data ficld is determined by the maximum
{reme size and address size parameters of the particular implementation,

The length of PAT field required for LLC data that is n octets long is max (0, minFrameSize — (8 xn + 2
» addressSize + 48)) bite, The maximum peszible size of the LLC data ficld is maxPrameSize - {2 x addross-
Hize + 48¥8 octots. See 4.4 for a discussion of implementatinn parameters; sec 4.2.3.3 for a discussion of the
minFrameSizc,

3.2.8 Frame Check Bequence Field. A cyclic redundancy check (CRC) is used by the transmit and
receive alporithms to generate a2 CRC value for the FUS ficld. The frame check sequence (FCS) ficld con-
tains a 4-octet (32-bit) cvelic redundancy cheek (CRC) value. This value is computed as a funetion of the
contents of the source address, destination address, length, LLC data and pad (that 18, all fields except the
preamble, SFD, and FCS). The encoding is defined by the following generating polynomizl,

Glx)=x92 + 6 4 383 ¢ 323 | 916 | 2124 5114 (10 ol 3 4T L xb i xt x4 x+1
Mathematically, the CRC walue eorresponding to a given frame is defined by the following procedure:

{1} The first 32 hits of the frame are complemented,

(2) The n bits of the frame are then considered to be the cocfficients of a polynemial Mix} of degree n-1.
{The first bit of the Deatination Address field entrespands to the x=1) term and the last bit of the
data field eorresponds to the x% term. )

{3} M(x)is multiplied by %32 and divided by G{x), producing a remainder R(x) of depree <21,

{4} The coefficients of Rix) are considered to be a 32-bit sequence.

(3} The bit seguence ia eomplemented and the result is the CRC,

SFor fnformation on how 1o e MAC addresses, see IEEE Std B32-1950, Qverview and Architscture, To apply far an Organization-
ally Uniqua Identifier for building a MAC address, contart the Registration Authority, IEEE Standards Department, BG, Box 1331,
4445 Hoes Lane, Pisealaway, NJ 0B856-1331, USA; (908} 562-3B13; [ax (90R) 552-1571. :

T Packets with u length field value greater than thoss dpacified in 4,4.2 may be ignored, discarded, or uged in a private manper, The
uze of such packeds is beyond Lhe seope of this standard,
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The 32 hits of the CRC value are placed in the frame check sequence figld so that the x®! term is the lafi-
meat bit of the firet octet, and the =% term is the right mest bit of the last octet. {The bits of the CRC are
thus transmitted in the order 31, x3%, . . ., x1, 0.} See reference [A18].

3.2 Order of Bit Transmission. Each octet of the MAC frame, with the exception of the F(CE, is
transmitted low-order bit first.

3.4 Imvalid MAC Frame. An invalid MAC frame shall be defined as one that meets at least one of the
following eonditions:

(1) The frame length is inconsistent with the length field.

(2) It ie not an integral number of octets in length.

(8) The bitg of the incoming frame (axclusive of the FCS field itsalf) do not generate a CRC value identi-
cal to the one received.

The contents of invalid MAC frames shall not be passed to LLC. The occurrence of invalid MAC frames
may be communicated to network management.
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4. Media Access Control
4,1 Functional Model of the Media Access Control Method

4.1.1 Overview. The architectural model deseribed in Section 1 is used in this section to provide a fune-
tional deacription of the Local Area Network CSMA/CD MAC sublayer.

The MAC sublayer defines a medium-independent, faeility, built on the medinm-dependent physical facil-
ity provided by the Physieal Layer, and under the aceess-layer-independent loeal area network LLC sub-
layer. It is applicable to a general class of local area broadcast media suitable for use with the media access
discipline known as Carricr Sense Multiple Access with Collision Detection (CSMA/CD).

The LLC sublayer and the MAC sublayer together are intended to have the same function as that
described in the O8I model for the Data Link Layer alone. In a broadcast network, the notion of a data link
between two network entities does not correspond directly to a distinet physical connection. Nevertheless,
the partitioning of functions presented in this standard requires two main functions generally associated
with a data link eontrol procedure to be performed in the MAC sublayer. They are as follows:

(1) Data encapaulation (transmit and receive)

(a) Framing (frame boundary delimitation, frame synchronization)

(b) Addressing (handling of source and destination addresses)

{c) Error detection {(detection of physical medium transmission errora}
(2} Media Access Management

ta} Medium allocation (colligion avoidance)

(b} Contention resclution (collision handling)

The remainder of this seetion provides a functional model of the CSMA/CD MAC method.

4.1.2 CSMA/CD Operation, This section provides an overview of frame transmission and reception in
terms of the functional model of the architecture. This overview is descriptive, rather than definitional; the
formal specifications of the operations described here are given in 4.2 and 4.3. Specific implementations for
CSMA/CD mechanisms that meet this standard are given in 4.4. Figure 4-1 provides the architectural
model deseribed functionally in the sections that follow.

The Physical Layer Signaling (PLS) component of the Physical Layer provides an interface to the MAC
sublayer for the scrial transmiesion of hits onto the physical media. For completeness, in the operational
description that follows some of these functions are included as deseriptive material, The concige specifica-
tion of these functions is given in 4.2 for the MAC functions and in Section 7 for PLS.

Transmit frame operations are independent from the receive frame operations. A transmitted frame
addressed to the originating station will be received and passed to the LLC sublayer at that station, This
characteristic of the MAC sublayer may be implemented by functionality within the MAC sublayer or full
duplex characteristics of portions of the lower layers.

4.1.2.1 Normal Operation

4.1.21.1 Transmission Without Contention. When a LLC sublayer requests the transmission of a
frame, the Transmit Data Encapsulation component of the CSMA/ACD MAC sublayer constructs the frame
from the LLC-supplied data. It appends a preamble and a start of frame delimiter to the beginning of the
frame. Using information passed by the LLC gublayer, the CSMA/CD MAC sublayer also appends a PAD at
the end of the MAC information field of sufficient length to ensure that the transmitted frame length satis-
fies a minimum frame size requirement (see 4.2.3.3). It also appends destination and source addresses, a
length count field, and a frame check sequence to provide for error detection. The frame is then handed to
the Transmit Media Access Management component in the MAC sublayer for transmission.

Transmit Media Access Management then attempts to avoid contention with other treffic on the medium
by monitoring the carricr scnse signal provided by the Physical Layer Signaling (PLS) component and
deferring to passing traffic. When the medium is clear, frame tranemission is initiated (after a brief inter-
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Fig 4-1
MAC Sublayer Partitioning, Relationship to the ISO Open Systems Interconnection
(OSI) Reference Model

frame delay to provide recovery time for other CSMA/CD MAC sublayers and for the physical medinm)
The MAC sublayer then provides a serial stream of bits to the PLS interface for transmission.

The PLS performs the task of actually generating the electrical signals on the medium that represent the
bits of the frame. Simultaneously, it monitors the medium and generates the collision detect signal, which,
in the contention-free case under discussion, remains off for the duration of the frame. A functional descrip-
tion of the Physical Layer is given in Sections 7 and beyond.

When transmission has completed without contention, the CSMA/CD MAC sublayer so informs the LLC
sublayer using the LLC to MAC interface and awaits the next request for frame transmission.

4.1.2.1.2 Reception Without Contention. At each receiving station, the arrival of a frame is first
detected by the PLS, which responds by synchronizing with the incoming preamble, and by turning on the
carrier sense signal. As the encoded bits arrive from the medium, they are decoded and translated back
into binary data. The PLS passes subsequent bits up to the MAC sublayer, where the leading bits are dis-
carded, up to and including the end of the preamble and Start Frame Delimiter.

Meanwhile, the Receive Media Access Management component of the MAC sublayer, having observed
carrier sense, has been waiting for the incoming bits to be delivered. Receive Media Access Management
collects bits from the PLS as long as the carrier sense signal remains on. When the carrier sense signal is
removed, the frame is truncated to an octet boundary, if necessary, and passed to Receive Data Decapsula-
tion for processing.

Receive Data Decapsulation checks the frame’s Destination Address field to decide whether the frame
should be received by this station. If so, it passes the Destination Address (DA), the Source Address (SA),
and the LLC data unit (LLCDU) to the LLC sublayer along with an appropriate status code indicating
reception_complete or reception_too_long. It also checks for invalid MAC frames by inspecting the frame
check sequence to detect any damage to the frame enroute, and by checking for proper octet-boundary
alignment of the end of the frame. Frames with a valid FCS may also be checked for proper octet boundary
alignment.

4.1.2.2 Access Interference and Recovery. If multiple stations atterupt to transmit at the same
time, it is possible for them to interfere with each other’s transmissions, in spite of their attempts to avoid
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this by deferring. When transmissions from two stationa overlap, the resulting egntention is called a colli-
aion. A given station can cxperience a eollizsion during the initial part of its transmission (the collision win-
duw) befors its transmitted signal has had time to propagate to all stations on the CSMA/CD medinm,
Once the collision window has passed, a transmitting station ig aaid to have acquired the medium; subsa-
quent cellisions are avoided since all other (propetly functioning) stations can be aagumed to have noticed
the signal (by way of carrier senze) and to be deferring to it. The time to acguire the medinm is thus based
an the round-trip propagation time of the physical layer whose elements include the PLS, PMA, and phyai-
cal medium.

In the cvent of a collision, the tranamitting station’s Physical Layer initially notices the interference on
the medium and then turng on the collision detect signal. This is noticed in turn by the Transmit Media
Access Management component of the MAC sublayer, and collision handling begina. Fivet, Transmit Media
Access Management enforces the collision by tranamitting a bit sequence called jam. In 4.4 an implermenta-
tion that usea thiz enforcement procedure is provided. This cnsurcs that the duration of the collizion is auf-
ficient to be noticed by the other transmitting station(s) involved in the collision. After the jam is sent,
Transmit Mcdia Accoss Managemont terminates the transmission and schedules another transmission
attempt after a randomly selected time interval. Retransmission {s attempted again in the face of repeated
coliisions. Since repeated collisions indicate a busy medium, however, Transmit Media Access Management
attempts to adjust to the medium load by backing off (vuluntarily delaying its vwn retransmissions to
reduce its load on the medium), Thiz is accomplished by expanding the interval from which the random
retransmizsion time is selected on each successive transmit attempt. Eventually, either the transmission
succeeds, or the attempt 18 abandened on the assumption that the medium has failed or has become over-
loaded,

At the receiving end, the bits resulting from a collision are reccived and decoded by the PLS just as are
the hits of a valid frame. Fragmentary frames received during collisions are distinguished from valid trans- |
misgions by the MAC sublayer's Receive Media Access Management component.

4.1.3 Relationships to LLC Sublayer and Physical Layer. The CSMA/CD MAC auklayer pruvides
aervices to the LLC sublayer required for the transmission and reception of frames. Access to these services
is specified 1n 4.3. The CEMA/CD MAC publayer makes a best cffort to acquire the medium and transfer a
serial stream of bits to the PLS. Although cortain errors arc reported to the LLC, crror recovery is not pro-
vided by MAC, Error recovery may be provided by the LLC or higher (subliayers.

4.1.4 CSMA/SCD Access Method Functional Capabilities. The following summary of the functional |
capabilities of the CSMA/CD MAC sublayer is intended as a quick reference guide to the capabilities of the
standard, as depicted in Fig 4-2:

{1} For Frame Tranamission
fa} Aeccepts data from the LLOC sublayer and constructs a frame
(b} Presents a bit-serial data stream to the physical layer for tranamission on the medium

MNOTE: Assumes data passed from the LLC sublayer are octet mulfiplea,

(2) For Frame Reception
{a} Receives a bit-serial data stream from the physical layer
(k) Presenta to the LLC sublayer frames that are either broadeast frames or directly addressed to
the local station
{e) Discards or passes to Network Manapement all frames not addressed to the receiving station
(3) Defers transmissicn of a bit-serial stream whenever the physical medium is busy
(4} Appends proper FO5 value to outgeing frames and verifies full octet boundary alignment
t5) Checks incoming frames for transmission errora by way of FCS mnd verifies octet boundary align-
ment
() Delays transmission of frame bit stream for specified interframe gap period
(7 Halts tranamission when eollgion is detected
(8) Schedules retransmission after a cuilision until a specified vetry limit is reached
{9) Enforces collision to ensure propagation througheut network by sending jam message
{10} Discards received transmissions that arc less than a minimum length
{11} Appends preamble, Start Frame Delimiter, DA, 8A, length count, and FCS to all frames, and inzerts
pad field for frames whose LLC data length ig less than a minimum value
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(12) Removes preamble, Start Frame Delimiter, DA, SA, length count, FCS and pad field (if necessary)
from received frames

LLC SUBLAYER 4

| ACCESS TO LLC SUBLAYER  ——p

TRANSMIT RECEIVE
DATA ENCAPSULATION DATA DECAPSULATION
1a 2
TRANSMIT MEDIA RECEIVE MEDIA
ACCESS MANAGEMENT ACCESS MANAGEMENT
34678101 2af912

—— ACCESS TO PHYSICAL INTERFACE — |

TRANSMIT RECEWE
DATA ENCODING DATA DECODING

PHYSICAL LAYER SIGNALUNG
NOTE: Numbers refer to functions listed in 4.1.4.

Fig 4-2
CSMA/CD Media Access Control Functions

4.2 CSMA/CD Media Access Control Method (MAC): Precise Specification

4.2.1 Introduction. A precise algorithmic definition is given in this section, providing procedural model
for the CSMA/CD MAC process with a program in the computer language Pascal. See references [A2] and
[A17] for resource material. Note whenever there is any apparent ambiguity concerning the definition of
some aspect of the CSMA/CD MAC method, it is the Pascal procedural specification in 4.2.7 through 4.2.10
which should be consulted for the definitive statement. Sections 4.2.2 through 4.2.6 provide, in prose, a
description of the access mechanism with the formal terminology to be used in the remaining subsections.

4.2.2 Overview of the Procedural Model. The functions of the CSMA/CD MAC method are presented
below, modeled as a program written in the computer language Pascal. This procedural model is intended
as the primary specification of the functions to be provided in any CSMA/CD MAC sublayer implementa-
tion. It is important to distinguish, however, between the model and a real implementation. The model is
optimized for simplicity and clarity of presentation, while any realistic implementation shall place heavier
emphasis on such constraints as efficiency and suitability to a particular implementation technology or
computer architecture. In this context, several important properties of the procedural model shall be con-
sidered.

4.2.2.1 Ground Rules for the Procedural Model

(1) First, it shall be emphasized that the description of the MAC sublayer in a computer language is in
no way intended to imply that procedures shall be implemented as a program executed by a computer.
The implementation may consist of any appropriate technology including hardware, firmware, soft-
ware, or any combination.

(2) Similarly, it shall be emphasized that it is the behavior of any MAC sublayer implementations that
shall match the standard, not their internal structure. The internal details of the procedural model
are useful only to the extent that they help specify that behavior clearly and precisely.

(3) The handling of incoming and outgoing frames is rather stylized in the procedural model, in the
sense that frames are handled as single entities by most of the MAC sublayer and are only serial-
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fzed for presentation to the Physical Layer. In reality, many implementations will instead handle

frames serially on a bit, octet or word basis. This approach has not been reflected in the procedural

model, since this only complicates the deseription of the funetions without changing them in any
way.

(4) The model consists of algorithms designed to be executed by a number of concurrent processes;
these algorithms collectively implement the CSMA/CD procedure. The timing dependencies intro-
duced by the need for concurrent activity are resolved in two ways:

{a) Processes Versus Externol Events. It is assumed that the algorithms are executed “very fast”
relative to external events, in the sense that a process never falls behind in its work and fails to
reagpond to an external event in a timely manner. For example, when a frame is to be received,
it is assumed that the Media Access procedure ReceiveFrame is always called well before the
frame in question has started to arrive.

(b) Processes Versus Processes. Among processes, no assumptions are made about relative speeds of
execution. This means that each interaction between two processes shall be structured to work
correctly independent of their respective speeds. Note, however, that the timing of interactions
among processes is often, in part, an indirect reflection of the timing of external events, in
which case appropriate timing assumptions may still be made.

It is intended that the concurrency in the model reflect the parallelism intrinsic to the task of imple-
menting the LLC and MAC procedures, although the actual parallel structure of the implementations is
likely to vary.

4.2.2.2 Use of Pascal in the Procedural Model. Several observations need to be made regarding
the method with which Pascal is used for the model. Some of these observations are as follows:

(1) Some limitations of the language have been circumyented to simplify the specification:

{a) The clements of the program (variables and procedures, for example) are presented in logical
groupings, in top-down order, Certain Pascal ordering restrictions have thus been circum-
wvented to improve readability.

(b) The process and cycle constructs of Concurrent Pascal, a Pascal derivative, have been intro-
duced to indicate the sites of autonomous concurrent activity, As used here, a process is simply
a parameterless procedure that begina execution at “the beginning of time” rather than being
invoked by & procedure call. A eycle statement represents the main body of a process and is
executed repeatedly forever.

(¢} The lack of variable array hounds in the language has been circumvented by treating firames as
if they are always of a single fixed size {which is never actually specified). The gize of a frame
depends on the size of its data field, hence the value of the *pseudo-constant” frameSize should
be thought of as varying in the long-term, even though it is fixed for any given frame.

(d) The use of a variant record to represent a frame (as fields and as bits) follows the spirit but not
the letter of the Pascal Heport, since it allows the underlying representation to be viewed as
two different data types.

{21 The model makes no use of any explicit interprocess synchronization primitives. Instead, all inter-
process interaction is done by way of carefully stylized manipulation of shared variables. For exam-
ple, some variables are set by only one process and inspected by another-process in such a manner
that the net result is independent of their execution speeds, While such techniques are not generally
suitable for the construction of large concurrent programs, they simplify the model and more nearly
resemble the methods appropriate to the most likely implementation technologies (microcode, hard-
ware state-machines, etc.)

4.2.2.3 Organization of the Procedural Model. The procedural model used here iz based on five
cooperating concurrent proceases, Three are actnally defined in the MAC sublayer. The remaining two pro-
cesges are provided by the clients of the MAC sublayer (which may include the LLC sublayer) and utilize
the interface operations provided by the MAC sublayer. The five processes are thus:

(1) Frame Transmitter Process
(2) Frame Recciver Process
(3) Bit Transmitter Process

il e o e e e e o
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(4] Bit Heceiver Process
(%) Defercnee Process

This organization of the model is illustrated in Fig 4-3 and reflects the fact that the communieation of
entire frames is initiated hy the cliant of the MAC sublayer; while the timing of ollision backoff and of

individual bat transfers is based on interactions between the MAC sublayer and the Physical-Layer-
dependent bit time.
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Fig 4-8

Helationship Among CSMAM D Procedures

Figure 4-3 depicts the static structure of the procedural model, showing how the various processes and
procodures interact by invoking each other. Figures 4-4 and 4-f summarize the dynamic behavior of the
maodel during transmigsion and Teception, focusing on the steps that shall be performed, tather than the
procedural stroeture that performs them. The nsage of the shared state variables is not depicted in the fig-
ures, but is described in the cornments and prose in the following sactions.

4.2.24 Layer Management Extensions to Procedural Model. In order {0 incorporate network
management functiong, this Procedural Model has baen expanded beyond that in ISOMEC 8802-3 ; 1990,
Network management funetions have been incorporated in two ways, First, 4.2.7—4.2.10, 4.3.2, and Fig 4-4
have been modificd and expanded to provide management services. S8econd, Layer Management procedures
have been added as 5.2.4. Note that Pascal variables arc shared between Scctions 4 and 5. Within the Pas-
¢al descriptions provided in Section 4, & “4” in the left margin indicates a line that has been added to sup-
port management services. These lines are only required if Layer Management is being implemented.
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These changes do not affect any aspect of the MAC behavior as observed at the LLC-MAC and MAC-PLS
interfacas of ISOAEC 8802-3 : 1990.

The Pascal procedural specification shall be consulted for the definitive statement when there i8 any
apparent ambiguity concerning the definition of some aspect of the CSMA/CD MAC access method

4.2.3 Frame Transmission Model. Frame transmission includes data encapsulation and Media Access
management aspects:

(1) Transmit Data Encapsuolation includes the agsembly of the outgoing frame (from the valuss pro-
vided by the LLC sublayer) and frame check sequence generation,

(2} Transmit Media Access Management includes carrier deference, interframe spacing, collision detec-
tion and enfarcement, and collision backoff and retransmission.

4.2.9.1 Transmit Data Encapsulation

4.24.1.1 Frame Assembly. The fields of the CSMA/CD MAC frame are set to the valuss provided
by the LLC sublayer as arguments to the Transmit Frame operation (see 4.3) with the exception of the pad-
ding necesaary to enforce the minimum framesize and the frame check sequence that is set to the CRC
value generated by the MAC sublayer.

4.28.1.2 Frame Check Bequence Generation. The CRC value defined in 8.8 is generated and
ingerted in the frame check sequence field, following the fields supplied by the LLC sublayer,

4.2.3.2 Transmit Media Access Management

4.2.1.2.1 Carrier Deference. Even when it has nothing to transmit, the CSMA/CD MAC sublayer
monitors the physical medium for traffic by watching the carrierSense signal provided by the PLS. When-
aver the medium is busy, the CSMA/CD MAC sublayer defers to the passing frame by delaying any pending
transmission of its own. After the last bit of the passing frame (that is, when carrierSense changes fram
true to false), the CSMA/CD MAC sublayer continues to defer for a proper interFrameSpacing (see
4.2.322).

If, at the end of the interFrameSpacing, a frame is waiting to be transmitted, transmission is initiated
independent of the value of carmierSense. When transmission haz completed (or immediately, if there was
nothing to tranamit) the CSMA/CD MAC sublsyer resumes its original manitoring of carrierSense

When a frame is submitted by the LLC sublayer for transmission, the transmisaion is imtiated as scon
as possible, but in conformance with the rules of deference stated ahove,

NOTE: It in possibile for the PLS carrier sense indieation to Mil Lo be seewrted briefly during n collizion on the media, Tf the Deferenoc
procesn simply times the interFrame gap based on this indication it is peesible for o short interFPrame gap o be generated, leading to
a poteatin] reception failure of o subscquent framu. Tu snhunce system robustness the kollowing oplioosl messures, as specified in
4,2.8, nre recomamsndsd when interFrame Spacingl®urtl ia other than seeo:

(13 L completing a tronamission, start Hming the interppolet pap as soon as transmitting and chrrierSenee are both folse.

12) When timang un interFrame gap following recopthon, resct thu inberFrame gap timing if carrierSense boeomes tene during the frst

243 of the interFrome gop timing mterval. Duriog the final 1/3 of the interval the timer ghall not be reset ta ensure foir aoceds Lo the
medium, An (nitial perind shorter than 243 of the interval {8 parminsible including zero.

4.2.3.2.2 Interframe Spacing. As defined in 4.2.3.2.1, the rules for deferring to passing frames
ensure & minimum interframe spacing of interFrameSpacing seconds, This is intended to provide inter-
frame recovery time for ather CSMA/CD sublayers and for the physical mediom.
Note that interFrameSpacing is the minimum value of the interframe spacing. If necessary for imple-
mentation reasons, a transmitting sublayer may use s larger value with a resulting decrease in its
throughput. The larger value is determined by the parameters of the implementation, see 4.4,

4.2.8.2.3 Collizsion Handling. Once a CSMA/CD sublayer has finished deferring and has started
trangmisgion, it is still possible for it to experience contention for the medium. Collisions can eecur until
acquisition of the network has been accomplished through the deference of all other stations' CEMA/CD
sublayers. )
The dynamics of collision handling ave largely determined by a single parameter called the slot time.
This single parameter describes three important nspects of collision handling:
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{1} Itis an upper bound on the sequisition time of the medium,
{2} Ttis an upper bound on the length of a frame fragment generated by a collisicn.
{3) Itis the scheduling quantum for retransmission,

Ta fulfill all three functions, the slot time shall be larger than the sum of the Physical Layer round-trip
propagation time and the Media Access Layer maximum jam time. The slot time is determined by the
parameters of the implementation, see 4.4.

4.2.83.2 4 Collision Detection and Enforcement. Collisions are detected by monitoring the colli-
pionDetect signal provided by the Physical Layer. When a collision 18 detected during a frame transmis-
gion, the transmission is not terminated immediately Instead, the transmiszion continues until additional
bits specified by jamSize have been transmitted (connting from the time collisionDetect went en), This col-
ligion enforcement or jam guarantees that the duration of the collision is sufficient ta ensure its detection
by all tranamitting stations on the network, The content of the jam is unspecified; it may be any fixed or
variable pattern convenient to the Media Access implementation, however, the implementation shall not be
intenitienally designed to be the 32-hit CRC value corresponding to the {partial) frame transmitted prior to
the jam,

4.2.3.2.5 Collision Backotf and Retransmission. When a transmission attempt has terminated
due to a collision, it is Tetried by the transmitting C3MA/CD sublayer until cither it is suecessful or a max-
imum number of attempts (attemptLimit) have been made and all have terminated due to collisionz, Note
that all attempts to trensmit a given frame are completed before any subsequent ouigoing frames are
transmitted. The scheduling of the retransmissions is determined by a controlled randomization process
called “truncated binary exponcntial hackoff.” At the end of enforcing a collision {jamming), the CSMA/CD
sublayer delays before attempting to retransmit the frame. The delay is an integer multiple of slotTime.
The number of slot times to delay before the nth retranamission attempt iz chosen as a uniformly distrib-
uted random integer rin the range:

DErgak
where
k = min (n, 10}

If all attemptLimit attempts fail, this event is reported as an crror. Algorithms used te generate the inte-
ger r should be demigned to minimize the eprrelation between the numbers generated by any two stations
at any given time.

Note that the values given above define the most aggressive behavior that a station may exhibit in
attempting to retransmit after a eollision. In the course of implementing the retransmission scheduling
procedure, a station may introduce extra delays that will degrade its own throughput, but in no case may a
station's retransmission scheduling result in a lower average delay hetween retransmission attempts than
the procedure defined above.

4.2.3.3 Minimum Frame Size. The CSMA/CD Media Access mechanism requires that 2 minimum
frame length of minFrameSize bits be tramsmitted. If frameBize ia lesz than minFrameSize, then the
CEMAAD MAC sublayer shall append extra bits in units of octets, after the end of the LLC data field but
prior to caleulating, and appending, the FCS. The number of extra bits shall be sufficient to engure that the
frame, from the DA field through the FCS field inclusive, is at least minFrameSize hits. The content of the
pad is unspacified.

4.2.4 Frame Receplion Model. CSMA/CD MAC sublayer frame reception includes both data decapsu-
lation and Media Access management aspacts:

(1) Receive Data Decapsulation comprises address recognition, frame check sequence validation, and
frame disassembly to pass the fields of the received frame to the LLC sublayer.

(2) Receive Media Aceess Management comprises recognition of collision frapments frem incoming
frames and truncation of frames to vetet beundaries,

]
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4.2.4.1 Receive Data Decapsulation

4.2.4.1.1 Address Recognition. The CSMA/CD MAC sublayer is capable of recognizing individual
and group addresses.

(1} Individual Addresses. The CEMA/CD MAC sublayer recognizes and accepts any frame whose DA
field contains the individual address of the station.

{2) Group Addresses, The CSMA/CD MAC sublayer recognizes and accepts any frame whose DA fleld
containe the Broadeast address.

The CSMA/CD MAC sublayer is capable of activating some number of group addresses as specified by
higher layers, The CSMA/CD MAC sublayer recognizes and accepts any frame whose Destination Address
field contsing an active proup addreze. An sctive group address may be deackivated.

4.24.1.2 Frame Check Sequence Validation, FCS validation i3 essentially identical to FCS gen-
eration. If the bits of the incoming frame {excluaive of the FCS field iteelf) do not generate a CRC value
identical to the one received, an crror hag cccurred and the frame is identified as invalid.

4.2.4.1.8 Frame Digaszsembly. Upon recognition of the Start Frame Delimiter at the end of the pre-
amble sequence, the CSMAN D MAC sublayer accepts the frame. If there are no errors, the frame is disas-
sembled and the fields are passed to the LLC sublayer by way of the cutput parameters of the
ReceiveFrame operation,

4.2.4.2 Heceive Media Access Management

4,2.4.2.1 Framing. The CS3MA/CD sublayer recogrizes the boundaries of an incoming frame by
menitoring the carrierSense signal provided by the PLS, There are two possible length crrors that can
occur, that indicate ill-framed data: the frame may be too long, or its length may not be an integer number
of octets.

{1} Moximum Frame Size. The receiving CSMA/CD sublayer is not required to enforee the frame size
limit, but it is allowed to truncate frames longer than maxFrameSize octets and report this event as
an (Lmplementation-dependent) crror.

{2) Integer Number of Ocets in Frame, Since the format of a valid frame specifies an integer number of
actets, only a collision or an error can produce a frame with a length that is not an integer multiple
of 8 bits. Complete frames (that Is, not rejected as collision fragments; see 4.2.4.2.2) that da not eon-
tain an integer number of oclets are truncated to the nearest octet houndary. If frame check
sequence validation deteeta an error in guch a frame, the status code alignmentError is reported.

4.2.4.2.2 Collision Filtering. The amallest valid frame shall be at least one slotTime in length.
This detormines the minFrameSize. Any frame containing less than minFrameSize hits is preaumed to be
a fragment resulting from a collision. Since occasional eollisicne are a normal part of the Media Access
management procedure, the disearding of such a fragment is not reported as an srror to the LLC sublayer.

4.2.5 Preamble Generation. In a LAN implementation, most of the Physical Layer components are
allowed to provide valid output some number of bit times after being presented valid input signals. Thus it
is necessary for a preamble to be sent before the start of data, to allow the PLS civenitry to reach its stcady-
state. Upon request by TransmitLinkMgmt to transmit the first bit of 2 new frame, PhysicalSignalEncap
ghall firat transmit the preamble, a bit gequence nged for physical medium stabilization and synchroniza-
tion, followed by the Start Frame Delimiter. If, while transmitfing the prezmble, the PLS asscrts the colli-
sion detect signgl, any remaining preamble bits shall be sent. The preamble pattern is:

10191010 19101010 10101010 10101010 10101010 10101010 10101010
The bite are transmitted in order, from left to right. The nature of the pattern is such that, for Manches-

ter encoding, it appears as a periedic waveform on the medium that enables bit synchronization. It should
be noted that the preamble ends with a “0."
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4.2.6 Start Frame Sequence. The PLS recognizes the presence of activity on the medium through the
carrier sense signal. This is the first indication that the frame reception process should begin. Upon recep-
tinn of the sequence 10101011 immediately following a latter part of the preamble pattern, PhysicalSignal-
Decap shall begin passing succesgive bita to ReceiveLinkMgmt for passing to the LLC sublayer.

4.2.7 Global Declarations. Thig section provides detailed formal specifications for the CSMA/CD MAC
sublayer. It is a gpecification of generic features and parameters to be used in systems implementing this
media access method. Subsaction 4.4 provides values for these sets of parameters for recommended imple-
mentations of this media access mechanism.

4.2.7.1 Common Constants and Types. The following declarations of constants and types arc used
by the frame transmissien and reception sections of cach CSMA/CD sublayer:

const
addressSize = ... ; |18 or 48 hits in compliance with 3.2.3]
lengthSize = 16; {in bita}
LLCdataSize = ...; [LLC Data, see 4.2.2.2, (1)c)]
padSize = ...; [in bits, = max (0, minFrameSize — (2 % addresaSize + lengthSize + LLCdataSize +

creSize))).
dataSize = ...; (= LLCdataSize + padSize)
creSize = 32; {32 bit CRC = 4 octets)

frameSize = ...; |= 2 x addressSize + lengthSize + dataSize + creSize, see 4.2.2.2(1))
minFrameSize = ... ; {in bits, implementation-dependent, see 4.4}
slotTime = ... ; {unit of time for collision handling, implementation-dependent, see 4. 4]
preambleSize = ... ; {in bits, physical-medium-dependent}
sfdSize = §; (8 bit start frame delimiter]
headerSize = ...; {sum of preambleSize and sfdSize)
type
Bit = 0..1;

AddressValue = array [1..addressSize] of Bit;
LengthValue = array [1..lengthSize] of Bit;
DataValue = array [1..dataSize] of Bit;
CRCValue = array [L..crcSizel of Bit;
PreambleValue = array [1..preambleSize] of Bit,
SfdValue = array [1..sfdSize] of Bit;
ViewPoint = (ficlds, bits); {Two ways to view the contents of a frame]
HeaderViewPoint = (headerFields, headerBits),
Frame = record {Format of Media Access frame}
case view: ViewPoint of
fields: {
destinationField: AddressValue;
aourceField; AddressValue:
lenpthField: LengthValue;
dataField: DataValug;
fesField: CRCValue),
hits: {contents: array [1. frameSize] of Bit)
end; {Frame]
Header = record {(Format of preamble and start frame delimiter)
cage headerView : HeaderViewPoint of
headerFiclds : (
preamble : PreambleValue;
afd : BfdValue);
headerBits : {
headerContents : array [1. headerSize] of Bit)
end; {defines header for MAC frame}
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4.2.7.2 Transmit State Variables. The following items are specific to frame transmission. (See alao
4.4.)

const
interFrameSpacing = .., ; (minimnm time between frames} :
interFrameSpacingPartl= ...;{duration of first portion of interFrame timing. In range 0 up to 23

interFrameSpacing}

interFrameSpacingPart?= .. ;{duration of remainder of interFrame timing. Equal to
interFrameSpacing — interFrameSpacingPart1}

attemptLimit = ... ; [Max number of times to attempt tranemiseion}

backOffLimit =... ; {Limit on number of times to back ofi}

jamSize = ... ; {in bits: the valus depends upan medium and collision detect implementation}

var
cutgoingFrame; Frame; {The frame to be transmitted}
putgoingHeader: Header,
currentTransmitBit, lastTransmitBit: L. frameBize;
{Pogitioneg of current and last outpoing bits in outgoingFrame}
lastHeaderBit; 1. headerSize;
deferring: Boolean; {Implies any pending transmiggion must wait for the medium to clear)
frameWaiting: Boolean; {Indicates that outgoingFrame is deferring}
attempts: 0..sttemptLimit; (Number of trensmission attempts on ontgoingFrame}
newCaollirion: Boolean; (Indicates that a colligion hag oceurred but hag not yet been jammed)
transmitSucceeding: Boolean; {Running indicator of whether tranamisgion is succeeding}

4.2.7.8 Receive SBtate Variables. The following items are specific to fraune reception. (See alzo 4.4.)

var
incomingFrame; Frame; {The frame being received}
currentReceiveBit: 1. frameSize; {Fogition of current bit in incomingFrame]
receiving: Boolean; {Indicates that a frame reception is in progress}
exeessBits: £1..7; {Count of excess trailing bits beyond octet boundary]
receiveSucceeding: Boolean; (Running indicator of whether reception is succeeding}
validLength: Boolean; (Indicator of whether received frame has a length error}
exceedsMaxLength: Boolean; {Indicator of whether received frame has a length longer than the
maximum permitted length}

4.2.7.4 Summary of Interlayer Interfaces

(1} The interface to the LLC sublayer, defined in 4.3.2, is summarized below:;

Lvpe
i TransmitStatus = {fransmitDizabled, tranamitOR, excessiveCollisicnError);

{Result of TransmitFrame operation} .
3 ReceiveStatus = (receiveDisabled, receiveQK, frameThoLong, frameCheckError, lengthError,
alignmentError); (Besult of ReceiveFrame operation}

furetion TransmitFrame
destinationParam: AddressValue;
spurceParam: AddressValue;
lengthParam: LengthValue;
dataParam: DataVelue): TransmitBtatug;, (Tranamite one frame}

function ReceiveFrame (
var destinationParam: AddressValue;
par apurceParam: AddresaValue;
ver lengthParam: LengthValus;
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var dataParam: DataValue}: ReceiveStatus; [Receives one frame}
{2} The interface to the Physical Layer, defined in 4.3.3, is summarized below: ‘

var
carrierSense: Boolean, {Indicates incoming bits)
tranamitting: Boolean; {Indicates outgoing bits)
wasTrangmitting: Boolean; {Indicates transmission in progress or just complated} '
collisionDetect: Boolean; (Indicates medium contention}

procedure TransmitBit (bitParam: Bit); {Transmits one bit}

function ReceiveBit: Bit; (Receives one bit)

procedure Wait (bitTimes; integer); (Waits for indicated number of bit-times}

4.2.7.5 State Variable Initialization. The procedure Initialize must be run when the MAC sublayer
begins operation, before any of the processes begin execution. Initialize sets certain crucial shared state
variables to their initial values. (All other global variables are appropriately reinitialized before each use.}
Initialize then waita for the medium to be idle, and starts operation of the various processes.
If Layer Management is implemented, the Initialize procedure shall only be called as the result of the
initializeMAC action (5.2.2.2.1).

procedure Initialize;
begin
frameWaiting := false;
deferring := false;
newClollision ;= false;
transmitting := false; {In interface to Physical Layer; see below]
receiving = false;
while carrierSense do nothing;
{Start execution of all processes}
end; (Initialize}

4.2.8 Frame Transmission. The algorithms in this section define MAC sublayer frame transmission.
The function TransmitFrame implements the frame transmission operation provided to the LLC sublayer;

function TransmitFrame (
destinationParam; AddressValue;
sourceParam: AddressValue;
lengthParam: LengthValue;
dataParam: DataValue): TransmitStatus;
procedure TransmitDataEncap; ... {nested procedure; see body below]

begin
if transmitEnabled then
begin
TransmitDataEncap;
TransmitFrame ;= TransmitLinkMgmt
end

efse TransmitFrame := transmitDisabled
end; (TransmitFrame}

If transmiesion is enabled, TransmitFrame calls the internal procedure TransmitDataEncap to construct
the frame. Next, TransmitLinkMgmt is called to perform the actual transmission. The TransmitStatus
returned indicates the success or failure of the transmission attempt.

TransmitDataEncap builds the frame and places the 82-bit CRC in the frame check sequence field:

procedure TransmitDataEncap;

begin
with outgoingFrame do
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begin |assemble frame|
view ;= helds;
destinationField := destinationParam;
sourceField := sourceParam;
lengthField := lengthParam;
dataField := ComputePad (lengthparam, dataParam);
fesField »= CRCI2{nutgningFrame);
view = bits

end {aseemble frame}

with ontgaingHeader do

begin
henderView := headerFields;
preamble = ...; [*'1010...10, LSB to MSB*]
afd == ...; (* ‘10101011, LSB to MSB*}
headerView := headerBits

end

end; {TransmitDataEncap!

ComputePad appends an array of arbitrary bits to the LLCdataField to pad the frame to the minmum
frame size.

funetion ComputePad{

vor lengthParam:LengthValue

var dataParam:DataValue) | DataValue;
hegin

ComputePad = [Append an array of size padSize of arbitrary bits to the LLCdataField)
md;|ComputePad Param)|

TransmitLinkMgmt attempts to transmit the frame, deferring first to any passing traffic. If a colliszon
necurs, transmission is terminated properly and retransmission is scheduled following a suitable backoff
interval:

function TranamitLinkMgmt. TransmitStatus;
begin
attompts := ; transmitSucceeding = false;
IateCollizionCount = 0;
deferred ;= false; hmtiahzo}
excessDeler = false;
whilelattempts < sttemptLimit) and (not transmitSuceeedingldo
begin (lonp)
ift attempts » 0 then Back 04T,
frameWailing .= true;
lateCollisionError = false;
t while deferring do [defer to passing frame, if any)
begin
14 nothing,
deferred := true;
end,;
frameWaiting := false;
StartTran=mit;
while transmitting do WatchFarCallision;
if IateCollisionError then |ateCollisionCount = lateCollisienCount + 1,
attempts ;= attempis+1
end,; (lnop]
if transmitSucceeding then TransmitLinkMgmt = transmitOX
else TransmitLinkMgmt := excesaiveCollisionError;
LayerMgmtTransmitCounters; fupdate tranamit and transmit error eounters in 5,2.4.2)
end; (TranamitLinkMgmt}
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Fach time a frame transmission attempt i initiated, StartTransmit is called to alert the BitTransmitter
process that bit transmission should begin:

procedure StartTranamit,

begin
currentTransmitBit ;= 1;
lastTransmitBit ;= framcSize;
transmitSucceaeding ;= true;
trensmitting := true;
lastHeaderBit := headerSize

end; [BtartTransmit}

Cnee frame transmission has been initiated, TransmitLinkMgmt monitors the medium for contention by
repeatedly ealling WatchForCallision:

procedure WatchForCollision;
begin
if transmtSuceceding and eollisianDetect then
begin
if eurrentTrangmitBit > (minFrameSize — headerSize) then
lateCollisinnError = true;
newColligion = true;
transmitSucceeding = false
end
end; (WatchFerCollision)

WatchForCollisian, upnn detecting a ¢nllision, updates newCellision ta ensurc proper jamming by the
BitTranamitter process, The current transmit bit number is checked to see if this is a late collision. If the
collision occurs later than a collision window of 512 bit times into the packet, it is considered as cvidence of
a late collision. The point at which the collision is received is determined by the network media propaga-
tion time and the delay time through a station and, as such, i3 implementatiom—dependent (see 4.1.2.2), An
implementation may optionally elect to end retranamission attempts after a late collision is detected.

After transmiesion of the jam has been completed, if TransmitLinkMgmt determines that another
attempt should be made, BackOff 15 called to schedule the next attempt to retransmit the frame.

var maxBackOff; 2..1024; (Working variable of BackOff)
procediyre BackOff;
begin

if attempts = 1 then maxBackOif ;= 2

else if attempts < back OffLimit

then maxBackOf = maxBack{if = 2;

Wait(slotTime x Random((, maxBackOff))

end; {BackQfi]
function Random {low, high: integer}: integer;
begin
Random := ...[uniformly distributed random mtcger ¢ such that low < ¢ < lagh}
end;, {Randam]

BackOff performe the truncated binary exponential backoff computation and then waits for the selected
multiple of the slot time,

The Daference process runa asynchronously to continttously compute the proper value for the variable
deferring.

process Deference;

begin
cyrle{main loap}

il
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while not carrierSense do nothing; [watch for earrier to appear|
deferring := true; [delay start of new transmissions}
wasTransmitting = transmitting;
while earrierS8enge or transmitting than
wasTransmitting := wasTranamitting or transmitting;
if wasTransmitting do '
begin
StartRealTimeDelay, {time out first part interframe gap)
while RealTimeDelay{interFrameSpacingPartl) do nothing
end
eise

StartRealTimeDelay;
repeat
while carrierSense do StartBeal TimeDelay
until not RealTimeDelaytinterFrameSpacingPart1)
end;
StartReslTimeDelay; {time out second part interframe gap)
while RealTimeDelay(inter FrameSpacingPart2) do nothing,
deferring := false; {allow new transmissions to proceed]
while frameWaiting do nothing; [allow waiting transmission if any}
end (main loop}
end; [Deference)

procedure StartRealTimeDelay
begin
[reset the realtime timer and start it timing|
end; (StartRealTimeDelayl

function RealTimeDelay (usecreal): Booloan;

{return the value true if the specified number of microseconds have
not elapsed since the most Tecent invocation of StartResITimeDelny,
otherwise return the value false}

end; [HealTimeDelay)

The BitTransmitter protess runs asynchronously, tranemitting bits at a rate determined by the Physical
Layer's TransmitBit operation;

process BitTransmitter;
begin
eyele {outer loop)
if transmitting then
begin [inner loop}
PhysicalSignalEncap; (Send preamble and start of frame delimiter]
while transmitting do
begin

TransmitBit{outgoingFramelcurrentTranamitBitl); [send next bit to Physical Layer]
if newCollision then StartJam else NextBit
end:
end; [inner loop}
end; {outer loop}
end; [BitTranamitter)
procedure Physical SignalEncap;
begin
while currontTransmitBit < lastHeaderBit oo
bagin

G2
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TransmitBit(eutgoingHeader[currentTranamitBit}); {transmit header one bit at a time}
currentTransmitBit ;= currentTransmitBit + 1;
end
if newCollision then BtartJam else
currentTransmitBit := 1
ernd; {PhysicalSignalEncap}

procedure NextBit;
begin
currentTransmitBit := currentTransmitBit + 1;
transmitting := {currentTransmitBit < lastTransmitBit)
end; [MextBit]

procedure StartJam,;

begin
cirrentTransmitBit := 1;
lastTransmitBit := jamSize;
newCollision := false

end; [StartJam}

BitTransmitter, upon detecting a new collision, immediately enforces it by calling startJam to initiate
the transmission of the jam. The jam should contain a sufficient number of bits of arbitrary data so that it
is agsured that both communicating atations detect the collision. {Start.Jam uses the first set of bits of the
frame up to jamSize, mersly to simplify this program.)

4.2.8 Frame Reception. The algorithms in this section define CSMA/CD Media Access sublayer frame
reception.
The procedure ReceiveFrame implements the frame reception operation provided to the LLC sublayer:

funection ReceiveFrame (
var destinationParam: AddressValue;
var sourceParam: AddressValus;
var lengthParam: LengthValue;
var dataParam: DataValue): ReceiveStatus;
function ReceiveDataDecap: ReceiveStatus; ... [nested function; see body below}

begin
if receiveFinabled then
repeat
ReceiveLinkMgmt;
ReceiveFrame ;= ReceiveDataDecap;
until receiveSucceeding
eige
ReceiveFrame ;= receiveDisabled
; {ReceiveFrame)

I enabled, ReceiveFrame calls ReceiveLinkMgmt to receive the next valid frame, and then ealls the
internal procedure ReceivellataDecap to return the frame’s fields to the LLC sublayer if the frame's
address indicates that it should do so. The returned ReceiveStatus indicates the presence or absence of
detected transmigsion errors in the frame,

funciion ReceiveDataDecap: ReceiveStatus;

1 var status' ReceiveStatus; (holds receive status information)

begin

5 with incomingFrame ds

1 begin

S view := fields;

receiveBucceeding = RecognizeAddress (incomingFrame, destinationField);
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receiveSucceeding = LayerMgmt RecognizeAddress (destinationField):
14 if receiveSucceeding then

begin |disassemble frame)
destinationParam := destinationField;
sourceParam := sourceField;
longthParam := lengthField,
dataParam := RemovePad (lengthField, dataField);
exceedsMaxLength := ...; check to determine if receive frame size exceeds the maximum

permitted frame size (maxFrameSize)|

if exceedsMaxLength then status = frameTooLong;

else
if feaField = CRC32 (incomingFrame) then !
begin
1 if validLength then status := receiveOK
3 else status = lengthError
end
else
begin
if excessBits = 0 then status '= frameCheckError
3 else status = alignmentError;
end,;

LayerMgmtRecaiveCountors(status);
{update reccive and receive error counters in 5.2.4.3}
view ;= bits
end (disassemble frame}
end (with incomingFrame}
RoceiveDataDecap := status;
and; (ReceiveDataDecap)

s

function RecognizeAddress (address: AddressValue): Boolean:
begin
RecognizeAddress := ... [Returns true for the set of physical, broadcast, and multicast-group
addresses corresponding to this station)
end ;{RecognizeAddress]

funection RemovePad(
var longthParam:LengthValus
var dataParam:DataValue):DataValue;
begin
validLength := {Check to determine if value represented by lengthParam matches received
LLCdataSize);
if valid Length then
RemovePad = {truncate the dataParam (when present) to value ropresented by lengthParam
{in octets) and return tho rosult)
elwe
RemovePad = dataParam
end; {RemovePad)

RacrivoLinkMgmt attempts repeatedly to recvive the bits of a frame, discarding any fragments from col-
lisions by comparing them to the minimum valid frame size:

procedure RoceiveLinkMgmt;
begin
repeat
StartRoceive;
while receiving de nothing; (walt for frame to finigh arriving)
excepsBits = framcSize mod 8;

" |
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frameSize := frameSize — excessBits; {truncate to octet boundary]
receiveSucceeding :— (frameSize = minFrameSize); {reject collision fragments}
until receiveSucceeding
end; (ReceiveLinkMgmt]

procedure StartReceive;
begin
currentReceiveBit := 1;
receiving := true
end; {StartReceive)

The BitReceiver process runs asynchronously, receiving bits from the medium at the rate determined by
the Physical Layer’s ReceiveBit operation:

process BitReceiver;
var b: Bit;
begin
cycle {outer loop}
while receiving do
begin {inner loop}
if currentReceiveBit = 1 then
PhysicalSignalDecap; {Strip off the preamble and start frame delimiter}
b := ReceiveBit; (Get next bit from physical Media Access)
if carrierSense then
begin{append bit to frame}
incomingFrame[currentReceiveBit] := b;
currentReceiveBit := currentReceiveBit + 1
end; {append bit to frame]
receiving := carrierSense
end {inner loop)
frameSize := currentReceiveBit — 1
end {outer loop)
end; [BitReceiver)

procedure PhysicalSignalDecap;

begin
[(Receive one bit at a time from physical medium until a valid sfd is detected, discard bits, and
return}

end; (PhysicalSignalDecap)

4.2.10 Common Procedures. The function CRC32 is used by both the transmit and receive algorithms
to generate a 32 bit CRC value:

function CRC32 (f: Frame): CRCValue;
begin
CRC32 := {The 32-bit CRC )
end; {CRC32)
Purely to enhance readability, the following procedure is also defined:

procedure nothing; begin end;

The idle state of a process (that is, while waiting for some event) is cast as repeated calls on this
procedure.
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4.3 Interfaces to/from Adjacent Layers

4.8.1 Overview. The purpose of this section is to provide precise definitions of the interfaces between the
architectural layers defined in Section 1 in compliance with the Media Access Service Specification given in
Section 2. In addition, the services required from the physical medium are defined,

The notation used here is the Pascal language, in keeping with the procedural nature of the precise MAC
sublayer specification (see 4.2). Each interface is described as a set of procedures or shared variables, or
both, that collectively provide the only valid interactions between layers. The accompanying toxt describes
the meaning of each procedure or variable and points out any implicit inferactions among them,

Note that the deseription of the interfaces in Pascal is a notational technique, and in no way implies that
they can or shounld be implemented in software. This point is discussed more fully in 4.2, that provides com-
plete Pascal declarations for the data types used in the remainder of this section. Note also that the “syn-
chronous” (cne frame at a time) natuare of the frame transmission and reception operations is a property of
the architectural interface between the LLC and MAC sublayers, and need not be reflected in the imple-
mentation interface between a station and its sublayer.

4.3.2 Services Provided by the MAC Sublayer. The services provided to the LLC sublayer by the
MAC sublayer are trangmission and reception of LLC framea. The interface through which the LLC sub-
layer uses the facilities of the MAC sublayer therefore consists of a pair of functions.

Functions:
TransmitFrame
ReceiveFrame

Each of these functiong has the components of a LLC frame as its parameters (input or output), and
returns a status code as its result. Note that the service_class defined in 2.3.1 is ignored by CSMA/CD
MAC,

The LLC sublayer transmits a frame by invoking TransmitFrame:

function TransmitFrame (
destinationParam: AddressValue;
sourceParam: AddressValue;
lengthParam: LengthValue;
dataParam: DataValue). TransmitStatus;

The TransmitFrame operation is aynchronous. Its duration is the entire attempt to transmit the frame;
when the operation completes, transmission has either succeeded or failed, as indicated by the resulting
gtatus code:

type TranemitStatny = (transmitOK, excessiveCollisionError);
t type TranemitStatue = (trangmitDisabled, transmitOK, excessiveCollision Error);

The transmitDisabled status code indicates that the transmitter is not enabled. Successful transmission
is indicated by the status code transmittOK; the code excesgiveCollisionError indicates that the transmis-
sion attempt was aborted due to the excessive collisions, because of hesvy traffic or a network failure.

The LLC publayer accepts incoming frames by invoking ReceiveFrame:

function ReceiveFrame (
var destinationParam: AddressValue;
var sourceParam: AddressValue;
var length Param: LengthValue;
var dataParam: DataValue): ReceiveStatus; [

The ReceiveFrame operation is synchronous. The operation does not complete until a frame has been
received. The fields of the frame are delivered via the cutput parameters with a status code:

type ReceiveStatus = (receiveOK, lengthError, frameCheckError, alignmentError);
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t type Receive Status = (receiveDisabled, receive OK, frameTooLong, frameCheck Error, length Error,
alignmentError};

The receiveDisabled status indicates that the receiver is not enshled. Successful reception is indicated by
the status code receiveOK. The frameTooLong error indicates that a frame was received whose frameSize
was beyond the maximum allowable frame size, The code frameCheckError indicates that the frame
received was damapged by 2 transmisgion error, The lengthError indicates the lengthParam valuc was
inconsistent with the frameSize of the received frame. The code alignmentError indicates that the frame
received was damaged, and that in addition, its longth was not an integer number of oetets.

4.9.9 SBervices Required from the Physical Layer, The interface through which the CSMA/CD MAC
sublayer uses the facilities of the Physical Layer congiats of a function, a pair of procedures and three Beol-

ean variables.
Function: Procedures: Yartables:
ReceiveBit TransmitBit collisionDetect
Wait carrierSense
transmitting

During transmission, the contents of an outgoing frame are passed from the MAC sublayer to the Physi-
cal Layer by way of repeated use of the TransmitBit operation:

procedure TransmitBit (bitParam: Bit);

: Each invocation of TransmitBit passes ane new bit of the outgoing frame to the Physical Layer, The
[ TrangmitBit operation is synchronous. The duration of the operation is the entire transmission of the bit.
The operation completes, when the Physical Layer is ready to aceept the next bit and it transfers contrel to
the MAC sublayer.
The overall event of data being transmitted is signaled to the Physical Layer by way of the variable
transmitting:

var transmitting: Boolean;

Before sending the first bit of a frame, the MAC suhlayer sets transmitting to true, to inform the Physi-
cal Media Access that s stream of bits will be presented via the TransmitBit operation. After the last bit of
the frame has been presented, the MAC sublayer sets tranamitting to false to indicate the end of the frame.

The presence of a collision in the physical medium is signaled to the MAC sublayer by the variable colli-
sionDetoct:

var collisionDetect: Boolean,

The collisionDetact gignal remains true during the duration of the collision.

NOTE; Binee an entire collision moy cecur during preamble gensration, the MAC sublayet shall haodle this possibility by monitoring
cnllisioniiutect conmurrently with its transmission of eutgoing bita. See 4.2 for dotails. :

The collisionDetect signal is generated only during transmission and is never true at any other time; in
particular, it cannot be used during frame reception to detect collisions between overlapping transmissions
fram two ur more other stations.

During reception, the contents of an incoming frame are retrieved from the Fhyaieal Layer by the MAC
sublayer via repeated use of the ReceiveBit operation:

function ReceiveBit: Bit;
Each invocation of ReceiveBit retrieves one new bit of the incoming frame from the Physical Layer. The
ReceiveBit operation is synchronous. Its duration is the entive reception of a single bit, Upon receiving a

bit, the MAC sublayer shall immediately request the next bit until all bits of the frame have been received.
{See 4.2 for details.)
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The overall event of data being recsived is signaled to the MAC sublayer by the variable carrierBenze;

var carrierSense: Boolean;

When the Physical Layer sets carrierSense to true, the MAC sublayer shall immediately begin retrieving
the ineoming bits by the ReceiveBit operation. When carrierSense subsequently becomes false, the MAC
sublayer can begin processing the received bits as n completed frame. Note that the true/false transitions of
carrlerSense ave not defined to be precigely gynchronized with the beginning and end of the frame, but may
precede the beginning and lag the end, respectively. If an invocation of ReceiveBit is pending when carri-
erSenee hecomes false, ReceivaBit returns an undefined value, which should be digcarded by the MAC sub-
layer, (Bee 4,2 for details.)

The MAC sublayer shall also monitar the value of carrierSense to defer its own transmissions when the
medium is busy.

The Physical Layer also provides the procedure Wait:

procedure Wait (bitTimes: integer);

This procedure waits for the specified number of bit times. This allows the MAC sublayer to measure
time intervals in units of the (physical-medium-dependent) bit time,

Another important property of the Physical Layer, which iz an implicit part of the interface presented to
the MAC sublayer, is the round-trip propagation time of the physical medium. Its value represents the
maximum time required for a signal o propagate from one end of the network to the other, and for a colli-
sion to propagate back. The round-trip propagation time is primarily (but not entirely) a function of the
physical gize of the network. The round-trip propagation time of the Physical Layer is defined in 4.4 for a
gelection of physical media.

4.4 Specific Implementations

4.4.1 Compatibility Overview, To provide total compatibility at all levels of the standard, it is required
that each network component implementing the CSMA/CD MAC sublayer procedure adheres rigidly to |
these specifications. The information provided in 4.4.2.1 below provides design parameters for a specific
implementation of this access methoed, Variations from these values result in a system implementation
that violates the standard.
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4.4.2.1 Parameterized Values. The following table identifies the parameter values that shall be
used in the 10 Mb/s implementation of a CSMA/CD MAC procedure. The primary assumptions are that the
physical medium is a baseband coaxial cable with properties given in the Physical Layer section(s) of this

standard.

Parameters
slotTime

interFrameGap

attemptLimit

backoffLimit

jamSize

maxFrameSize

minFrameSize

addressSize

Values

512 bit times

9.6 us

16

10

32 bits

1518 octets

512 bits (64 octets)
48 bits

operation of the LAN.

WARNING: Any deviation from the above plans specified for a 10 Mb/s system may affect proper

See also DTE Deference Delay in 12.9.2,

4.4.2.2 Parameterized Values. The following parameter values shall be used for 1BASES5 implemen-

tations:

Parameters

slotTime

interFrameGap
attemptLimit

backoftLimit

jamSize

maxFrameSize

minFrameSize

addressSize

See also DTE Deference Delay in 12.9.2.

Values

512 bit times

96 s

16

10

32 bits

1518 octets

512 bits (64 octets)
48 bits

WARNING: Any deviation from the above specified values may affect proper operation of the network.
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5. Layer Management

5.1 Introduction. This section provides the Layer Management specification for networks based on the
CSMA/CD access method. It defines facilities comprised of a set of statistics and actions needed to provide
Layer Management services. The information in this chapter should be used in conjunction with the
Procedural Model defined in 4.2.7-4.2.10. The Procedural Model provides a formal description of the
relationship between the CSMA/CD Layer Entities and the Layer Management facilities.

This Layer Management specification has been developed in accordance with the OSI management
architecture as specified in the ISO Management Framework document, ISO/IEC 7498-4:1989 [20]. It is
independent of any particular management application or management protocol.

The management facilities defined in this standard may be accessed both locally and remotely. Thus, the
Layer Management specification provides facilities that can be accessed from within a station or can be
accessed remotely by means of a peer management protocol operating between application entities.

In CSMA/CD no peer management facilities are necessary for initiating or terminating normal protocol
operations or for handling abnormal protocol conditions. The monitoring of these activities is done by the
carrier sense and collision detection mechanisms. Since these activities are necessary for normal operation
of the protocol, they are not considered to be a function of Layer Management and are therefore not dis-
cussed in this section.

At this time, this standard does not include management facilities that address the unique features of
repeaters or of 10BROAD36 broadband MAUs.

5.1.1 Systems Management Overview. Within the ISO Open Systems Interconnection (OSI) architec-
ture, the need to handle the special problems of initializing, terminating, and monitoring on-going activi-
ties and assisting in their harmonious operations, as well as handling abnormal conditions, is recognized.
These needs are collectively addressed by the systems management component of the OSI architecture.

The systems management component may conceptually be subdivided into a System Management Appli-
cation Entity (SMAE) and Layer Management Entities (LMEs). In addition, a Management Protocol is
required for the exchange of information between systems on a network. This Layer Management standard
is independent of any particular Management Protocol.

The SMAE is concerned with the management of resources and their status across all layers of the OSI

| architecture. The System Management Application facilities have been grouped into five entities: Configu-
ration, Fault, Performance, Security, and Accounting.

Configuration and Name Management is concerned with the initialization, normal operation, and close-

I down of communication facilities. It is also concerned with the naming of these resources and their interre-
lationship as part of a communication system. Fault Management is concerned with detection, isolation,
and correction of abnormal operations. Performance Management is concerned with evaluating the behav-

| ior and the effectiveness of the communication activities. Security Management is concerned with monitor-
ing the integrity and controlling access to the communication facilities. Accounting Management is
concerned with enabling charges to be established and cost to be assigned and providing information on
tariffs for the use of communication resources. .

This Layer Management standard, in conjunction with the Layer Management standards of other layers,

\ provides the means for the SMAE to perform its various functions. Layer Management collects information

needed by the SMAE from the MAC and Physical Layers. It also provides a means for the SMAE to exer-
cise control over those layers. This Layer Management standard is independent of any specific SMAE.

The SMAE has a conceptual interface to an LME concerned with the actual monitoring and control of a
specific layer. The LME interfaces directly only with the SMAE, to whom it provides Layer Management
facilities.

Strictly, only those management activities that imply actual exchanges of information between peer enti-
ties are pertinent to OSI architecture. Therefore, only the protocols needed to conduct such exchanges are
| candidates for standardization. As a practical matter, however, the specification of the Layer Management

facilities provided across the conceptual Layer Management Interface (LMI) between the LME and SMAE
is required. Standardization of these facilities will make practical the use of higher layer protocols for the
| control and maintenance of LANs.
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There are two interfaces that relate the varfous mansgement entities. These are as follows

(1) The conceptual Layer Management Interface batween the SMAE and LME.,
(2) The normal layer service intorface for peer-to-peer communication,

The relationship between the various managoment cntities and the layer entities according to the [SO
Model is shown in Fig 5-1.

-
1
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N . 1
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Fig 6-1

Relationship Between the Various Manasgementi Entities
and Layer Eniities According to the 150 Open Sysiems Interconnection
(O8I Reference Model

The conceptual LMI hetween the SMAE and the LME will be deseribed in thig standard in terms of the
Layer Management facilities provided. It is particularly important that these facilities bo defined because
they may be {ndirectly requested an behalf of & romote SMAE. The use of this specification by other man-
agement mechanisms is not precluded.

5.12 Layer Managemeni Model. The Layer Management facilities provided by the CSMA/CD MAC |
and Physical Layer LMEs, wsing the conceptual LMI, enable the SMAE to manipulate management '
counters and initiate actions within the Jayers, The LMI provides 2 means to monitor and euntrol the facil
ities of the LME=

The CEMA/CD MAC/Physical Layer LMEs, in order to support the above facilities, offer a et of statistics
an¢l mctions that constitute the conceptual LMI. The client of the LME (i.e, the SMAE) iy thus able to read
these atatistics and to cxecute actions.

[t ia by executing these actions that the SMAE can cause eertain desired effects on the MAC or Physical
Layer Entitiea, The preciae semantics of the relationship between the CSMA/CD Laver Entities and the
Layer Manngemoent facilities are defined in 4.2.7-4.2.10 and in 5.2.4,
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5.2 Management Facilities

5.2.1 Introduction. This section of the standard defines the Layer Management facilities for the IEEE
802.3 CSMA/CD MAC and Physical Layers. The intent of this standard is to furnish a management specifi-
cation that can be used by the wide variety of different devices that may be attached to a network specified
by ISO/TEC 8802-3. Thus, a comprehensive list of management facilities is provided.

The improper use of some uf the facilities described in this section may cause serious disruption of the
network. It should be noted that access to these facilities can only be obtained by means of the SMAE. To
avoid duplication by each LME, and in accordance with ISO management architecture, any necessary secu-
rity provisions should be provided by the SMAE. This can be in the form of specific SMAE security features
or in the form of security features provided by the peer-to-peer communication facilities used by the SMAE

The statistics and actions are categorized into the three classifications defined as follows:

Mandatory—Shall be implemented.
Recommended—Should be implemented if possible.
Optional—May be implemented.

All counters defined in this specification are wraparound counters. Wraparound counters are those that
automatically go from their maximum value (or final value) to zero and continue to operate. These
unsigned counters do not provide for any explicit means to return them to their minimum (zero), i.e., reset.
Because of their nature, wraparound counters should be read frequently enough to avoid loss of informa-
tion.

5.2.2 MAC Sublayer Management Facilities. This section of the standard defines the Layer Manage-
ment facilities specific to the MAC sublayer.

5.2.2.1 MAC Statistics. The statistics defined in this section are implemented by means of counters.
In the following definitions, the term “Read only” specifies that the object cannot be written to by the cli-
ent of the LME.
Frame fragments are not included in any of the statistics in this section unless otherwise stated.
The Layer Management Model in 5.2.4 and the Pascal Procedural Model in 4.2.7-4.2.10 defines the
semantics of these statistics in terms of the behavior of the MAC sublayer.

5.2.2.1.1 MAC Transmit Statistics Descriptions

(1) Number of framesTransmittedOK: Mandatory, Read only, 32 bit counter.
This contains a count of frames that are successfully transmitted. This counter is incremented when
the TransmitStatus is reported as transmitOK. The update occurs in the LayerMgmtTransmit-
Counters procedure (5.2.4.2).

(2) Number of singleCollisionFrames: Mandatory, Read only, 32 bit counter.
This contains a count of frames that are involved in a single collision and are subsequently trans-
mitted successfully. This counter is incremented when the result of a transmission is reported as
transmitOK and the attempt value is 2. The update occurs in the LayerMgmtTransmitCounters
procedure (5.2.4.2). ‘

(3) Number of multipleCollisionFrames: Mandatory, Read only, 32 bit counter.
This contains a count of frames that are invelved in more than one collision and are subsequently
transmitted successfully. This counter is incremented when the TransmitStatus is reported as
transmitOK and the value of the attempts variable is greater than 2 and less than or equal to
attemptLimit. The update occurs in the LayerMgmtTransmitCounters procedure (5.2.4.2).

(4) Number of collisionFrames: Recommended, Read only, Array [l..attemptLimit — 1] of 32 bit
counters.
This array provides a histogram of collision activity. The indices of this array
(1 to attemptLimit — 1) denote the number of collisions experienced in transmitting a frame. Each
element of this array contains a counter that denotes the number of frames that have experienced a
specific number of collisions. When the TransmitStatus is reported as transmitOK and the value of
the attempts variable equals n, then collisionFrames[n—1] counter is incremented. The elements of
this array are incremented in the LayerMgmtTransmitCounters procedure (5.2.4.2).
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