
Aerohive - Exhibit 1026
0035

1550!] EC 880253 . 1993
I-.l\'.‘-‘sllll'2El‘I Std 8fl‘2..’%. 19533 Flxlihnn l.()f'.r1.L A NI} llll-'.'l‘li("li’f}l.l'l'A.‘-I AREA .‘€l:ITWI’J!'il-Ch.

OSI LAN
REFERENCE CSMA-‘CD

MODEL LAYERS
LAYERS

APPLICATION : WGHER LAYERS :

'°"‘E3E“”‘T'°“ LOGICAL com

55550“ i ‘am fies me
"f _ ' . . ' (AUI not

TRANSPORT Z " " ' °"P°-5°“)

NETWORK ' i" '

DATA LINK

PHYSICAL

ATTACHMENT UNIT INTERFACE
MEDIUM ATTACHMENT UNIT
MEDIUM DEPENDENT INTERFACE
PHYSICAL MEDIUM ATTACHMENT

Fig 1-]
LAN Standard Relationship to the [S0 Open Systems Interconnection

(OSI) Reference Model

The architectural model is based on a set of interfaces that may be different from those emphasized in
implementations. One critical aspect of the design, however, shall be addressed largely in terms of the
implementation interfaces: compatibility.

1.1.2.2 Two important compatibility interfaces are defined within what is architecturally the Physical
Layer.

(1) Medium-Dependelit Interface (MDI). To communicate in a compatible manner, all stations shall
adhere rigidly to the exact specification of physical media signals defined in Section 8 (and beyond)
in this standard, and to the procedures that define correct behavior of a station. The medium-inde-
pendent aspects of the LLC sublayer and the MAC sublayer should not be taken as detracting from
this point; communication by way of the ISO 8802-3 [lEEE 802.3] Local Area Network requires com-
plete compatibility at the Physical Medium interface (that is, the coaxial cable interface).

(2) Attachment Unit Interface (AUI). It is anticipated that most DTEs will be located some distance
from their connection to the coaxial cable. A small amount of circuitry will exist in the Medium
Attachment Unit [MAU) directly adjacent to the coaxial cable, while the majority of the hardware
and all of the software will be placed within the DTE. The AUI is defined as a second compatibility
interface. While conformance with this interface is not strictly necessary to ensure communication,
it is highly recommended, since it allows maximum flexibility in intermixing M.AUs and DTEs. The
AUI may be optional or not specified for some implementations ofthis standard that are expected to
be connected directly to the medium and so do not use a separate MAU or its interconnecting AU1
cable. The PLS and PMA are then part of a single unit, and no explicit AU] specification is required.

1.1.3 Layer Interfaces. In the architectural model used here, the layers interact by way of well defined
interfaces, providing services as specified in Sections 2 and 6. In general, the interface requirements are as
follows.
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(ll The interface between the MAC sublayer and the LLC sublayor includes facilities for transmitting
and receiving frames. and provides per-operation status information for use by higher-layer error
recovery procedures.

(2) The interface between the MAC eublayer and the Physical Layer includes signals for framing (earn
rier sense, transmit initiation) and contention resolution (collision detect], facilities for passing a
pair ofserial bit streams ltraiismit, receive) between the two layers, and a wait function for timing.

These interfaces are described more precisely in -1.3. Additional interfaces are necessary to allow higher
level network management facilities to interact with these layers to perform operation, maintenance, and
planning functions. Network management functions will be I.'l.l5C11ESEI2l. in Section 5.

1.1.4 Application Areas. The applications environment for the Local Area Network is intended to be
commercial and light industrial. Use of CSMAICD LANs in home or heavy industrial environments, while
not precluded, is not considered within the scope of this standard.

1.2 Notation

1.2.1 State Diagram Conventions. The operation ofa protocol can be described by subdividing the pro-
tocol i.nto a number of interrelated functions. The operation ofthe functions can be described by state dia-
grams. Each diagram represents the domain of a function and consists of a group of connected, mutually
exclusive states. Only one state of a function is active at any given time (see Fig 1-2}.

STATE NAME

cME SSPAGE SENT‘:-
TEFIMS TU‘ ENTEFI TEHMS TU EXIT
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Fig 1-2

State Diagram Notation Example

Each state that the function can assume is represented by a rectangle. These are divided into two pm-ts
by a horizontal line. In the upper part the state is identified by a name in capital letters, The lower part
contains the name of any ON signal that is generated by the fiinction. Actions are described by short
phrases and enclosed in brackets.

Pill permissible transitions between the states of a function are represented graphically by an-uwa
between them. A transition that is global in nature (for exarnple, an exit ormdition from all states to the
IDLE or RESET state) is indicated by an open arrow. Labels on transitions are qualifiers tl-lat must be ful-
filled before the transition will be taken. The label UCT designates an unconditional transition, Qualifiers
deflmibcd by short phrases are enclosed in parentheses.

State transitions and sending and receiving of messages occur instantaneously. when a state is entered
and the condition to leave that state is not immediately fulfilled, the state executes continuously, grinding
the messages and executing the actions contained in the state in a continuous manner.
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Some devices described in this standard (e.g., repeaters) are allowed to have two or more ports. State
diagrams capable of describing the operation of devices with an unspecified number of ports, required qual-
ifier notation that allows testing for conditions at multiple ports. The notation used is a term that includes
a description in parentheses ofwhich ports must meet the term for the qualifier to he satisfied (e.g., ANY
and ALL}. It is also necessary to provide for term-assignment statements that assign a name to a port that
satisfies a qualifier. The following convention is used to describe a term-eeeignrnent statement that is asso-
ciated with a transition:

(1) The character '“‘:’° (colon) is a deiiiniter used to denote that a term assignment statement follows.

(2) The character "«:=‘° flefi arrow) denotes assignment ofthc value following the arrow to the term pre-
ceding the arrow.

The state diagrams oontain the authoritative statement of the functions they depict; when apparent con-
Elicts hetween descriptive text and state diagrams arise, the state diagrams are to take precedence. This
does not override, however, any explicit description in the text that has no parallel in the state diagrams.

The models presented by state diagrams are intended as the primary specifications of the functions to he
provided. It is important to distinguish, however, between a model and a real implementation. The models
are optimized for simplicity and clarity of presentation, while any realistic implementation may place
heavier emphasis on efflciency and suitalJilit}' to :1 particular implementation technology. It is the func-
tional behsvior of any unit that must match the standard, not its internal structure. The internal details of
the model are useful only to the extent that they specify the external behavior clearly and precisely.

1.2.2 Service Specification Method and Notation. The service of a layer or suhlayer is the set of
capabilities that it offers to a user in the next higher isuhllayer. Abstract services are sp-eciiied here by
describing the service primitives and parameters that characterize each service. This definition of service
is independent of any ps.rticuls.r implementation (see Fig 1-3).

LHYEFI N L.FI."I"EFi N
SEFIVICE USER SERVICE USER

LAYEFI N-1

SEFNIGE PHDVIDEFI

Fig 1-3
Service Primitive Notation

Specific implementations may also include provisions for interface interactions that have no direct, end.

to-end effects. Examples of such local interactions include interface flow control, status requests and indi-
cations, error noiificatioos, and layer management. Specific implementation details are omitted from this
service specification both because they will dilfer from implementation to implementation and because
they do not impact the peer-to-peer protocols.

1.2.2.1 Classification of Service Primitives. Primitives are of two generic types:

(1) REQUEST. The request primitive is passed from layer N to layer N-] to request-. that s ge]1ri|_',c he
initiated.
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(2) INDICATION. The indication primitive is passed Erom layer N-1 to layer N to indicate an internal
layer N—1 event that is significant to layer N. This event may be logically related to a remote service
request, or may be caused by an event internal to layer 11-1.

The service primitives are an abstraction of the fimctional specification and the uE.e1'-layer interaction.
The abstract definition does not contain local detail of the useniprovider interaction. For instance, it does
not indicate the local mechanism that allows a user to indicate that it is awaiting an incoming call. Each
primitive has a set of zero or more parameters, representing data elements that shall be passed to qualify
the functions invoked by the primitive. Parameters indicate information available in a usei-,"p1-ovider inter-
action; in any particular interface, some parameters may he explicitly stated (even though not explicitly
defined in the primitive) or implicitly associated with the service access point. Similarly, in any particular
protocol specification, functions corresponding to a service primitive may be explicitly defined or implicitly
available.

1.2.3 Physical Layer and Media Notation. Users of this standard need to reference which
implementation is being used or identified. Therefore, a means of identifying each implementation is
by a simple, three-field, tyne notation that is explicitly stated at the beginning of each relevant section. In
general, the Physical Layer type is specified by the fields:

-cdata rate in Ml:v's::- flnedium type:-.~ <:maJcimum segment length (X 100 m)‘:-

For example, the standard contains a 10 Mhls baseband specification identified as ‘TYPE 1DBASE5,”
meaning a 10 l‘ldl:J."s baseband medium whose maximum segment length is 500 m. Each successive Physical
Layer specification will state its own unique TYPE identifier along similar lines.

1.2.4 Physical Layer Message Notation. Messages generated within the Physical Layer, cither
within or between PLS and the MAU [that is, PMA circuitry), are designated by an italic type to designate
either form of physical or logical message used to execute the physical layer signaling process (for example,
inpnttjdle or rrutu._cuo£ico.'.'eJ.

1.3 References

[1] CISPR Publication 22 (1985), Limits and Methods of Measurement of Radio Interference Charactmis»

tics of Information Technology Equipment?

[2] [EC Publication 96-1, R.adio-frequency cables, Part 1: General requirements and measuring methodsll

[3] LEG Publication 96-IA, lat Supplement to Radio-fi'equcncy cables, Part 1.: Appendix Section 5.4, Terr
minated triaxial test method for transfer impedance up to 100 Ml-ls.

['1] H313 Publication 159-3 and -16, Radio-frequency connectors, Part B: Radio-frequency coaxial connec-
tors with inner diameter of outer conductor 6.5 mm (0.256 in] with bayonet ln::k—Characterisfic imped-
ance 50 ohms {Type BNO]; Part 16: Rad.io—frequency coaxial connectors with irmer diameter of outer
conductor 7 mm (0.275 in) with screw eoupling—Characte1'istic impedance 50 ohms (TE ohms) (Type N).

[5] IEC Publication 330, Safety ofelectrically energised ofiice machines.

[6] IEC Publication 435, Safety ofdata processing equipment.

%ISP'R documents are available from the International Electroieohoical Commission, 3 rue file Vnmmbé, Case Peetelc 131, CH
1211. Geneva 2|], 3wit::erlund.I'Suisse. CISPR do-cumenlzi are also available in the United States fium the Sales Department, American
National Staudarcls Institute, 11 West 42nd Street, 13th Floor, NawYorl{_NY 10036, USA.

SIEC Pfllllifliltiflfls are available from IEC Sales Department, Case Pnstsle 131, 3 rue dc Varembé, UH-12.11, Geneva 2:}, 5witzsr-
landfiuissn. IEC publications are also available in the United States from the Sales Department, American National Standards Insti-
|»I.1‘|‘«E, 11 West 42nd Street, 13th Floor, New York, NY H1036. USA.
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[7] IEC Publication B07-2, Rectangular connectors for frequencies below
3 MHZ, Part 2: Detail Specification for a range of connectors with round contacts—Fixed solder contact
types.

[8] IEC Publication 950, Safety of Information Technology Equipment, Including Electrical Business
Equipment.

[9] ISO 2382-9 : 1984, Data processing—Vocabulary—Part 09: Data communication.‘

[10] ISO 7498 : 1984, Information processing systems—open systems interconnection—Basic reference
model.

[11] IEC Publication 60, High-voltage test techniques.

[12] IEC Publication 68, Environmental testing.

[13] [EC Publication 793-1, Optical fibres, Part 1: Generic specification.

[14] IEC Publication 793-2, Optical fibres, Part 2: Product Specificationsfi

[15] [EC Publication 794-1, Optical fibre cables, Part 1: Generic specification.

[16] [EC Publication 794-2, Optical fibres cables, Part 2: Product specifications.

[17] IEC Publication 825, Radiation safety of laser products, equipment classification, requirements, and
user’s guide.

[18] IEC Publication 874-1, Connectors for optical fibres and cables, Part 1: Generic specification.

[19] IEC Publication 874-2, Connectors for optical fibres and cables, Part 2: Sectional specification for fibre
optic connector type F-SMA.

[20] ISO/IEC 7498-4 : 1989, Information processing systems—Open Systems Interconnection—Basic Ref-
erence Model—Part 4: Management Framework.

[21] ISO 8877 : 1987, Information processing systems—Interface connector and contact assignments for
ISDN basic access interface located at reference points S and T.

Local and national standards such as those supported by ANSI, EIA, IEEE, MIL, NFPA, and UL are not
a formal part of the ISO/IEC 8802-3 standard. Reference to such local or national standards may be useful
resource material and are identified by a bracketed number beginning with the letter A and located in
Annex A.

1.4 Definitions. The definitions used in this standard are consistent with ISO 2382-9215984 [9]. A more
specific Part 25, pertaining to LAN systems, is in development.

‘ISO publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH—12 ll, Geneve 20, Switzer-
land.-'Suisse. ISO publications are also available in the United States from the Sales Department, American National Standards Inst}.
tute, 11 West 42nd Street, 13:}: Floor, New York, NY 10036, USA.

5 Subsection 9.9 is to be read with the understanding that the following changes to IEC Publication 793-2 [14] have been requested.
(1) Correction of the numerical aperture tolerance in Table III to d: 0.015,
(2) Addition of another bandwidth category, of3_’ 150 MHz referred to 1 km, for the type Alb fiber in Table III.
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2. MAC Serviee Specification

2.1 Scope and Field of Application. This section specifies the services provided by the Media Access
Control {MAC} sublsyer to the Logical Link Control (LLG) sublsyer for the ISO [IEEEI Local Area Network

standard {see Fig 2-1]. The services are described in an abstract way and do not iniply any particular
implementation, or any exposed interface. There is not necessarily a one-to-one correspondence between
the primitives and the formal procedures and interfaces described in 4.2 and 4.3.

OSI LAN
HEFEHENGE MODEL CSMAFCD

LAYEFIS LAYERS

HPGH ER LAYERS

LLC
LOGICAL LINK CONTROLem mama wwwarmm-mmasvvvw

MEDIA ACCESS CONTROL

PL5
PHYSICAL SIGNALING

: I 3

-I———-——§—AuI

ATTACHMENT UNIT INTEFIFACE
MEDIUM ATFAGHMENT UNIT
MEDIUM DEPENDENT INTEHFRCE
PHYSICAL MEDIUM ATTAGHM ENT

Fig 2-1
Service Specification Relation to the LAN Model

2.2 Overview of the Service

2.2.1 General Description of Services Provided by the Layer. The services provided by the MAC
suhlayer SHOW the local LLC sublsyezr E'.|I1lIit§"tl.') exchange LLC data units with peer LLC sublayer entities,
'D]Jfi|J'flB1 S1-11.’II2|0l't may be provided for resetting the MAC sublajrer entity to a known state.

2.2.2 Model Used for the -Service Specification The model used in this service specification is identi.
cal to that used in 1.2.

2.2.3 Overview of Internetiorls

MA_DATA,request
MA_DATA.iJ1dicat1on

2-2-4 Basie Services and Options. The Da'l.d._DATA.request and MA_DATA,ind1'cat1un aervioe primj-
1-‘iv-35 tieficrihed in this section are considered mandatory.
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2.3 Detailed Service Specification

2.3.1 MA_DATA.:-equest

2.3.1.1 Function. This primitive defines the transfer of data from a local LLC sublayer entity to a sin-
gle peer LLC entity or multiple peer LLC entities in the case of group addresses.

2.3.1.2 Semantics of the Service Primitive. The semantics of the primitive are as follows:

MA_DATA .request (
destination_address,
m_sdu,
service,class
l

The destination_address parameter may specify either an individual or a group MAC entity address. It
must contain sufficient information to create the DA field that is appended to the frame by the local MAC
sublayer entity and any physical information. The m_sdu parameter specifies the MAC service data unit to
be transmitted by the MAC sublayer entity. There is sufficient information associated with m_sdu for the
MAC sublayer entity to determine the length of the data unit. The service_class parameter indicates a
quality of service requested by LLC or higher layer (see 2.3.1.5).

2.3.1.3 Wlien Generated. This primitive is generated by the LLC sublayer entity whenever data shall
be transferred to a peer LLC entity or entities. This can be in response to a request from higher protocol
layers or from data generated internally to the LLC sublayer, such as required by Type 2 service.

2.3.1.4 Effect of Receipt. The receipt of this primitive will cause the MAC entity to append all MAC
specific fields, including DA, SA, and any fields that are unique to the particular media access method, and
pass the properly formed frame to the lower protocol layers for transfer to the peer MAC sublayer entity or
entities.

2.3.1.5 Additional Comments. The CSMA/CD MAC protocol provides a single quality of service
regardless of the service_class requested.

2.3.2 MA_DATA.indication

2.3.2.1 Function. This primitive defines the transfer of data from the MAC sublayer entity to the LLC
sublayer entity or entities in the case of group addresses.

2.3.2.2 Semantics of the Service Primitive. The semantics of the primitive are as follows:

MA_DATA.indication (

destination,address,

source__address,
m_sdu,
reception__status
)

The destination_address parameter may be either an individual or a group address as specified by the
DA field of the incoming frame. The source_address parameter is an individual address as specified by the
SA field of the incoming frame. The m_sdu parameter specifies the MAC service data unit as received by
the local MAC entity. The reception_status parameter is used to pass status information to the peer LLC
sublayer entity.

2.3.2.3 When Generated. The M.A_DATA.indication is passed from the MAC sublayer entity to the
LLC sublayer entity or entities to indicate the arrival of a frame to the local MAC sublayer entity. Such

38
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3. Media Access Con lrul Frame Structure

3.! Overview. This section eiefinee in detail the Frame structure for data curnrn-.intc.1l.iu:1 Ilyatema us-"rI1g
local area network MAC pr-acedures. ll: define! the relative p-usitilma nfthe variuun cnmpnnenta M the MAC
frame. it dllnes the method fur repmsxunling utntinn addresses. It defines a partitiur. of the nddreaa space
Lntu individual (single atatinn) and group I[mull;i-cunt. ur multistetiunl addressee. i-Ind ll1l.¢Hl.|lu|hr administered
and globally administered addressee.

£11.! MAC Frame Format. Figure 3-! Iil1DWIl the eight fields of a frame: the preamble, Start Frame
Dellmil-er ISFD), the addresses nfthe l'rI1mn.-1'5 Buurw and deltlnafifin. fl lflngth field ‘Lu indirlnte the length of
Lhu fculluwhig field ccmtaming the LLC data In he lrnnmaiued, 5 field that contains pmirling if rpquin-_Id_ and
the frame died: sequence field mnmirdng .1. t'}'lZl|l‘ redundancy cheek value to detect error: in received

firemen (If these m'.g|:|t fields, all are of fined state except the LLC data and FAD fields, wI:1jd1 may cIm§a.i::1
any integer number ufo-cteta between the mjrumum and maximum values deter-rm'ned by I‘,l1¢' apetific
implementation ufthe L-'S1h1AfCD Media Amen mu-rhtmmr: See -t.-: for paJ'ti1'.‘.1.lnri:r1plornonInI1una

F C|Cl'El‘i

l'UCTEl

2 53 3 ocfifi l3F§'l|N.hT|L'|l'l3-DUHEIJ-Ll

2 an 5 oc:rET6 5°””cEIQDHE55

i an

1 arms ‘fun-II Izrrl.-1:-L

L» LulmngjI: D Hl'1'fl- |n'1'1'H1H|
FRAME TIUIHEMITFED

l—- — LEFT-‘ID-Hlfflii fr»

Fig 3»!
MAI! Frame Format

The mlmmurn and EIIEIIIDIIUTI frame sue lil'l1l'|'-I in -I.-I refer to that portion of me frame fr-um the dest.L1a—
tmn nddreu field through the frame check Ia-qur-1:ne field. hlriustve.

Relative to Fig 3-1. the nctetsofa frame are ta-mu:m.1tted fmm tupte but1.um.and the hit» ufrach octet are
transmitted Emu] left In right.

3.2 Element: at the MAC Frame

3.5.1 Preamble Field. The preamble Iluld is n 1'-uctut field that is used In: nil-nw the l"J.S oircuiltry to
ranch itu Htn.-udy-n1.at.e iaynnhronizatiun with Lhn re-eL-[wad fi-eme timing (see -1.2.5}.
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3.2.2 Start Frame Delirniter (SFD} Field. The SFD field 1'9 the Sequence 1D1{l1D11. It immediately fol-
lows the preamble pattern. and indicates the start ofa fi'ame.

3.2.3 Address Fields. Each MAC frame shall contain two address fields: the Destination Address field

and the Source Address field, in that order. The D-2Eti_naliiIJI1 Address field shall specify the destination
addresses-(s) for which the frame is intended. The Source Address field shall identify the station from which
the frame was initiated. The representation of each address field shall he as follows (see Fig 3-2):

(1) Each address field shall contain either 16 hits or 48 hits. However, at any given time, the Source and
Destination Address aise shall he the same for all stations on a particular local area network,

The support of 16 or 43 bit address length for Source and Deslzination Address shall be lcit to the
manufacturer as an implementation decision. There is no requirement that manufacturers support
both sizes.

The first bit (LS3) shall be used in the Destination Address field as an address type designation bit
to identify the Destination Address either as an individual or as a group address. in the Source
Address field, the first hit is reserved and set to Cl. If this hit is '3, it shall indicate that the address
field contains an individual address. Lfthis bit is 1.. it shall indicate that the address field eontsins a

group address that identifies none. one or mare, 01' all Of the Etfliififlfl cemented to the Inca] area
network. _
For 43 bit addresses, the second I:-it shallbe used to dist1'ngl.u'Eh between locally or globally adminis-
tered addresses. Fnr globally administered (or U, universal} addresses, the hit is set to CI. If an
address is to be assigned locall3,r_ this bit shall be set to 1. Note that for the broadcast address, this
bit is also a 1.

Each octet of each address field shall be transmitted least significant hit fir:-11..

45 BIT -RDDHE55 FCIFIMAT

no U/L 45 an AJDRESS

16 BIT ADDRESS FORMAT,.___

13:; 1:. an .-unosrss

IJG . D INIIINIIJUJIIL ADDRESS
Iffi 1 GRCIUP ADDRESSU |_ |'_] GLOBlI.|,J.,"r' ADMINIEFERED RDIJRESS

_f1_ I_ LOCALLY ADMINISTERED F-|I|DF€E‘$.‘_i

Fig 5-2
Address Field Format

3.2.3.1 Address Desigllation. AMAC suhlayer address is of one eftwo types:

(1) Individual Acidret-.-.=. The address associated with a par'|:ic1J.lat' Station on the network.

{2} Group Address. A rnultidestinatifln addbefis. aflfiflciated with 0116 I11‘ more stations on a given net-
work. There are two kinds of m ulticast address:

Ila) Muliicast-Group Address. An address associated by highr.-.r—1evel convention with a group of log-
ically related stations.

[bl Broadcast Address. A distinguished, predefined roultiesst address that always denotes the set.
of all stations on a given local area network.

All 1’s in the Destination Address field (for 15 or 43 bit address size LANa) shall be predefined to be the
Broadcast address. This group shall be predefined for Each communication medium to consist of s11 stations
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actively connected to that medium; it shall be used to broadcast to all the active stations on that medium.

All stations shall be able to recognize the Broadcast address. It is not necessary that a station be capable of
generating the Broadcast address.

The address space shall also be partitioned into locally administered and globally administered
addresses. The nature of a bo-dy and the procedures by which it administers these global (U) addresses is

beyond the scope of this standard.'3

3.2.4 Destination Address Field. The Destination Address field specifies the station(s}I for which the
frame is intended. It may be an indii.-idual or multicast (including broadcast) address.

3.2.5 Source Address Field. The Source Address field specifies the station sending the frame. The
Source Address field is not interpreted by the CSMAICD MAC sublaycr.

3.2.6 Length Field. The length field is a 2-octet field whose valuef indicates the number of LLC data
octets in the data field. If the value is less than the minimum required for proper operation of the protocol,
a PAD field {a sequence of octets) will be added at the end of the data field but prior to the F05 field, speci-
fied below. The procedure that determines the size ofthe pad field is specified in 4.2.8. The length field is
transmitted and received with the high order octet first.

3.2.7 Data and PAD Fields. The data field contains a sequence of n octets. Full data transparency is
provided in the sense that any arbitrary sequence of octet values may appear in the data field up to a max-
imum number specified by the implementation of this standard that is used. A minimum frame size is

required for correct CSMAICD protocol operation and is specified by the particular implementation of the
standard. If necessary, the data field is extended by appending extra bits (that is, a pad} in units of octets

after the LLC data field but prior to calculating and appending the FCS. The size ofthe pad, if any, is deter-
mined hy the size of the data field supplied by LLC and the minimum frame size and address size parame-
ters of the particular implementation. The maximum size of the data field is determined by the maximum
frame size and address size parameters of the parti-::l:I.lar implementation.

The length of PAD field required for LLC dat that is n octets long is max (0, rnin_F'ra.meSizo — {B x n + 2
‘:6 addressSize + 43)} bits. The maximum possible size ofthe LLC data field is maxFrameSize -112 x address-
Sizc + 48):‘? octets. See 4.4 for a discussion ofimplernentation parameters; see 4.2.3.3 for a discussion ofthe
minFrameSize.

3-2.8 FI'al!I1e Cheek Sequence Field. A cyclic redundancy check (CRO) is used by the transmit and
receive algorithms to generate a CRC value for the FCS field. The frame check sequence (FCS) field con-
tains a 4-octet (32-bit) cyclic redundancy check (CRO) value, ‘This value is computed as a function of the

eontents of the source address, destination address, length, LLC data and pad (that is, all fields except the
preamble, SFD, and FCS]. The encoding is defined by the following generating polynomial,

G{x):x-ii-2+IH5+xll.'i+123+115+x12_I_x'I1+x_lI|:|+x3+x7+x5+x4i-+x2+x+ 1

Mathematically, the CRC value corresponding to a given frame is defined by the following procedure;

ill The first 32 bits of the frame are complemented.

(2) The n bits of the frame are then considered to be the coetficients of a polynomial M(:u:)ofdcg1-on 11-1.
(The first bit of the Destination Address field corresponds to the sin“ tenn and the last bit of the
data field corresponds to the X‘) term.)

i3} Mix} is multiplied by 132 and divided by Gina), producing a remainder Rixj of degree <31,
(‘ii The co-efficients of Rixl are considered to be a 32-bit sequence.
(5) The bit sequence is complemented and the result is the CBC.

“For information on how to use M.AG addressw, see IEEE Std 302-1990, Overview and an-.hiLauI:ure,'1'o apply for an 01-ggni;g.|_i¢.n_
ally Unique Idrmtifier fiir building .'-1 fi'iAL". address, contact the Registration fluthorjlgrl IEEE. Standards ]Japfl_r1_|11gn[_' 'P_(}_ Hg; 1.3.31,
-145 Hoes Lane, £‘iseaI.awa3.g NJ 03355-1331, USA‘, [903] 5523313,‘ [91 {QUE} 552-1-51"]. _

'3 Pfllllillifl Wil-l‘-1 El length field value greater than those specified in 4.4.2 maybe ignored. discarded, or used in a private manner, 'I'he
use ofauch packetais beyond the scope ufthia standard.
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The 32 hits ofthe URC value are placed in the frame cheek sequence field eo that the 1:31 term is the left
meet bit of the firet. octet, end the 1"‘ term is the right most bit ofthe lest octet, {The bite of the CRC are
thus transmitted in the order 1:31, 130. . . . , X1. 39.} See reference [A18].

3.3 Order of Bit Transmission. Each octet of the_MAC frame. with the exception of the FCS, is
transmitted low-order bit iirst.

3.4 Invalid MAC F1-nine. An imrelid MAC frame ehell be defined as one that meets et least one of the

following conditions:

(1) The frame length is inconsistent with the length field.
[2] It is: not en integral number of octets in length.
(3) The bits of the incoming frame (exelueive of the FCS field itself) do not generate a CEO value -identi-

eel to the one received.

The contents of invalid MAC frames shall not be passed to LLC. The occurrence of invalid MAC freinee.
may be communicated to network management.
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4. Media Access Control

4.1 Funci'.iona.l Model of the Media Access Control Method

4.1.1 Overview. The architectural model described i_n Section 1 is used in this section to provide a func-
tional description of the Local Area Network CSMA.-‘CD MAC suhlapor.

The MAC suhlayer defines a medium—ind epdent facility, built on the medium-dependent physical facil-
ity provided by the Physical Layer, and under the access—layer—i.ndep-andent local area network LLC sub-
layer. It is applicable to a general class of local area broadcast media suitable for use with the media access
discipline known as Can-icr Sense Multiple Access with Collision Detection {CSlv1A.I'CD).

The T.-LC sublayer and the MAC suhlaycr together are intended to have the same function as that
described in the GSI model for the Data Link Layer alone. In a broadcast network, the notion of a data link

between two network entities does not correspond directly to a distinct physical oonnsc-h‘on. Nevertheless,
the partitioning of functions presented in this standard requires two main functions generally associated
with a data link control procedure to he performed in the MAC suhlayer. They are as follows:

(1) Data encapsulation {transmit and receive)

(nl Framing {frame boundary delimitation, frame synchronization]

(bl Add:-essi.r1g(handling -of source and destination addressesl
(c) Error detection [detection of physical mcdium transmission errors)

Media Access Management
{a} Medium allocation (collision avoidance}

(bl Contention resolution (collision handling)

The remainder ofthis section provides a functional model of the CSMAICD MAC method.

4.1.2 CSMMCD Operation. This section provides an overview of frame transmission and reception in
terms of the functional model of the architecture. This overview is descriptive, rather than definitional; the
formal specifications of the operations described here are given in 4.2 and 4.3. Specific implementations for
CSMAICD mechanisms that meet this standard are given in 4.4. Figure -1-1 provides the architectural
model described functionally in the sections that follow.

The Physical Layer Signaling (PLSI component of the Physical Layer provides an interface to the MAC
sublayer for the serial transmission of hits onto the physical media. For completeness, in the operational
description that follows some of these functions are included as descriptive material. The concis specifica-
tion of these functions is given in 4.2 for the MAC functions and in Section '7 for PLS.

Transmit Frame operations are independent from the receive Frame operations. A transmitted frame
addressed to the originating station will he received and passed to the LLC suhlayer at that station. This
characteristic of the MAC suhlayer may be implemented by functionality within the MAC sublayer or full
duplex characteristics of portions of the lower layers.

-1.1.2.1 Normal Operation

4.12.1.1 Transmission Without Contention. ‘When a LLC suhlsyer requests the transmission ofa
frame, the Transmit Data Encapsulation component of the CSMAJUD MAC sulolsyer constructs the frame
from the LLC-supplied data. it appends a preamble and a start of frame delimiter to the beginning of the
ii-sms. Using information passed by the LLC suhlayer, the CSMAICD MAC suhlayer also appends a PAD at
the end of the MAC information field ofsuflicierit length to ensure that the transmitted frame length satis-
fies a rni.ni.mu.rn frame size requirement (sec 4.2.3.3}. It also appends destination and source addresses, a
length count field, a.nd a frame check sequence to provide for error detection. The Frame is then handed to
the 'Transmit Media Access Management component in the MAC sulilayer for transmission.

Transmit Media Access Management then attempts to avoid contention with other traffic on the medium

by rnonitoring the carrier scnss signal provided by the Physical Layer Signaling (PLS) component and
deferring to passing traffic. When the medium is clear, frame transmission is initiated (alter a hrief inter-
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Fig 4-1
MAC Sublayer Partitioning, Relationship to the ISO Open Systems Interconnection

(051) Reference Model

frame delay to provide recovery time for other CSMA/CD MAC sublayers and for the physical ms-dinrnl
The MAC sublayer then provides a serial stream of bits to the PLS interface for transmission.

The PLS performs the task of actually generating the electrical signals on the medium that represent the
bits of the frame. Simultaneously, it monitors the medium and generates the collision detect signal, which,
in the contention-free case under discussion, remains off for the duration of the frame. Afunctional descrip-
tion of the Physical Layer is given in Sections 7 and beyond.

When transmission has completed Without contention, the CSMAIUL) MAC sllblayer so informs the LLC
sublayer using the LLC to MAC interface and awaits the next request for frame transmission.

4.1.2.1.2 Reception Without Contention. At each receiving station, the arrival of a frame is first

detected by the PLS, which responds by synchronizing with the incoming preamble, and by turning on the
carrier sense signal. As the encoded bits arrive from the medium, they are decoded and translated back
into binary data. The PLS passes subsequent bits up to the MAC sublayer, where the leading bits are dis-
carded, up to and including the end of the preamble and Start Frame Delimiter.

Meanwhile, the Receive Media Access Management component of the MAC sublayer, having observed
carrier sense, has been waiting for the incoming bits to be delivered. Receive Media Access Management
collects bits from the PLS as long as the carrier sense signal remains on. When the carrier sense signal is
removed, the frame is truncated to an octet boundary, if necessary, and passed to Receive Data Decapsula—
tion for processing.

Receive Data Decapsulation checks the frames Destination Address field to decide whether the frame
should be received by this station. If so, it passes the Destination Address (DA), the Source Address (SA),

and the LLC data unit (LLCDU} to the LLC sublayer along with an appropriate status code indicating
reception_complete or reception_too_1ong. It also checks for invalid MAC frames by inspecting the frame
check sequence to detect any damage to the frame enroute, and by checking for proper octet-boundary
alignment of the end of the frame. Frames with a valid FCS may also be checked for proper octet boundary
alignment.

4.1.2.2 Access Interference and Recovery. If multiple stations attempt to transmit at the same
time, it is possible for them to interfere with each other’s transmissions, in spite of their attempts to avoid
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this by deferring. When transmissions from two stations overlap, the resulting contention is called a colli-
sion, A given station can experience a collision during the initial part of its transmission (the collision win-
duw} before its transmitted signal has had time to propagate to all stations on the CSMAICD medium.
Once the collision window has passed, a transmitting station is said to have acquired the medium; suhse
quent collisions are avoided since all other (properly functioning) stations can be assumed to have noticed
the signal (by way of carrier sense) and to he deferringto it. The time to acquire the medium is thus based
on the round-trip propagation time of the physical layer whose elements include the PLS, PMA, and physi-
cal medium.

In the event of a collision, the transmitting station's Physical Layer initially notices the interference on
the medium and then turns on the collision detect signal. This is noticed in turn by the Transmit Media
Access Management component of the MAC sublayer, and collision handling begins. First, Transmit Media
Access Management enforces the collision by transmitting a bit sequence called jam. In 4.4 an implementa-
tion that uses this enforcement procedure is provided. This ensures that the duration of the collision is suf-
ficient to be noticed by the other transmitting stationisl involved in the collision. Afier the jam is sent,
‘Ii-ansmit Media Access Management terminates the transmission and schedules another transmission
attempt after a randomly selected time interval. Retransmission is attempted again in the face of repeated
collisions. Since repeated collisions indicate a busy medium. however, Transmit Medial-access Management
attempts to adjust to the medium load by backing of {voluntarily delaying its own retransmissions to
reduce its lead on the medium}. This is accomplished by expanding the interval from which the random
retransmission time is selected on each successive transmit attempt. Eventually, either the transmission
succeeds, or the attempt is abandoned on the assumption that the medium has failed or has become over-
loaded.

At the receiving end, the bits resulting fron1 a collision are received and decoded by the PLS just as are
the hits of a valid frame. Fragmentary frames received during collisions are distinguished from valid trans-
missions by the MAC sublag.-'er’s Receive Media Access Management component.

4.1.3 Relationships to LLC Suhlayer and Physical Layer. The CSMAICD 1‘:-LAC sublavcr provides
services to the LLG sublayer required for the transmission and reception of frames. Access to these services
is specified in 4.3. The CSMNCD MAG sublayer makes a best efl’ort to acquire the medium and transfer a
serial stream of bits to the PLS. Although certain errors are reported to the LLC, error recovery is not pro-
vided by MAG. Error recovery may be provided by the LLC or higher fsubllayers.

4.1.4 GSMAIGD Access Method Functional Capabilities. The following summary of the functionl
capabilities of the GSMAIGD MAG sublayer is intended as a quick reference guide to the capabilities of the
standard, as depicted in Fig 4-2:

(1) For Frame Transmission

Ea} Accepts data from the LLC sublsyer and constructs a frame
Kb} Presents a bit-serial data streatn to the physical layer for transmission on the medium

NOTE: Assumes data passed from the LLC sublas-or are octet multiples.

For Frame Reception
Ca} Receives a bit-serial data stream from the physical layer

{bl Presents to the LLC sublayer frames that are either broadcast frames or directly addressed to
the local station

Cc] Discards or passes to Network Management all frames not addressed to the receiving station
(3) Defers transmission of a bit.-serial stream whenever the physical medium is busy
(4) Appends proper FCS value to outgoing frames and verifies full octet boundary alignment
(5) Checks incoming frames for transmission errors by way of FCS and verifies octet boundary a1ig]1-

ment

(El Delays transmission of frame bit stream for specified interframe gap period
(7) Halts transmission when collision is detected

(8) Schedules retransmission after a collision until a specified 1‘etr:.r limit is reached

(9) Enforcer: collision to ensure propagation throughout network by sending jam message
(10) Ilis-cards received transmissions that are less than a minimum length

(11) Appends preamble, Start Frame Delimiter, DA, SA, length count, and FIGS to all frames, and inserts
pad field for frames whose LLU data length is less than a minimum value
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(12) Removes preamble, Start Frame Delimiter, DA, SA, length count, FCS and pad field (if necessary)
from received frames

LLC SU B LAYE R

ACCESS TO LLC 5UB|..A‘rEFI

TFMNSMIT RECEIVE

DATA ENCAPSULATION EBATA DECAPSULATION1a

TRANSMIT MEDIA RECENE MEDIA
ACCESS MANAGEMENT ACCESS MANAGEMENT

ib345?81D11 2a59l2 It

ACCESS TO PHYSICAL INTERFACE

TFIANSMIT RECEIVE
DATA ENCODING DATA DECODING

PHYSICAL LAYEH SIGNALING

NCYPE: Numbers refer to functions listed in 4.1.4.

Fig 4-2
CSMAICD Media Access Control Functions

4.2 CSMAICD Media Access Control Method (MAC): Precise Specification

4.2.1 Introduction. A precise algorithmic definition is given in this section, providing procedural model
for the CSMA/CD MAC process with a program in the computer language Pascal. See references [A2] and
[A17] for resource material. Note whenever there is any apparent ambiguity concerning the definition of
some aspect of the CSMA/CD MAC method, it is the Pascal procedural specification in 4.2.’? through 4.2.10
which should be consulted for the definitive statement. Sections 4.2.2 through 4.2.6 provide, in prose, a
description of the access mechanism with the formal terminology to be used in the remaining subsections.

4.2.2 Overview of the Procedural Model. The functions of the CSMA/CD MAC method are presented
below, modeled as a program written in the computer language Pascal. This procedural model is intended
as the primary specification of the functions to be provided in any CSMA/CD MAC sublayer implementa-
tion. It is important to distinguish, however, between the model and a real implementation. The model is
optimized for simplicity and clarity of presentation, while any realistic implementation shall place heavier
emphasis on such constraints as efficiency and suitability to a particular implementation technology or
computer architecture. In this context, several important properties of the procedural model shall be con-
sidered.

4.2.2.1 Ground Rules for the Procedural Model

(1) First, it shall be emphasized that the description of the MAC sublayer in a computer language is in
no way intended to imply that procedures shall’ be implemented as a, program executed by a computer.
The implementation may consist of any appropriate technology including hardware, firmware, soft-
ware, or any combination.

Similarly, it shall be emphasized that it is the behavior of any MAC sublayer implementations that
shall match the standard, not their internal structure. The internal details of the procedural model
are useful only to the extent that they help specify that behavior clearly and precisely.
The handling of incoming and outgoing frames is rather stylized in the procedural model, in the
sense that frames are handled as single entities by most of the MAC sublayer and are only serial-
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ized for presentation to the Physical Layer. In reality, many implementations will instead handle
frames serially on a bit, octet or word basis. This approach has not been reflected in the procedural
model, since this only complicates the description of the functions without changing them in any
way

The model consists of algorithms designed to he executed by a number of concurrent processes;
these algorithms collectively implement the CSMNCD procedure. The timing dependencies intro-
duced by the need for concurrent activity are resolved in two ways‘.
-Ea] Processes Versus External Events. It is assumed that the algorithms are executed hrery iast"

relative to external events. in the sense that a process never fails behind in its work and fails to
respond to an external evt in a timely manner. For example, when a frame is to be received,
it is assumed that the Media Access procedure ReceiveFrarne is always called well before the
fi'ame in question has started to arrive.

{bl Processes lfiersus Processes. Among processes, no assumptions are made about relative speeds of
execution. This means that each interaction between two processes shall be structured to work
correctly independent of their respective speeds. Note, however, that the timing of in teractions
among processes is often, in part, an indirect reflection ofthe timing of external events, in
which case appropriate timing aasum ptions may still be made.

It is intended that the concurrency in the model reflect the parallelisrn intrinsic to the task of ‘imple-
menting the LLC and MAC procedures, although the actual parallel structure of the implementations is
likely to vary.

4.2.2.2 Use of Pascal in the Procedural Model. Several observations need to be made regarding
the method with which Pascal is used for the model. Some of these observations are as follows:

(1) Some limitations of the language have been circumvented to simplify the specification:
(:3) The clcments of the program (variables and procedures, for example) are presented in logical

groupings, in top-down order. Certain Pascal ordering restrictions have thus been circum-
vented to improve readability:

(b) The process and cycie constructs of Concurrent Pascal, a Pascal derivative, have been intro-
duced to indicate the sites of autonomous concurrent activity. As used here, a process is simply
a parametcrless procedure that begins execution at “the begimiing of time” rather than being
invoked by a procedure call. A cycle statement represents the main body of a process and is
executed repeatedly forever.
The lack ofvariable array bounds in the language has been circumvented by treating frarnes as
ifthey are always of a single fixed size (which is never actually specified]. The size ofa frame
depends on the size of its data field, hence the value of the “pseudo-constant” frameSize should
he thought of as varying in the long-term, even though it is fixed for any given frame.

id] The use of a variant record to represent a frame (as fields and as bits) fbllmvs the spirit but not
the letter of the Pascal Report, since it allows the underlying representation to be viewed as
two different data types.

The model makes no use of any explicit interprocs synchronization primitives. Instead, all inter-
proccsa interaction is done by way of carefully stylized manipulation of shared variables. For exam-
ple, some variables are set by only one process and inspected by a.o.other-process in such a manner
that the net result is independent of their execution speeds. ‘While such techniques are not generally
suitable for the construction of large concurrent programs, they simplify the model and more nearly
resemble the methods appropriate to the most likely implementation technologies (microcode, hard-
ware state-machines, etc.l

4-2.2.3 Organization of the Procedural Model. The procedural model used here is based on five

cooperating concurrent processes, Three are actually defined in the MAE aublayer. The remaining two pro.
oeseee are provided by the clients of the MAC sublayer (which may include the LLC sublayer} and utilize
the interface operations provided by the MAC sublayer. The live processes are thus:

(1) Frame Transmitter Process
(2) Frame Receiver Process
{3} Bit Transmitter Process

‘ 6I'O 1V6 -
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(4) Bit Receiver Process
(5) Deferonce Process

This organization of the model is illustrated in Fig 4-3 and reflects the fact that the communication of
entire frames is initiated by the client of the MAC sublayer; while the timing of -collision baekoff and of
individual bit transfers is based on interactions between the MAC sublayer and the Physieal—Layer-
dependent hit time.
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Fig 4.3
Relationship Among GSIEIAICD Procedures

Figure 4-3 depicts the static structure of the procedural model, showing how the various processes and
procedures interact by invoking each other. Figures -L--I and 4-5 summarize the dynamic behavior of the
model during transmission and reception, focusing on the steps that shall be performed, rather than the
procedural structure that performs them. The usage of the shared state variables is not depicted in the fig-
ures, but is described in the comments and prose in the following sections.

4.2.2.4 Layer Iltlanageune-nt Extensions to Procedural Model. In order to incorporate network
management functions, this Procedural Model has been expanded beyond that in ISDJTEC 3302-3 1 1990.

Network management functions have been incorporated in two ways. First, -'.1.2.'i"—e1,2_j_-3, 4.3.2, and Fig 4.4
have been modified and expanded to provide management services. Second, Layer Management procedures
have been added as 5.2.4. Note that Pascal variables are shared between Sections 4 and 5. Within the Pee»
oal descriptions provided in Section 4, a “$" in tho lefi; margin indicates a line that has been added to sup-
port management services. These lines are only required if Layer Management is being implemented.
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These oh.1.'u;[cs donut aflieet any aspect o'Ft."to MAC behavior as observed at the LL.C.'~MAC and MAC-FEB
i:nt.E!.‘i-'J.cns nf lS'3:'.lEC'- 530.’?-3 : 199%.

The Pascal pmnsdnrni specification sh:-tll be oonsulhed for die lie-linihve atntenieni when there IS any
apparr,-nl einhigujty uyncnz-ning the definition of some espori efthe CSIILMCD MAC access method

4.2.3 F:-nine Transmission Made}. Frame transmission includes data encnpsmlnllon and Medieéiccess

Ilianagemcnt aspects:

U) 'l"t‘H:nfimil'. Data Encapsulation includes the assembly of the outgoing ‘El'fl.l‘I1|‘3 ll'1'nm the values pro-
vided by the LLB snhlayerl and Frame check sequence generation.

{2} Transmit Media Access Management includes osrrier deference, interfrsmt: snoring, collision detec-
tion and enforcement. and collision bsclloffsiid retransmission.

4.1i.3.I Transmit Data Encapsulation

4.3.3.14 I-‘tame Lwemhly. The field: of the L‘S.Ma'u'OD MAC frame are set to tho '.'l}lll£:fl- provided

by the LL43 eulilaycr an argfimenla to the 'l‘n:n.u.sm*.tFro.me operation {see 4.3} with the exception offlnr: paci-
ding neaxieesry tn enfio-roe the minimum frnmesize and the frmiio diorh sequence that is set In the {EEC
-vn.iu¢- xoiiomted by the MAC sublsyer.

-13.3.1.2 Frame Check Sequence Gene-rnfion. The URC value defined in 3.3 is generated and
inserted in the frame check sequence field. l'DllIw-Ping the fields Supplied by the LI.-C s‘L1lJL:IyL-1'.

4.2.3.2 Trnlisoznit Media Access Management

-'l..“£'..l:'I.2.1 Carrier Deference. Even when it has nothing to trensinit, the GBMJUCD MAG sublayer
morlituril the physical medium for trsfllc by wutcllmfi the CEIl'l'lBIS-EIISE signal provided by the PLS. When-
ever the medium is busy, the CSMAICD MAC eublnyer defers tn the passing Ersme by delaying any pending
transmission of its own. After the last hit of the passing frame {that is, when csrrierfinnee changes From
true to l':Il:+c'I, the CSMNCD MAC atlblsjrer continua‘; to defer for a proper 'LnterFraLmeSpscing (see
4.2.32.2].

ll’. at the and of the interFrsmeS_miu:l'.1g, .-1 frame is waiting to be transmitted. '.rsn:+m.i.ss:.orr. is initiated
independent of tin‘: value -rIfcnn'ierS-cnse. Win-n Lraiismissin-n lass completed {or immediately, il'tl1~ere was
nothing In tronsn-in the  D IVLAC suhlegrer resumes its main ei an-nnilonng oi’ tI3rriL-!‘Sw':nse

When .1 frame is s'.:I.bmitl.eI:l by the 1..l.C'- uublayer for transmission, the l.‘.l’l11'l£i]lI:I.ll7l-.'illI'.}1'I is mifisted as soon
as possible. but in cmifonnsnce with the rules of deference stated above.

.‘J-1‘-"l'E! II III pnhuihle for the PLS carrier sense indication to lhil In he nnnurhad briefly during ll oollisiun on limo media. lithe Defuenso
pfiiuwfl simply limes the i.nt.e1-Frerne gap hsaai Irn thln indie.-uion it is possible for o short 1nter]'f:-um: gap in he gene:-sled, leading to-
H fnzll-r-Ml-llll reception failure of a. subsequent liramu. '.'||u I.-n1'nI.nca.- u_vsI:I-.m robustness the fiolla-wing uplinuul measures. as specified i.o
-|l.'2.H. l.1.|'1'.‘ f'Ilt‘tlI1‘!.I11Bnr1H:l. when 1'.nteI'F':I'amE Spar.J'ng|'l1.rl.] ll other |'.l1.II.B. can)!
ill U n l':II'l1D1Etl.m; a lnnnnmissinn, start. timing the inlemnolml. gape: soon as transmitling and chrrlcrnfimnln nrn both false.
(21 W L'J-I Eiming un inI:rrFram-s gap following mccplhin. rI1I1'.'1. Lltu 'u1turFnimB gap tim.ing1'l"carriEr.5isnIe be-mo:-IN1't.r1.1e duringtlie first
2.92! L1-l"Ll1c lntnrF'rI:u:m: gap Umiog interval During‘ the limit I33 of the interval the timer shall not ii-c rslrllnl. In t'I1lllJ.1'\\'.l 1.'u.ir nonass Lo the
me-:liI.1|'n. on initial pE.'I'l.Dd shorter than 2:13 ofthe interval in Llerminhihlu includizrig zero.

4.2.3.23 Intel-frame Spacing. Au dn-Eiuorl in -12.3.2.1. the rules For deferring to passing frames
ensure a minimum interframs spacing of1nt.erli‘rs.meSpariIlg seconds. This is Lntnruled to provide 'mter-
Ernme recovery time for oflier C£lt‘lNCD eublsyers and for the physics} medium.

Note that i.nh=.-rlfirnmfipacing :5: the minimum value ofthe inbcrfrarne spa-.:ing. lfnocesssry for imple-
mentation reasons, .1 hnnsniitlsng sub-layer mny use 3- l.s:rgE:' value witli El resulting dedzense in its
flimughpui. The larger value is detennineci by the parameters of the implementation. use 4.4.

4.23.2.3 Collision Handling. Once e CSMAJCD sublayer has finished deferring end has Started
t.rsns111ission, it is still possible for it to experience on-rrtention for the medium Collisions can occur until
scqlliflition of the network has been accomplished through the deference of all other atnl."lon.s' CSMAICD
oublnysrs.

Tin-. dynamics of collision handling are largely determined by a single psrsrneter called the slot time.
This tingle parameter describes tin-ee impnrttuil. Impacts of collision handling:

54
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(1) It is an upper bound on the acquisition time of the medium.
(2) It is an upper bound on the length of a frame fragment generated by a collision.
(3) It is the scheduling quantum for retransmission.

To fulfill all three fimctions, the slot time shall be larger the sum of the Physical Layer round-trip
propagation time and the Media Access Layer maximum jam time. The slot time is determined by the
parameters of the implementation, see 4.4.

4.2.3.2.-1 Collision Detection and Enforcement. Collisions are detected by monitoring the colli-
Bionfletect signal provided by the Physical Layer. When a collision is detected during a frame transmis-
sion, the transmission is not terminated immediately. Instead, the transmission continues -until additional
bite specified h_v ja.mSize have been transmitted (counting from the time collisionlletect went on}. This on].
lision enforcement or jam guarantees that the duration of the collision is su.fi‘i.cient to ensure its detection

by all transmitting stations on the network, The content of the jam is unspecified; it may be any fixed or
variable pattern convenient to the Media Access implementation, however, the implementation shall not be
intentionally designed to be the 32-bit URC value corresponding to the (partial) frame transmitted prior to
the jam.

4.2-3.2.5 Collision Baoltoff and Retransmission. When a transmission attempt has terminated
due to a collision, it is retried by the transmitting CSMNCD sublayer until either it is successful or a max-
imum number of attempts {atte:mptLimit) have been made and all have tenninated due to collisions, Note

that all attempts to transmit a given frame are completed before any subsequent outgoing frames are
transmitted. The scheduling of the rctransmissions is determined by a controlled randomization process
milled “tnmcated binary exponential l:Iacl:ofl'." At the end of enforcing a collision (jamming), the GSMNCD
sublayer delays before attempting to retransmit the frame, The delay is an integer multiple of g1otTin1e_
The number of slot times to delay before the nth retransmission attempt is chosen as a uniformly distrib-
uted random integer r in the range:

osr-:21<

where

k = min (n, 10)

If all attemptLitI:Iit attempts fail, this event is reported as an error. Algoritlmis used to generate the inte-
ger r should be designed to minimise the correlation between the numbers generated by any two stations
at any given time.

Note that the values given above define the most aggressive behavior that a station may exhibit in
attempting to retr':1l'1emit after a collision. In the course of implcinenting the retransmission scheduling
procedure. a station may introduce extra delays that will degrade its own. throughput, but in no case may a
Station's retransmission scheduling result in a lower average delay between retransmission attempts than
the procedure defined above.

4.2.3.3 Minimum Frame Size. The CSMNCD Media Access mechanism requires that a minimum
frame length of minl7'rarneSise bits be transmitted, If framefiize is less than minFrs_meSize, then the
CSMNCD MAC suhlayer shall append extra bits in units of octels, after the end of the LLC data field but
prior to calculating‘, and appending, the FCS. The number of extra bits shall he sufficient to ensure that the
fi'alIle, from the DA field through the FCS field inclusive, is at least minFr'arncSizc bits. The content of the
pad is unspecified.

4.2.-I Frame Reception Model. CSIMIEUCD MAC sublaver frame reception includes both data decapsu-
lation and Media Access management aspects:

(1) Receive Data Decapsulation comprises address recognition, frame check sequence validation, and
frame disaesembly to pass the fields of the received frame to the LLC sublayer.

[23 Receive Media Access livlanagement comprises recognition of collision fragments from incoming
frames and truncation of frames to octet boundaries.
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4.2.4.1 Receive Data Decapsulation

4.24.1.1 Address Recognition. The CSMAIGD MAC sublayer is capable of recognizing individual
and group addresses.

(1) Indiciolucl Addresses. The CSMNCD MAC sublaycr recognizes and accepts any frame whose DA
field contains the individual address of the station.

(2) Group Adzfmsscs. The CSMAICD MAC sublayer recognizes and accepts any frame whose DA field
contains the Broadcast address.

The CSIK-lAr'CD MAC sublsyer is capable of activating some number of group addresses as specified by
higher layers. The CSMAICD MAC eublayer recognizes and accepts any frame whose Destination Address
field contains an active group address. An active group address may be deactivated.

4.2.4.13 Frame Check Sequence Validation. FCS validation is essentially idenlzlcal to FCS gen-
eration. If the bits of the incoming frame (exclusive of the FC3 field itself} do not generate a CRO value
identical to the one received, an error has occurred and the frame is identified as invalid.

4.2.4.13 Frame Disassemli-ly. Upon recognition of the Start Frame Delimiter at the end of the pre-
amble sequence, the CSMAICD MAC sublayer accepts the frame. If there are no errors, the frame is disas-
sembled and the fields are passed to the LLC sublayer by way of the output parameters of the
ReceiveFrame operation.

4.2.4.2 Receive l.'l«[ed.ia Access Management

43.4.2.1 Framing. The CSlv1A.I"CD sublayer recognises the boundaries of an incoming frame by
monitoring the carrierfiense signal provided by the P15. There are two possible length cr1'ors that can
occur, that indicate ill-framed data: the frame may be too long, or its length may not be an integer number
of octets.

(1) Moxirnum Frame Size. The receiving CSMAICD sublayer is not required to enforce the frame size
limit, but it is allowed to truncate frames longer than maxF'1'a.J‘neSize octets and report this event as
an (implementation-dependent) crror.

(2) Integer Number of-Octcts in Frame. Since the format of :1 Valid frame specifies an integer number of
octets, only a collision or an error can produce a frame with a length that is not an integer multiple
of 8 bits. Complete frames {that is, not rejected as collision fragments; see -1.2-.-4.2.2}! that do not con-
tain an integer number of octets are truncated to the nearest octet boundary. If frame check

sequence validation detects an error in such a frame, the status code a_lignmentE1-ror is reported,

4.2.-1.2.2 Collision Filtering. The smallest valid frame shall be at least one slotI‘i_me in length.
This determines the mi_u_FrameSize. Any frame containing less than n1inF1‘ameSize bits is presumed to be
a fraginent resulting from a collision. Since occasional collisions are a normal part of the Media Access
management procedure, the discarding of such a fragment is not reported as an error to the LLC sublayer.

4.2.5 Preamble Generation. In a LAN implementation, most of the Physical Layer components are
allowed to provide valid output some number of bit times afler being presented valid input signals. Thus it
is necessary for a preamble to be sent before the start ofdata, to allow the PLS circuitry to reach its steady-
state. Upon request by 'I'rs_usmitLi_ukMgmt to transmit the first bit of a new frame, PhysicalSigna]Encap
shall first transmit the preamble, a bit sequence used for medium stabilization and sy'ncl:Lroniza-
tion, followed by the Start Frame Delimiter. If, while transmitting the preamble, the PLS asserts the colli-
sion detect signal, any r-emaiuing preamble bits shall be sent. The preamble pattern is:

10101010 10101010 10101010 10101010 10101010 10101010 10101010

The bits are transmitted in order, from left to right. The nature of the pattern is such that, for Manches-
ter encoding, it appears as a periodic waveform on the medium that enables bit synchronization. It" should
be noted that the preamble ends with a “O.”

‘ ero 1Ve - H
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4.2.6 Start Frame Sequence. The PLS recognizes the presence of activity on the medium through the

carrier sense signal. This is the first indi-::ni:inn that the frarnc recepfion process should begin. Upon recep-
tion of the sequence 10101131] immediately folluwing a latter part of the preamble pattern, Ph3rsicalSignal-
Decap shall begin passing successive bits to Re-::eiveLin.kMg'rat for passing to the LLC sublsyer.

4.2.? Global Declarations. This section provides detailed formal Epeciificaitiuns for the CSM.6u'CD MAC

suhlayer. It is s specification of generic features and parameters to he used in systems implementing this
media access method. Subsection 4.4 provides values for these sets Irfparameters for ne-commended i_fl1plE—
mcntatiuns ofthis media access mechanism.

4.2.7.1 Common Constants and firpes. The following declarations of constants and types are used
by the Frame tranmssion and reception sections of each CSMNCD Fl-l1l2|laj't: r:

cons:

aI;lIlr0SSSiz:o = ; [16 or 43 bits in mmplianuo with 3.2.3]

lengthfiize = 16; {in bits}
L.L.(JdataSize = ...; ILL-C Data, see 4.2.2.2, (1)[c}]I
padFii£e = ,_,; {in bits; = max [0, minFr-amesize - (2 X addresssize + leugthsizc + L,|_.-Cdatasige +

crcSize)}]_

dat.aS'1ze = ...; {= LLUd.ataSize + padSizel
-::rI.'Si2.e = 32; {32 bit CRC = 4 octets]

framefiize = ...; l: 2 :-<2 add_ressSize + lengthSize + dat.aSize + r:rcS1'.ze. see 422.2(1)]
minF‘ramcSize = : [in bits, implementation-rlcpcnnlltnt. See 4.4}

slotTime = ; {unit rJft.irne for collision handling, implementation-dependent, sec 4.4-]

preamble-Size = ; {in bits, physical—mc«dium—dependent}
sfdSizc = 8; {8 bit start frame delimiter]

headerSize = ...; {s1.Ln.1 of preamhlefiize and sf-r:lSize!
UP‘?

an; = 11.1;

AddressVslue = arrtty [Laddressfize] ofB1'1'.;

Lengthvalue = r.-rray [1..leng‘l;hSiz.e] o_r"Bit;
DataVslue = array |l..dataSise] of Bit;
CRCVulue = array [l..crI:Size] of Bit;
Prear.nbleVaIuo = array [1..prearnb1eSiir'.e] of Eit;

Sfdi-'alue = array Il..sf'dSize] ofBit;
VicwPoint = (fields, bits); {Two ways to view the cuntetuts ofa frame]
HeaderViewPoint = [headerFie1ds_ J1eaderBits];
Frame = record {Format of Media Access frame}

East: View: V1cwF'oir-t of
fields: (

dostinationfield: AEl|.'l.I'ESEVulUG;
soul-oeField: ,Address‘i."alue;

lengthFie1d: Lengthiialue;
I:lataF1'eld: Dataifaluo;

fesField: CRCValueJ;
hits: (cnnbcnts: array [1..frameSi:r.c] of Bit.)

slid; {Framel
Ileader = .rt-‘curd -{Fm-mat of preamble and start frame delimiter!

case headerifiew : I'IeaI:lerVi-ewP-oint. of
headcrF‘icl-tls : I[

preamble : Preambl-eVa_1ue;
afd I SfdV;3.]ueJ;

headt:rB-its : (

headertluntonts :{1F"i|"tI-J-' E1..l1caderSisc] of Bit}
end; {defines header ihr MAC frame]
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4.2.1.2 ‘Transmit State Variables. The following items are specific to frame transmission. (See also
4.4.}

60333

i.nterFrameSpac:ing = ; {minimum time between frames}
interFrameSpaei.ngPart1= ...;{duration of first portion of interFrame timing. In range 0 up to 2'3

int;erFra.meSpav::ing}
interFre.meSpaei.ngPart2= .. .;{duration of remainder of interFrame timing. Equal to

interFrameSpaoing — interF'ran1eSpaeing.'Part1}
atte:I:optLimit = ; {Max number of times to attempt transmission}
be-ckO:|iELim1‘t =... ; {Limit on number of times to back ofil
jamSize = ; {in hits: the value depends. upon medium and collision detect implementation}

our

outgoingFrame.' Frame; {The frame to be transmitted}
outgoingfleader: Header;
currentTransmitBit, 1est'I'rsnsmitBit: 1..fi-amefiize;
[Positions of eI.:I.l'rent and last outgoing bits in outgo-ingFrame}
lastl-Ieaderflit: 1..bea-derflise;
deferring: Boolean; {Implies any pending transmission must wait for the medium to clear}
framewaitcing: Boolean; {Indicates that outgoingFrame is deferring}
attempts: 0..a1:temptLi.mit; {Number oi‘ transmission attempts on outg-:)i.ngFrame}
newfilollision: Boolean; {Indicates that a collision has occurred but has not yet been jammed]
transmitsucceeding: Boolean: {Running indicator ofwhether transmission is succeeding}

4.2.7.3 Receive State Variables. The following items are specific to frame reception. (See also 4.4.)

oar

ineomingFrame: Frame; {The frame being received}
currentfleceiveflitr 1..frs.roeSize; {Position of current bit in i.ncomingF‘ra.me}
receiving: Boolean; {Indicates that a frame receptionis in progress}
ex-cessBits: l}..T; {Count of excess trailing bits beyond octet bouudanrl
reeeivesucceeding: Boolean; [Running indicator of whether reception is succeeding}
validliengthz Boolean; [Indicator of whether received frame has a. length error}
es:-ceedsMaxLengtb: Boolean; {Indicator of whether received frame has a length longer than the

maximum permitted length}

4.2.7.4 Summary -of Interlayer Interfaces

(1) The interface to the LLC sublayer, definedin 4.3.2, is summarized below:

UP?

ti: Transmitfltatua = (trs.n.smitDiaalJled, transm:itUK, excesaive'CollisionError};
{Result of 'I'ransmitFrs.me operation} _

It Receive-Status ={receiveDieab1e::l, reeeive0I{, frameThoLong, frsmeflhecl-rError, leng'thError,
a1ig;mnentEh-ror); [Result of BeceiveFrame operation}

function 'I‘ransmitFrame I:
desti.I1ationPara:rn: Addressvalue;
sotLrecParam: Ad-:lreseVs1ue;
le-ngthPararn: Lengthvalue;
dataPsram: Datavsluelz TransmitStatu$; {'I‘reIIsn1its one frame}

firnefion Recei1reF‘rame(
var destinais'.onParam: A-ddressVa.lue;
cor sour-:ePa1-arn: Addresslfalue;

our lengthPs.ram: Lengthlfalue;
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var dataParam: DataValue}: Rer:eivaSt:1tue; [Receives one frame}

(2) The interface to the Physical Layer, defined in 4.3.3, is summarised below:

am-

c:-1rrierSen::1e:B-Jole:-111; {Indicates incoming hits]
transmitting: Boolean; {Indicates outgoing hits}
was'I‘ransrnitting: Boolean; {Indicates transmission in progress or just completed}
collisio-nDet.ect: Boolean; [Indicates medium contention}

procedure TransmitBit {bitParan'i: Bit}; [Ti-ansmits ene biti
function Receiirefl-it: Bit; [Receives one hit]
procedure Wait (bit'I‘irnt-.s:1'nteger); {Waits for indicated number of bit-times}

4.2.7.5 State Variable Initialization. The procedure Initialize must be run when the MAC euhlayer
begins operation. before any of the processes begin execution. Initialize sets certain crucial shared state
variables to their initial values. (All other global variables are appropriately reinitialized before each use.)
Initialize than waits for the medium to be idle, and starts op-eration of the various processes.

If Layer Management is implemented, the Initialize procedure shall enly he called as the result of the
initializeMA.C action (5.2.2.2.1].

procedure Initialize;
hegin

Itamewaiting .'= false;
deferring := false;
newflollisien := false;

transmitting := false; {In interface to Physical I.a_y-er; see below]
receiving := false;
while carrierfiense {L-J nothing;
lSta.rt execution of all processes}

end; [Initialize]

4.2.8 Frame Translnissi-en. The algorithms in this section define MAG suhlayer frame transmission.
The function Trans:nitFrarne implements the trains transmission operation provided to the LLC auhlayer:

function 'I‘ransrnitFrameI[
desti'nationPararn: Addressvslue;
seurcaPara_m: Addresalfalue;

leng'th.Param: Lengthifalue;
dataParam.' DataValuel: Transmitstatus;

procedure ‘I'raJ1smitDataEnI:ap; lneeted procedure; see bed)’ below]
begin

if tranamitE-nahled than
Eiegin

'I‘ransrnitDataE:1cap;
'I'ransmitFrame := ‘I‘ransn1it.Link_Mgmt

end

else 'I‘ransmitFra.ine :=.tranamitDisabled

end; [Trans:nitF1'a.me}

Iftransmissien is enabled, 'I‘ransmitFrs.rne calls the internal procedure TranamitDataEneap to construct
the frame. Next, '1'ranamitLi.n.kMgmt is called to perform the actual transmission. The Transmitfitatus
returner! indicates the success or failure of the transmission attempt.

'I‘ranamitl'JataEneap builds the frame and places the 32-bit CRO in the frame check sequence field:

jJr'rJL1?r:!1Lr'e 'I‘rm'IEImitDataEncap;
begin

with eutgo'1ngFrame do

Aerohive - Exh
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q_'1'n1;|(‘.nrr:|:rLII,|.!|’a'Ii;lF'a1';|,rnI

'I‘rnmsLu;t[_i:*.lI.2s1,::=_I. attempts In t.r..'-1n.-mm. |'.:'lfl f.-u:rm._ lI1'.rEI'l"i.I'I.fi f_r5t to .1113; pnfinirq; tr;-.:'fir. If 11 culilslo .
m:cu:'ri. I;-um=tu-.r.t-_un:-. L= I-F""‘.-ina'.er: prop-u-rl)' ur.d t‘1".‘..'I1I‘.-.llIl.'*_ib‘.1.3[1 Ia E-«2hEd..l.lF.'il ftI‘.l—:n-Hing: ii .-u:1l:I':1l:-. 13::-:'5-LMT
:n%L-r-.':|.

fr;nrrJnn ’1'r.-1::-1m'.:Lirfi:L{gmt, TI'.lm-u1:'4'iL.'*5!¢'|'.i.'!-I;
fnaqan

Il'.tr3.";}|%.-i :- I}: tmnsmitSuu:ot.v<_-dim: :r~ £'n.'E.Pu-c-',
'.:s'u.-(Tr:IFi.-«in-r~.Cv‘.'::r:t '.= E‘:

dueirrred .- :'::i-.-re; iinitiahzcii
lLI:{"l.h'-E.I)l'rl'-2‘ _= false;

:.-.'.h:':'r-I:1L1u.-r1::pI.= r. 5ttempI.LimiLJ amri l_H.u! truumnmjtfiuceec-dinglda
ha.-gil; llnnpl

r',I"u1.1.vJ11|'r1.s > U than 1331:]: [J-IT,
f'run1nW+|il:iug := ‘true;
lnLA-|.1u|JInitIuErrnr := false;
:1.-kilo‘ -:1.¢I'».-.']'i|:1g cl: [1, era? 1.0 D:'u=:5|:Lg t"l':a.|:u¢*, |T':I.uy?
brgu:

:Ir:Ill'un.J.t,
<1:-:'I:-r.'::-'.‘. .: ‘cL'r_2:

un r1‘:

f‘rnnu-Wu:-:i:1g := {EL-e_'.
.‘$=.nr‘.Tr::m-Init:

:."3::Ju Iran.-(m‘.‘J;:'_ng @ W'u'.,a:;!*.3“r:rC+'*.T'E=,.|-s.1In1:'.-;
I.:" ln1:,4'uJ'.13iru:E:r=:r! 2.5:-_r. ..a.?nI.’3u'.]1.-:iII:(34:-urit :- hn1:.~('.‘!:r"._'!J.E1c11|L‘-n.J..I.|l 4- 1.

atlz.-n1]1t:| . = ::It1er;p'.3+1
.|'.’lE£.l", [IIIIJM
:TLrnu1s1nilt-ilzccm.-ding then 'I‘r:m+m1it.T..inL‘.1*rl|;1I1l :' l.‘I'HIIsl:nil-OK
mist '1‘:-m|smiLL1nkMgmt 1:. mt-:*r:.=-'rIi-urni.‘-InUn°=iun.Errm';
LunyusrM|zn1t'|‘r:tn3mitCnunh:-r'::; llI[.Il.Il.IlL‘- 1.I'nhmnI||: Imd transmit error l'fJ|J|1l-l.*J'!l- in T-.'P..-I RI
vrtra’; I"l'run:uni1.Lin.kMgrntJ

‘ ero 1Ve - H
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Each time a frame transmission attempt is initiated, StartTransmit is called to alert the ]3it'I‘ran_s.mitt.c1-
process that bit transmission should begin:

procedure St:1rt'I‘i-ansmit;
begin

ourrentTra.nsmitBit := 1;
lastTransmitBit := frameSize;
tra.nsmitSuecBeding := true;
transmitting := true;
lastHeaderBit := headerfiise

end,’ [StartTransmitl

Once frame transmission has been initiated, TransmitLinkMgmt monitors the medium For contention by
repeatedly calling Wal.chForCollision:

pmcedare WatclJ.ForCollision;
begin

iftransmif-Succeeding and cnllisinnflctcct then.
begin

ifcun-ent'I‘ra.nsrnitl3it :-2 I[minFrarneSise — head erSize) then.
lateCollisionError := true;

newfioliision := true;
transmitSu-eceeding := false

end

end; [WatI:hForCollisionl

WatchE‘orCollisi-::n, upon detecting a collision, updates newflellision to ensure proper jamming by the
IElit'I'ra.I1smitter process. The current transmit hit number is checked to see if this is a late collision. If the
eollision occurs later than a collision window of 512 bit times into the packet, it is considered as evidence of
a late collision. The point at which the collision is received is determined by the network media propaga-
tion time and the delay time through a station and, as such. is implementation-dependent (see 4.1.2.2}. An
implementation may optionally elect to end retransmission attempts after a late collision is detected.

After transmission of the jam has been completed, if 'I‘1'a11smit1.in.lr.Mg'n1t determines that another
attempt should be made, Backflff is called to schedule the next attempt to retransmit the frame.

our rnaxflacl-tC|ff: 2..1lL}24; [Working variable of Backflfil
procedure Backlilfi";
begin

if attempts = 1 then maxBackClfl' := 2
else if attempts S bacl1CIfELimit
than 1ns.xBackOff .'= maxBacltOfl'>< 2;
Waittslotfriine >< Rndorntlli, maxlflackflflll

end; {l3ackC!ifl

fiincnlon l'1'.andom{low, high: integer}: integer;
begin.

Random := ...[uniformly distributed random integer r such that low 5 1' -1 high}
and; {Random}

Baclcfllf performs the truncated binary exponential backoff computation and then -waits for the selected
multiple of the slot time,

The Deference process runs asynchronously to continuously compute the proper value for the variable
deferring.

process Dcforence;
begin.

cyclelmain loop]

‘ 6I'O 1V6 -
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whit: not carnerSa:1.n.a do nothing; Iwnmh fa: mrrhar to appmu-I
deFerri.r.g ru true: [delay scar: of:-cw trnnunmrsiunsi
wa.a"I'rana.:n1'tting ;= trannmifling,
whde currierflertse at trnnamirfinn than

waaTra.usnJ1'tt1'ng ‘.= was‘I1'nmtmit.tin5r or transmitting;
ifwafifranumitting do '

begin
Sm:-ti-hea1'I'-in:-eDe1tUf'. It1'.Jm- nut. firnI'. part inhrrfmme gap}
whit: Raml1‘ime[)etay(int¢rE‘rame3pac:ngE‘a:t1}da: nothing;

and
the

begin
S‘tart.R.eal‘1'im-bfleiay:
repeat.

rs-kite carriarseame do S1.|1rtl-I|:n|]T'imeDe1a.3e'
emu’! rm: Iiea]1“imn=_1)ela31intI:rI—‘ram£pac1ngPan]‘i

end;
SI.n11R1e£J'I‘ir!‘.-¢De3n3': itime out mutant! ]:uu'1.:|n£arfi-azna 33]:-I
while Re.a]'I'1meDtla3iin:erFrnmoSpncingParL2) do n|J':‘hjng.
defErr1'ng:kfaJ.Ie; {allawncw tramnmiuiurntn 3
while fl-amaWai+_ir.g do nnuajng-, lallow waihng transmission 1fI.I1J'*

mnf {main loop}
P.'J'Il'.f,'. Illeferenncl

pmoedunr StartHIaa1Ti maDaLa;I.e
begin.

Ifeflet the renltime timer and start it ti.n:|in.[:|
end: [Stay-tH.eal'l‘1meDelay}

fimrfi-an Re::l'[‘i:I:neDel.ay iul-&c'.rta.l.1: Bonlaln:
begin

ErE'J.I.rI:I. the vllue Lrun 'Lf'|:.'ne fipllfifltd number ofmicrvcnescnnds have
nut elapsed. Eiuoe the mad. recent Lnm¢:nt"Lnr. al'Sta.rtl7te2l’I".LtneI}'eln}'.
otherwise return the value false}

end: [He-al'I‘l.r11eDela5'I'

'T'|:w Elit.‘I\'n.11.a1'nitte1.- protein runs a.a'_',rnch.ronuu.I11:.', Lrnnsmitting hits at a rate dutsrrnmud by the Phynical
LIj'H"l.'I: Trnnlmitflit operation:

process Bifh-ansmittcti
beain

C.‘-H315’ {outer loord
if transmitting then

begin. Ianner lnbpl
Phyairalfiiglmlflntfip; {3E:I'1I:I prt-nmhlu and start. of Emma delimiter]
while Irnnamitting do
begin

'I‘:'nJ'um1itBita{uutgoin,gI"ra.nJ.nI:ununt’I':'nna:miiBit]}: Iaend nan bit to P113.-aim] 1.332;}
If um-vColJ.i.lin-n then &ar‘:Jn.1-I: flu Neitflit

ind;

ind‘; Iinmr loop}
run’; {outer loop}

End: {Bit’]"rnnam.it‘ba:r]

proeedum Pb,ynica]Si3mIJ.Ent'.ap;
hqgzn

uakflc u:urraI1t‘I\'u.nnmitBit 5 lastfleaxim-Hit do

begin
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Transmitflitfieutga-ingHeader[eurrentTransn1itBit}J; {transmit header one bit at a time]
current‘I‘ransm1'tBit := currenf'I‘ransmitBit + 1;

end

if newfloilisinn than StartJam else
c1.:Irre11if'[‘ra.namitBit := 1

end; {Ph:p'sica1Sig'nalEncap}

procedure Nextflitg
begin

currenflkansmitflit := eurre;'1t’I5'a.nan:I1'tBit + 1;

transmitting := {cur1'ent'I‘ransm1'tBit S last'I‘ransmitEiti
end; {NextBit}

procedure Starhlam;
begin.

eu1'1'ent'I‘1-anamitflit := 1;

las.t'I‘ranam1'tEit := jamSize;
]'1B'WCCl].ij3iDl'l := false

end; {Sturwam}

Bifltransmitter, upon detecting a new collision, immediately enforces it by calling start.]s1:I1 to initiate
the trensniiaainn ef the jam. The jam she-uld cc-ntain a sufiicient number of bits of arbitrary data so that it
is assured that both communicating stations detect the collision. -(St.a1'tJam uses the first set of bits of the
frame up to jamsize, merely to simplify this program.)

4.2.9 Frame Reception. The alg-iirithma in this section define CSMAJGD Media Access aublayer frame
reception.

The procedure Recei-:cFrame imp-lemenlza the frame reception up-ersti-an provided to the LLC suhlayer:

function Recei'IreFrs.me(
var deal:i_nal:iun.FaraJ:a: Add.reasVa1ue;
var sour-::ePe.1'sm: Addressvslue;

var lengthPe.1'am: Le11gthVal1.1e;
var dataPa1'am'. Datavsluei: Receivcfitatua;

function Raaceiveflataflecapz Receivefitatue; {nested fun-ctic-n.; aee body below}
begin

t‘_1"reeeiveEnah1ed then.
“P993

ReceiveLi.nkMgmt;
ReceiveF:rsme := Receivellstsflecap;

until recei'.reSuccerediJ1g
Else

ReceiveFran1e '.= receiveflisablezi

; {Rece'1I.reF‘1'ameI

If enabled, ReceiveFra.n1e calls ReI:eiveLinkMgn1t to receive the next 1-a.lJ'd flame, and then calls the
internal procedure Eeceiveflataflecap tc return the f:aIne’a fields to the LLC aubla}-er if the fi'aJ:ne's
addreac indicates that it shcul-ti do an. The returned Reccivefitatus indicates the presence or absence of
detected transmission errors in the frame.

fimctic-1.‘. Receiveflataflecapz ReceiveStatu.a,'
var‘ statue‘. Reccivcfitatlla; Ehc-Ids receive status irlfurmatiltrni

begin
with inccmi.ngF'rs.me do
begin

View := fields;
receivegucceeding := Recugnizenddrese {incumingFrame. r.1e5tinationFieldl;

it

13
1
it

63
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1:-‘MG!-LI‘ KM!-:L 1::-.:~:1

M-‘.-iT.’Il'.l'21-'. 51:: run: .4 _I_iLa;-1 I-:'.‘}-_t:~r:'_ '_rI-1'.-*-J_.-'t_.‘~"!'.‘ M.7".'."‘.1.|‘I‘| '|'.I',E'A5. Am-’-L :41-"|".l.':_1y.h'_¢_;

rlI:rr1-r.‘'iucts:=e{i:n_g :: Lfl}'l'f.\'1fl'TfllR£‘Ft1fl'fliIlL"dd11.‘;-55 ndesh_n_au'm:LF'..:|d.
:{ ru-cu-irefiucceeding rher.
bcgtn id:.~.=-.1s._-'-e.'.".:bIa=_- I1-simt-t

dt-a'.i.r1at;nn.Farar: _= de-s;1:nuhnnFu-.(:_
I:'!.i'I.iTt'EPFIi'El := sutirct-l*'i:-Ill,

!l‘hn1hP:~rram .= length§*'ir+id,
d5|LnParam ;: Rsmnu-Pati |.|r1ru:lh!-‘It-Id. :I:|l.n[-‘ieLd]_

t-rue--.dsMax[:ength := ..; Icht-t‘.|-E tn Iiatssrnltne if receive frame :iL'.'.n.- exam-.11.: the maximum
p¢sr:T1il.l.I-.11 frunu: Mun {n1a:LFramc.':5i1c:J|

rft-xnendaMaxI.engtl1 (hex: HT.i.II.|.JH- :" i'rrlIIn-'HuILung;
Iflr-NH

:'f'fl:slFI'nIIJ = CHC32 lintnmin;[Fr:::11I*J' Hu-:1
.‘n'.I;rr.r:

rfvalldlaangth than slams. '- 1':-rs-1w-UH
1-Jar status '= 1r:11gI'.h.Errur

l'.'.'ld
r!-Pr

f|F'g:_i1
:'ft+:I'.‘r.¢5Bi3.s = '3 I'}'.t'n :iI::furi — fr.tI:1c£Thr1:kf'jrror

o-i'.r:= 5tstu.+:- -= aJ'Jgn.mne-nil-in-m-_
end;

I.nya-r l'hl:p,'mtReceiveCuun:uratsLnLua 1,
{update receive and r~::c.1EiI-'t- vrrur rulml-.-.re+ in 5.2.4.3}

vluw :2 bits

.-In.-E [uliunnnemble framel

mt-:1’ [wii.|1 iuI:om:'_ngF‘rameJ
!lt~t'I-iv:-lfl.-1t::l'J-1=r:1p := atatu:-c,

run‘; {Rn-¢::=n-uT)amDcI:ap}

,r:um'aun R:-rnr,r.i:e.-tdd-ress -_addn=a-'.' ihldri-s:z\‘n]m-1. He-t;nlea:_._'
«H-grr:

H:-ct.Iy.:l|1zP:\t'Id:EEa '= IR.-1*.-'.u_*.-.2. {I149 |'u.* L"n- 2:-val‘. (If f_Ih'_5"-._-.—;vr:.al_ l':r:Iadrn:e:_ .|;'-.d :‘.*~.uIt;rm.t.gruup
3'dI1rE.'-'!:-(‘.5 mrnwspondlng Ln this station!

c-ml.-I RtH.1:|:11izI:.*.drirI:-.'5-5]

fu I"I-I‘.'J'mn H.i'1],'I0'h'QIP3d\'

mr |uug1‘.hI'nram:.L:e11gthVn1ua
um‘ ~:|11tnPm-arnzflatavaiue 1: Dutuvulux-;

he-lrfrirx

|m|ldI.engtl1 := {Check to III.:LI.'T‘I'I'|iI'Il'I 'Il'v:1lu1-. represented by IeI1p;'L.|‘:l'm'n|n II|.'tL.v.'.I1(-:I. rt-cnivcd
LLCdataE-izt.-]:

If\I'I1]'IdL|-n3_‘1;h .1.-‘ten.

l{un:bvcPad '.= {tnmcat-'1 1.hI: dnInT'Hrm'n twhru prcsmtl tn rnluir r:1:rIw'1Iu=<i hy lt-.ng1.hPB.l‘Sl].1
II in fl~'.1<'1:a'¥ and I'l:'1.1.1'l‘II lh:- rwmltr

Man.-

He nlm-2-Pad := d_a.La.F"n.ram
emf; ‘.Rcn1un-Pad?

l-C-ts-uc-|-L-r~I_|nk;"n-Ig111L attempts repeato:~d!_v.- Lu rI~;t-aw mu: lnL- nfa r'ramc.d‘L-'.m:d1ng .u-3 |'.-.u:nu-:1|:- fmm cu’.-
hnlnna by -mmpn.1'ing them to the minimum ‘In:-In! Ir.1m-1 Mine:

prntwlfurv H:-.ciJ:\'r=.LJJ1k.1‘rLr-;mr,
L'I:'fi'iII

I"-.'pr.'aI‘
Htulilluutnivc:

It-Jrift! I1'.ot'.iI.|'ing' do nothing; lwnlt l'IIr {'I':IInL- |.:J linit-uh nr1-ivingl
m:¢_'mIs|1H..-a := framcfiizc mod 1-}.
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frame-Size := frameSize — excessBits; {truncate to octet boundary}

receiveSucceeding :- (frame-Size 2 minFrameSizel; [reject collision fragments}
until receiveSucceeding

end; lReceiveLinkMgmt]

procedure StartReceive;
begin

currentReceive-Bit := 1;

receiving :: true
end; [StartReceive}

The BitReceiver process runs asynchronously, receiving bits from the medium at the rate determined by
the Physical Layer's ReceiveBit operation:

process Bitfteceiver;
var b: Bit;

begin

cycle {outer loop}
while receiving do

begin [inner loop}
ifcurre:ntReceiveBit = 1 then

PhysicalSignalDecap; {Strip oil" the preamble and start frame delimiter}

b := Rec-eiveBit; [Get next bit from physical Media Access}
if carrierSense then

beginlappend bit to frame}

incomingFran1eIcurrentReceiveBitJ := b;
currentRecciveBit := currentReceiveBit + 1

end; lappend bit to frame]

receiving := carrierSense
end [inner loop}
frameSize := currentReceiveBit — 1

end louter loop}
end; [BitReceiverl

procedure PhysicalSignalDecap;
begin

[Receive one bit at a time from physical medium until a valid sfd is detected, discard bits, and
return}

ma’; [PhysicalSignalDeca]J}

4.2.10 Common Procedures. The function CRC32 is used by both the transmit and receive algorithms
to generate a 32 bit CRC value:

function CRC32 (f: Frame}: CRCValue;

begin
CRC32 := [The 32-bit CRC }

end; {CRC32l

Purely to enhance readability, the following procedure is also defined:

procedure nothing; begin end;

The idle state of a process {that is, while waiting for some event) is cast as repeated calls on this
procedure.

‘ 6I'O 1V6 - X
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4.3 Interfaces toffrom Adjacent layers

4.3.1 Dverview. The purpose of this section is to provide precise definitions of the interfaces between the
architectural layers defined in men 1 in compliance with the Media Access Service Specification given in
Section 2, In addition, the services required fmro the physical medium are defined.

The notation used here is the Pascal language, in keeping with the procedural nature ofthe precise MAC
sublayer specification {see 4.2}. Each interface is described as a set of procedures or shared variables, or
both, that collectively provide the only valid interactions between layers. The accompanying text describes
the meaning of each procedure or variable and points out any implicit interactions among them.

Note that the description of the interfaces in Pascal is s notational technique, and in no way implies that
they can or should be implemented in software. This point is discussed more fullyin 4.2, that provides com-
plete Pascal declarations for the data types used in the remainder of this section. Note also that the “syn-

chronous” {one frame at a time] nature of the frame transmission and reception operations is a property of
the architectural interface between the LLC and MAC sublayers, and need not be reflected in the imple-
mentation interfaoe between a station and its sublayer.

4.3.2 Services Provided by the MAC Sublnyer. The services provided to the LLU sublayer by the
MAC sublayer are transmission and reception of LLC frames. The interface through which the LLC sub-
isyer uses the facilities of the MAC sublayer therefore consists of a pair of functions.

Ftmctions:
Tranen1itFra.me
Receive'i*‘rs.me

Each of these functions has the components of a LLC Erame as its parameters (input or output), and
returns a status code as its result. Note that the service__class defined iJ:1 2.3.1 is ignored by CSMNCD
MAC.

The LLC suhlaycr transmits a Frame by invoking 'I'ransmitFrarne:

fimction Transmi.tFrsme i
dcstinatiouParam: Addresslfaiue;
sourcePm-um: Addresslfalue;

1eng'thParat'I'I.: Lengthvalue;
dataParam: DataVa1uel: ’I‘1-enemitfitatus;

The Ti'a.nsmitFrsn1e operation is synchronous. Its duration is the entire attempt to transmit the 1‘-‘1-emu;
when the operation completes, transmission has either succeeded or failed, as indicated by the resulting
status code:

type Tnansmitfitatus = itransrnitDK, excessiircflollisiouliirrorl;
"1: type Transmitfltatus = itraiismitflisabled, transmitC|K, exccssiveCollisionError};

The transmitflisahlecl status code indicates that the transmitter is not enabled. Successful transm'issio'n

is indicated by the status code transn:Iii:t0K; the code exoess:iveGol1isionError indicates that the transmis-
sion attempt was aborted duo tothe excessive collisions, because ofheavy traffic or a network failure.

The L-LC B|.1biElj"E1' accepts incoming frames by invoking Eeceivelirame:

_fim.ctI1on ReceiveF'ran1e (
uor destinationParam: A-ddressvalue;
unr sourccPeram: AddressValue;
var length Param: Lengthvaluc;
Iror dataPaIam: DataVa]ue): Rcoeivefitatus;

The Re|:eiveFrame operation is synchronous. The operation does not complete until a frame hag been
received. The fields of the Home are delivered via the output parameters with a status node:

type Eeceivefltatus = [receiveDK, lengthError, fi'ameCheckError, alignmentfii-far};

tid

‘ 6I'O 1V6 - X
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$ :_-urpr Receive Status = ireceiveflissbled. re:-naive OK. fra.meTuoLong. framcfillwck Fa.-mr. length Error.
eijg':1:ue:il'i!1rrorl1

‘The reoeiim-Disehiea:l sterile indicates that the rB1:1-.'l\'E-."'ifi not enahietl. Successful re-rep-Lion is indicated by
the status code I-eoeit-eDK_ The frame'il:IoLong error i.udi.|:.s1.es that a frame was received whose frs.1.n|=_-Size
was beyond the maximum allowable frame size. The code" fra.o1eCheoh.Error indicates that the frame
received was damaged by a transmission error. The lengtlilirror indicates the leo§'l.h.l7e.'rnm value was
i_11i;;on|$i5l.u|:q'I‘. with the firamefiize of the received frame. The code alignmentError indicates that the frame
received was damaged. and that in addition. it!!! loogth was not an integer number of ms-tets.

4.3.3. Services Required from the Physical Layer. The interface th.I'o-ugh which the GSMAJCIJ MAC

auhlayer uses the facilities of the Physical Layer consists ofa function. a pair ofprmoedures and three Bool-
esn vnri ab lea.

Fiinciion; Procedures: 'risr:ab!ea.':
Haceiveflit "l‘r:|nan'u'tl-:lil'. collisloztfletect

‘Wait csrrie rsense

trsnsioittlng

During transmission. the contents of an outgoing frame are passed from the MAC soblsyer to the Physi-
cs] Layer by we)? of repeated use of the T.'l'u1'.|'lE-l2l1l'li B11 operation:

procedim: Transmitliit (bit.Ps1'sm'. Bit};

En.n:h imocslzion of Transmitflit passes one new hit of the Outgoing frame to [lie Physical Layer. The
'I‘ramImitBii. operation is synchronous. The Ilurution of the operation is the entire tr.=lrLoTL1i.Eeion of the hit.
The operation completes. when the Physical lmyer is ready to accept the next hit and it transfers control to
the MAC auhlayer.

The overall event of data being transmitted is signaled to the Physical Layer by I.I.'a5.r of the variable
tI.‘o.u.srI:|.ii:I‘."lI;u;c:

var transmitting Boolean:

Before sending the first bit o-fa frame, the M513 mhlaycr sens I:a*eJ1so1ii:t.iIig to two. to inlorm the Physi-
cal Modis Access that a stream of bits will be ptuasonied via l.l'l(‘: TransmitBiI- operation. Mlter the last bit of
the frame has been presented, the MAC subloym‘ sets transmitting to false to indicate Lhe end nfthe frame.

The I}I"2"!&!1l.‘.'& ofs collision in the physical medium is signaled to the MAC subla_ver by the variable colli-
sionD'c'bocl.:

oar uullisioniletect: Boolean;

The collisionfletect signal remains true during the duration ofthe collision.

ND’I"E.- Either an entire collision may occur during praamhlt pwnnrntirvi. I:I1-r MAC sublaysr shall handle dun possibility by oiooitoriug
¢'oll.L|lioh.l.Juito.-_t ooocunently with its lxrsosoiissloo ofoulgzolua bun. Hoe -1.2 ill: details.

The colliaianfletect signal is generated only during transmission and is never true at any other time: in
particular. it cannot be used siormg frame reception to detect collisions between overlnprilng trausmlmiona
from two or more adiar stations.

During reception, the contents ofan incoming immc are reh'ie\-‘ed from the Physical Layer by the MAC
suhlsyor Vin repeated use ofthe Reoeiveflit opermionz

foltction Receiveflit: Bit:

Each invocation of Receivefl-it retrieves one new hit of the incoming ‘Frame from the Physical Layer. Tho
Hcooiveliit operation is synchronous. Its durs Lion is the entire reception of a single hit. l.l]Jon receiving a
bit, the MJ'll.‘- sub-la,yer shall immediately reqilenl. the next bit until all bits of the Franic have lznecn received.
(See 4.? For details.)
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‘Th;-. overall event of data heiitg rec-.=.i1"ea:i i-1 Elfiflillfld :0 the MAC auhiayer by the \".'Irl.l1l'.'ll.1' CL|.!'."lEi'5El'1:i£:Z

oar I'nrrterS-en:se; Boolean,‘

Wlmn the Physical Layer sets earnerSenm.— to 1.r1:e, Lhe MAC suhlayer aéhail l1'T'.1IIIIt'!'d1l'lI-Pl)’ begin reuieving
the inenrning bits. by the Reeeiirefl-il. operation. When ee:rrie:i'Sense subsequently hnwln-re false. the MAC
eublnyer niln begin pmeaaing the received bite :1:-c i'l -.>I::-nipieted frame. Note that the lrileffnjee transitions of
c;n,rrJorSensL- are nnt defined to he preeira:-:13.’ synnhrumized with the beginning and end oI'1.he1"rarr1e, but may

precouiu the heghming and leg the end, reapivntively. Ii an invocation of ReoI.='i\reIl~i!— lIF pL-riding when earri-
urfieuue ‘net-unies False, Receive-Bit returno nu Iiniiefineti value, which should be dist-anled l'I_ir the MAC auh~
Inyw. (Her: -1.2 I'm‘ details.)

'l"h-2: MAL‘ aublayer shall also monitor the value al':'.arrierSense to defer its own l.T:I.tL:iInI|5.'£iflnfl when the
1'I'IEv'.llL|l.'|'I is l'J!.Ifi_‘.'.

The [’hy:=ucn| Layer also pron-‘ides-3 the procedure Weill;

pm:-i'rJ'ure Wail: th1't’I‘i.n1es: i.nteger.|,'

Tide ]J!ul:.udu.|'¢: -.va.it,a [-31- the =53;-ecafii-d number of hit times. Thii aiirrws the hint? Huhlaig.-er to measure
iinie iniervnin in u.n."LaI. [.!fE3_l'Ia‘:,f]311}3ic;*.l-:EI3d31ll11~dI'!]'}CflIiECUill! time.

Aiiunliur important property cfthe Phynicnl l-eyer, whith is: an impiicit. part oi lhe mlmrfiaoe prrsentefi t-3
Li-_.u_-; I\.1,A,-|'_'; nuitluyer, 1'5 the 1-cu:-id—t,1-ip pi-opi=_g.njnn time of the pJ1_I_.*aica] medimn lip v.-nine repreeeiite the
maximum 'l.jm1_- required for a signal to ]:l‘I'J]_}a=|[-:{Il-1-‘ from one end of the network in the ullmr, and for o calli-

siun in propagate back. The round-trip prop-a;_ralinn time is primarily (but not entirely! :1 function of the
ph_n-Licnl eizn ofthe network. The 1'ouJ'id—trip }1-:'IJj'.n1gnT.inrI time Of the Physical Lo_1rer is delinfid ill 4.4 for a
eelr.'eI.iun 01' |Jiij.reica| media.

-I.-1 Specific Dnplementationa

-1.4.] Compatibility Overview. To provide total 1:-rniipatihility at all leveie ofthe arnniimd, it in required
that each l.u.'Ll.§.'nr'nL cam pnnent implementitlg l'.l.u_- CSN[A."(_lD |1‘l_tlLC‘- sublayer pmwduw m.l_llt-_-l'r:£ rlg'ld.l_f in

these npeciflcfiliiutiai. The information: prm.-id:-d in -1 4.2.1 helaw _:1ro1"ides design piirume-.tu:r+; for a apeeifie
imple:zw,+,-ntatisin of this eeceae method. 'i'iirin‘.in:-.9 from these ‘.='El.lLl.:|;'13 result in a system imiaiementation
that vioiuue.-5. the atenciazti
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4.4.2 Allowable Implementations

4.4.2.1 Parameterized Values. The following table identifies the parameter values that shall be
used in the 10 Mb/s implementation ofa CSMA/CD MAC procedure. The primary assumptions are that the
physical medium is a baseband coaxial cable with properties given in the Physical Layer sectionis) of this
standard.

Parameters Values

s1ot'I‘ime 512 bit times

interF‘rameGap 9.6 as

attemptLirnit 16

backoffliimit 10

jamsize 32 bits

maxFrame-Size 1518 octets

rninFrameSize 512 bits (64 octets}

addressSize 48 bits

WARNING: Any deviation from the above plans specified for a 10 Mb/s system may affect proper
operation of the LAN.

See also DTE Deference Delay in 12.9.2.

4.4.2.2 Parameter-ized Values. The following parameter values shall be used for IBASES implemen-
Cations:

Parameters Eggs

slot'I‘ime 512 bit times

interF‘rameGap 96 us

attemptLimit 16

bacl-;off'Limit 10

jamSize 32 bits

maXFrameSize 1518 octets

minF'rameSize 512 bits (64 octets)

addressSize 48 bits

See also DTE Deference Delay in 12.9.2.

WARNING: Any deviation from the above specified values may affect proper operation of the network.

Aerohive - H
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5. Layer Management

5.1 Introduction. This section provides the Layer Management specification for networks based on the
CSMAICD access method. It defines facilities comprised of a set of statistics and actions needed to provide
Layer Management services. The information in this chapter should be used in conjunction with the
Procedural Model defined in 4.2.7—4.2. 10. The Procedural Model provides a formal description of the
relationship between the CSMA/CD Layer Entities and the Layer Management facilities.

This Layer Management specification has been developed in accordance with the OSI management
architecture as specified in the ISO Management Framework document, ISO/IEC 7498-4:1989 [20]. It is
independent of any particular management application or management protocol.

The management facilities defined in this standard may be accessed both locally and remotely. Thus, the
Layer Management specification provides facilities that can be accessed from within a station or can be
accessed remotely by means of a peer management protocol operating between application entities.

In CSMA/CD no peer management facilities are necessary for initiating or terminating normal protocol
operations or for handling abnormal protocol conditions. The monitoring of these activities is done by the
carrier sense and collision detection mechanisms. Since these activities are necessary for normal operation
of the protocol, they are not considered to be a function of Layer Management and are therefore not dis-
cussed in this section.

At this time, this standard does not include management facilities that address the unique features of
repeaters or of l0BROAD36 broadband MAUS.

5.1.1 Systems Management Overview. Within the ISO Open Systems Interconnection (OSI) architec-
ture, the need to handle the special problems of initializing, terminating, and monitoring on-going activi-
ties and assisting in their harmonious operations, as well as handling abnormal conditions, is recognized.
These needs are collectively addressed by the systems management component of the OSI architecture.

The systems management component may conceptually be subdivided into a System Management Appli-
cation Entity (SMAE) and Layer Management Entities {LMEs). In addition, a Management Protocol is
required for the exchange of information between systems on a network. This Layer Management standard
is independent of any particular Management Protocol.

The SMAE is concerned with the management of resources and their status across all layers of the OSI
architecture. The System Management Application facilities have been grouped into five entities: Configu-
ration, Fault, Performance, Security, and Accounting.

Configuration and Name Management is concerned with the initialization, normal operation, and close-
down of communication facilities. It is also concerned with the naming of these resources and their interre-
lationship as part of a communication system. Fault Management is concerned with detection, isolation,
and correction of abnormal operations. Performance Management is concerned with evaluating the behav-
ior and the effectiveness of the communication activities. Security Management is concerned with monitor-

ing the integrity and controlling access to the communication facilities. Accounting Management is
concerned with enabling charges to be established and cost to be assigned and providing information on
tariffs for the use of communication resources. I

This Layer Management standard, in conjunction with the Layer Management standards of other layers,
provides the means for the SMAE to perform its various functions. Layer Management collects information
needed by the SMAE from the MAC and Physical Layers. It also provides a means for the SMAE to exer-
cise control over those layers. This Layer Management standard is independent of any specific SMAE.

The SMAE has a conceptual interface to an LME concerned with the actual monitoring and control of a
specific layer. The LME interfaces directly only with the SMAE, to whom it provides Layer Management
facilities.

Strictly, only those management activities that imply actual exchanges of information between peer enti-
ties are pertinent to OSI architecture. Therefore, only the protocols needed to conduct such exchanges are
candidates for standardization. As a practical matter, however, the specification of the Layer Management
facilities provided across the conceptual Layer Management Interface (LMI) between the LME and SMAE
is required. Standardization of these facilities will make practical the use of higher layer protocols for the
control and maintenance of LANs.

‘ CFO 1V6 - *
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Thl-.'t- are two mt.e'.'t'aceE that relate lhv |r'F|.".J:|I'| n:an:q:+-mt-nt E."1.ti'l'.i€5 The.r.£- arr as ."u|.uu.-p,

.1‘. The cunct-ptual Lag.-cf Management interface laotween the E1’!-'L~'i_EI and LME.

U2} The |'|U|"W|di layer service i:1':J:'rf.1-.:: for PEI?!-IU-[J-BLT cnmmunicafion.

'|"hc rL‘|IItinnHhi[I between the various l'l]:‘l.tI+li{i.'IIl[H'I| Irntiuee and the layer entiheu IlI“IE‘flI'|.'i1II|.{ bu the [SD
Mudnl in I-ahnwn in Fig 5-1.

Synrom Mam ament
.|-r.JtI|-cnfiun rrnity

I_-'JgI;:! Lin: (‘#5111

Media Awash Cunlml
Cshtflurttn

Relationship Between the ‘Furious Mnnagent Entities
and Lay-er Entities According‘ tn the 130 Open Systems Interconnection

If}Bl'1 Reference Model

'i'|'u'! -::nn-:1.-ptual LMI between the SMAE and H10 LME will he described in thin! .1Ln,||[Iar|I I_:_'. terms nfthe

Layer Mumlgmnent. facilities provided. It is purtn-u|nr|_v Lmpnrtant that these l'm:iJ1't.1':=.n. he I,Iufl||(gd because
thr-y may be indirectly requested an he-lmH' of an rcmutc SMAE The use of this specitirminn h_~.- ¢;-ther man-
agn-rnem l‘l'Il'I:iII1l1I5lIIF 15 not precluded.

5.1.3 Layer Hnnagemenl Model. "[119 luynr Management Eaczilétia p.-m"idrd by the US !'I1A.-‘CD LLQC

Iiflli P1-'I1I'3‘.cIIl 3.11}-rI:r LMF.:=-. using the eu.".I:upt';ai LMI. enable the ET.'JAE to rnuni|M.'.lute n1.1na_r;n=-r.':ent
<'.'OIJI:I1‘.IPr5 ind LI‘J1‘.iB1I: actifinfi ‘III-'iIh.i!': the id}'l‘.'-'!'I- 'I'|:I.- L.-‘HI pru|-'idt:F- a n1I;':a.I:|.'5 to mumtor and cunt rol the fatal-
ilifirc uf thr l.,M,E:5

The (I-'SMNCl‘J l'h1P..C.-‘Ph_v31cal LB_\'{'I' LMEs. in order to support the shave t'ac.i1iLie.u_ offer 9 an of .11-__r,11g1;1_¢g
fl.l'It'i nctionn that runautute the ecnceptunl Lli-1].'T'l1-is client -nfthc LME fi.e., the SMAI-.‘.} is thus able Lu. read
I11-M-t*.'lt.nt1fIt|L‘.H -:md to execute actions.

It in-I hf,’ I'Iif.'L'.Ll'i.Ti'I]fl these aetiuiis that the BMAE can cause certain desix-cal elf:-lets an the MAC ur Phygjgaj
layer fllntltlmi. Thf: preciae asemantics of t.|u- r-ulntinnahip between the CSMA4-‘(ID Luyu.-r J1‘.n|.i|.1¢_-:4 and the
Lime:-r' Munug:-.I||c'nl facilities are defined in 4.2.’? -L2. ID and in 5.2,-1.
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5.2 Management Facilities

5.2.1 Introduction. This section of the standard defines the Layer Management facilities for the IEEE
802.3 CSMA/CD MAC and Physical Layers. The intent of this standard is to furnish a management specifi-
cation that can be used by the wide variety of different devices that may be attached to a network specified
by ISO/IEC S802-3. Thus, a comprehensive list of management facilities is provided.

The improper use of some of the facilities described in this section may cause serious disruption of the
network. It should be noted that access to these facilities can only be obtained by means of the SMAE. To
avoid duplication by each LME, and in accordance with ISO management architecture. any necessary secu-
rity provisions should be provided by the SMAE. This can be in the form ofspecific SMAE security features
or in the form of security features provided by the peer-to-peer communication facilities used by the SMAE

The statistics and actions are categorized into the three classifications defined as follows:

Mandatory—Shall be implemented.
Recon11nended—Should be implemented if possible.
0ptional—May be implemented.

All counters defined in this specification are wraparound counters. Wraparound counters are those that
automatically go from their maximum value (or final value) to zero and continue to operate. These
unsigned counters do not provide for any explicit means to return them to their minimum fzerol, i.e., reset.
Because of their nature, wraparound counters should be read frequently enough to avoid loss of informa-
tion.

5.2.2 MAC Sublayer Management Facilities. This section ofthe standard defines the Layer Manage-
ment facilities specific to the MAC sublayer.

5.2.2.1 MAC Statistics. The statistics defined in this section are implemented by means of counters.
In the following definitions, the term “Read only” specifies that the object cannot be written to by the cli-

ent of the LME.

Frame fragments are not included in any of the statistics in this section unless otherwise stated.
The Layer Management Model in 5.2.4 and the Pascal Procedural Model in 4.2.7—4.2.lD defines the

semantics of these statistics in terms of the behavior of the MAC sublayer.

52.2.1.1 MAC Transmit Statistics Descriptions

Number of framesTransmitted0K: Mandatory, Read only, 32 bit counter.
This contains a co unt of frames that are successfully transmitted. This counter is incremented when
the TransmitStatus is reported as transmitOK. The update occurs in the LayerMgmtTransmit-
Counters procedure (52.4.2).
Number of singleCollisionFrames: Mandatory, Read only, 32 hit counter.
This contains a count of frames that are involved in a single collision and are subsequently trans-
mitted successfully. This counter is incremented when the result of a transmissioii is reported as
transmitOK and the attempt value is 2. The update occurs in the LayerMgmtTrans1nitCounters
procedure (52.4.2). .
Number of multipleCollisionFi-ames: Mandatory, Read only, 32 hit counter.
This contains a count of frames that are involved in more than one collision and are subsequently
transmitted successfully. This counter is incremented when the Transmitstatus is reported as
transmitOK and the value of the attempts variable is greater than 2 and less than or equal to
attemptLimit. The update occurs in the LayerMgmtTra.nsmitCounters procedure (52.4.2).
Number of co1lisionFrames: Recommended, Read only, Array [1..attemptLimit — 1] of 32 hit
counters.

This array provides a histogram of collision activity. The indices of this array
(1 to attemptLimit — 1) denote the number of collisions experienced in transmitting a frame. Each
element of this array contains a counter that denotes the number of frames that have experienced a
specific number of collisions. When the TransmitStatus is reported as transmitOK and the value of
the attempts variable equals 11, then collisionFramesln~l] counter is incremented. The elements of
this array are incremented in the LayerMgmtTransmitCounters procedure (52.4.2).
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