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pplicants: Fallon et a1. ‘ Examiner: Suryawanshi, Suresh

erialNo.: 09/776,267 ' I Group Art Unit: 2115

iled: February 2, 2001 I V Docket: 8011-15

or: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

ommissioner for Patents

1.0. Box 1450
lexandria, VA 22313-1450

AMENDMENT

This is a response to the Office Action mailed on June 6, 2005. Please amend the

laims as follows:

CERTl'FlCATE OF MAILlNG 37 C.F.R. §l.8§a[

I hereby certin that this correspondence is being deposited with the United States Postal Service as
first class mail, postpaid in an envelope, addressed. to the Commissioner for Patents, PO. Box 1450,
Alexandria, VA 223134450, on the date indicated below.

Date: j,
Frank V. DeRosa
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Attorney Docket No.: 011-15  

I THE UNITED STATES PATENT AND TRADEMARK OFFICE 

APPLICANT(S): Fallon et al. ' Examiner: s. Suryawanshi

SERIAL NO.: 09/776,267 Group Art Unit: 2115

FILED: i February 2, 2001 Dated: December 6, 2005

FOR: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS.

Mail Stop Amendment
Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313—1450

AMENDMENT TRANSMI‘I'I'AL FORM
Sir:

Transmitted herewith is an amendment in the above-identified application.

[] Small entity status of this application under 37 C.F.R. §§1.9 and 1.27 has been
established by a verified statement previously submitted.

[] A verified statement to establish small entity under 37 C.F.R. §§1.9 and 1.27 is
enclosed.

 
  

[X] No additional fee is required.

Claims Remaining Highest No. Rate
After Amendment Previously (Small

Paid For Enti

TOTAL CLAIMS

INDEPENDENT
CLAIMS

Presentation of

Multiple Dep.
Claim

 
" If the entry in Col. 1 is less than entry in Col. 2, write “0“ in Col. 3.

** If the "Highest No. Previously Paid for" IN THIS SPACE is leSS than 20, enter “20".
**' If the "Highest No. Previously Paid For" IN THIS SPACE is less than 3, enter "3".

The Highest No. Previously Paid For" (Total or indep.) is the highest number found in the
appropriate box in Col. 1 of a 'prior amendment or the number of claims originally filed.

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1’.8(a)

I hereby certify that this correspondence is being deposited with theSUnited States Postal Service as first class mail.
postpaid in an envelope, addressed to the: Commissionerfor Patents. PO. Box 1450. Alexandria. VA 22313-1450 on December 62005. i ‘ T NW.

1 Frank V.‘DeR_osa
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[] Please charge Deposit Account No. 50—0679 in the amount of $__. Two (2) copies
of this sheet are enclosed.

[] The amount of § is authorized to be charged to a Credit Card. Form
PTO-2038 is enclosed. .

[X] Please‘charge any deficiency as well as any other fee(s) which may become due
under 37 C.F.R. §§1.16 and/or 1.17 at any time during the pendency of this
application, or credit any overpayment of such fee(s) to Deposit Account No. 539;
0679. Also, in the event any extensions of time for responding are required for the
pending application(s), please treat this paper as a petition to extend the time as
required and charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES OF
THIS SHEET ARE ENCLOSED.

 

Respectfully submitted,

F. CHAU & ASSOCIATES, LLC

130 Woodbury Road ‘ Z
Woodbury, NY 11797 _

(516) 692—8888 Frank V. DeRosa “T's-r
Reg No. 43,584

Attorney for Applicant(s)
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1. (Previously Presented) A method for providing accelerated loading of an

perating system, comprising the steps of:

maintaining a list of boot data used for booting a computer system;

initializing a central processing unit of the computer system;

preloading the boot data into a cache memory prior to completion of initialization

f the central processing unit of the computer system, wherein preloading the boot data

2. (Original) The method of claim 1, wherein the boot data comprises program

code associated with one of an operating system of the computer system, an application

program, and a combination thereof.

3. (Canceled)

4. (Previously Presented) The method of claim 1, wherein the method steps are

performed by a data storage controller connected to the boot device.

Realtime‘2023 , .
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5. (Original) The method of claim I, further comprising the step of updating the

st of boot data during the boot process.

6. (original) The method of claim 5, wherein the step of updating comprises

dding to the list any boot data requested by the computer system not previously stored in

he list.

7. (Original) The method of claim 5, wherein the step of updating comprises

emoving from the list any boot data previously stored in the list and not requested by the

omputer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program.

instructions that are tangibly embodied on a program storage device and readable by a

machine to execute the method steps.

10. (Canceled)

11. (Canceled)

12. (Canceled)
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13. (Previously Presented) A boot device controller for providing accelerated

oading of an operating system of a host system, the boot device controller comprising:

a digital signalprocessor (DSP) or' controller comprising a data compression

‘ ngine (DCE) for compressing boot data stored to a boot device and for decompressing

ompressed boot data retrieved from the boot device;

a programmable volatile logic device, wherein the programmable volatile logic

evice is programmed by the DSP or controller prior to completion of initialization of a

entral processing unit of the host system, to (i) instantiate a first interface for operatively

'nterfacing the boot device controller to the boot device and to (ii) instantiate a second

interface for operatively interfacing the boot device controller to the host system;

a cache memory device; and

a non—volatile memory device, for storing logic code associated with the DSP or

controller, the first interface and the second interface, wherein the logic code comprises

instructions executable by the DSP or controller for maintaining a list of boot data used

for booting the host system, for preloading the compressed boot data into the cache

memory device upon prior to completion .of initialization of the central processing unit of

the host system, and for decompressing the preloaded compressed boot data to service

requests for boot data from the host system after completion of initialization of the central

processing unit of the host system.

14. (Canceled)

i. Realtime 2023'
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 15. (Previously Presented) The boot device controller of claim 13, wherein the

ogic code in the non-volatile memory device further comprises program instructions

xecutable by the DSP or controller for maintaining a list of application data associated

ith an application program; preloading the application data upon launching the

pplication program, and servicing requests for the application data from the host system

sing the preloaded application data.

16. (Canceled)

17. (Previously Presented) The method of claim 1, further comprising:

maintaining a list of application data associated with an. application program;

preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading

the application data comprises accessing compressed application data from a boot device;

and

servicing requests for application data from‘the computer system using the

preloaded application data after completion of initialization of the central processing unit

of the computer system, wherein servicing requests comprises accessing compressed

application data from the cache and decompressing the compressed application data.
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REMARKS

I Claims 1, 2, 4-7, 9, 10, 12, 13, 15 and 17 are pending and stand rejected. By the

bove amendment, claims 10 and 12 have been canceled without prejudice.

econsideration of the claim rejections is requested based on the following remarks.

Claims 1, 2, 4-7, 9, 10, 12, 13, 15 and 17 stand rejected as being unpatentable

ver US. Patent No. 6,073,232 to Eigefir in view of US. Patent No. 6,434,695 to

sfahani et al. The rejection ofclaims 10 and 12 is rendered moot by cancellation of3

  
 
 

 
uch claims.

At the very least, it is respectfully submitted that claims 1 and 13 are patentable '

d non-obvious over the combination of Kroeker and Esfahani. For instance, with

espect to claim 1, the combination of Kroeker and Esfahani does n_ot disclose or suggest

reloading the boot data into a cache memory prior to completion of initialization ofg

central processing unit of the computer system, wherein preloading the boot data

comprises accessing compressed boot datafi’om a boot device, as essentially recited in

claim 1.

From the Response to Arguments (page 1 1) section of the Office Action, it

appears that Examiner agrees with Applicants previous arguments that Esfahani does not
disclose preloading the boot data into a cache memory prior to completion of

initialization of central processing unit 01 the computer system. However, the

Examiner contends (p. 11, 11 16) that Kroeker “clearly discloses preloading the boot data

into a cache memory prior to completion of initialization of a central process unit ...”

Applicants respectfully disagree with Examiner’s characterization of Kroeker in this

6
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egard.

Although Kroeker generallydiscloses that the disk drive completes its booting

mrocess before the host computer system is ready.for program transfer, “ this does not

pecifically teach or suggest preloading boot data into a cache memory prior to

'omletion o initialization 0 ‘a central )rocessin unito the com uter system. Indeed,

xaminer should be aware that CPU initialization is one aspect of host computer

nitialization. Clearly, the Examiner has not specifically explained or demonstrated that

rocker. discloses preloading boot data before initialization of the host system CPU and,

onsequently, the rejections are seemingly based on. surmise and conjecture. For at least V

his reason, the Office Action fails to present a primafacie case of obviousness against

‘laim 1.

Moreover, with respect to claim 13, the combination of Kroeker and Esfahani

does not teach or suggest, e.g., a programmable volatile logic device, wherein the

rogrammable volatile logic device is programmed by the DSP or controller prior to

 com letion o initialization 0 a central rocessin unit 0 the hosts stem, much less the

DSP or controller preloading the'compressed boot data into the cache memory device

prior to completion of initialization ofthe central Q.rocessing unit ot'the host system, and

decompressing the preloaded compressed boot data to service requestsfor boot data

unit 0 theletion 0 initialization o the central .7rocessirt    from the host system a ter com

host system, as essentially recited in claim 13.

At the very least, the same arguments as set foith above for claim 1 apply to claim

1 in that the Examiner has not shown with legal sufficiency to establish a primafacie case

'Realtime 2023-
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f obviousness that the cited combination of references discloses preloading the

mpressed boot data into a cache memory device prior to completion of initialization of

ocessin unit of the hosts stem, as recited in claim 13.

Therefore, claims 1 and 13 are patentable and non-obvious over. the combination

f Kroeker and Esfahani. Moreover, the remaining dependent claims are patentable over

he cited combination at least by virtue of their dependence from respective base claims 1

r 13.

Early and ~favorable consideration by the Examiner is respectfully urged. Should
he Examiner belieVe that a telephone or personal, interview'may facilitate resolution of

any remaining matters, it is requested that the Examiner contact Applicants’ undersigned

Respectfully sub] ' ted,

; , ,5, ,1:
Frank V. DeRosa

Reg. No. 43,584

Attorney for Applicant(s)

attorney.

 

F. Chau & Associates, LLC

130 Woodbury Road

Woodbury, New York 11797

- TEL: (516) 692-8888

FAX: (516) 692—8889
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PTO/SB/22 (12-04)

Approved for use through 07/31/2006. OMB 0651-0031
U.S. Patent and Trademark Office: U.S. DEPARMENT OF COMMERCE

Under . -. ' ork Reduction Act of 1995. no persons are required to respond to a collection of information unless it displays a valid OMB‘ control number.
PETITN/FOR EXTENSION OF TIME UNDER 37 CFR 1.136(a) 0005“?! Number (Optionaii

FY 2005 4 801 l -15

Fees pursuant to the Consolidated Appro - riations Act, 2005 HR. 4818 .

Application Number 09/776,267 I Filed February 2,} 2001

i For Systems and Methods for Accelerated Loading of Operating Systems...

mm_Examiner JameleaH-on .
This is a request under the provisions of 37 CFR 1.136(a) to extend the period for filing a reply in the above identified
application,

 

 
 

 
 

 
 
 

‘ The requested extension and fee are as follows (check time period desired and enter the appropriate fee below):
5% Small Entity Fee

One month (37 CFR 1.17(a)(1)) $120 $60 3;  
  Two months (37 CFR 1.17(a)(2)) $450 $225 
 

 

$510 Three months (37 CFR 1.17(a)(3))

   
 

$1020

D Four months (37 CFR 1.17(a)(4)) $1590 $795 $ 

$1080
 

  
  
  
  

  
  
  

  

$2160 Five months (37 CFR 1.17(a)(5))

Applicant claims small entity status. See 37 CFR 1.27. 
A check in the amount of the fee is enclosed.

Payment by credit card. Form PTO-2038 is attached.

The Director has already been authorized to charge fees in this application to a Deposit Account.

The Director is hereby authorized to charge any fees which may be required, or credit any overpayment, to
Deposit Account Number I have enclosed a duplicate copy of this sheet.
WARNING: Information on this form may become public. Credit card information should not be included on this form.
Provide credit card information and authorization on PTO-2038.

’DDEDH
 

lam the D applicant/inventor.

E] assignee of record of the entire interest. See 37 CFR 3.71.
v Statement under 37 CFR 3.73(b) is enclosed (Form PTO/SB/96).

attorney or agent of record. Registration Number 43584
 

[:l attorney or agent under 37 CFR 1.34.Registration number if acting under 37 CFR 1.34

m 1 December 6 2005
Signature M Date

516—692-8888

Typed or printed name Telephone Number

 

 

  
 

Frank V. DeRosa   

 

   NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required, Submit multiple forms if more than one
i signature is required. see below.

E] Total of ‘ forms are submitted. _ _ . V
This collection of information is required by 37 CFR 1.136(a). The information is required to obtain or retain a benefit by the public which is to tile (and by the
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 6 minutes to
complete. including gathering. preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden. should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office. US. Department of Commerce, PO Box 1450. Alexandria. VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1460, Alexandria, VA 22313-1450.

Ifyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.

12(08/2005 svunnirt 'ooooooss 09775257
01FC:2253 . ' 510.00'np' .
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PATENT APPLICATlON FEE DETERMINATION RECORD
Suhsfime for Fen-n PTO-875 ’
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 CLAIMS AS AMENDED — PART N 
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TOTAL

OR ADD'l FEE
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E AMEND r pm FOR FEEE Total
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/v at, 0
(Cum 2) (Column 3)

HIGHEST
NUMBER PRESEN‘K

B PREVIOUSLY EXTRAPAID FOR

“WWII”07 cm I. new) ’
I

m» mam
fml' PRESENTATION Of MULTIPLE DEPENDENT CLAIM (31 CFR 1.16“);

   

 
RAYE ADDI-

TIONAL  

 

2  
 

n |
AMENDMENT8C\

8

2

O2)
.4
go

.1
FRI1‘ m m

   
0 TAL

OR AOD‘L FEE

 0 RAVE ADDI-
l-Z- TIONA
g FEE
0 0R Q-
5 pa-OR2

< msr masemmon OF mums 0599mm cum m cm um» 0R

 
 

' n m ontry in comm ‘ is less than the entry in column 2, write '0' in autumn 3.
" N the ‘Hiohes! Number Pleviousiy Paid Fov' IN THIS SPACE is less than 20. only '20‘.

u the ’Higses! Number Pfeviously Paid For‘ IN THIS S’ACE is less Ihan 3. ante! '3'.
The" ‘hesl Number Provious Paid For Toialal lndcpendenl is Ihe nines! number found in the an o 'e box in column L

This calleclion o! Normalion is remix by 37 CFR 1.16. Tho informau'on is required Io oblain 01 main a bonefil by the public Mid: Es to Me (and by Ina
USPTO lo was) an appucmion. Confidentiafily is governed by 35 U.$.C. 122 and 37 CFR 1.1a. Tris couection is estimated lo take 12 minutos ‘o mplete.
incmding gathering. wepadng. and mung [he completed application town lo the USPTO. Tuna will vary depending upon the mdividua! mse. Any comments
on Ibo amount chime you reunite Io complete lhls [arm and/o: suggestions 10: veducing IN: bmden. Should be sent to lho Chin! Intonation Oflicol. U.S. Palm!
and baseman Office. US. Denaflmonl 01 Comm. 9.0. Box 1450. Nexandxia. VA 2231}N$0. DO NOT SEND FEES OR COMPLETED FORMS TO ‘l’HlSADDRESS. SEND TO: Commissioner lav PaleMs, P.O. So: 1450. Alexandria, VA 22313-1641.

 

llyou need asslsianco in completing ma Ion". call 1-800~PTO-9199 and salsa oolion Z
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450 ‘ _
Alexandria, Virginia 22313-1450
ww.uspw.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/776,267 02/02/2001 James .1. Fallon 8011-15 9730

F. CHAU & ASSOCIATES, LLC SURYAWANSH1,SURESH
130 WOODBURY ROAD

WOODBURY, NY 11797 '
2115.

DATE MAILED: 05/06/2005

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO—90C (Rev. 10/03)
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‘I ' Application No. Applicant(s)

09/776,267 - FALLON ET AL.

Office Action Summary Examine, Art Unit

Suresh K. Suryawanshi 2115 -
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.
It the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
if NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Ofi‘ice later than three months alter the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

HE Responsive to communication(s) filed on 02 May 2005.

23):] This action is FINAL. 2b)IZ This action is non-final.

3)Ei Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 CD. 11, 453 O.G. 213.

Disposition of Claims '

4)IZ Claim(s) 1 2 4-7 9 10 12 13 15 and 17 is/are pending in the application.

4a) Of the above Claim(s)_ is/are withdrawn from consideration.

5)|:| Claim(s)_ is/are allowed.

6)E Claim(s) 1 2 4-79 10 12- 13 15 and 17 is/are rejected.

7)|j Claim(s) is/are objected to.

8)|:] Claim(s) are subject to restriction and/or election requirement.

Application Papers ,

9)D The specification is objected to by the Examiner.

10)IZ| The drawing(s) filed on 02 February 2001 is/are: a)E] accepted or b)|Z| objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

11)i:l The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)|:| Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)i:l All b)i:I Some * c)[:] None of:

1.i:| Certified copies of the priority documents have been received.

2.l:l Certified copies of the priority documents have been received in Application No._

3E] Copies of the certified copies of the priority doCuments have been received in this National Stage
application from the international Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) IX Notice of References Cited (PTO-892) - 4) [3 Interview Summary (PTO-413)
2) El Notice of Draflsperson's Patent Drawing Review (PTO-948) Paper N°(S)/Ma" Date- _- -
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DETAILED ACTION

1. Claims 1-2, 4-7, 9-10, 12-13, 15 and 17 are presented for examination.

Drawings

2.- This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182. ’

Claim Rejections - 35 USC § 103

1. The following is a quotation of 35 USC. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in

section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would haVe been obvious at the time the invention was made to a person

having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 1—2, 4—7, 9—10, 12—13, 15 and 17 are rejected under 35 USC. 103(a) as being

unpatentable over Kroeker et al (US Patent no 6,073,2321) in View of Esfahani et a] (US Patent

no 6,434,695 B1‘).

1 Prior art cited by the examiner in the prior office action.
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3. As per claim 1, Kroeker et a1 teach

maintaining a list of boot data used for booting a computer system [col. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power-on/reset];

I initializing a central processing unit of the computer system [col 2, lines 30-35; inherent

to the system during power-up process];

preloading the boot data into a cache memory prior to completion of initialization of the

central processing unit of the computer system [col. 1, lines 58—64; col. 2, lines 36-41; col. 3,

lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the prefetch

table prior'to completion of initialization of the central processor unit as shown in Fig. 3 that the

method enters an idle state to await a command from the host computer since the CPU of the"

host computer is not ready]; and

servicing requests for boot data from the computer system using the preloaded boot data

after completion of initialization of the central processing unit of the computer system [col. 2,

lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host computer as

soon as the host computer requests the data upon completion of initialization of the CPU].
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Kroeker et a1 do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et a1 clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompressed and executed[col. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs from a hard disk drive to a host computer. Moreover, the shortening

load time method of Kroeker et a1 by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid fiequent

accessing the storage device(s).

4. As per claim 2, Kroeker et a1 teach that the boot data comprises program code associated

. with one of an operating system of the computer system, an application program, and a

combination thereof [col. 5, lines 41-51; requesting data records are part of a computer program

such as DOS or Windows].

5. As per claim 4, Kroeker et a1 teach that the method steps are performed by a data storage

controller connected to the boot device [fig 1; controller].
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6. As per claim 5, Kroeker et a1 teach the step of updating the list of boot data during the

boot process [col 8, lines 63-65; the prefetch table is updated].

7. As per claim 6, Kroeker et a1 teach the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [col. 8, lines 63-68,

the prefetch table is updated].

8. As per claim 7, Kroeker et a1 teach that the step ofupdating comprises removing from the

list any boot data previously stored in the list and not requested by the computer system [001. 8 ;

lines 63-65; updating the prefetch table].

9. As per claims 9 and 12, Kroeker et al teach that the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a machine

to execute the method steps [co]. 9, lines 27-30; computer program].

10. As per claim 10, Kroeker et a1 teach

maintaining a list of application data associated with an application program [co]. 11',

lines 30-34, a prefetch table containing disk storage location and length of the data records

requested by the application program];
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preloading the application data upon launching the application program [col. 11, lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data from a computer system using the preloaded

application data [col 1], lines 51-57; communicating the prestored data records of the

application from the data cache to the host computer].

Kroeker et a1 do not disclose about accessing compressed data and decompressing the

compressed data. However, Esfahani et a1 clearly disclose about loading a compressed data into

a RAM cache and then the compressed data is decompressed and executed [col 2, lines 5-13, 63,

67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of ordinary

skill in the art at the time the invention was made to combine the cited references as both are

directed to minimize a computer’s initial program load time or shortening the load time of the

computer programs from a hard disk drive to a host computer. Moreover, the shortening load

time method of Kroeker et a1 by loading the program codes into theRAM cache according to the

prefetch table will definitely be benefited with the method of reading compressed data into the

RAM cache and then decompressing and eXecuting as needed. This way, one may not only have

needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).
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11. As per claim 13, Kroeker et a1 teach

a digital signal processor (DSP) [fig 1; host computer];

a programmable volatile logic device [fig 1, RAM cache], wherein the programmable

volatile logic device is prograrnrned by the DSP or controller prior to completion of initialization

of a central processing unit of the host system [co]. 1, lines 58-64; col. 2, lines 36-41; col. 3, lines

30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the prefetch table

prior to completion of initialization of the central processor unit as shown in Fig. 3 that the

method enters an idle state to await a command from the host computer since the CPU of the _'

host computer is not ready] to (i) instantiate a first interface for operativer interfacing the boot

device controller to a boot device [fig 1; controller] and to (ii) instantiate a second interface for

operatively interfacing the boot device controller to the host system [inherent to the system as a

bus interface is used to interface the controller with host computer];

a cache memory device [Fig. 1; MM cache]; and

a non-volatile memory device, for storing logic code associated with the DSP, the first

interface and the second interface, wherein the logic code comprises instructions executable by i

the DSP for maintaining a list of boot data used for booting the host system [fig 1; col. 4, lines

10-28; instructions are embodied as microcode in a ROM; col. 5, lines 1-7; a prefetch table is

read from a reserved area of the disks], for preloading the boot data into the cache memory
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device prior to completion of initialization of the central processing unit of the host system [col.

1, lines 58-64; col. 2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into

the RAM cache according to the prefetch table prior to completion of initialization of the central

processor unit as shown in Fig. 3 that the method enters an idle state to await a command from

the host computer since the CPU of the host computer is not ready], and servicing requests for

boot data from the host system after completion of initialization of the central processing unit of

the host system using the preloaded boot data [col. 2, lines 41-47; col. 3, lines 30-39; datais

communicated from the cache to the host computer as soon as the host computer requests the

data upon completion of initialization of the CPU].

Kroeker et a] do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et a1 clearly disclose about loading a compressed

'boot data into a RAM cache and then the boot data is decompressed and executed [col. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the‘time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or- shortening the load time

of the computer programs from a hard disk drive to a host computer. Moreover, the shortening

load time method of Kroeker et a1 by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).
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12. As per claim 15, Kroeker et a1 teach that the logic code in the non-volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [CO]. 11; lines 30—34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [col. 11, lines

46-50; preloading the data cache prior to receiving a read command from the application], and

servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57; communicating the prestored data records ofthe application from the

data cache to the host computer].

13. As per claim 17, Kroeker et a1 teach

maintaining a list of application data associated with an application program [co]. 2, lines

30-47; col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of

data records that were requested by the host computer in the immediately previous power-

on/reset; col. 5, lines 41-51; requesting data records are part of a computer program such as DOS

or Windows; claims 28 and 32];
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preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

application data comprises accessing application data from a boot device [col. 1, lines 58-64; col.

2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache

according to the prefetch table prior to completion of initialization of the central processor unit

as shown in Fig. 3 that the method enters an idle state to await a command from the host ,

computer since the CPU of the host computer is not ready]; and

servicing requests for application data from the computer system using the preloaded

application data after completion of initialization of the central processing unit of the computer

system, wherein servicing requests comprises accessing application data from the cache [co]. 2,

lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host computer as

soon as the host computer requests the data upon completion of initialization of the CPU].
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Response to Arguments

14. Applicant's arguments filed 05/02/2005 have been fully considered but they are not

persuasive.

15. In the remarks, applicants argued in substance that (1) Kroeker does not disclose

preloading the boot data into a cache memory prior to completion of initialization of a central

processing unit of the computer system; (2) Kroeker does not teach a method for accelerated

loading of an application program.

16. As to point (1), Kroeker clearly disclose preloading the boot data into a cache memory

prior to completion of initialization of a central processing unit of the computer system [col 1,

lines 58-64; disk completes its booting process before the host computer is ready for program

transfer; col. 2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the

RAM cache according to the prefetch table prior to completion of initialization of the central

processor unit as shown in Fig. 3 that the method enters an idle state to await a command from

the host computer since the CPU of the host computer is not ready].

17. As to point (2), Kroeker clearly disclose a method for accelerated loading of an

application program as claimed by Kroeker in claims 28 and 32. Kroeker expressly indicates

about requests data records of an application program [col. 11, lines 27-29; col. 12, lines 25-28].

Kroeker expressly discloses another object of the present invention for rapidly communicating a

computer program from a disk drive to a host computer [co]. 2, lines 1-5].

Realtime 2023

Page 573 of 964



Realtime 2023 
Page 574 of 964

Application/Control Number: 09/776,267 Page 12

Art Unit: 2115

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Suresh K. Suryawanshi whose telephone number is 571-272-

3668. The examiner can normally be reached on 9:00am - 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 571-272-3667. The phone number for the

organization where this application or proceeding is assigned is 703-872—9306.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair—direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC)’ at 866-217-9197 (toll-free).

sks

May 27, 2005

2%:
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Attorney Docket No.: 8011-15 
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

APPLICANT(S): Fallon et al. Examiner: S. Suryawanshi

SERIAL NO.: 09/776,267 Group Art Unit: 2115

FILED: February 2, 2001 Dated: April 25, 2005

FOR: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Mail Stop Amendment
Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

AMENDMENT TRANSMITTAL FORM

Sir:

Transmitted herewith is an amendment in the above—identified application.

[] Small entity status of this application under 37 C.F.R. §§1.9 and 1.27 has been
established by a verified statement previously submitted.

[] A verified statement to establish small entity under 37 C.F.R. §§1.9 and 1.27 is
enclosed.

[X] No additional fee is required.

Claims Remaining Highest No. Present Rate Addit. Addit.
After Amendment Previously Extra (Small Fee Fee

Paid For Enti

Humann

* If the entry in Col. 1 is less than entry in Col. 2, write "0" in Col. 3.
** If the "Highest No. Previously Paid for" IN THIS SPACE is lessthan 20, enter "20".

*** If the "Highest No. Previously Paid For" IN THIS SPACE is less than 3, enter
The Highest No. Previously Paid For" (Total or indep.) is the highest number found in the

appropriate box in Col. 1 of a prior amendment or the number of claims originally filed.

    
  

  

  
Presentation of

Multiple Dep.
Claim

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail,
postpaid in an envelope, addressed to the: Commissioner for Patents, PO. Box 1450, Alexandria, VA 22313-1450 on April 25I 2005.

Dated: April 25 2005 2%.,»
Frank V. DeRosa
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[ ] Please charge Deposit Account No. 50-0679 in the amount of $__. Two (2) copies

of this sheet are enclosed.

[] The amount of § is authorized to be charged to a Credit Card. Form
PTO-2038 is enclosed.

[X] Please charge any deficiency as well as any other fee(s) which may become due

under 37 C.F.R. §§1 .16 and/or 1.17 at any time during the pendency of this

application, or credit any overpayment of such fee(s) to Deposit Account No. _5&

951g. Also, in the event any extensions of time for responding are required for the

pending application(s), please treat this paper as a petition to extend the time as

required and charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES OF
THIS SHEET ARE ENCLOSED.

Respectfully submitted,

Am
Frank V. DeRosa

Reg No. 43,584

Attorney for Applicant(s)

F. CHAU & ASSOCIATES, LLC

130 Woodbury Road

Woodbury, NY 11797

(516) 692-8888
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 
Applicants: Fallon et al. Examiner: Suryawanshi, Suresh

Serial No.: 09/776,267 Group Art Unit: 2115

Filed: February 2, 2001 Docket: 8011-15

For: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

AMENDMENT

This is a response to the Final Ofiice Action mailed on October 25, 2004. An RCE

has been filed herewith. Please amend the application as follows:

CERTIFICATE OF MAILING 37 C.F.R. §l.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as

first class mail, postpaid in an envelope, addressed to the Commissioner for Patents, PO. Box 1450,
Alexandria, VA 22313-1450, on the date indicated below.

Date: A /flr’ >
Frank V. DeRosa
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IN THE CLAINIS:

1. (Currently Amended) A method for providing accelerated loading of an

operating system, comprising the steps of:

maintaining a list of boot data used for booting a computer system;

initializing a central processing unit of the computer system;

preloading the boot data into a cache memory upon prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

boot data comprises accessing compressed boot data from a boot device; and

servicing requests for boot data from the computer system using the preloaded

boot data after completion of initialization of the central processing unit of the computer

my wherein servicing requests comprises accessing compressed boot data fiom the

cache and decompressing the compressed boot data.

2. (Original) The method of claim 1, wherein the boot data comprises program

code associated with one of an operating system of the computer system, an application

program, and a combination thereof.

3. (Canceled)

4. (Previously Presented) The method of claim 1, wherein the method steps are

performed by a data storage controller connected to the boot device.

Realtime 2023

Page 584 of 964



Realtime 2023 
Page 585 of 964

5. (Original) The method of claim 1, further comprising the step of updating the

list ofboot data during the boot process.

6. (Original) The method of claim 5, wherein the step of updating comprises

adding to the list any boot data requested by the computer system not previously stored in

the list.

7. (Original) The method of claim 5, wherein the step of updating comprises

removing from the list any boot data previously stored in the list and not requested by the

computer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a

machine to execute the method steps.

10. (Previously Presented) A method for providing accelerated launching of an

application program, comprising the steps of:

maintaining a list of application data associated with an application program;

preloading the application data into a cache memory upon launching the

application program, wherein preloading the application data comprises accessing
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compressed application data from a persistent storage device; and

servicing requests for application data from a computer system using the preloaded

application data, wherein servicing requests comprises accessing compressed application

data from the cache and decompressing the compressed application data.

1 l. (Canceled)

12. (Original) The method of claim 10, wherein the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a

machine to execute the method steps.

13. (Currently Amended) A boot device controller for providing accelerated

loading of an operating system of a host system, the boot device controller comprising:

a digital signal processor (DSP) or controller comprising a data compression

engine (DCE) for compressing boot data stored to a boot device and for decompressing ‘

compressed boot data retrieved from the boot device;

a programmable Ladle logic device, wherein the programmable yola_tile logic

device is programmed by the DSP or controller prior to completion of initialization of a

central processing unit of the host system, to (i) instantiate a first interface for operatively

interfacing the boot device controller to the boot device and to (ii) instantiate a second

interface for operatively interfacing the boot device controller to the host system;

a cache memory device; and
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a non-volatile memory device, for storing logic code associated with the DSP or

controller, the first interface and the second interface, wherein the logic code comprises

instructions executable by the DSP or controller for maintaining a list ofboot data used

for booting the host system, for preloading the compressed boot data into the cache

memory device upon prior to completion of initialization of the central processing unit of

the host system, and for decompressing the preloaded compressed boot data to service

requests for boot data from the host system afier completion of initialization of the central

processing unit of the host system.

14. (Canceled)

15. (Previously Presented) The boot device controller of claim 13, wherein the

logic code in the non-volatile memory device further comprises program instructions

executable by the DSP or controller for maintaining a list of application data associated

with an application program; preloading the application data upon launching the

application program, and servicing requests for the application data from the host system

using the preloaded application data.

16. (Canceled)
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17. (New) The method ofclaim 1, further comprising:

maintaining a list of application data associated with an application program;

preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

application data comprises accessing compressed application data from a boot device; and .

servicing requests for application data from the computer system using the

preloaded application data alter completion of initialization ofthe central processing unit

of the computer system, wherein servicing requests comprises accessing compressed

application data from the cache and decompressing the compressed application data.
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REMARKS

Claims 1, 2, 4-7, 9, 10, 12, 13 and 15 are pending in the application. Claims 1 and

13 have been amended. New claim 17 has been added. Examiner’s reconsideration of the

rejections in view of the above amendments and following remarks is respectfillly

requested.

Claim Obiections

Claim 13 has been amended above, and the status identifier of claim has been

changed to “Currently Amended”.

Claim Rejections - 35 U.S.C. § 103

Claims 1-2, 4-7, 8-10, 12-13 and 15 stand rejected as being unpatentable over US.

Patent No. 6,073,232 to Krchr in view of US. Patent No. 6,434,695 tom, et 3.1.

At the very least, it is respectfully submitted that claims 1, 10 and 13 are patentable and

non-obvious over the combination ofKfllger and Esfahani.

For instance, with respect to claim 1, the combination of&9e_1(_e_r and 5%

does {153 disclose or suggest preloading the boot data into a cache memorym

completion of initialization ofa central processing unit of the computer system, wherein

preloading the boot data comprises accessing compressed boot datafiom a boot device,

as essentially recited in claim 1. Although Esfahani arguably discloses loading

compressed boot data into a RAM cache, it is submitted that EM does not cure the

deficiencies of K_r_oelcer in thatmdoes not disclosepreloading the boot data into a

cache memory prior to completion of initialization ofa central processing unit at the

computer system. Indeed, Esfahani specifically discloses (Col. 8, line 40, through Col. 9,
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line 6, for example) that a Boat Infofile (40) is located and loaded into RAM (12) afler

completion of initialization of the computer system, to begin booting the operating system.

The is in stark contrast to the claimed preloading the boot data into a cache memory

prior to completion of initialization ofa central processing unit of the computer system,

as claimed in claim 1.

Further, with respect to claim 10, the combination ofKroeker and Esfahani does

n_ot teach or suggestpreloading the application data into a cache memory upon

launching the application program, wherein preloading the application data comprises

accessing compressed application datafrom a persistent storage device, as essentially

recited in claim 10. Indeed, both Kroeker and Esfahani are directed to booting operating

m. In contrast, the claimed invention is directed to a method for accelerated loading

of an application proggam, which is not taught by Kroeker and Esfahani, alone or in

combination.

Moreover, with respect to claim 13, the combination ofKroeker and Esfahani does

not teach or suggest, e.g., aprogrammable volatile logic device, wherein the
 

programmable volatile logic device isprogrammed by the DSP or controller prior to

completion of initialization 01a central processing unit 01 the host system, much less the

DSP or controllerpreloading the compressed boot data into the cache memory device

prior to completion of initialization of the central processing unit at the host system, and

decompressing the preloaded compressed boot data to service requestsfor boot data

fiom the host system afler completion of initialization at the central processing unit of

the host system, as essentially recited in claim 13.
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 Therefore, claims 1, 10 and 13 are patentable and non-obvious over the

combination ofKr_oekg andm. Moreover, the remaining dependent claims are

patentable over the cited combination at least by virtue of their dependence from

respective base claims 1, 10 or 13.

Early and favorable consideration by the Examiner is respectfully urged. Should

the Examiner believe that a telephone or personal interview may facilitate resolution of any

remaining matters, it is requested that the Examiner contact Applicants’ undersigned

Respectqu
Frank V. DeRosa

Reg. No. 43,584

Attorney for Applicant(s)

attorney.

F. Chau & Associates, LLC

130 Woodbury Road

Woodbury, New York 11797

TEL: (516) 692-8888

FAX: (516) 692-8889
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box I450
Alexandria. Virginia 223134450www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ' ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/776,267 02/02/2001 James I. Fallon 801 1-15 9730

F. CHAU & ASSOCIATES, LLC ' SURYAWANSH], SURESH
130 WOODBURY ROAD

WOODBURY, NY 11797
2H5

DATE MAILED: 10/25/2004

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO-90C (Rev. 10/03)
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Application No. Applicant(s)

09/776,267 FALLON ET AL.

Office Action Summary Examine, Art Unit '

I Suresh K Suryawanshi 2115 -
-- The MAILINGVDATE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE g MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136(8). In no event, however, may a reply be timely filed

after SIX (6) MONTHS from the mailing date of this communication.
- lfthe period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
- If No period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1) Responsive to communication(s) filed on 8/16/04 amendments.

23% This action is FINAL. 2b)|j This action is non-final.

3)l] Since this application is in condition for allowance except forformal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 CD. 11, 453 QC. 213.

Disposition of Claims

4)IZ Claim(s) 1 2 4-7 9 10 12 13 and 15 is/are pending in the application.

4a) Of the above claim(s) is/are withdrawn from consideration.

5)D Claim(s) is/are allowed. I
6)|X| Claim(s) 1 2 4-7 9 10 12 13 and 15 is/are rejected.

7)E] Claim(s) is/are objected to.

8)I:] Claim(s) are subject to restriction and/or election requirement.

Application Papers

9)|:| The specification is objected to by the Examiner.

10)E The drawing(s) filed on 02 February 2001 is/are: a)I:I accepted or b) objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required lfthe drawing(s) is objected to. See 37 CFR 1.121(d).

11)I:I The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152. v

Priority under 35 U.S.C. § 119

12)I:I Acknowledgment is made of a claim forforeign priority under 35 U.S.C. § 119(a)-(d) or (f).

3):] All b)I:| Some * c)EI None of: -

Certified copies of the priority documents have been received.

Certified copies of the priority documents have been received in Application No._

Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) IX Notice of References Cited (PTO-892) o 4) I: Interview Summary (PTO-413)
2) D Notice of Draftsperson's Patent Drawing Review (PTO-948) Paper N°(S)/Ma“ Date-_
3) [:1 Information Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) D Notice of Informal Patent Application (PTO-152)

Paper No(s)/Mai| Date . ‘ 6) D Other: .

 
US. Patent and Trademark Office

PTOL-326 (Rev. 1-04) Office Action Summary Pfiténtéi lpfirlgoéhéfigate 2
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Application/Control Number: 09/776,267 Page 2

Art Unit: 2115

DETAILED ACTION

1. Claims 1-2, 4-7, 9-10, 12-13 and 15 are presented‘for examination.

Drawings

2. This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182.

Claim Objections

3. Claim 13 is objected to because of the following informalities: “Original”IShou1d be

replaced with “Currently amended” as the claim has been amended. Appropriate correction is

required.
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Application/Control Number: 09/776,267 Page 3

Art Unit: 2115 ‘

Claim Rejections - 35 USC § 103

4. The following is a quotation of 35 USC. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person

having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

5. Claims 1-2, 4-7, 9-10, 12-13 and 15 are rejected under 35 USC. 103(a) as being

unpatentable over Krocker et al (US Patent no 6,073,232) in View of Esfahani et al (US Patent no

6,434,695 B1).

6. As per claim 1, Krocker et al teach

maintaining a list of boot data used for booting a computer system [co]. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power-on/reset];

preloading the boot data upon initialization of the computer system [col 2, lines 36-41;

col. 3, lines 30—39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the

prefetch table] ; and

servicing requests for boot data from the computer system using the preloaded boot data

[col. 2, lines 41-47, col. 3, lines 30-39; data is communicated from the cache to the host

computer] .
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Application/Control Number: 09/776,267 Page 4 /
Art Unit: 21 15 '

Krocker et a1 do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et a1 clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompresscd and executed [col. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs. from a hard disk drive to a host computer. Moreover, the shortening

load time method of Krocker et al by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).

7. As per claim 2, Krocker et a1 teach that the boot data comprises program code associated

with one of an operating system of the computer system, an application program, and a

combination thereof [co]. 5, lines 41—51 ; requesting data records are part of a computer program

such as DOS or Windows].

8. As per claim 4, Krocker et al teach that the method steps are performed by a data storage

controller connected to the boot device [fig 1; controller].
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Application/Control Number: 09/776,267 Page 5

Art Unit: 2115

9. As per claim 5, Krocker et a1 teach the step of updating the list of boot data during the

boot process [col. 8, lines 63-65; the prefetch table is updated].

10. As per claim 6, Krocker et a1 teach the step ofupdating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [col. 8, lines 63-68;

the prefetch table is updated].

11. As per claim 7, Krocker et al teach that the step of updating comprises removing from the '

list any boot data previously stored in the list and not requested by the computer system [col. 8;

lines 63-65; updating the prefetch table].

12. As per claims 9 and 12, Krocker et al teach that the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a machine

to execute the method steps [col. 9, lines 27-30; computer program].

13. As per claim 10, Krocker et al teach

maintaining a list of application data associated with an application program [co]. 11;

lines 30-34; a prefetch table containing disk storage location and length of the data records

requested by the application program];
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preloading the application data upon launching the application program [col 11, lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data from a computer system using the preloaded

application data [col. 11, lines 51-57, communicating the prestored data records of the

application from the data cache to the host computer].

Krocker et a] do not disclose about accessing compressed data and decompressing the ‘

compressed data. However, Esfahani et a1 clearly disclose about loading a compressed data into

a RAM cache and then the compressed data is decompressed and executed [col. 2, lines 5-13, 63,

67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of ordinary

skill in the art at the time the invention was made to combine the cited references as both are

directed to minimize a computer’s initial program load time or shortening the load time of the

computer programs from a hard disk drive to a host computer. Moreover, the shortening load

time method of Krocker et a1 by loading the program codes into the RAM cache according to the

' prefetch table will definitely be benefited with the method of reading compressed data into the

RAM cache and then decompressing and executing as needed. This way, one may not only have

needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).
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14. As per claim 13, Krocker et a1 teach

a digital signal processor (DSP) [fig 1; host computer];

a programmable logic device [fig 1, disk], wherein the programmable logic device is

programmed by the digital signal processor [fig 1', host computer] to (i) instantiate a first

interface for operatively interfacing the boot device controller to a boot device [fig 1; controller]

and to (ii) instantiate a second interface for operatively interfacing the boot device controller to

the host system [inherent to the system as a bus interface is used to interface the controller with

host computer]; and

a non-volatile memory device [fig 1', disk;], for storing logic code associated with the

DSP, the first interface and the second interface, wherein the logic code comprises instructions

executable by the DSP for maintaining a list of boot data used for booting the host system [col. 5,

lines 1-7; a prefetch table is read from a reserved area of the disks], preloading the boot data

upon initialization of the host system [col 2, lines 36-41; col. 3, lines 30—39; col. 5, lines 17-21;

data is preloaded into the cache according to the prefetch table], and servicing requests for boot

data from the host system using the preloaded boot data [col 2, lines 41-47; col. 3, lines 30-39].

Krocker et a1 do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et a1 clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompressed and executed [col 2, lines 5-
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13, 63, 67;- col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs from a hard disk drive to a host computer. Moreover, the shortening

load time method of Krocker et a1 by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).

15. As per claim 15, Krocker et a1 teach that the logic code in the non—volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col. 11; lines 30-34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [col. 11, lines

46—50; preloading the data cache prior to receiving a read command from the application], and

servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57; communicating the prestored data records of the application from the

data cache to the host computer].
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Conclusion

THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time policy

as set forth in 37 CFR 1.136(a). The practice of automatically extending the shortened statutory

period an additional month upon the filing of a timely first response to a final rejection has been

discontinued by the Office. See 1021 TMOG 35.

A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL

ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION. IN

THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE MAILING

DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT MAILED UNTIL

AFTER THE END OF THE THREE-MONTH SHORTENED STATUTORY PERIOD, THEN

THE SHORTENED STATUTORY PERIOD WILL EXPIRE ON THE DATE THE

ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE PURSUANT TO 37 CFR I

1.136(a) WILL BE CALCULATED FROM THE MAILING DATE OF THE ADVISORY

ACTION. IN NO EVENT WILL THE STATUTORY PERIOD FOR RESONSE EXPIRE

LATER THAN SIX MONTHS FROM THE DATE OF THIS FINAL ACTION.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Suresh K Suryawanshi Whose telephone number is 571-272-

3668. The examiner can normally be reached on 9:00am - 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 571-272-3667. The fax phone number for the

organization Where this application or proceeding is assigned is 703-872-9306.
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Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pajr-directuspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll—free).

sks

October 18, 2004
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‘ . . L” 1H?

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 
~ 'iplicants: Fallon et al. Examiner: Suryawanshi, Suresh

Serial No.: 09/776,267 Group Art Unit: 2115

Filed: February 2, 2001 Docket: 8011-15

For: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Commissioner for Patents RECEED
PO. Box 1450

Alexandria, VA 22313-1450 AUG-2 0 2004

Technology Center 2100
AMENDMENT .

This is a response to the Office Action mailed on February 10, 2004. Please amend the

application as follows:

CERTIFICATE OF MAILING 37 CPR. § 1.81a1

I hereby certify that this correspondence is being deposited with the United States Postal Service as first

class mail, postpaid in an envelope, addressed to the Commissioner for Patents, PO. Box 1450, Alexandria, VA
22313-1450, on August 10, 2004.

Date: (/6/ £2) Q 74
Frank V. DeRosa
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IN THE CLAIMS:

1. (Currently Amended) A method for providing accelerated loading of an operating

system, comprising the steps of:

maintaining a list of boot data used for booting a computer system;

preloading the boot data into a cache memog upon initialization of the computer system,

wherein preloading the boot data comprises accessing compressed boot data from a boot device;

and

servicing requests for boot data from the computer system using the preloaded boot data,

wherein servicing reguests comprises accessing compressed boot data from the cache and

decompressing the compressed boot data.

2. (Original) The method of claim 1, wherein the boot data comprises program code

associated with one of an operating system of the computer system, an application program, and

a combination thereof.

3. (Canceled)

4. (Currently Amended) The method of claim 1 3, wherein the method steps are

performed by a data storage controller connected to the boot device.

5. (Original) The method of claim 1, further comprising the step of updating the list of

boot data during the boot process.
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6. (Original) The method of claim 5, wherein the step of updating comprises adding to

the list any boot data requested by the computer system not previously stored in the list.

7. (Original) The method of claim 5, wherein the step of updating comprises removing

from the list any boot data previously stored in the list and not requested by the computer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program instructions

that are tanginy embodied on a program storage device and readable by a machine to execute the

method steps.

10. (Currently Amended) A method for providing accelerated launching of an application

program, comprising the steps of:

maintaining a list of application data associated with an application program;

preloading the application data into a cache memogl upon launching the application

program, wherein preloading the application data comprises accessing compressed application

data from a persistent storage device; and

servicing requests for application data from a computer system using the preloaded

application data, wherein servicing reguests comprises accessing compressed application data

from the cache and decompressing the compressed application data.
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1 1. (Canceled)

12. (Original) The method of claim 10, wherein the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a machine to

execute the method steps.

13. (Original) A boot device controller for providing accelerated loading of an operating

system of a host system, the boot device controller comprising:

a digital signal processor (DSP) or controller comprising a data compression engine

(DCE) for compressing boot data stored to a boot device and for decompressing compressed boot

data retrieved from the boot device;

a programmable logic device, wherein the programmable logic device is programmed by

the DSP or controller to (i) instantiate a first interface for operatively

interfacing the boot device controller to a £13 boot device and to (ii) instantiate a second interface

for operatively interfacing the boot device controller to the host system;

a cache memog device; and

a non-volatile memory device, for storing logic code associated with the DSP o_r

controller, the first interface and the second interface, wherein the logic code comprises

instructions executable by the DSP or controller for maintaining a list of boot data used for

booting the host system, f_o_r preloading the compressed boot data into the cache memog device

upon initialization of the host system, and for decompressing the preloaded compressed boot data
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to service aadser—vieing requests for boot data fiom the host system using-the—preleadeel

14. (Canceled)

15. (Currently Amended) The boot device controller of claim 13, wherein the logic code

in the non-volatile memory device further comprises program instructions executable by the DSP

or controller for maintaining a list of application data associated with an application program;

preloading the application data upon launching the application program, and servicing requests

for the application data from the host system using the preloaded application data.

16. (Canceled)
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IN THE SPECIFICATION:

1i) Please amend the paragraph on Page 9, line 23, through Page 10, line 23, as follows:

The present invention is directed to data storage controllers that provide increased

data storage/retrieval rates that are not otherwise achievable using conventional disk controller

systems and protocols to store/retrieve data to/from mass storage devices. The concept of

“accelerated” data storage and retrieval was introduced in eependifig US. Patent Application

Serial No. 09/266,394, filed March 11, 1999, entitled “System and Methods For Accelerated

Data Storage and Retrieval” which is now US. Patent No. 6 601 104 and eepending US. Patent

Application Serial No. 09/481,243, filed January 11, 2000, entitled “System and Methods For

Accelerated Data Storage and Retrieval,” which is now US. Patent No. 6 604 158 both of which

 

 

are commonly assigned and incorporated herein by reference. In general, as described in the

above-incorporated applications, “accelerated” data storage comprises receiving a digital data

stream at a data transmission rate which is greater that M the data storage rate of a target

storage device, compressing the input stream at a compression rate that increases the effective

data storage rate of the target storage device and storing the compressed data in the target storage

device. For instance, assume that a mass storage device (such as a hard disk) has a data storage

rate of 20 megabytes per second. If a storage controller for the mass storage device is capable of

compressing an input data stream with an average compression rate of 3:1, then data can be

stored in the mass storage device at a rate of 60 megabytes per second, thereby effectively

increasing the storage bandwidth (“storewidth”) of the mass storage device by a factor of three.

Similarly, accelerated data retrieval comprises retrieving a compressed digital data stream from a

target storage device at the rate equal to, e.g., the data access rate of the target storage device and

then decompressing the compressed data at a rate that increases the effective data access rate of

the target storage device. Advantageously, accelerated data storage/retrieval mitigates the

traditional bottleneck associated with, e.g., local and network disk accesses.
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(ii) Please amend the paragraph on Page 11, lines 1-13, as follows:

Referring now to Fig. 1, a high-level block diagram illustrates a data storage controller 10

according to one embodiment of the present invention. The data storage controller 10 comprises

a data compression engine 12 for compressing/decompressing data (preferably in real-time or

suedo real-time) stored/retrieved from a hard disk 11(or any other type of mass storage device)

to provide accelerated data storage/retrieval. The DCE 12 preferably employs the data

compression/decompression techniques disclosed in US. Serial No. 09/210,491 entitled

“Content Independent Data Compression Method and System,” filed on December 11, 1998,

which is now US. Patent No. 6 195 024 which is commonly assigned and which is fully
 

incorporated herein by reference. It is to be appreciated that the compression and decompression

systems and methods disclosed in US. Serial No. 09/210,491 are suitable for compressing and

decompressing data at rates, which provide accelerated data storage and retrieval. A detailed

discussion of a preferred “content independent” data compression process will be provided

below.

(iii) Please amend the paragraph on Page 14, line 23, through Page 15, line 1 1, as follows:

As discussed in greater detail below, upon host computer power-up or external user reset,

the data storage controller 10 initializes the onboard interfaces 14, 15 prior to release of the

external host bus 16 from reset. The processor of the host computer then requests initial data

from the disk 11 to facilitate the computer’s boot-up sequence. The host computer requests disk

data over the Bus 16 via a command packet issued from the host computer. Command packets

are preferably eight words long (in a preferred embodiment, each word comprises 32 bits).

Commands are written from the host computer to the data storage controller 10 with the host

computer as the Bus Master and the data storage controller 10 as the slave. The data storage

controller 10 includes at least one Base Address Register (BAR) for decoding the address of a

command queue of the data storage controller 10. The command queue resides within the cache

13 or within onboard memory of the DCE 12.
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iv) Please amend the paragraph on Page 18, lines 10-22, as follows:

The storage controller 20 further comprises computer reset and power up circuitry 28 (or

‘boot configuration circuit”) for controlling initialization (either cold or warm boots) of the host

computer system and storage controller 20. A preferred boot configuration circuit and preferred

computer initialization systems and protocols are described in US. Patent Application Serial No.

09/775 897 ———6A:ttemey—Deeket—Ne.—80l—l—l0), filed concurrently herewith éEaepress—M—ai-l

, which is commonly assigned and incorporated herein by reference.

Preferably, the boot configuration circuit 28 is employed for controlling the initializing and

programming the programmable logic device 22 during configuration of the host computer

system (i.e., while the CPU of the host is held in reset). The boot configuration circuit 28

ensures that the programmable logic device 22 (and possibly other volatile or partially volatile

logic devices) is initialized and programmed before the bus 16 (such as a PCI bus) is fully reset.

(v) Please amend the paragraph on Page 22, lines 9-14l as follows:

Fig. 3 illustrates another embodiment of a data storage controller 30 _3_5 wherein the data

storage controller 35 is embedded within the motherboard of the host computer system. This

architecture provides the same functionality as the system of Fig. 2, and also adds the cost

advantage ofbeing embedded on the host motherboard. The system comprises additional RAM

and ROM memory devices 23a, 24a, operatively connected to the DSP 21 via a local bus 25a.
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vi) Please amend the paragraph on Page 25, line 12, through Page 26, line 7, as follows:

Referring now to Fig. 6, a flow diagram illustrates a method for initializing the

rogrammable logic device 22 according to one aspect of the invention. In the following

discussion, it is assumed that the programmable logic device 22 is always reloaded, regardless ofi

he type of boot process. Initially, in Fig. 6a, the DSP 21 is reset by asserting a DSP reset signal

(step 50). Preferably, the DSP reset signal is generated by the boot circuit configuration circuit

28 (as described in the above-incorporated U.S. Serial No. 09/775 897 ————(—Attemey

. While the DSP reset signal is asserted (e.g., active low), the DSP is held

  

 
in reset and is initialized to a prescribed state. Upon deassertion of the DSP Reset signal, the

logic code for the DSP (referred to as the “boot loader”) is copied from the non-volatile logic

device 24 into memory residing in the DSP 21 (step 51). This allows the DSP to execute the

initialization of the programmable logic device 22. In a preferred embodiment, the lower 1K

bytes of EPROM memory is copied to the first 1k bytes of DSP’s low memory (0x0000 0000

through 0x0000 03FF). As noted above, the memory mapping of the DSP 21 maps the CE]

memory space located at 0x9000 0000 through 0x9001 FFFF with the OTP EPROM. In a

preferred embodiment using the Texas Instrument DSP TMS3200621 1GFN-150, this ROM boot

process is executed by the EDMA controller of the DSP. It is to be understood, however, that the

EDMA controller may be instantiated in the programmable logic device (Xilinx), or shared

between the DSP and programmable logic device.

(vii) Please amend the paragraph on Page 37, lines 14-19, as follows:

The DSP services request for its external bus from two requestors, the Enhanced Direct

Memory Access (EDMA) Controller and an external shared memory device controller. The DSP

can typically utilize the full 280 megabytes ofbus bandwidth on an 8k through 64K byte (2k

word through 16k word) burst basis. It should be noted that the—DSRA—dees—net—util—ize the

SDRAM memory is not utilized for interim processing storage, and as such en-lyutili—zes

bandwidth is only utilized in direct proportion to disk read and write commands.
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viii) Please amend the paragraph on Page 41, lines 12-18, as follows:

Once the data is preloaded, when the computer system bus issues its first read commands

o the data storage controller seeking operating system data, the data will already be available in

he cache memory of the data storage controller. The data storage controller will then be able to

'nstantly start transmitting the data to the system bus. Before transmission to the bus, if the m

as stored in compressed format on the boot device, the data will be decompressed. The process

of preloading required (compressed) portions of the operating system significantly reduces the

computer boot process time.

(ix) Please amend the paragraph on Page 49, line 21, through Page 50, line 12, as follows:

Again, it is to be understood that the embodiment of the data compression engine of Fig.

9 is exemplary of a preferred compression system which may be implemented in the present

invention, and that other compression systems and methods known to those skilled in the art may

be employed for providing accelerated data storage in accordance with the teachings herein.

Indeed, in another embodiment of the compression system disclosed in the above—incorporated

US. Patent No. 6 195 024 Serial—Nam, a timer is included to measure the time elapsed
 

during the encoding process against an a priori-specified time limit. When the time limit

expires, only the data output from those encoders (in the encoder module 125) that have

completed the present encoding cycle are compared to determine the encoded data with the

highest compression ratio. The time limit ensures that the real-time or pseudo real-time nature of

the data encoding is preserved. In addition, the results from each encoder in the encoder module

125 may be buffered to allow additional encoders to be sequentially applied to the output of the

previous encoder, yielding a more optimal lossless data compression ratio. Such techniques are

discussed in greater detail in the above-incorporated US. Patent No. 6 195 024 Serial—Ne:

0W1.

 

10
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x) Please amend the paragraph on Page 50, lines 13-20, as follows:

Referring now to FIG. 10, a detailed block diagram illustrates an exemplary

ecompression system that may be employed herein or accelerated data retrieval as disclosed in

he above-incorporated US. Patent No. 6 195 024 In this embodiment,
 

he data compression engine 180 retrieves or otherwise accepts compressed data blocks from one

r more data storage devices and inputs the data via a data storage interface. It is to be

nderstood that the system processes the input data stream in data blocks that may range in size

from individual bits through complete files or collections of multiple files. Additionally, the

input data block size' may be fixed or variable.

(xi) Please amend the paragraph on Page 51, line 20, through Page 52, line 6, as follows:

As with the data compression systems discussed in US. Patent No. 6 195 024

Applieat-ien—Serial—NeW—l, the decoder module 165 may include multiple decoders of

the same type applied in parallel so as to reduce the data decoding time. An output data buffer or

 

cache 170 may be included for buffering the decoded data block output from the decoder module

165. The output buffer 70 then provides data to the output data stream. It is to‘ be appreciated by

those skilled in the art that the data compression system 180 may also include an input data

counter and output data counter operatively coupled to the input and output, respectively, of the

decoder module 165. In this manner, the compressed and corresponding decompressed data

block may be counted to ensure that sufficient decompression is obtained for the input data

block.

11
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lease Amend the abstract on a e 57 as follows:
 

 
 
 
 
 

 

 

ABSTRACT OF THE DISCLOSURE

Systems and methods fer—providing are provided for accelerated loading of operating

system and application programs upon system boot or application launch. In one aspect, a

ethod for providing accelerated loading of an operating system includes

aintaining a list of boot data used for booting a computer system, ;— preloading the boot data

 

pon initialization of the computer system, ;—and servicing requests for boot data from the

computer system using the preloaded boot data. The boot data may comprise program code

associated with an operating system of the computer system, an application program, and a

combination thereof. ha—a—prefefied—embedimentfihe The boot data is retrieved from a boot

device and stored in a cache memory device. La—aaether—aspeetrthe—methed—fer—aeeelefified

  
 

stored in a compressed format on the boot device and the preloaded boot data is decompressed

prior to transmitting the preloaded boot data to the requesting system. In—anether—aspeetra
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REMARKS

Claims 1-16 are pending in the application. Claims 1, 4, 10, 13 and 15 have been

amended. Claims 3, 8, 11, 14 and 16 have been canceled without prejudice. Examiner’s

reconsideration of the rejections and objections in view of the above amendments and following

remarks is respectfully requested.

Specification Objections

The ‘specification was objected to for the reasons set forth on pages 2-4 of the Office

Action. Applicants have amended the specification to address the issues raised by the Examiner.

Accordingly, withdrawal of the objections is respectfully requested.

Claim Re'ections - 35 U.S.C. 102

Claims 1-7, 9-10, and 12—15 stand rejected under 35 U.S.C. § 102(e) as being anticipated

by US. Patent No. 6,073,232 tomet al, for the reasons set forth on pages 4-9 of the Office

Action.

Claims 1, 10 and 13 are believed to be patentably distinct and patentable over Kroeker
 

since, at the very minimum, KLker does not disclose or suggest preloading compressed boo—t

data or compressed application data into cache and servicing requestsfor boot/application data

by decompressing the preloaded data, as essentially claims in claims 1, 10, and/or 13. Indeed,

even Examiner acknowledges on Page 9 of the Office Action that Kroeker does not disclose

compressing/decompressing data. Accordingly, withdrawal of the anticipation rejections is

respectfully requested.

Claim Re'ections - 35 U.S.C. 103

Claims 8, 11 and 16 stand rejected as being unpatentable over Kroeker in view of US.

13
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atent No. 6,173,381 to Qy_e. Claims 8, 11 and 16 have been canceled without prejudice and 

 
hus, the specific rejection is moot. However, Applicants will address the rejection with regard

0 amended claims 1, 10 and 13.

To establish a primafacie case of obviousness, various criteria must be met. For

instance, the cited references must teach or suggest all the claim limitations. Further, there must

be some suggestion or motivation in the references or in the knowledge generally available to one

skilled in the art to combine their teachings. The teaching or suggestion to make the claimed

combination must both be found in the prior art and n_ot based on applicant’s disclosure (see, e.g.,

MPEP 2141 , 2143, 2143.03). Applicants respectfully submit that the combination of Kroeker
 

and D_y§ does not render claims 1, 10 or 13 obvious. For example, Applicants submit that such

combination does not fairly teach or suggest preloading compressed boot data or compressed

application into a cache memory device and decompressing the preloaded compressed data to

service requestsfor such data from the host system.

Although Dflarguably discloses a data controller having compression/decompression

functions, it is submitted that other than through hindsight knowledge gleaned from Applicants’

specification, there would be no motivation to combine data compression taught by Dyeinto the

msystem to derive the claimed inventions. Indeed, Qvg discloses (Col. 11, lines 59-66, for

example) a protocol whereby compressed data is accessed, decompressed and then stored in

system memory. In contrast, with the claimed inventions, compressed boot/application data is

first accessed and preloaded into a cache, and then decompressed to service requests for such

data by the host system. These steps are not disclosed by either Die or Kroecker.

The claimed inventions provide an advantage over the Kroecker system in terms of

14
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accelerated processing. For example, with respect to accelerated booting, more acceleration

could be obtained by accessing and storing the compressed data before decompressing to service

equests. Indeed, a significant amount of boot data (in compressed form) can be quickly accessed

and stored in cache (fast access memory) prior to commencement of the boot process.

Thereafier, when requested by the host system, the compressed data is readily accessible (short

access time) and can be decompressed in real-time to service such requests.

In contrast, if the boot data was first compressed before preloaded into cache (e.g.,

Kroeker modified by the teachings ofm (Col. 11, lines 60—66), less acceleration would be

obtained because, e.g., the time for decompressing the boot data upon access from the boot

device could add latency preventing more data from being accessed from the boot device before

commencement of the boot process. In such case, if system requests for boot data must be

serviced by first accessing compressed data from the boot device, the added latency in accessing

compressed data from hard disk or other boot device (as opposed to cache) could slow the

system. For at least these reasons, it is believed that the combination ofKroeker and m would

not reasonable disclose, suggest or render obvious, claims 1, 10 or 13.

Early and favorable consideration by the Examiner is respectfully urged. Should the

Examiner believe that a telephone or personal interview may facilitate resolution of any

15
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emaining matters, it is requested that the Examiner contact Applicants’ undersigned attorney.

Respectfully submitted,

Frank V. DeRosa

Reg. No. 43,584

Attorney for Applicant(s)

. Chau & Associates, LLC

130 Woodbury Road

Woodbury, New York 11797

TEL: (516) 692-8888

FAX: (516) 692—8889

16
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Attorney Docket No.: 8011-15 
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FOR: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

Mail Stop Amendment
Commissioner for Patents

PO. Box 1450 AUG‘Z 0 2004
2m><m D o. 2m <> N N (a) -—\ to A A 01 0

Technology Center 2100
AMENDMENT TRANSMITTAL FORM

Sir:

Transmitted herewith is an amendment in the above-identified application.

[] Small entity status of this application under 37 C.F.R. §§1.9 and 1.27 has been
established by a verified statement previously submitted.

[] A verified statement to establish small entity under 37 C.F.R. §§1.9 and 1.27 is
enclosed.

[X] No additional fee is required.

Claims Remaining Highest No. Present Rate ' .
After Amendment Previously Extra (Small

Paid For Enti

TOTAL cums- mun-mm

CLAIMS

[] First
Presentation of

Multiple Dep.
Claim
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appropriate box in Cal 1 of a prior amendment or the number of claims originally filed.

 
 

 
 
 

 
 
  

   
 

  

 
CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail,
postpaid in an envelope. addressed to the: Commissioner for Patents, PO. Box 1450, Alexandria. VA 22313-1450 on August 10l2004.

Dated: August 1Ol 2004 Frank V. DeRosa
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] Please charge Deposit Account No. 50-0679 in the amount of $_. Two (2) copies
of this sheet are enclosed.

] The amount of § is authorized to be charged to a Credit Card. Form
PTO-2038 is enclosed.

[X] Please charge any deficiency as well as any other fee(s) which may become due
under 37 C.F.R. §§1 .16 and/or 1.17 at any time during the pendency of this
application, or credit any overpayment of such fee(s) to Deposit Account No. 5_O-
Q6_7_9_. Also, in the event any extensions of time for responding are required for the
pending application(s), please treat this paper as a petition to extend the time as
required and charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES OF
THIS SHEET ARE ENCLOSED.

Respectfully submitted,

F. CHAU & ASSOCIATES, LLC

130 Woodbury Road %
Woodbury, NY 11797

(516) 692-8888 Frank v. DeRosa
Reg No. 43,584

Attorney for Applicant(s)
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addres: COMMISSIONER FOR PATENTS

P.O. BaxJASQ .
Alexandria Vuginn 223134450www.mpt0.gov

 
09/776,267 02/02/200l James J. Fallon 8011-15 9730

Frank Chau, Esq.
F. CHAU & ASSOCIATES, LLP

SURYAWANSHI, SURESH

Suite 501
1900 Hempstead Turnpike _ 2115 /-
East Meadow, NY 11554 1)DATE MAILED: 02/10/2004

Please find below and/or attached an Office communication concerning this application or proceeding.

pro-90c (Rev. 10/03)
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Application No. ‘ Applicant(s)

r 09/776267 FALLON ET AL.

Office Action Summary Examiner A“ Unit

Suresh K Suryawanshi 2115 -
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE I} MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(3). In no event, however. may a reply be timely filed
alter SIX (6) MONTHS from the mailing date of this communication.
ll the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
It NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date ofthis communication.
Failure to reply within the set or extended period for reply will, by statute. cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Office later than three months after the mailing date of this communication. even if timely filed. may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

HIE Responsive to communication(s) filed on 02 February 2001.

Za)E] This action is FINAL. 2mm This action is non-final.

3)[] Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 CD. 11, 453 O.G. 213.

Disposition of Claims

ME Claim(s) fig islare pending in the application.

43) Of the above claim(s)_ is/are withdrawn from consideration.

5)|:] Claim(s)_ islare allowed.

6)|Z Claim(s) 1-_16 is/are rejected.

7)I:I Claim(s) is/are objected to.

8)l:l Claim(s) are subject to restriction and/or election requirement.

Application Papers

9)|ZI The specification is objected to by the Examiner.

10M The drawing(s) filed on 02 February 2001 is/are: a)I:i accepted or b)IXI objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)|:] The oath or declaration is objected to by the Examiner. Note the attached Office Action orform PTO-152.

Priority under 35 U.S.C. § 119

12)|:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)I:l A|| b)l:l Some * c)El None of:

Certified copies of the priority documents have been received.

Certified copies of the priority documents have been received in Application No._

Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).
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Art Unit: 21 15

DETAILED ACTION

1. Claims 1-16 are presented for examination.

Drawings

2. This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182.

Specification

3. The abstract of the disclosure is objected to because it contains more than 150 words.

Correction is required. See MPEP § 608.01(b).

4. The disclosure is objected to because of the following informalities: US. Patent

Application Serial No. 09/266,394 is now Patent 6,601,103 at page 10, line 4.

Appropriate correction is required.

5. The disclosure is objected to because of the following informalities: US. Patent

Application Serial No. 09/481,243 is now Patent 6,604,158 at page 10, line 6.

Appropriate correction is required.
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6. The disclosure is objected to because of the following informalities: “greater that” should

be “greater than” at page 10, line 10.

Appropriate correction is required.

7. The disclosure is objected to because of the following informalities: US. Patent

Application Serial No. 09/210,491 is now Patent 6,195,024; page 11, line 7; page 50, line 3, 12,

and 15.

Appropriate correction is required.

8. The disclosure is objected to because of the following informalities: symbol “5” is not in

any figure; page 15, linel.

Appropriate correction is required.

9. The disclosure is objected to because of the following informalities: blank space should

be filled with Serial No. “09/775,897 at page 18, line 14.

Appropriate correction is required.

10. The disclosure is objected to because of the following informalities: symbol “30” at page

22, line 9 should be “35”.

Appropriate correction is required.
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11. The disclosure is objected to because of the following informalities: symbol “DSRA” is

used without any definition in spec; page 37, line 18; page 38, line 7.

Appropriate correction is required.

12. The disclosure is objected to because of the following informalities: word “data” should

be inserted afier “the” and before “was” at page 41, line 16.

Appropriate correction is required.

Claim Rejections - 35 USC § 102

13. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in (1) an application for patent, published under section 122(b), by another filed

in the United States before the invention by the applicant for patent or (2) a patent granted on an application for
patent by another filed in the United States before the invention by the applicant for patent, except that an
international application filed under the treaty defined in section 351(a) shall have the effects for purposes of this
subsection ofan application filed in the United States only if the international application designated the United
States and was published under Article 21(2) of such treaty in the English language.

 
14. Claims 1 are rejected under 35 U.S.C. 102(e) as being anticipated by Krocker et al (US

Patent no 6,073,232).

15. As per claim 1, Krocker et a1 teach
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maintaining a list of boot data used for booting a computer system [col. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power-on/reset];

preloading the boot data upon initialization of the computer system [col 2, lines 36-41;

col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the cache according to the prefetch

table]; and

servicing requests for boot data from the computer system using the preloaded boot data

[co]. 2, lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host

computer] .

16. As per claim 2, Krocker et a1 teach that the boot data comprises program code associated

with one of an operating system of the computer system, an application program, and a

combination thereof [col 5, lines 41-51; requesting data records are part of a computer program

such as DOS or Windows].

17. As per claim 3, Krocker et a1 teach that the step of preloading the boot data comprises

retrieving boot data from a boot device and storing the retrieved data in a cache memory [col 3,

lines 30-39].
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18. As per claim 4, Krocker et al teach that the method steps are performed by a data storage

controller connected to the boot device [fig 1; controller].

19. As per claim 5, Krocker et a1 teach the step of updating the list of boot data during the

boot process [co]. 8, lines 63-65; the prefetch table is updated].

20. As per claim 6, Krocker et a1 teach the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [col. 8, lines 63-68;

the prefetch table is updated].

21. As per claim 7, Krocker et a1 teach that the step of updating comprises removing from the

list any boot data previously stored in the list and not requested by the computer system [col. 8',

lines 63-65; updating the prefetch table].

22. As per claims 9 and 12, Krocker et a1 teach that the method steps are program

instructions that are tanginy embodied on a program storage device and readable by a machine

to execute the method steps [col. 9, lines 27-30; computer program].
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23. As per claim 10, Krocker et al teach

maintaining a list of application data associated with an application program [co]. 11;

lines 30-34; a prefetch table containing disk storage location and length of the data records

requested by the application program];

preloading the application data upon launching the application program [c0]. 11, lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data from a computer system using the preloaded

application data [CO]. 11, lines 51-57; communicating the prestored data records of the

application fiom the data cache to the host computer].

24. As per claim 13, Krocker et a1 teach

a digital signal processor (DSP) [fig 1; host computer];

a programmable logic device [fig 1, disk], wherein the programmable logic device is

programmed by the digital signal processor [fig 1; host computer] to (i) instantiate a first

interface for operatively interfacing the boot device controller to a boot device [fig 1; controller]

and to (ii) instantiate a second interface for operatively interfacing the boot device controller to
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the host system [inherent to the system as a bus interface is used to interface the controller with

host computer]; and

a non-volatile memory device [fig 1; disk;], for storing logic code associated with the

DSP, the first interface and the second interface, wherein the logic code comprises instructions

executable by the DSP for maintaining a list of boot data used for booting the host system [co]. 5,

lines 1-7', a prefetch table is read from a reserved area of the disks], preloading the boot data

upon initialization of the host system [co]. 2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21;

data is preloaded into the cache according to the prefetch table], and servicing requests for boot

data from the host system using the preloaded boot data [col. 2, lines 41-47; col. 3, lines 30-39].

25. As per claim 14, Krocker et a1 teach a cache memory device for storing the preloaded

boot data [fig 1; cache].

26. As per claim 15, Krocker et a1 teach that the logic code in the non-volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col 11; lines 30-34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [co]. 11, lines

46-50; preloading the data cache prior to receiving a read command from the application], and
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servicing requests for the application data from the host system using the preloaded application

data co]. 11, lines 51-57; communicating the prestored data records of the application from the

data cache to the host computer].

Claim Rejections - 35 USC § 103

27. The following is a quotation of 35 USC. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in,
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are

such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

28. Claims 8, 11 and 16 are rejected under 35 USC. 103(a) as being unpatentable over

Krocker et al (US Patent no 6,073,232) in view of Dye (US Patent no 6,173,381 B1).

29. As per claims 8, 11 and 16, Krocker et a1 disclose the invention substantially. Krocker et

al do not disclose about the data is being compressed and decompressed. But a routineer in the

art would know about the data compression as the data compression is well known for purpose of

space saving and increasing system bandwidth and efficiency. However Dye expressly disclose

this technique [col. 8, lines 6-14; col. 11, lines 62-66]. Therefore, it would have been obvious to

one of ordinary skill in the art at the time the invention was made to combine the cited references

as both are directed to improve a system with respect to bandwidth and efficiency.
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Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to suresh K Suryawanshi whose telephone number is 703-305-

3990. The examiner can normally be reached on 9:00am - 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 703-305-9717. The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more, information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

sks

February 4, 2004

THOMAS LEE

SUPERVlSORY PATENT EXAMINER
TECHNOLOGY CENTER 2100
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PAT—NO: ~ JP406051989A

DOCUMENT—IDENTIFIER: JP 06051989 A

TITLE: FAST LOADING SYSTEM OF OPERATING

SYSTEM IN COMPUTER

SYSTEM

PUBN—DATE: February 25, 1994

INVENTOR—INFORMATION:

NAME

FURUSAWA, SHIGERU

ASSIGNEE—INFORMATION:

NAME COUNTRY

NEC CORP 4 N/A

APPL—NO: JP04218728

APPL-DATE: July 27, 1992

INT-CL (IPC): G06F009/445

ABSTRACT:

PURPOSE: To perform the fast load processing of an

operating system without

performing the read processing of volume information for E2:
the whole device in ER
spite of the presence/absence of a restore command in the -#h

initial load :n,
processing of the operating system. <:

D
CONSTITUTION: This system is provided with the device ===

name instruction means (2

2 of a system storage file volume which instructs a volume t)-
in which a system Efir
storage file is stored in a device name by.a REST command
to instruct the 0
generation of a system residence volume, the acquiring C)

'0
‘<:
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means 3 of the

correspondence table of the device name with a channel
number, a channel number

acquiring means 4 to acquire the channel number from the
device name of the

volume, a restore processing means 5 which performs the

generation processing
of the system residence volume based on the device name and
the channel number,

and a device name/Channel number correspondence table 6.

COPYRIGHT: (C) 1994 , JPO&Japio
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(57) ABSTRACT

An integrated memory controller (IMC) which includes data
compression and decompression engines for improved per-
formance. The memory controller (IMC) of the present
invention preferably sits on the main CPU bus or a high
speed system peripheral bus such as the PCI bus and couples
to system memory. The [MC preferably uses a lossless data
compression and decompression scheme. Data transfers to
and from the integrated memory controller of the present
invention can thus be in either two formats, these being
compressed or normal (non-compressed). The IMC also
preferably includes microcode for specific decompression of
particular data formats such as digital video and digital
audio. Compressed data from system I/O peripherals such as
the hard drive, floppy drive, or local area network are
decompressed in the IMC and stored into system memory or
saved in the system memory in compressed format. Thus,
data can be saved in either a normal or compressed format,
retrieved from the system memory for CPU usage in a
normal or compressed format, or transmitted and stored on
a medium in a normal or compressed format. Internal
memory mapping allows for format definition spaces which
define the format of the data and the data type to be read or
written. Software overrides may be placed in applications
software in systems that desire to control data decompres-
sion at the software application level. The integrated data
compression and decompression capabilities of the IMC
remove system bottle-necks and increase performance. This
allows lower cost systems due to smaller data storage
requirements and reduced bandwidth requirements. This
also increases system bandwidth and hence increases system
performance. Thus the [MC of the present invention is a
significant advance over the operation of current memory
controllers.
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DECOMPRESSION ENGINES

This is a continuation of application Ser. No. 08/463,106,
now abandoned titled “Memory Controller Including
Embedded Data Compression and Decompression Engines”
filed Jun. 5, 1995, whose inventor is Thomas A. Dye, which
is a divisional of application Ser. No. 08/340,667, now US.
Pat. No. 6,002,411 titled “Integrated Video and Memory
Controller with Data Processing and Graphical Processing
Capabilities” and filed Nov. 16, 1994, whose inventor is
Thomas A. Dye.

FIELD OF THE INVENTION

The present invention relates to computer system
architectures, and more particularly to an integrated memory
and graphics controller which includes an embedded data
compression and decompression engine for increased sys-
tem bandwidth and efficiency.

DESCRIPTION OF THE RELATED ART

Since their introduction in 1981, the architecture of per-
sonal computer systems has remained substantially
unchanged. The current state of the art in computer system
architectures includes a central processing unit (CPU) which
couples to a memory controller interface that in turn couples
to system memory. The computer system also includes a
separate graphical interface for coupling to the video dis-
play. In addition, the computer system includes input/output
(I/O) control logic for various I/O devices, including a
keyboard, mouse, floppy drive, hard drive, etc.

In general, the operation of a modern computer architec-
ture is as follows. Programs and data are read from a
respective [/0 device such as a floppy disk or hard drive by
the operating system, and the programs and data are tem-
porarily stored in system memory. Once a user program has
been transferred into the system memory, the CPU begins
execution of the program by reading code and data from the
system memory through the memory controller. The appli-
cation code and data are presumed to produce a specified
result when manipulated by the system CPU. The code and
data are processed by the CPU and data is provided to one
or more of the various output devices. The computer system
may include several output devices, including a video
display, audio (speakers), printer, etc. In most systems, the
video display is the primary output device.

Graphical output data generated by the CPU is written to
a graphical interface device for presentation on the display
monitor. The graphical interface device may simply be a
video graphics array (VGA) card, or the system may include
a dedicated video processor or video acceleration card
including separate video RAM (VRAM). In a computer
system including a separate, dedicated video processor, the
video processor includes graphics capabilities to reduce the
workload of the main CPU. Modern prior art personal
computer systems typically include a local bus video system
based on either the peripheral component interconnect (PCI)
bus or the VESA (Video Electronics Standards Association)
VL bus, or perhaps a proprietary local bus standard. The
video subsystem is generally positioned on a local bus near
the CPU to provide increased performance.

Therefore, in summary, program code and data are first
read from the hard disk to the system memory. The program
code and data are then read by the CPU from system
memory, the data is processed by the CPU, and graphical
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data is written to the video RAM in the graphical interface
device for presentation on the display monitor. The CPU
typically reads data from system memory across the system
bus and then writes the processed data or graphical data back
to the I/O bus or local bus where the graphical interface
device is situated. The graphical interface device in turn
generates the appropriate video signals to drive the display
monitor. It is noted that this operation requires the data to
make two passes across the system bus and/or the I/O
subsystem bus. In addition, the program which manipulates
the data must also be transferred across the system bus from
the main memory. Further, two separate memory subsystems
are required, the system memory and the dedicated video
memory, and video data is constantly being transferred from
the system memory to the video memory frame bulfer. FIG.
1 illustrates the data transfer paths in a typical computer
system using prior art technology.

Computer systems are being called upon to perform larger
and more complex tasks that require increased computing
power. In addition, modern software applications require
computer systems with increased graphics capabilities.
Modem software applications typically include graphical
user interfaces (GUIs) which place increased burdens on the
graphics capabilities of the computer system. Further, the
increased prevalence of multimedia applications also
demands computer systems with more powerful graphics
capabilities. Therefore, a new computer system and method
is desired which provides increased system performance and
in particular, increased video and/or graphics performance,
than that possible using prior art computer system architec-tures.

SUMMARY OF THE INVENTION

The present invention comprises an integrated memory
controller (IMC) which includes data compression/
decompression engines for improved performance. The
memory controller (IMC) of the present invention preferably
sits on the main CPU bus or a high speed system peripheral
bus such as the PCI bus. The IMC includes one or more

symmetric memory ports for connecting to system memory.
The IMC also includes video outputs to directly drive the
video display monitor as well as an audio interface for
digital audio delivery to an external stereo digital-to-analog
converter (DAC).

The IMC transfers data between the system bus and
system memory and also transfers data between the system
memory and the video display output. Therefore, the IMC
architecture of the present invention eliminates the need for
a separate graphics subsystem. The IMC also improves
overall system performance and response using main system
memory for graphical information and storage. The IMC
system level architecture reduces data bandwidth require-
ments for graphical display since the host CPU is not
required to move data between main memory and the
graphics subsystem as in conventional computers, but rather
the graphical data resides in the same subsystem as the main
memory. Therefore, for graphical output, the host CPU or
DMA master is not limited by the available bus bandwidth,
thus improving overall system throughput.

The integrated memory controller of the preferred
embodiment includes a bus interface unit which couples
through FIFO buffers to an execution engine. The execution
engine includes a compression/decompression engine
according to the present invention as well as a texture
mapping engine according to the present invention. In the
preferred embodiment the compression/decompression
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engine comprises a single engine which performs both
compression and decompression. In an alternate
embodiment, the eXecution engine includes separate com-
pression and decompression engines.

The execution engine in turn couples to a graphics engine
which couples through FIFO buffers to one or more sym-
metrical memory control units. The graphics engine is
similar in function to graphics processors in conventional
computer systems and includes line and triangle rendering
operations as well as span line interpolators. An instruction
storage/decode b10ck is coupled to the bus interface logic
which stores instmctions for the graphics engine and
memory compression/decompression engines. A Window
Assembler is coupled to the one or more memory control
units. The Window Assembler in turn couples to a display
storage bulfer and then to a display memory shifter. The
display memory shifter couples to separate digital to analog
converters (DACs) which provide the RGB signals and the
synchronization signal outputs to the display monitor. The
window assembler includes a novel display list-based
method of assembling pixel data on the screen during screen
refresh, thereby improving system performance. In addition,
a novel antialiasing method is applied to the video data as
the data is transferred from system memory to the display
screen. The internal graphics pipeline of the IMC is opti-
mized for high end 2D and 3D graphical display operations,
as well as audio operations, and all data is subject to
operation within the execution engine and/or the graphics
engine as it travels through the data path of the IMC.

As mentioned above, according to the present invention
the execution engine of the IMC includes a compression/
decompression engine for compressing and decompressing
data Within the system. The IMC preferably uses a lossless
data compression and decompression scheme. Data transfers
to and from the integrated memory controller of the present
invention can thus be in either two formats, these being
compressed or normal (non-compressed). The execution
engine also preferably includes microcode for specific
decompression of particular data formats such as digital
video and digital audio. Compressed data from system I/O
peripherals such as the hard drive, floppy drive, or local area
network (LAN) are decompressed in the [MC and stored
into system memory or saved in the system memory in
compressed format. Thus, data can be saved in either a
normal or compressed format, retrieved from the system
memory for CPU usage in a normal or compressed format,
or transmitted and stored on a medium in a normal or

compressed format. Internal memory mapping allows for
format definition spaces which define the format of the data
and the data type to be read or written. Graphics operations
are achieved preferably by either a graphics high level
drawing protocol, which can be either a compressed or
normal data type, or by direct display of pixel information,
also in a compressed or normal format. Software overrides
may be placed in applications software in systems that desire
to control data decompression at the software application
level. In this manner, an additional protocol within the
operating system software for data compression and decom-
pression is not required.

The compression/decompression engine in the IMC is
also preferably used to cache least recently used (LRU) data
in the main memory. Thus, on CPU memory management
misses which occur during translation from a virtual address
to a physical address, the compression/decompression
engine compresses the LRU block of system memory and
stores this compressed LRU block in system memory. Thus
the LRU data is eflectiVely cached in a compressed format
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in the system memory. As a result of the miss, if the address
points to a previously compressed block cached in the
system memory, the compressed block is now decompressed
and tagged as the most recently used (MRU) block. After
being decompressed, this MRU block is now accessible to
the CPU.

The use of the compression/decompression engine to
cache LRU data in compressed format in the system
memory greatly improves system performance, in many
instances by as much as a factor of 10, since transfers to and
from disk generally have a maximum transfer rate of 10
Mbytes/sec, whereas the decompression engine can perform
at over 100 Mbytes/second.

The integrated data compression and decompression
capabilities of the IMC remove system bottle-necks and
increase performance. This allows lower cost systems due to
smaller data storage requirements and reduced bandwidth
requirements. This also increases system bandwidth and
hence increases system performance. Thus the [MC of the
present invention is a significant advance over the operation
of current memory controllers.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention can be
obtained when the following detailed description of the
preferred embodiment is considered in conjunction with the
following drawings, in which:

FIG. 1 is a prior art diagram illustrating data flow in a
prior art computer system;

FIG. 2 is a block diagram illustrating data flow in a
computer system including an integrated memory controller
(IMC) according to the present invention;

FIG. 3 illustrates a block diagram of a computer system
including an IMC according to the present invention;

FIG. 3A illustrates an alternate embodiment of the com-

puter system of FIG. 3 including memory control and
graphics/audio blocks coupled to the system memory;

FIG. 3B illustrates an alternate embodiment of the com-

puter system of FIG. 3 including two IMCs coupled to the
system memory;

FIG. 3C illustrates an alternate embodiment of the com-

puter system of FIG. 3 including a first IMC coupled to the
cache bridge which couples to system memory and a second
IMC coupled to the PCI bus which couples to system
memory; .

FIG. 3D illustrates a computer system including the IMC
and using a prior art architecture where the IMC couples to
the PCI bus and uses a separate frame buffer memory for
video data;

FIG. 4 is a block diagram illustrating the IMC interfacing
to system memory and a video display monitor;

FIG. 5 is a block diagram illustrating the internal archi-
tecture of the integrated memory controller (IMC) of the
present invention;

FIG. 6 illustrates the compression/decompression logic
comprised in the [MC 140 according to the present inven-
tion;

FIG. 6A illustrates an alternate embodiment including
separate compression and decompression engines comprised
in the IMC 140 according to the present invention;

FIG. 7 illustrates normal or compressed data transfers in
a computer system incorporating the [MC where the IMC
does not modify data during the transfer;

FIG. 8 illustrates a memory-to-memory decompression
operation performed by the IMC according to the present
invention;
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FIG. 9 illustrates a memory decompression operation
performed by the IMC on data being transferred to the CPU
or to a hard disk according to the present invention;

FIG. 10 illustrates decompression of data received from
the hard disk or CPU that is transferred in normal format in

system memory according to the present invention;
FIG. 11 illustrates operation of the IMC decompressing

data retrieved from the hard disk that is provided in normal
format to the CPU;

FIG. 12 illustrates a memory-to-memory compression
operation performed by the IMC according to the present
invention;

FIG. 13 illustrates operation of the IMC 140 compressing
data retrieved from the system memory and providing the
compressed data to either the CPU or hard disk;

FIG. 14 illustrates compression of data in a normal format
received from the CPU or hard disk that is stored in

compressed form in the system memory;
FIG. 15 illustrates operation of the IMC in compressing

normal data obtained from the CPU that is stored in com-

pressed form on the hard disk 120;
FIG. 16 is a flowehart diagram illustrating operation of a

computer system where least recently used data in the
system memory is cached in a compreSSed format to the
system memory using the compression/decompression
engine of the present invention;

FIG. 17 illustrates memory mapping registers which
delineate compression and decompression operations for
selected memory address spaces; and

FIG. 18 illustrates read and write operations for an
address space shown in FIG. 17.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Incorporation by Reference
U.S. patent application Ser. No. 08/340,667 titled “Inte-

grated Video and Memory Controller with Data Processing
and Graphical Processing Capabilities” and filed Nov. 16,
1994, is hereby incorporated by reference in its entirety.
Prior Art Computer System Architecture

FIG. 1 illustrates a block diagram of a prior art computer
system architecture. As shown, prior art computer architec-
tures typically include a CPU 102 coupled to a cache system
104. The CPU 102 and cache system 104 are coupled to the
system bus 106. A memory controller 108 is coupled to the
system bus 106 and the memory controller 108 in turn
couples to system memory 110. In FIG. 1, graphics adapter
112 is shown coupled to the system bus 106. However, it is
noted that in modern computer systems the graphics adapter
112 is typically coupled to a separate local expansion bus
such as the peripheral component interface (PCI) bus or the
VESA VL bus. Prior art computer systems also typically
include bridge logic coupled between the CPU 102 and the
memory controller 108 wherein the bridge logic couples to
the local expansion bus where the graphics adapter 1.12 is
situated. For example, in systems which include a PCI bus,
the system typically includes a host/PCI/cache bridge which
integrates the cache logic 104, host interface logic, and PCI
interface logic. The graphics adapter 112 couples to frame
buffer memory 114 which stores the video data that is
actually displayed on the display monitor. Modern prior art
computer systems typically include between 1 to 4 Mega-
bytes of video memory. An I/O subsystem controller 116 is
shown coupled to the system bus 106. In computer systems
which include a PCI bus, the I/O subsystem controller 116
typically is coupled to the PCI bus. The I/O subsystem
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controller 116 couples to an input/output (I/O) bus 118.
Various peripheral [/0 devices are generally coupled to the
I/O bus 18, including a hard disk 120, keyboard 122, mouse
124, and audio digital-to-analog converter (DAC) 144.

Prior art computer system architectures generally operate
as follows. First, programs and data are generally stored on
the hard disk 120. If a software compression application is
being uSed, data may be stored on the hard disk 120 in
compressed format. At the direction of the CPU 102, the
programs and data are transferred from the hard disk 120
through the I/O subsystem controller 116 to system memory
110 via the memory controller 108. If the data being read
from the hard disk 120 is stored in compressed format, the
data is decompressed by software executing on the CPU 102
prior to being transferred to system memory 110. Thus
software compression applications require the compressed
data to be transferred from the hard disk 120 to the CPU 120

prior to storage in the system memory 110.
The CPU 102 accesses programs and data stored in the

system memory 110 through the memory controller 108 and
the system bus 106. In processing the program code and
data, the CPU 102 generates graphical data or graphical
instructions that are then provided over the system bus 106
and generally the PCI bus (not shown) to the graphics
adapter 112. The graphics adapter 112 receives graphical
instructions or pixel data from the CPU 102 and generates
pixel data that is stored in the frame buffer memory 114. The
graphics adapter 112 generates the necessary video signals
to drive the video display monitor (not shown) to display the
pixel data that is stored in the frame buffer memory 114.
When a window on the screen is updated or changed, the
above process repeats whereby the CPU 102 reads data
across the system bus 106 from the system memory 110 and
then transfers data back across the system bus 106 and local
expansion bus to the graphics adapter 112 and frame buffer
memory 114.

When the computer system desires to store or cache data
on the hard disk 120 in a compressed format, the data is read
by the CPU 102 and compressed by the software compres-
sion application. The compressed data is then stored on the
hard disk 120. If compressed data is stored in system
memory 110 which must be decompressed, the CPU 102 is
required to read the compressed data, decompress the data
and write the decompressed data back to system memory
110.

Computer Architecture of the Present Invention
Referring now to FIG. 2, a block diagram illustrating the

computer architecture of a system incorporating the present
invention is shown. Elements in FIG. 2 that are similar or
identical to those in FIG. 1 include the same reference

numerals for convenience. As shown, the computer System
of the present invention includes a CPU 102 preferably
coupled to a cache system 104. The CPU 102 may include
a first level cache system and the cache 104 may comprise
a second level cache. AlternatiVely, the cache system 104
may be a first level cache system or may be omitted as
desired. The CPU 102 and cache system 104 are coupled to
a system bus 106. The CPU 102 and cache system 104 are
also directly coupled through the system bus 106 to an
integrated memory controller (IMC) 140 according to the
present invention. The integrated memory controller (IMC)
140 includes a compression/decompression engine for
greatly increasing the performance of the computer system.
It is noted that the IMC 140 can be used as the controller for

main system memory 110 or can be used to control other
memory subsystems as desired. The [MC 140 may also be
used as the graphics controller in computer systems using
prior art architectures having separate memory and video
subsystems.
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The IMC 140 couples to system memory 110, wherein the
system memory 110 comprises one or more banks of
memory. In the preferred embodiment, the system memory
110 comprises two banks of memory, and the IMC 140
preferably includes two symmetric memory ports for cou-
pling to the two banks in system memory 110. The [MC 140
of the present invention may couple to any of various types
of memory, as desired. In the preferred embodiment, the
[MC 140 couples to the system memory 110 through a
RAMBUS implementation. For more information on the
RAMBUS memory architecture, please see “RAMBUS
Architectural Overview,” version 2.0, published July 1993
by RAMBUS, Inc., and “Applying RAMBUS Technology to
Desktop Computer Main Memory Subsystems,” version 1.0,
published March 1992 by RAMBUS, Inc., which are both
hereby incorporated by reference, In an alternate
embodiment, the system memory 110 comprises SGRAM or
single in-line memory modules (SIMMs). As noted above,
the IMC 140 of the present inVention may couple to any of
various types of memory, as desired.

The IMC 140 also generates appropriate video signals for
driving video display monitor 142. The IMC 140 preferably
generates red, green, blue (RGB) signals as well as vertical
and horizontal synchronization signals for generating
images on the video display 142. Therefore, the integrated
memory controller 140 of the present invention integrates
memory controller and video and graphics controller capa-
bilities into a single logical unit. This greatly reduces bus
traffic and increases system performance. In one
embodiment, the IMC 140 also generates appropriate data
signals that are provided to Audio DAC 144 for audio
presentation. Alternatively, the IMC 140 integrates audio
processing and audio DAC capabilities and provides audio
signal outputs that are provided directly to speakers. A boot
device 146 is also coupled to the [MC 140 to configure or
boot the IMC 140, as described further below.

The IMC 140 of the present invention is preferably
situated either on the main CPU bus or a high speed system
peripheral bus. In the preferred embodiment, as shown in
FIGS. 2 and 3, the IMC 140 is coupled directly to the system
bus 106 or CPU bus, wherein the IMC 140 interfaces
through a cache system 104 to the CPU 102. In an alternate
embodiment, the IMC 140 is situated on the peripheral
component interconnect (PCI) bus, which is a high speed
peripheral local bus standard developed by Intel Corpora-
tion. For more information on the PCI bus, please see “PCI
System Architecture” by Tom Shanley and Don Anderson,
copyright 1993 by MindShare Inc., which is hereby incor-
porated by reference. Please also see PCI documentation
available from Intel Corporation. In this embodiment, the
cache 104 preferably comprises a PCI/cache bridge, and the
system bus 106 is preferably a PCI bus. However, it is noted
that the IMC 140 can sit on any various types of buses as
desired.

An [/0 subsystem controller 116 is coupled to the system
bus 106. The l/O subsystem controller 116 in turn is coupled
to an l/O bus 118. Various I/O devices are coupled to the I/O
bus including a hard disk 120, keyboard 122, and mouse
124, as shown. In an embodiment including a PCI bus, the
I/O subsystem Controller 116 is coupled to the PCI bus.

Typical computer programs require more system bus
bandwidth for the transfer of application data than the
transfer of program code executed by the CPU. Examples of
application data include a bit mapped image, font tables for
text output, information defined as constants, such as table
or initialization information, etc. Graphical and/or video
data, for example, is processed by the CPU 102 for display

02/04/2004, EAST Version: 1.4.1

10

15

20

25

30

35

40

45

50

55

60

65

8

before the video data is written to the graphical output
device. Therefore, in virtually all cases, the actual program
code executed by the CPU 102 which manipulates the
application data consumes considerably less system memory
110 for storage than the application data itself.

The IMC 140 includes a novel system architecture which
helps to eliminate system bandwidth bottlenecks and
removes extra operations required by the CPU 102 to move
and manipulate application data. According to the present
invention, the IMC 140 includes a data compression/
decompression engine which allows application data to
move about the system in a compressed format. The opera-
tion of the compression/decompression engine in the IMC
140 is discussed in greater detail below.

The IMC 140 also includes a high level protocol for the
graphical manipulation of graphical data or video data which
greatly reduces the amount of bus trafiic required for video
operations and thus greatly increases system performance.
This high level protocol includes a display list based video
refresh system and method whereby the movement of
objects on the video display screen 142 does not require
movement of pixel data in the system memory 110, but
rather only requires the manipulation of display address
pointers in a Display Refresh List, thus greatly increasing
the performance of pixel bit block transfers, animation, and
manipulation of 2D and 3D objects.

FIG. 2 illustrates the data transfer path of data within a
computer system including the IMC 140 according to the
present invention, As mentioned above, in typical computer
systems, the program code and data is initially stored on the
hard disk drive 122. First, the IMC 140 reads program code
and data stored on the disk 120 using a direct memory access
(DMA) and burst control methods where the IMC 140 acts
as a master on the system bus 106. The program code and
data are read from the disk 120 by the IMC 140 and stored
in the system memory 110. In an alternative embodiment,
the program code and data are transferred from the disk 120
to the IMC 140 under CPU control. The data is transferred

from the hard disk 120 to the system memory 110 preferably
in a compressed format, and thus the data requires less disk
storage and reduced system bus bandwidth. As the data is
transferred from the disk 120 to the IMC 140, the data is
preferably decompressed by the decompression engine
within the IMC 140 and stored in the system memory bank
110. In general, disk [/0 transfer rates are sufficiently slow
to allow decompression and storage of the data as the
compressed data is received from the disk 120.

The CPU 102 begins program execution by reading the
recently decompressed program code from the system
memory 110. Portions of the program code contain infor-
mation necessary to write data and/or instructions back to
the IMC 140 using a special graphical protocol to direct the
IMC 140 to control the display output on the video display
142. In many cases, the graphical data is not required to
leave the system memory 110 and is not required to move to
another location in system memory 110, but rather the
display list-based operation and high level graphical proto-
col of the IMC 140 of the present invention enables the CPU
102 to instruct the IMC 104 how window and other graphi-
cal data is presented on the screen. This provides a tremen-
dous improvement over prior art systems.

The IMC 140 of the present invention integrates a data
compression/decompression engine into the memory con-
troller unit. This reduces the amount of disk storage or
archive storage requirements and thus reduces overall sys-
tem costs. This also reduces the required amount of system
memory because, when data is compressed for storage, more
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offscreen or non-recently-used data can be stored in system
memory 110. This allows faster memory access time since
less time is required to decompress the compressed data in
system memory 110 than to retrieve the data from the hard
disk 120. The incorporation of data compression and decom-
presses engines in the memory controller unit and also
oflloads compression tasks from the CPU 102 and avoids
use of the cache system for decompression, thereby increas-
ing system performance.

Therefore, the IMC 140 of the preSent invention reduces
the amount of data required to be moved within the system
for processing, thus reducing the overall cost while improv-
ing the performance of the computer system. According to
the present invention, the CPU 102 spends much less time
moving data between the various subsystems. This frees up
the CPU 102 and allows the CPU 102 greater time to work
on the application program rather than moving data around
the system.
Computer System Block Diagram

Referring now to FIG. 3, a block diagram illustrating the
preferred embodiment of a computer system incorporating
the IMC 140 according to the present invention is shown. It
is noted that the present invention may be incorporated into
any of various types of computer systems having various
system architectures. As shown, the computer system
includes a central processing unit (CPU) 102 which is
coupled through a CPU local bus to a host/PCI/cache bridge
105. The bridge 105 incorporates the cache 104 and I/O
subsystem controller 116 of FIG. 2.

The IMC 140 of the prwent invention couples to the
bridge 105. In the preferred embodiment, the IMC 140
comprises a single chip, as shown. However, it is noted that
the [MC 140 may comprise two or more separate chips or
controllers, as desired. Main memory or system memory 110
couples to the IMC 140. The IMC 140 provides video
outputs to video monitor 142 and audio outputs to Audio
DAC 144. Speakers 145 are connected to the Audio DAC
144. A boot device 146 is preferably coupled to the IMC
140. The host/PCI/Cache bridge 105 also interfaces to a
peripheral component interconnect (PCI) bus 118. In the
preferred embodiment, a PCI local bus is used. However, it
is noted that other local buses may be used, such as the
VESA (Video Electronics Standards Association) VL bus or
a proprietary bus. In an alternate embodiment, the IMC 140
is coupled directly to the PCI bus 118 as a PCI device.
Alternatively, the IMC 140 is adapted to the P60 bus, which
is a high-speed interconnect for Intel P6 processors and
related devices. In one embodiment, the IMC 140 includes
a pin-strappable interface which can couple either to the PCI
bus or to an address/data CPU bus.

Various types of devices may be connected to the PCI bus
118. It is noted that, in prior art computer systems, a video
adapter and video frame buffer would be coupled to the PCI
bus 118 for controlling video functions. However, in the
computer system of the present invention, video functions
are performed by the IMC 140. Also, video data is stored in
system memory 110, and thus a separate video frame buffer
is not required.

As shown in FIG. 3, a SCSI (small computer systems
interface) adapter 119 is coupled to the PCI bus 118. In the
embodiment shown in FIG. 3, the SCSI adapter connects to
two disk drive units 120, a CD-ROM 130, and a tape drive
132. Various other devices may be connected to the PCI bus
118, such as a network interface card 134. As shown, the
network interface card 134 interfaces to a local area network

(LAN) 136.
In the embodiment shown, expansion bus bridge logic

150 is coupled to the PCI bus 118. The expansion bus bridge
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logic 150 is coupled to the PCI bus 118 . The expansions bus
bridge logic 150 interfaces to an expansion bus 152. The
expansion bus 152 may be any of varying types, including
the industry standard architecture (ISA) bus, also referred to
as the AT bus, the extended industry standard architecture
(EISA) bus, or the microchannel architecture (MCA) bus.
Various devices may be coupled to the expansion bus 152,
including expansion bus memory 154, a keyboard 122 and
a mouse 124. The expansion bus bridge logic 150 also
couples to a peripheral expansion bus referred to as the
X-bus 160. The X-bus 160 is used for connecting various
peripherals to the computer system, such as an interrupt
system 162, a real time clock (RTC) and timers 164, a direct
memory access (DMA) system 166, and ROM/Flash
memory 168, among others.
Alternate Computer System Embodiments

FIG. 3A illustrates an alternate embodiment of the com-

puter system of FIG. 3 including memory control and
graphics/audio blocks coupled to the system memory 110. In
this embodiment, the host/PCI/cache bridge 105 couples to
a memory control block 181 which couples to system
memory 110. The host/PCI/cache bridge 105 also couples to
a graphics/audio control block 182 which couples to system
memory 110. Video monitor 142 and audio DAC 144 are
coupled to the graphics/audio block 182. Speakers 145
connect to the Audio DAC 144. Thus, in this embodiment,
the internal logic of the IMC 140 is split into two chips 181
and 182, one comprising the memory control logic 181 and
the other comprising the graphics/audio control logic 182.
This embodiment is preferably used where it is impractical
to include both the memory and graphical capabilities of the
IMC 140 of the present invention on a single chip.

FIG. 3B illustrates an alternate embodiment of the com-

puter system of FIG. 3 including two IMCs 140a and 140b
coupled between the host/PCI/cache bridge 105 and the
system memory 110. In one embodiment the IMC 140a is
used solely for memory control functions and the IMC 1401)
is used solely for graphical and audio functions.
Alternatively, the lMCs 140a and 14% each perform both
memory and graphics/audio functions for increased perfor-
mance. For example, the video monitor 142 may optionally
be coupled to both IMCs 140a and 140b,

FIG. 3C illustrates an alternate embodiment of the com-

puter system of FIG. 3 including a first IMC 140a coupled
between the host/PCI/cache bridge 105 and the system
memory 110. Asecond IMC 14% is coupled to the PCI bus
118, and the second IMC 14% also couples to the system
memory 110. Video monitor 142 and Audio DAC 144 are
coupled to the IMC 140b and speakers 145 connect to the
Audio DAC 14S. Alternatively, the first IMC 140a can
simply be a memory controller without graphical or audio
capabilities.

FIG. 3D illustrates a computer system including the IMC
and using a prior art architecture similar to that of FIG. 1. A
first IMC 140a or memory controller is coupled between the
host/PCI/cache bridge 105 and the system memory 110. A
second IMC 140b couples to the PCI bus 118. Aframe buffer
141 separate from system memory 110 is coupled to the IMC
14%. Video monitor 142 and Audio DAC 144 are coupled
to the IMC 14% and speakers 145 connect to the Audio
DAC 145. This embodiment does not have many of the same
advantages as the embodiments described above because a
separate frame buffer 141 is used. Also, this system requires
graphical data or piXel data transfers between the system
memory 110 and the frame bufier 141, which are not
required in the above systems. Alternatively, the computer
system includes a dedicated (non-IMC) memory controller,
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and the [MC 140 is used as the graphics accelerator in the
graphics adapter 112.
IMC as a Bus Master

In the preferred embodiment, the IMC 140 is a system bus
master, thus providing a better cost/performance ratio. In the
preferred embodiment of FIG. 3, the [MC 140 can act as a
master on the PCI bus 118 in a similar manner that the CPU

102 acts as a master on the PCI bus 118. In one embodiment,
the PCI/cache bridge 105 includes arbitration logic, and the
CPU 102 and the IMC 140 arbitrate for control of the PCI

bus 118. As is well known, a PCI master is able to initiate
burst mode or DMA data transfers onto or off-of the system
bus, and such transfers minimiZe the amount of work the
CPU 102 and IMC 140 must perform to move data around
the system. Since the IMC 140 is a PCI master, memory
acquisition or data transfers of certain data-types which are
stored in permanent storage (disks) or across the network
(LAN) do not consume CPU resources. It is noted that the
CPU 102 must service the request to transfer, (IMC register
initialization for the transfer). However, the CPU 102 is not
required to actually perform the data transfer once the link
has been established, and thus CPU processing time is
saved. In the preferred embodiment where the IMC 140 is a
bus master, once the CPU 102 has Set up the data transfer,
data movement is controlled by the IMC 140. In this case the
IMC 140 may be tasked with decompression of data coming
ofl of the system hard drive. Another example is an external
MPEG decoder for live video. Once initialized, the IMC 140
moves and prepares the data for display without CPU
intervention. With the IMC’s ability to control transfer,
decompression and display, the CPU 102 is not required to
use processing power in order to transfer data between
subsystems.
IMC Interface

Referring now to FIG. 4, a block diagram illustrating how
the IMC 140 interfaces to various devices is shown. In the

embodiment shown in FIG. 4, the IMC 140 is coupled to a
PCI bus wherein the PCI bus is the system bus 106.
However, in the preferred embodiment, the IMC 140 is
coupled to an expansion bus/cache bridge 105, as shown in
FIG. 3. An external BIOS ROM 146 is coupled to the IMC
140 for boot and initialization of the computer system. As
mentioned above, in the preferred embodiment the IMC 140
includes dual memory control units for connection of up to
512 Megabytes of system memory. Each memory control
unit generates respective address and data signals as shown.
For example, a first memory control unit generates address
and data signals (Addl and Datal) and a second memory
control unit also generates address and data signals (Add2
and Data2). In an alternate embodiment, the IMC 140
includes a single memory control unit. The IMC 140 also
generates the appropriate video signals for driving the video
display monitor 142. As shown, the IMC 140 generates red,
green and blue signals referred to as red, gm and blu, for
driving the video display monitor 142 and generates hori-
zontal and vertical synchronization signals referred to as
HSYNC and VSYNC, respectively. The IMC 140 further
generates audio signals to an Audio DAC 144, which in turn
provides analog audio signals to one or more speakers (not
shown).
IMC System Boot Procedure

The BIOS ROM 146 stores boot data, preferably in a
compressed format. At power-up, the IMC 140 readsand
decompresses the BIOS data from the BIOS ROM 146 into
a normal format and loads the data into thesystem memory
110. In the preferred embodiment, all memory accesses are
suspended until the boot code has been transferred to the
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system memory 110 and is ready to be read. All internal IMC
mapping registers default to point to the boot code for power
on operation. Once the boot code has been loaded into
system memory 110, the CPU 102 traps the starting address
of the boot code to begin boot operations.

The boot code is responsible for a number of configura-
tion options of the IMC 140. When a reset input to the IMC
140 referred to as nRESET goes inactive high, configuration
resistors tied to inactive signals determine the start up
procedures. If the configuration is set to boot from the IMC
boot code, the data is read by the IMC 140, optionally
decompressed, and transferred into the system memory 110.
Before this operation can take place, the [MC 140 must also
be programmed. When the boot device 146 is connected to
me IMC 140, the first portion of the boot code is specific to
the [MC 140. This code is read from the boot device 146 into

the IMC instruction register FIFO. IMC instructions sueh as
load and store registers set up the initialization of the IMC.
These operations include but are not limited to: set refresh,
map PCI memory bounds, initialize display timing, and read
main CPU boot code to specific system memory address. In
addition, if the boot code is in a compressed format, the IMC
initialization routine sets up the IMC for decompression of
such code. It is noted that all boot code for the IMC is in a

“non—compressed” format. Once the system boot and driver
have been initialized, the IMC protocol for instruction
processing can be in a compressed format.

Once the boot code is transferred to the system memory
110 by the IMC 140, an NMI or high level interrupt is
generated from the IMC interrupt output pin. Optionally, the
IMC can communicate a “NOT READY” status to the CPU

102 to prevent access until the boot memory 146 is in place.
After the IMC 140 has set the memory bounds and config-
ured the PCI interface configuration, set display and
memory refresh timings, decompressed and/or loaded host
CPU boot code into system memory, an interrupt out instruc- -
tion from the IMC 140 directs the host CPU 102 to begin
instruction execution for completion of system initialization.
Non-IMC System Boot Procedure

In an alternate embodiment, the computer system does not
include a boot device coupled to the [MC boot device port.
In this embodiment, the IMC 140 resides in the system as a
coprocessor. A waiting register loads into the IMC 140 to
enable access to the main memory 110. In an embodiment
where the IMC 140 is coupled to the PCI bus, the IMC 140
contains the correct configuration information in order for
the system to recognize the IMC 140 as a PCI peripheral
device. In this architecture the host CPU 102 is responsible
for register loads to initialize the IMC 140. Such initializa-
tion sets up the decode memory map for non-compressed
and compreSSCd data storage, as well as the display for
output and any other set-up required to boot the operating
system.
IMC Block Diagram

FIG. 5 illustrates a more detailed block diagram of the
internal components comprising the IMC 140 of the present
invention. It is noted that various of the elements in FIG. 5

are interconnected with each other, wherein many of the
various interconnections are not illustrated in FIG. 5 for

simplicity.
As shown, the [MC 140 includes bus interface logic 202

for coupling to the host computer system, i.e., for coupling
to the system bus 106. In the preferred embodiment, the
system bus 106 is the CPU bus or host bus. Alternatively, the
system bus 106 is the PCI bus, and the bus interface logic
202 couples to the PCI bus. Instruction storage/decode logic
230 is coupled to the bus interface logic 202.
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The bus interface logic 202 couples to an execution
engine 210 through two first in first out (FIFO) bufl'ers 204
and 206. In other words, the two FIFO bufi'ers 204 and 206
are coupled between the bus interface logic 202 and the
execution engine 210. The FIFO buffers 204 and 206
decouple data transfers beIWeen the external asynchronous
computer system and the synchronous logic comprised
within the IMC 140. The execution engine 210 includes a
data compression/decompression (codec) engine according
to the present invention, as described further below. The
execution engine 210 also include texture mapping logic for
performing texture mapping on pixel data. In one
embodiment, the execution engine 210 includes separate
compression and decompression engines.

The execution engine 210 couples to a graphics engine
212. The graphits engine 212 essentially serves as the
graphical adapter or graphics processor and includes various
graphical control logic for manipulating graphical pixel data
and rendering objects. The graphics engine 212 includes
polygon rendering logic for drawing lines, triangles, etc.,
i.e., for interpolating objects on the display screen 142. The
graphics engine 212 also includes other graphical logic,
includingASCII to font conversion logic, among others. The
instruction storage/decode logic 230 stores instructions for
execution by the graphics engine 212.

In one embodiment, the execution engine 210 comprises
a DSP engine which performs both codec functions as well
as graphical functions. In one embodiment, the DSP engine
includes one or more ROMS which store different microcode

depending on the task being performed, and the DSP engine
dynamically switches between different sets of microcode to
perform different tasks.

The graphics engine 212 couples to respective memory
control units referred to as memory control unit #1 220 and
memory control unit #2 222 via respective FIFO buffers 214
and 216, respectively. Memory control unit #1 220 and
memory control #2 222 provide interface signals to com-
municate with respective banks of system memory 110. In
an alternate embodiment, the IMC 140 includes a single
memory control unit. The graphics engine 212 reads graphi-
cal data from system memory 110, performs various graphi-
cal operations on the data, such as formatting the data to the
correct x, y addressing, and writes the data back to system
memory 110. The graphics engine 212 performs operations
on data in the system memory 110 under CPU control using
the high level graphical protocol. In many instances, the
graphics engine 212 manipulates or resets pointers and
manipulates data in windows workspace areas in system
memory 110, rather than transferring the pixel data to a new
location in system memory 110.

The two memory control units 220 and 222 can each
preferably address up to 256 Megabytes of system memory
110. Each memory control unit 220 and 222 comprises a
complete address and data interface for coupling to system
memory 110. Each memory control unit 220 and 222 also
includes internal collision logic for tracking of operations to
avoid data coherency problems. The memory control units
220 and 222 are coupled internally and include a complete
display list of memory operations to be performed. Multiple
display lists are used for memory transfers as well as screen
refresh and DRAM refresh operations. Both memory control
units 220 and 222 span the entire memory interface address
space and are capable of reading any data comprised within
the system memory 110.

A Window Assembler 240 is coupled to each of the
memory control units 220 and 222. The Window Assembler
240 includes logic according to the present invention which
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assembles video refresh data on a per window or per object
basis using a novel pointerbased Display Refresh List
method. This considerably improves system and video per-
formance. The Display Refresh List is stored in system
memory 110 and uses pointers which reference video data
for display. The Window Assembler 240 also uses a respec-
tive window workspace located in system memory 110 for
each window or object on the display screen 142. In other
words, the Window Assembler 240 includes memory
mapped I/O registers which point to applications-specific
memory areas within the system memory 110, i.e., areas of
system memory 110 which are mapped as windows work-
space memory. Each window workspace contains important
information pertaining to the respective window or
application, including the position of the window on the
display, the number of bits per pixel or color composition
matrix, depth and alpha blending values, and respective
address pointers for each function. Thus each window on the
display Screen includes an independent number of colors,
depth, and alpha planes. The information in each respective
window workspace is used by the Window Assembler 240
during screen refresh to draw the respective window infor-
mation on the display screen 142.

Therefore, the system memory 110 includes workspace
areas which specify data types, color depths, 3D depth
values, screen position, etc. for each window on the screen.
A Display Refresh List or queue is located in system
memory 110, and the Window ASembler 240 dynamically
adjusts and/or constructs the Display Refresh List according
to the mOVemenl of data objects which appear on the video
display Screen 142. Thus, when an object or window is
moved to a new position on the video screen, the data
comprising the object does not transfer to another location in
system memory 110. Rather, only the display pointer address
is changed in the system memory 110, and this change is
reflected in the Display Refresh List. This provides the effect
of moving data from a source address to a destination
address, i.e., a bit block transfer (bit blit), without ever
having to move data comprising the object to a new location
in system memory 110. This provides greatly increased
performance over conventional bit blit operations com-
monly used in graphical systems.

The Window Assembler 240 is coupled to a display
storage buffer 244 where the screen refresh pixel data is
stored. The display storage bufier 244 is coupled to a display
memory shifter 246 which in turn is coupled to respective
red, green and blue digital to analog converters (DACs)
which provide the respective red, green and blue signals to
the display unit 142. The IMC 140 also provides horizontal
and vertical synchronization signals (not shown in FIG. 4).
In one embodiment, the Window Assembler 240 also pro-
vides audio signal outputs to an Audio Shifter 242 which
provides audio output signals, as shown.

The IMC 140 includes a bursting architecture designed to
preferably burst 8 bytes or 64 bits of data during single
transfers, and can also burst 32 bit (4 byte) transfers for PCI
bus transfers. The IMC 140 also includes logic for single
byte and multiple byte operations using either big or little
endian formats. The IMC 140 transfers data between the

system bus and main memory 110 and also transfers data
between the system memory 110 and the internal shift
registers 244 and 246 for graphical display output. All data
transferred within the IMC 140 is subject to operation within
the execution engine 210 and/or the graphics engine 212 as
the data traverses through the data path of the IMC 140.
Compression/Decompression Engine

Referring now to FIG. 6, the execution engine 210
preferably includes a single compression/decompression
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engine 301 which performs compression and decompression
functions. This single engine 301 is preferablye a dedicated
codec hardware engine. In one embodiment, the codec
engine 301 comprises a DSP core with one or more ROMS
which store different sets of microcode for certain functions,
such as compression, decompression, special types of
graphical compression and decompression, and bit blit
operations, as desired. In this embodiment, the codec engine
301 dynamically shifts betWeen the diflerent sets of micro-
code in the one or more ROMs depending on the function
being performed.

As shown in FIG. 6A, in one embodiment, the execution
engine 210 in the IMC 140 preferably includes an embedded
lossless data compression engine 302 and decompression
engine 304 designed to compress and decompress data as
data is transferred to/from system memory 110. In the
following description, the execution engine 210 is described
as having Separate compression and decompression engines
302 and 304. In the present disclosure, the term
“compression/decompression engine” includes a single inte-
grated engine which performs compresion and decompres-
sion functions as well as separate compression and decom-
pression engines.

This, the IMC 140 includes two data formats referred to
as “compressed” data and “normal” data. The compressed
data format requires less storage and thus is less expensive.
The compresed format also requires less system bandwidth
to transfer data between system memory 110 and I/O sub-
systems. Compression of normal data format to compressed
data format results in a small performance penalty. However,
the decompression of compressed data format to normal data
format does not have an associated penalty. In one
embodiment, the compression engine 302 is implemented in
software by the CPU 102.

In the preferred embodiment, the compression engine 302
and decompre$ion engine 304 comprise hardware engines
in the IMC 140, or alternatively use pieces of the same
engine for compression and decompression. [n the preferred
embodiment, the compression engine 302 and decompres-
sion engine 304 in the IMC 140 comprise one or more
hardware engines which perform LZRW compression and
decompression. For more information on a data compression
and decompression system using LZRW compression,
please see U.S. Pat. No. 4,701,745, titled “Data Compres-
sion System,” which issued Oct. 20, 1987 and which is
hereby incorporated by reference in its entirety. In an
alternate embodiment, the data compression and decompres-
sion engines 302 and 304 utilize the data compression/
decompression processor hardware disclosed in U.S. Pat.
No. 5,410,671, titled “Data Compression/Decompression
Processor,” which issued Apr. 25, 1995 and which is hereby
incorporated by reference in its entirety. Other types of data
compression/decompression methods may be used. For
examples of other data compression/decompression meth-
ods which can be used in the hardware engines 302 and 304
of the present invention, please see U.S. Pat. Nos. 4,464,650
and 4,558,302 which are both hereby incorporated by ref-
erence. The above two patents present implementations of a
data compression method described by Lempel and Ziv in
“Compression of Individual Sequences Via Variable-Rate
Coding,” IEEE Transactions on Information Theory, IT-5,
September 1977, pages 530—537, and “A Universal Algo-
rithm for Sequential Data Compression,” IEEE Transactions
on Information Theory, lT-23-3, May 1977, pages 337—343
and the above two articles are both hereby incorporated by
reference.

The compression engine 302 and decompression engine
304 of the present invention may also include specialized
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compression/decompression engines for image data. For
example, one embodiment utilizes compression and decom-
pression engines 302 and 304, which are shown and
described in U.S. Pat. No. 5,408,542, titled “Method and
Apparatus for Real-Time Lossless Compression and
Decompression of Image Data,” which issued Apr. 18, 1995
and which is hereby incorporated by reference in its entirety.
In an alternative embodiment, the compression and decom-
pression engines 302 and 304 utilize lossy decompression
techniques and comprise the system and method taught in
U.S. Pat. No. 5,046,119 titled “Method and Apparatus for
Compressing and Decompressing Color Video Data with an
Anti-Aliasing Mode,” this patent being hereby incorporated
by reference in its entirety. For related information on
compression and decompression engines for video
applications, please see U.S. Pat. No. 5,379,356 titled
“Decompression Processor for Video Applications,” U.S.
Pat. No. 5,398,066 titled “Method and Apparatus for Com-
pression and Decompression of Digital Color Images,” U.S.
Pat. No. 5,402,146 titled “System and Method for Video
Compression with Artifact Dispersement Control,” and U.S.
Pat. No. 5,379,351 titled “Video Compression/
Decompression Processing and Processors,” all of which are
hereby incorporated by reference in their entirety.

For other types of data compression and decompression
methods which may be used in the compression and decom-
pression engines 302 and 304 of the present invention,
please see U.S. Pat. No. 5,406,279 titled “General Purpose,
Hash-Based Technique for Single Pass Lossless Data
Compression," U.S. Pat. No. 5,406,278 titled “Method and
Apparatus for Data Compression Having an Improved
Matching Algorithm which Utilizes a Parallel Hashing
Technique,” U.S. Pat. No. 5,396,595 titled “Method and
System for Compression and Decompression of Data.”

In the preferred embodiment of the invention, the com-
pression engine 302 and decompression engine 304 use a
lossless compression method. Any of various lossless com-
pression methods may be used as desired. As noted above,
in the preferred embodiment, LZRW compression is used as
shown in U.S. Pat. No. 4,701,745. HoWever, it is noted that
other lossless compression methods may be used, and in
some embodiments lossy compression methods may be used
as desired.

In the preferred embodiment of the invention, the com-
pression engine 302 and decompression engine 304 are
hardware engines comprised of logic circuitry. In an alter-
nate embodiment, the compression and decompression
engines 302 and 304 include a dedicated compression/
decompression processor which executes instructions out of
a ROM or RAM memory. Various other implementations
may be used to embed a compression/decompression within
the memory controller according to the present invention.

According to the present invention, a software subroutine
eXecuting on the CPU 102 directs the IMC to compress data
before the data is written to system memory 110 or hard disk
120. This is preferably accomplished after the compilation
period of the software and thus does not affect the perfor-
mance of run time executables. During program execution,
the compressed data, in the form of either executables or
data files, is decompressed by the decompression engine 304
in the IMC 140 as data is retrieved from the system memory
110. Data stored in compressed format either on the hard
disk 120 or on other I/O subsystems such as a LAN (local
area network), serial ports, etc., is transferred to the system
memory 110 and is either decompressed to normal data by
the decompression engine 304 in the IMC 140 during the
transfer or is stored as compressed data in the system
memory 110 for later decompression.
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The operation of the compression unit302 and the decom-
pression unit 304 in the [MC 140 are completely transparent
to system level application software. According to the
present invention, special directives are included in the
computer's operating system software which imbed direc-
tives used in file and data transfers, where the directives are
used by the IMC 140 for data manipulation. In this manner,
we IMC 140 predicts the necessary data manipulation
required, i.e., compression or decompression, ahead of the
actual execution requirements of the software application.
This system level architecture provides a mechanism for the
determination of when and how data is to be transferred and

the particular data format, either normal or compressed
format, in which the data is to be represented. Software
overrides may also be included in software applications in
systems where it is desired to control decompresion of data
at the software application level. In this manner, an addi-
tional protocol for data compression or decompression is not
required.

Data decompression is particularly important for live
video system throughput and texture map storage. In prior
art computer systems, live video is limited by the data
transfer rate of the raw digital video data between the storage
device, the system bus, and the system memory 110 or video
subsystem. The IMC 140 of the present invention provides
video acceleration with minimal CPU overhead because the

IMC 140 decompresses the incoming video data. It is noted
that the [MC 140 requires external video input digitization
for live video. The IMC 140 also may require an external
device for compression of some video formats, such as
MPEG.

In addition, while incoming video input is received by the
IMC 140, decompressed, and transferred to the hard disk
120 or other I/O device, the video data may also be stored
in normal format in the system memory 110 for immediate
display on the video monitor 142. The video data stored in
the system memory 110 is displayed according to the refresh
display list system and method of the present invention
comprised in the Window Assembler 240. Thus, this pro-
vides the mechanism for receiving video, storing it in
compressed format on the disk 120, and also displaying the
live video on the display screen 142 in real time during video
capture with minimal CPU involvement. Also, as discussed
further below, the pointer-based display list video refresh
system and method of the present invention provides greatly
improved video display capabilities than that found in the
prior art. In the 3-D video game market large amounts of
memory storage are required to store and manipulate texture
images for texture mapping. By storing the texture source
(or texels) in compressed format, the IMC 140 reduces both
hard disk and memory capacity requirements. The IMC 140
can then be directed by the CPU 102 to expand the com-
pressed textures before texture mapping of display objects is
required.

FIGS. 7—15 illustrate various examples of data
compression, data decompression, and data transfer within a
computer system including an [MC 140 according to the
present invention. FIG. 7 illustrates data transfer in either a
normal format or compressed format within the computer
system without modification by the IMC 140. Thus, the IMC
allows data transfers by the system DMA logic or CPU
Without performing any type of compression or decompres-
sion operations, i.e., without any special functions or opera-
tions on the data stream. The data is stored in memory or is
transferred to the disk or [[0 subsystem without any modi-
fications. It is noted that this mode represents the standard
prior art method for system data transfer where no compres-
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sion or decompression operations are performed on the data
by the memory controller. In this mode, the IMC 140 is
unaware of the data format type and whether the data is for
transfer or storage.

FIG. 8 illustrates a memory-to-memory decompression
operation implemented by the IMC 140 according to the
present invention. As shown, the [MC 140 performs decom-
pression of data within the system memory 110 without host
CPU intervention, i.e., without requiring intervention of
software routines executing on the host CPU 102. As shown
in FIG. 8, compresed data stored in file system memory is
expanded into a normal data format by passing through the
decompression engine 304 in the [MC 140. This operation is
necessary for preparation of executables which contain
instructions and operands directly responsible for CPU
program execution. The IMC 140 is directed by initialization
code in the form of a malloc instruction to allocate a block

for executable storage and to decompress the existing rou-
tines already present in the memory subsystem.

FIG. 9 illustrates operation of the decompression engine
304 in the IMC 140 obtaining compressed data from the
system memory 110, decompressing the data, and transfer-
ring the data to the CPU 102 or hard disk 120. Thus, the CPU
102 or hard disk 120 or respective I/O subsystem is capable
of reading normal noncompressed data for storage and/or
execution from the system memory 110 even when the data
stored in system memory is stored in a compressed format.
The decompression engine 304 and the IMC 140 operates
transparently relative to the remainder of the computer
system and operates to transform compressed memory data
stored in system memory 110 into noncompressed data or
data in the normal format. The decompresion operation is
transparent and occurs during a read operation from the CPU
to system memory 110. The IMC 140 also includes a look
ahead architecture system which ensures that the data being
read is always available. Thus, stall-out, i.e., the decompres-
sion engine 304 failing to keep up with the CPU requests,
only occurs when the CPU reads blocks of nonsequential
data.

FIG. 10 illustrates operation of the IMC 140 in decom-
pressing data from either the CPU 102 or hard disk 120 and
storing the decompressed or normal data into system
memory 110. Thus, data can be transferred from hard disk
120 and I/O subsystem or from the CPU 102 can be
decompressed and stored in a normal format for later
execution or use. This mode of operation is preferably the
standard mode. This method allows smaller data files and
smaller amounts of information to be transferred on the

system bus as data is read from a hard disk 120 or from a
local area network (LAN) via a network interface card. The
CPU 102 may also obtain and/0r move data from a com-
pressed format and store the data in a normal format in the
system memory 110 without the CPU 102 having to execute
a decompression algorithm in software. This enables execut-
able programs that are stored on the hard disk 120 in
compressed format that are transferred by the CPU 102 in
compressed format to be expanded within the IMC 140 into
a normal format during memory storage.

FIG. 11 illustrates compressed data transferred from the
hard disk 120 decompressed within the IMC 140 and read as
normal data by the CPU 102. This is for cases where it is
desirable for the CPU to read data from the hard disk 120 or

an I/O subsystem where the data is stored in a compressed
format and CPU 102 desires to read the data in a normal

format or noncompressed format. The [MC 140 includes a
special transfer mode by which the data is not required to be
temporarily stored in the system memory 110 in order for
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decompremion to occur. It is noted, however, that the data
transfer time may actually be increased in this mode due to
the duality of the single interface bus at the interface of the
IMC 140. In one embodiment of the invention, the decom-
presion logic 304 includes a dual ported nature with HFOs
at each end wherein compressed data is read into one end
and decompressed data is output from the other to increase
decompression operations.

FIG. 12 illustrates operation of the IMC 140 in converting
normal data, i.e., data in a normal format, in the system
memory 110 into data stored in a compressed format within
the system memory 110. In one embodiment, the IMC 140
includes a compression engine 302 which accompanies
software compression performed by the CPU 102. In some
applications, it is faster and more convenient to be able to
compress data off line without CPU interVention. This
compression operation may generally be used for areas of
“cached-out" program or operand data, i.e., data stored in
the system memory 110 that is either non-cacheable or is not
currently in the cache memory. Thus, the IMC 140 allows
for memory compaction during a software application’s
memory allocation and cleanup routine. FIG. 12 illustrates
how the [MC 140 can read data in its normal format from the

system memory 110, compress the data, and then write the
data back to system memory 110 for later decompression.
This is a dynamic operation and can be imbedded into
software applications as desired.

FIG. 13 illustrates operation of the compression engine
302 in the IMC 140 retrieving data stored in a normal format
in the system memory 110 and providing compressed data to
either the CPU 102 or the hard disk 120. In a computer
system incorporating the IMC 140 according to the preferred
embodiment, this operation of the compression engine 302
in transferring data stored in a normal format from system
memory 110 and storing the data in a compressed format on
the hard disk 120 is preferably one of the most common uses
for the IMC compre$ion engine 302.

As shown, data stored in the normal format in the system
memory 110 can effectively be “cached” onto the hard disk
120 or an I/O subsystem in compressed format for later use.
This method is substantially more efficient than normal data
transfers because, due to the compression, the amount of
data transferred is less. When a memory miss occurs, i.e.,
when the CPU requests data from the system memory 110
and the data is not present in the system memory 110
became the data has been stored in a compressed format on
the hard disk 120, data in the system memory 110 that has
been least recently used is written in compressed fom‘iat to
the disk to make room for the data requested by the CPU
102. Thus, this operation is similar to a cache system where,
on a cache miss, the least recently used (LRU) data is
overwritten with the requested data because this data is the
least likely to be requested in the future. If the CPU 102
includes an internal first level cache system and the cache
system 104 is a second level cache system, the system
memory 110 effectively acts as a third level cache system
storing LRU data in a compressed format in main memory
rather than writing the data back to the hard disk 120.

As shown in FIG. 12, instead of transferring the LRU data
from system memory 10 to the hard disk 120, the data is not
cached to disk but rather is compressed by the compression
engine 302 and stored in system memory 110 in compressed
format. For example, when a page miss occurs the data is
conventionally transferred to the hard disk. However,
according to the present invention, the data is stored in
system memory 110 in compressed format. This allows
faster recall of data when a page miss occurs since the
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requested data is still in system memory 110, albeit in
compressed format.

The compression engine 302 in the IMC 140 provides that
only compressed data is transferred between the hard disk
120 and the system memory 110, thus providing substan-
tially faster transfers because of the reduced amount of data
required to be transferred. This greatly increases the perfor-
mance and storage capability of computer systems which
implement virtual memory by swapping data from the
system memory 110 to and from the hard disk 120. It is
further noted that the IMC 140 compresses data stored in the
normal format in system memory 110 and transfers this
compressed data to the CPU if the CPU 102 desires to obtain
the data in a compressed format. It is anticipated that this
will not be as common as the transfer of data in a normal

format in system memory 110 to a compressed format on the
hard disk 120 as described above.

FIG. 14 illustrates data in a normal noncompressed format
transferred from either the hard disk 120 or CPU 102 to the

IMC 140 where the compression engine 302 in the IMC 140
converts the data into compressed data and stores the
compressed data in the system memory 110. It is noted that
there are generally rare occasions when the hard disk 120, an
I/O subsystem, or even the CPU 102 transfers data in normal
format to the IMC where it is desirable to store the data in

compressed format in the system memory 110. This could
typically occur from foreign applications programs loaded
into from the floppy drive or retrieved from a local area
network where it is desirable to compress this information
before use or storage in the main system memory 110.
Another usage is for storage of bitmaps and texture maps
which must be animated in real time. Here the disk or LAN

is too slow to load and register the image data for animation.
In this example, the IMC 140 registers compressed bit maps
(stored in compressed format on disk) and then uses the
method shown in FIG. 8 on an “as needed” basis.

FIG. 15 illustrates compression of data from the CPU 102
and storage of the compressed data on the hard disk 120 or
transferred over another l/O subsystem. Thus, another fea-
ture of the compression engine 302 of the present invention
is the ability to write CPU data in normal format directly
onto the system disk 120 or I/O subsystem in a compressed
format. This is performed without requiring the CPU 102 to
implement a special software compression algorithm, thus
saving CPU resources.
Compression/Decompression Engine for Caching Data in a
Compressed Format

The compression/decompression engine 301 in the IMC
140 is also preferably used to cache least recently used
(LRU) data in the main memory 110. Thus, on CPU memory
management misses, which occur during translation from a
virtual address to a physical address, the compression/
decompression engine 301 compresses the LRU block of
system memory 110 and stores this compressed LRU block
in system memory 110. Thus the LRU data is effectively
cached in a compressed format in the system memory 110.
As a result of the miss, if the address points to a previously
compressed block cached in the system memory 110, the
compressed block is decompressed and tagged as the most
recently used (MRU) block. After being decompressed, this
MRU block is now accessible to the CPU 102.

Referring now to FIG. 16, a flowchart diagram is shown
illustrating operation of the computer system where the
compression/decompression engine is used to store or
“cache” LRU data in a compressed format in the system
memory 110. In step 502 the CPU 102 requests data from the
system memory 110, i.e., the CPU provides addresses of
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requested data to the [MC 140. In step 504 the [MC 140
determines if the data resides in the main memory 110 in a
normal format, i.e., the [MC 140 determines if the data
resides in the “system memory cache”. If so, then in step 506
the [MC 140 transfers the requested data to the CPU 102,
and operation completes.

[f the data is determined to not reside in the main memory
110 in a normal format, then in step 508 the [MC 140
determines if the data resides in the main memory 110 in a
compressed format. It is noted that the determinations of
steps 504 and 508 may essentially be performed in the same
step. If the data does not reside in the main memory 110 in
a compressed format, then the data must be cached on the
disk subsystem 120, and in step 510 the requested data is
retrieved from the disk subsystem 120.

If the data resides in the main memory 110 in a com-
pressed format, then in step 522 the [MC 140 determines the
least recently used data in main memory 110. Step 522
involves either determining the “true” LRU data or deter-
mining “pseudo LRU” data according to a desired replace-
ment algorithm. In the presont disclosure, the term “least
recently used data” or “LRU data” refers to the data the [MC
140 decides to compress and store (cache) in the system
memory 110, presumably because this data was determined
to be the least likely to be accessed by the CPU 102 in the
future.

In step 524 the [MC 140 compresses the LRU data and
stores the compressed LRU data in main memory 110. The
compressed LRU data may also be cached to the disk
subsystem 120 if additional free system memory space is
needed. In step 526 the [MC 140 decompresses the
requested data and stores the uncompressed requested data
back to main memory 110. The [MC 140 also preferably
marks this data as most recently used (MRU) data. In step
528 the [MC 140 provides the requested data to the CPU
102, and operation completes.

It is noted that if the requested data resides in the disk
subsystem] 120, then the data is retrieved by the [MC 140 in
step 510 and steps 522—528 are then performed as described
above. In this instance, step 526 is performed only if the data
was stored on the disk subsystem 120 in a compressed
format, which is typically the case.

The use of the compression/decompression engine to
cache LRU data in compressed format in the system
memory greatly improves system performance, in many
instances by as much as a factor of 10, since transfers to and
from disk generally have a maximum transfer rate of 10
Mbytes/sec, whereas the decompression engine can perform
at over 100 Mbytes/second.
Mapping System Memory as Compressed and Normal

Under normal operations where the compression/
decompression engine is not used, the operating system
software maps the [MC 140 as normal “physically
addressed” memory. For certain applications it is more
advantageous to map the system memory 110 into com-
pressed and normal data storage areas. This allows the
operating system to read and write to alternate address
ranges Where the data is compressed or deeompressed
during acces or operation. This stage is preferably deter-
mined by information in an “attributes” list which stores
attributes about each window or object on the screen. The
attributes list is used by the Window Assembler 240 to
maintain information about windows or objects on the
screen. For more information on the attributes list and the

operation of the Window Assembler 240, please see FIG. 18
and the associated text in US. patent application Ser. No.
08/340,667, referenced above.
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FIG. 17 illustrates an example of mapping registers which
determine whether the system memory space is mapped into
compressed or normal data storage areas. Thus, as the
address is input to the mapping registers, the compression/
decompression engine is engaged depending on the pre-
defined “locked” memory bounds for each system memory
region.

As shown in FIG. 17, address range OOOOxxmr to
0001xxxx is designated with “compress reads”, address
range OOlexxx to 0002xxxx is designated with “decom-
press reads”, address range 0002xxxx to 0003xxxx is des-
ignated with “compress writes”, address range 0003xxxx to
0004xxxx is designated with “decompress writes”, and
address range 0004xxxx to 0008xxxx is designated with
“normal”. Thus, if an address is in the range 0003xxxx to
0004xxxx, then reads are normal and writes are
decompressed, which is shown in FIG. 18. It is noted that all
combinations are possible, including any combination of
normal, compressed, and decompressed transfers for reads
and writes.

Thus, according to the present invention, the operating
system tags system memory 110 for usage. In addition, the
[MC 140 maps areas of system memory as compreSSed or
decompressed.
Conclusion

Therefore, the [MC 140 of the present invention includes
a compression/decompression engine 301 which off loads
work from the CPU 102 and provides increased data transfer
capabilities that reduce the amount of data required to be
transferred. The [MC 140 of the present invention incorpo-
rates compresion and decompression in the memory sub-
system and thus off loads the host CPU 102 from having to
perform this function. Thus, as shown above, multiple
choices are available for cost and performance
enhancements, and the [MC of the present invention pro-
vides numerous advances over the prior art.

Although the system and method of the present invention
has been described in connection with the preferred
embodiment, it is not intended to be limited to the specific
form set forth herein, but on the contrary, it is intended to
cover such alternatives, modifications, and equivalents, as
can be reasonably included within the spirit and scope of the
invention as defined by the appended claims.

What is claimed is:

1. A method for managing memory accesses in a system
including a CPU, a system memory for storing data, and a
memory controller coupled to the system memory, wherein
the memory controller performs memory control functions
for the system memory, wherein the memory controller
includes a hardware compression and decompression
engine, the method comprising:

the CPU initiating an acce$ of data in the system
memory, wherein the system memory is a volatile
memory which stores uncompressed data currently
being used for execution by the CPU, wherein the
uncompressed data includes most recently used data;

determining a replacement block of data in the system
memory after said initiating;

the memory controller compressing said replacement
block of data;

the memory controller storing said compressed replace-
ment block of data in said system memory after said
compressing said replacement block of data;

wherein said compressing said replacement block of data
and storing said compressed replacement block of data
in said system memory operates to free up at least a
portion of said system memory;
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the memory controller performing said access of data in
the system memory.

2. The method of claim 1, wherein the CPU initiating an
access of data in the system memory comprises the CPU
initiating a read of requested data in the system memory,
wherein the memory controller performing said access of
data in the system memory includes:

the memory controller providing said requested data to
the CPU.

3. The method of claim 2, wherein the requested data
resides in the system memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller decompressing said requested data
after the CPU initiating the access to produce uncom-
pressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

4. The method of claim 3, further comprising:
marking said uncompressed requested data as most

recently used data.
5. The method of claim 2, further comprising:
marking said requested data as most recently used data.
6. The method of claim 2, wherein the computer system

includes a non-volatile memory coupled to the memory
controller, wherein the requested data resides in the non-
volatile memory, wherein the memory controller performing
said access of data in the system memory comprises:

the memory controller accessing said requested data from
the non-volatile memory; and

the memory controller storing said requested data in the
system memory.

7. The method of claim 2, wherein the computer system
includes a non-volatile memory coupled to the memory
controller, wherein the requested data resides in the non-
volatile memory in a compressed format, wherein the
memory controller performing said access of data in the
system memory comprises:

the memory controller accessing said requested data from
the non-volatile memory;

the memory controller decompressing the requested data
to produce uncompressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

8. The method of claim 1, further comprising:
marking said data as most recently used data.
9. The method of claim 1, wherein the CPU initiating an

access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller writing said first data to the system
memory after the memory controller compressing said
replacement block of data and storing said compressed
replacement block of data in said system memory.

10. The method of claim 9, further comprising:
marking said first data as most recently used data.
11. The method of claim 1, wherein the CPU initiating an

access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller compressing the first data to pro-
duce compressed first data; and

the memory controller writing said compressed first data
to the system memory after the memory controller
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compressing said replacement block of data and storing
said compressed replacement block of data in said
system memory.

12. The method of claim 1,

the memory controller determining if the data resides in
the system memory in an uncompressed format in
response to the CPU initiating the access of data in the
system memory;

wherein the memory controller compresses the replace-
ment block of data and stores the compressed replace-
ment block of data in the system memory in response
to the memory controller determining that the data does
not reside in the system memory in an uncompressed
format.

13. The method of claim 12,

wherein the memory controller determining if the data
resides in the system memory in an uncompressed
format comprises the memory controller determining if
a page hit occurs;

wherein the memory controller compresses the replace-
ment block of data and stores the compressed replace-
ment block of data in the system memory in response
to the memory controller determining that a page miss
has occurred.

14. The method of claim 1, wherein the memory control-
ler compressing said replacement block of data comprises
the memory controller perfoming a lossless compression on
said replacement block of data.

15. The method of claim 1, wherein the memory control-
ler compressing said replacement block of data comprises
the memory controller performing a lossy compression on
said replacement block of data.

16. The method of claim 1, wherein the system memory
stores application data used by the CPU for executing one or
more applications.

17. The method of claim 16,
wherein the CPU initiating an access of data in the system

memory comprises the CPU initiating an access of
application data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the application data in the system
memory.

18. The method of claim 16, wherein the replacement
block of data in the system memory comprises application
data.

19. The method of claim 1, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the CPU initiating an access of data in the system
memory comprises the CPU initiating an access of
graphics data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the graphics data in the system
memory.

20. The method of claim 1, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the replacement block of data in the system
memory comprises graphics data.

21. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
determining a least recently used block of data in die system
memory.

22. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
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determining a true least recently used block of data in the
system memory.

23. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
determining a pseudo least recently used block of data in the
system memory.

24. The method of claim 1, wherein the memory control-
ler comprises a hardware compression engine and a hard-
ware decompression engine.

25. The method of claim 1, wherein the data includes
application code and application data.

26. Amethod for managing memory accesses in a system
a system including a CPU, 21 system memory for storing
data, and a memory controller coupled to the system
memory, wherein the memory controller performs memory
control functions for the system memory, wherein the
memory controller includes a hardware compression and
decompression engine, the method comprising:

the CPU requesting data from the memory controller,
wherein the data resides in the system memory in a
compressed format, wherein the system memory is a
volatile memory which stores uncompressed data cur-
rently being used for execution by the CPU, wherein
the uncompressed data includes most recently used
data;

determining a replacement block of data in the system
memory after said requesting;

the memory controller compressing said replacement
block of data;

the memory controller storing said compressed replace-
ment block of data in said system memory after said
compressing said replacement block of data;

the memory controller decompressing said requested data
after said requesting to produce uncompressed
requested data; and

the memory controller providing said uncompresed
requested data to the CPU.

27. The method of claim 26, further comprising:
marking said uncompressed requested data as most

recently used data.
28. The method of claim 26, wherein the memory con-

troller comprises a hardware compression engine and a
hardware decompression engine.

29. The method of claim 26, wherein the data includes
application code and application data.

30. A method for managing data accemes in a system
including a CPU, a system memory for storing data, a
memory controller coupled to the system memory, and a
non-volatile memory coupled to the memory controller,
wherein the memory controller performs memory control
functions for the system memory, wherein the memory
controller includes a hardware compression and decompres-
sion engine, the method comprising:

the CPU initiating an access of data in the system
memory, wherein the system memory is a volatile
memory which stores uncompressed data currently
being used for execution by the CPU, wherein the
uncompressed data includes most recently used data;

determining a replacement block of data in the system
memory after said initiating;

the memory controller compressing said replacement
block of data;

the memory controller transferring said compressed
replacement block to the non-volatile memory for
storage after said compressing said replacement block
of data;
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wherein said compressing said replacement block of data
and transferring said compressed replacement block of
data to the non-volatile memory operates to free up at
least a portion of said system memory;

the memory controller performing said access of data in
the system memory.

31. The method of claim 30, further comprising:

marking said data as most recently used data.
32. The method of claim 30, wherein the CPU initiating

an access of data in the system memory comprises the CPU
initiating a read of requested data in the system memory,
wherein the memory controller performing said access of
data in the system memory includes:

the memory controller providing said requested data to
the CPU.

33. The method of claim 32, further comprising:

marking said requested data as most recently used data.
34. The method of claim 32, wherein the requested data

resides in the system memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller decompressing said requested data
after the CPU initiating the access to produce uncom-
pressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

35. The method of claim 32, wherein the requested data
resides in the non-volatile memory, wherein the memory
controller providing said requested data to the CPU
includes:

the memory controller accessing said requested data from
the non-volatile memory; and

the memory controller storing said requested data in the
system memory.

36. The method of claim 32, wherein the requested data
resides in the non-volatile memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller accessing said requested data from
the non-volatile memory;

the memory controller decompressing the requested data
to produce uncompressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

37. The method of claim 30, wherein the CPU initiating
an access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller writing said first data to the system
memory after the memory controller compressing said
replacement block of data and storing said compreSSed
replacement block of data in said system memory.

38. The method of claim 37, further comprising:

marking said first data as most recently used data.
39. The method of claim 30, wherein the CPU initiating

an access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller compressing the first data to pro-
duce compressed first data; and

the memory controller writing said compressed first data
to the system memory after the memory controller
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compressing said replacement block of data and storing
said compressed replacement block of data in said
system memory.

40. The method of claim 30,

the memory controller determining if the data resides in
the system memory in an uncompressed format in
response to the CPU initiating the access of data in the
system memory;

wherein the memory controller compreSSes the replace-
ment block of data and transfers the compressed
replacement block of data to the non-volatile memory
in response to the memory controller determining that
the data does not reside in the system memory in an
uncompressed format.

41. The method of claim 40,

wherein the memory controller determining if the data
resides in the system memory in an uncompressed
format comprises the memory controller determining if
a page hit occurs;

wherein the memory controller compresses the replace-
ment block of data and transfers the compressed
replacement block of data to the non-volatile memory
in response to the memory controller determining that
a page miss has occurred.

42. The method of claim 30, wherein the memory con-
troller compressing said replacement block of data corn-
prisos the memory controller performing a lossless compres-
sion on said replacement block of data.

43. The method of claim 30, wherein the memory con-
troller compressing said replacement block of data com-
prises the memory controller perforrning a lossy compres-
sion on said replacement block of data.

44. The method of claim 30, wherein the system memory
stores application data used by the CPU for executing one or
more applications.

45. The method of claim 44,

wherein the CPU initiating an access of data in the system
memory comprises the CPU initiating an access of
application data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the application data in the system
memory.

46. The method of claim 44, wherein the replacement
block of data in the system memory comprises application
data.

47. The method of claim 30, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the CPU initiating an access of data in the system
memory comprises the CPU initiating an access of
graphics data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the graphics data in the system
memory.

48. The method of claim 30, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the replacement block of data in the system
memory comprises graphics data.

49. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
determining a least recently used block of data in the system
memory.

50. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
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determining a true least recently used block of data in the
system memory.

51. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
determining a pseudo least recently used block of data in the
system memory.

52. The method of claim 30, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

53. The method of claim 30, wherein the data includes
application code and application data.

54. Amethod for managing memory accesses in a system
including a CPU, a system memory for storing data, a
memory controller coupled to the system memory, and a
non-volatile memory coupled to the memory controller,
wherein the memory controller performs memory control
functions for the system memory, wherein the memory
controller includes a hardware compression and decompres-
sion engine, the method comprising:

the CPU requesting data from the memory controller,
wherein the data resides in the system memory in a
compressed format, wherein the system memory is a
volatile memory which stores uncompressed data cur-
rently being used for execution by the CPU, wherein
the uncompressed data includes most recently used
data;

determining a replacement block of data in the system
memory after said requesting;

the memory controller compressing said replacement
block of data;

the memory controller transferring said compressed
replacement block of data to the non-volatile memory
after said compressing said replacement block of data;

the memory controller decompressng said requested data
after said requesting to produce uncompressed
requested data; and

the memory controller providing said uncompressed
requested data to the CPU.

55. The method of claim 54, further comprising:
marking said uncompressed requested data as most

recently used data.
56. The method of claim 54, wherein the memory con-

troller comprises a hardware compression engine and a
hardware decompression engine.

57. The method of claim 54, wherein the data includes

application code and application data.
S8.Asystem with improved memory access management,

the system comprising:
a CPU;

a system memory, wherein the system memory is a
volatile memory for storing data, wherein the data
includes uncompressed data currently being used for
execution by the CPU, wherein the uncompressed data
includes most recently used data; and

a memory controller coupled to the CPU and to the system
memory, wherein the memory controller performs
memory control functions for the system memory,
wherein the memory controller includes a hardware
compression/decompression engine;

wherein the CPU is operable to initiate an access of data
in the system memory;

wherein, in response to the access, the memory controller
is operable to access a replacement block of data in the
system memory, compress said replacement block of
data, and store said compressed replacement block of
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data in said system memory, wherein said compression
of said replacement block of data and storage of said
compressed replacement block of data in said system
memory operates to free up at least a portion of said
system memory;

wherein the memory controller is operable to perform said
access of data in the system memory after freeing up
said at least a portion of said system memory.

59. The system of claim 58,
wherein said data is marked as most recently used data.
60. The system of claim 58, wherein the CPU is operable

to initiate a read of requested data in the system memory;
wherein, in performing said access of data in the system

memory, the memory controller is operable to provide
said requested data to the CPU.

61. The system of claim 60, wherein the requested data
resides in the system memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to decompress said
requested data and store said uncompressed requested
data in the system memory.

62. The system of claim 60, wherein the system further
includes:

a non-volatile memory coupled to the memory controller,
wherein the requested data resides in the non-volatile
memory;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory and store said
requested data in the system memory.

63. The system of claim 60, wherein the system further
includes:

a non-volatile memory coupled to the memory controller,
wherein the requested data resides in the non-volatile
memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory, decompress the
requested data to produce uncompreSSed requested
data, and store said uncompressed requested data in the
system memory.

64. The system of claim 58, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to write
said first data to the system memory.

65. The system of claim 58, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to com—
press the first data to produce compressed first data and
write said compressed first data to the system memory.

66. The system of claim 58,
wherein, in response to the access, the memory controller

is operable to determine if the data resides in the system
memory in an uncompressed format;

wherein the memory controller is operable to access the
replacement block of data, compress the replacement
block of data, and store the compressed replacement
block of data in the system memory in response to the
memory controller determining that the data does not
reside in the system memory in an uncompressed
format.

67. The system of claim 66,
wherein the memory controller is operable to provide the

data to the CPU in response to the memory controller
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determining that the data resides in the system memory
in an uncompressed format.

68. The system of claim 66,

wherein, in determining if the data resides in the system
memory in an uncompressed format, the memory con-
troller is operable to determine if a page hit occurs;

wherein the memory controller accesses the replacement
block of data, compresses the replacement block of
data, and stores the compressed replacement block of
data in the system memory in response to the memory
controller determining that a page miss has occurred.

69. The system of claim 58, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossless compression on said
replacement block of data.

70. The system of claim 58, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossy compression on said replace-
ment block of data.

71. The system of claim 58, wherein the system memory
stores application data used by the CPU for executing one or
more applications;

wherein the data comprises application data.
72. The system of claim 58, wherein the system further

includes a display;
wherein the system memory stores graphics data used for

presenting images on the display;
wherein the data comprises graphics data.
73. The system of claim 58, wherein the replacement

block of data comprises a least recently used block of data
in the system memory.

74. The system of claim 58, wherein the replacement
block of data comprises a true least recently used block of
data in the system memory.

75. The system of claim 58, wherein the replacement
block of data comprises a pseudo least recently used block
of data in the system memory.

76. The system of claim 58, wherein the system comprises
a computer system.

77. The system of claim 58, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

78. The system of claim 58, wherein the data includes
application code and application data.

79.Asystem with improved memory access management,
the system comprising:

a CPU;

a system memory, wherein the system memory is a
volatile memory for storing data, wherein the data
includes uncompressed data currently being used for
execution by the CPU, wherein the uncompressed data

a memory controller coupled to to the CPU and to the
system memory, wherein the memory controller per-
forms memory control functions for the system
memory, wherein the memory controller includes a
hardware compression/decompression engine; and

a non-volatile memory coupled to the memory controller;
wherein the CPU is operable to initiate an access of data

wherein, in response to the access, the memory controller
is operable to access a replacement block of data in the

50

includes most recently used data;
55

60

in the system memory;

65
system memory, compress said replacement b10ck of
data, and transfer said compressed replacement block
of data to the non-volatile memory, wherein said com-
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presion of said replacement block of data and transfer
of said compressed replacement block of data to the
non-volatile memory operates to free up at least a
portion of said system memory;

wherein the memory controller is operable to perform said
access of data in the system memory after freeing up
said at least a portion of said system memory.

80. The system of claim 79,
wherein said data is marked as most recently used data.
81. The system of claim 79, wherein the CPU is operable

to initiate a read of requested data in the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to provide
said requested data to the CPU.

82. The system of claim 81, wherein the requested data
resides in the system memory in a compressed format;

wherein,rin providing said requested data to the CPU, the
memory controller is operable to decompres said
requested data and store said uncompressed requested
data in the system memory.

83. The system of claim 81,
wherein the requested data resides in the non-volatile

memory;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory and store said
requested data in the system memory.

84. The system of claim 81,

wherein the requested data resides in the non‘volatile
memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory, decompress the
requested data to produce uncompressed requested
data, and store said uncompressed requested data in the
system memory.

85. The system of claim 79, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to write
said first data to the system memory.

86. The system of claim 79, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to com-
press the first data to produce compressed first data and
write said compressed first data to the system memory.
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87. The system of claim 79,

wherein, in response to the access, the memory controller
is operable to determine if the data resides in the system
memory in an uncompresed format;

wherein the memory controller is operable to access the
replacement block of data, compress the replacement
block of data, and transfer the compressed replacement
block of data to the non-volatile memory in response to
the memory controller determining that the data does
not reside in the system memory in an uncompressed
format.

88. The system of claim 79, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossless compression on said
replacement block of data.

89. The system of claim 79, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossy compression on said replace-
ment block of data.

90. The system of claim 79, wherein the system memory
stores application data used by the CPU for executing one or
more applications;

wherein the data comprises application data.
91. The system of claim 79, wherein the system further

includes a display;

wherein the system memory stores graphics data used for
presenting images on the display;

wherein the data comprises graphics data.
92. The system of claim 79, wherein the replacement

block of data comprises a least recently used block of data
in the system memory.

93. The system of claim 79, wherein the replacement
block of data comprises a true least recently used block of
data in the system memory.

94. The system of claim 79, wherein the replacement
block of data comprises a pseudo least recently used block
of data in the system memory.

95. The system of claim 79, wherein the system comprises
a computer system.

96. The system of claim 79, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

97. The system of claim 79, wherein the data includes
application code and application data.
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(57) ABSTRACT

A computer system includes a nonvolatile memory posi-
tioned between a disk controller and a disk drive storing a
boot program, in a computer system. Upon an initial boot v
sequence, the boot program is loaded into a cache in the
nonvolatile memory. Subsequent boot sequences retrieve the
boot program from the cache. Cache validity is maintained
by monitoring cache misses, and/or by monitoring writes to
the disk such that a write to a sector held in the cache results

in the cache line for that sector being invalidated until such
time as the cache is updated. A filter driver is provided to
monitor writes to the disk and determine if a cache line is
invalidated.
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1
HARDWARE ACCELERATION OF BOOT-UP
UTILIZING A NON-VOLATILE DISK CACHE

TECHNICAL FIELD OF THE INVENTION

The present invention pertains generally to computers,
and more particularly to method and apparatus for speeding
the boot-up process in computers.

BACKGROUND OF THE INVENTION

Booting up a computer, and in particular an IBM—
compatible personal computer (PC), often takes longer than
desired. For example, it is not atypical for a PC using the
Windows® 98 operating system to require one minute or
more to boot up. This delay can be untenable when the PC
needs to be activated on an expedited basis. For instance, if
the user needs a phone number quickly, it can be more
expeditious to look the number up in a telephone directory
as opposed to a PC if the PC requires booting. Thus, unless
PCs can be booted more quickly than as is currently the
case, their use in applications that require fast initialization
is limited. Thus, there is a need for a PC with a shorter boot
up time than is currently available.

SUMMARY OF THE INVENTION

The present invention provides method and apparatus for
speeding the boot-up of a computer. According to one
embodiment of the invention, a boot program stored on a
boot disk is cached in a nonvolatile memory, and retriCVed
by the system from the cache during the boot sequence
instead of from the boot disk, thereby increasing the speed
of access to the boot program. This and various other
embodiments of the invention are described below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a first embodiment of the apparatus of
the invention.

FIGS. 2—5 illustrate various alternate embodiments of the

method of using the cache according to the present inven-
tion.

FIG. 6 illustrates an alternate embodiment of the appara-
tus of the invention.

FIG. 7 illustrates yet another embodiment of the method
of the invention.

DETAILED DESCRIPTION OF THE
INVENTION

In the following detailed description of the invention
reference is made to the accompanying drawings which
form a part hereof, and in which is shown, by way of
illustration, specific embodiments in which the invention
may be practiced. In the drawings, like numerals describe
substantially similar components throughout the several
views. These embodiments are described in sufficient detail

to enable those skilled in the art to practice the invention.
Other embodiments may be utilized and structural, logical,
and electrical changes may be made without departing from
the scope of the present invention.

Referring now to FIG. 1, there is shown a first embodi-
ment of the invention. A computer system 10 includes a
Central Processing Unit (CPU) 12, a boot disk 14 storing a
boot program 16 used by the computer system 10 to boot,
and a nonvolatile random access memory 18 used as a disk
cache. Memory 18 receives all or a portion of the boot
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program 16 from the boot disk 14 and stores it for access by
the CPU 12 so that the computer system 10 can boot in
whole or in part from the disk cache in memory 18. A data
bus 20 couples the CPU 12 to a controller 22 that controls
the boot disk 14, and a cache controller 24 is coupled
between the bus 20 and the boot disk 14, and wherein the
memory 18 is coupled to the cache controller 22. In one
example embodiment, the computer system 10 may com-
prise an IBM-compatible computer with a Pentium class
microprocessor and an IDE controller for controller 22, or an
Apple Macintosh computer with a Motorola microprocessor.
The invention, however, is not limited in this respect, and
other types of computer systems and processors can be used.
Nonvolatile memory 18 may be a FLASH memory, or any
suitable form of nonvolatile memory, and, preferably in at
least some embodiments of the invention, random access
memory.

In operation, the computer system 10 operates under the
control of an operating system 26, which includes as a
portion thereof boot program 16. Boot program 16 has a"
boot-time disk footprint of a ascertainable size. The memory
18 is sized to be substantially as large as the boot-time disk
footprint, so that the boot program 16 can be cached in the
memory 18. However, the memory 18 could be smaller than
the footprint, and store only a portion of the entire boot
program 16. Alternatively, memory 18 could exceed the size“
of program 16. All or a portion of boot program 16 can
therefore be stored in memory 18, from where it can be more, I
quickly retrieved, as opposed to being retrieved from the
boot disk 14, during boot-up of the system 10. If onlyia
portion of the boot program 16 is stored in memory 18, that
portion may be retrieved therefrom, with the remaining
portion retrieved from the boot disk 14.>

According to another example embodiment, the boot
program cache in memory 18 is formed of lines, the boot
program 16 is stored in linear sectors on the boot disk 14,
and the lines of the cache are mapped to the linear sectors of
the boot disk 14 read in a boot sequence upon boot up of
system 10. Referring to FIGS. 2—5, there is shown an
example method for using the boot program cache. Initially,
the cache lines are marked invalid (30). The cache is loaded
with data from sectors of disk 14 read during an initial boot
sequence (32). As shown in FIG. 3, during boots of the
system 10 subsequent to the initial boot sequence, data in the
cache is used (34) instead of the corresponding sector data
from the boot disk, if the sector data in the cache is valid
(33). Otherwise, the boot program or the disk is used (35).
According to another example variant of this embodiment
shown in FIG. 4, if data is written to a sector read during the
initial boot sequence (36), the cache lines corresponding to
the sector are marked invalid (37). The invalid cache line can
be subsequently replaced with new data from the boot disk
and the cache line marked valid (38). According to yet
another example embodiment of the method of the present
invention, illustrated in FIG. 5, cache coherency is main-
tained by detecting cache misses (40), and if a miss is
detected, aging the cache, to invalidate lines from the cache
(41). According to one approach, the cache is aged in a
first-in first-out (FIFO) manner.

According to yet another embodiment of the invention
diagrammatically illustrated in FIG. 6, a filter driver 50 is
positioned between the operating system 26 and the disk
controller 22, and the filter driver 50 has access to all
input-output (I/O) requests to the boot disk 14, and to a
cache map 52 in cache controller 24. Filter driver 50 can
detect writes to the disk 14 which are in the same sector as

a sector in the cache. [[1 one embodiment, filter driver 50 can
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monitor all [/0 operations without significantly slowing
performance of the system.

According to a method of Operation using the embodi-
ment of FIG. 6, illustrated in FIG. 7, if a disk sector cached
in the cache is changed (60), as detected by filter driver 50,
the corresponding cache line is invalidated (61). The invali-
dated line can be refreshed with the correct contents during
the next boot sequence (62). In one embodiment, the cache
is not updated by the filter driver so that performance is not
degraded. However, according to another embodiment, the
cache is refreshed during the write operation to the corre-
sponding Sector in the disk drive (64) using a cache write-
back queue.

Thus, as described above, there is provided method and
apparatus for speeding the boot-up of a computer. The
invention is applicable to all manner of computer systems,
including appliance-like, sealed case systems, where the
loadable files and configuration are seldom changed.

What is claimed is:

1. A computer system comprising a CPU, a boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program from the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
controlling the boot disk, wherein the cache has lines,
wherein the lines of die cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache

is valid, and wherein if data is written to a sector read during
the initial boot sequence, the cache line corresponding to the
sector is marked invalid.

2. The computer system of claim 1, wherein the invalid
cache line is replaced with new data from the boot disk and
the cache line marked valid.

3. A computer system comprising a CPU, 3 boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program from the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
controlling the boot disk, wherein the cache has lines,
wherein the lines of the cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache

is valid, and wherein cache coherency is maintained by
detecting cache misses, and if a miss is detected, the cache
is aged, to invalidate lines from the cache.

4. The computer system of claim 3, wherein the cache is
aged in a first-in first-out (FIFO) manner.

5. A computer system comprising a CPU, 3 boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program from the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
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controlling the boot disk, wherein the cache has lines,
wherein the lines of the cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache

is valid, and wherein the computer system further includes
a filter driver between the CPU and the IDE controller,

wherein the filter driver has access to all input-output (I/O)
requests to the boot disk, and wherein the filter driver has
access to a cache map and can detect writes to the disk which
are in the same Sector as a sector in the cache.

6. The computer system of claim 5, further wherein if
such a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

7. The computer system of claim 5, wherein the cache is
not updated by the filter driver.

8. The computer system of claim 5, wherein the cache is
refreshed during the write operation to the corresponding
sector in the disk drive.

9. A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in part from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the lines of the cache are
mapped to linear sectors read in a boot Sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data from sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and wherein if
data is written to a sector read during the initial boot
sequence, the cache line corresponding to the sector is
marked invalid.

10. The method of claim 9, wherein the invalid cache line
is replaced with new data from the boot disk and the cache
line marked valid.

11.A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in part from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the lines of the cache are
mapped to linear sectors read in a boot sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data fiom sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and wherein
cache coherency is maintained by detecting cache misses,
and if a miss is detected, the cache is aged, to invalidate lines
from the cache.

12. The method of claim 11, wherein the cache is aged in
a first-in first-out (FIFO) manner.

13.A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
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system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in pan from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the lines of the cache are
mapped to linear sectors read in a boot sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data from sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence Sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and further

wherein a filter driver is positioned between the CPU and the
DE controller, and wherein the filter driver has access to all
input-output ([/0) requests to the boot disk, and wherein the
filter driver has acces to a cache map and can detect writes
to the disk which are in the same sector as a sector in the
cache.

14. The method of claim 13, and further wherein if such
a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

15. The method of claim 13, wherein the cache is not
updated by the filter driver.

16. The method of claim 13, wherein the cache is
refreshed during the write operation to the corresponding
sector in the disk drive.

17. A computer system, comprising:
a CPU;

a boot disk storing a boot program used by the computer
system to boot;

a nonvolatile memory disk cache receiving all or a portion
of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in part from the disk cache; and

a controller for controlling the boot disk,
wherein the cache has lines that are initially marked

invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded with data from sectors read

during an initial boot sequence,
wherein during boots of the system subSequent to the

initial boot, sequence sector data in the cache is used
instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and

wherein if data is written to a sector read during the initial
boot sequence, the cache line corresponding to the
sector is marked invalid.

18, The computer system of claim 17, further comprising:
a data bus coupled to the CPU; and
a cache controller coupled between the bus and the boot

disk,

wherein the disk cache is coupled to the cache controller.
19. The computer system of claim 17, wherein the com-

puter system operates under the control of an operating
system, and wherein the operating system has a boot-time
disk footprint size and the cache is sized substantially as
large as the size of the footprint.

20. The computer system of claim 17, wherein the invalid
cache line is replaced with new data from the boot disk and
the cache line marked valid.

21. A computer system, comprising:
a CPU;

a boot disk storing a boot program used by the computer
system to boot;

01/29/2004, EAST Version: 1.4.1

10

15

20

25

3O

35

40

45

50

55

60

65

6

a nonvolatile memory disk cache receiving all or a portion
of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in part from the disk cache; and

a controller for controlling the boot disk,
wherein the cache has lines that are initially marked

invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded with data from sectors read

during an initial boot sequence,
wherein during boots of the system subsequent to the

initial boot, sequence sector data in the cache is used
instead of the corresponding Sector data from the boot
disk if the sector data in the cache is valid, and

wherein cache coherency is maintained by detecting
cache misses, and if a miss is detected, the cache is
aged, to invalidate lines from the cache.

22. The computer system of claim 21, wherein the cache
is aged in a first-in first-out (FIFO) manner.

23. The computer system of claim 21, further comprising:
a data bus coupled to the CPU; and
a cache controller coupled between the bus and the boot

disk,
wherein the disk cache is coupled to the cache controller.
24. The computer system of claim 21, wherein the com-

puter system operates under the control of an operating
system, and wherein the operating system has a boot-time
disk footprint size and the cache is sized substantially as
large as the siZe of the footprint.

25. A computer system, comprising:
a CPU;

a boot disk storing a boot program used by the computer
system to boot;

a nonvolatile memory disk cache receiving all or a portion
of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in part from the disk cache;

a controller for controlling the boot disk; and
a filter driver between the CPU and the controller,

wherein the cache has lines that are initially marked
invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded wifii data from sectors read

during an initial boot sequence,
wherein during boots of the system subsequent to the

initial boot,‘ sequence sector data in the cache is used
instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid,

wherein the filter driver has access to all input-output
([/0) requests to the boot disk, and

wherein the filter driver has access to a cache map and can
detect writes to the disk which are in the same sector as
a sector in the cache.

26. The computer system of claim 25, further wherein if
such a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

27. The computer system of claim 25, wherein the cache
is not updated by the filter driver.

28. The computer system of claim 25, wherein the cache
is refreshed during the write operation to the corresponding
sector in the disk drive.

29. A method comprising:
storing a boot program used by a computer system in a

nonvolatile memory disk cache that receives all or a
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portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the computer system can boot in whole or
in part from the disk cache;

controlling the boot disk with a controller;
organizing the cache in lines;

initially marking the lines of the cache as invalid;

mapping the lines of the cache to linear sectors read in a
boot sequence;

loading the cache with data from sectors read during an
initial boot sequence;

using sequence sector data in the cache instead of the
corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid; and

marking the cache line corresponding to a sector as
invalid if data is written to the sector read during the
initial boot sequence.

30. The method of claim 29, further comprising providing
a data bus that couples the CPU to a cache controller coupled
betWeen the bus and the boot disk, wherein the disk cache
is coupled to the cache controller.

31. The method of claim 29, further comprising:
replacing the invalid cache line with new data from the

book disk; and

marking the cache line as valid.
32. A method comprising:
storing a boot program used by a computer system in a

nonvolatile memory disk cache that receives all or a
portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the computer system can boot in whole or
in part from the disk cache;

controlling the boot disk with a controller;

organizing the cache in lines;

initially marking the lines of the cache as invalid;
mapping the lines of the cache to linear sectors read in a

boot sequence;

loading the cache with data from sectors read during an
initial boot sequence;

using sequence sector data in the cache instead of the
corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid;

maintaining cache coherency by detecting cache misses;
and
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if a miss is detected, aging the cache to invalidate lines
from the cache.

33. The method of claim 32, further comprising providing
a data bus that couples the CPU to a cache controller coupled
between the bus and the boot disk, wherein the disk cache

is coupled to the cache controller.
34. The method of claim 32, wherein the aging of the

cache includes aging the cache in a first-in first-out (FIFO)manner.

35. A method comprising:

storing a boot program used by a computer system in a
nonvolatile memory disk cache that receives all or a
portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the computer system can boot in whole or
in part from the disk cache;

controlling the boot disk with a controller;

organizing the cache in lines;

initially marking the lines of the cache as invalid;

mapping the lines of the cache to linear sectors read in a
boot sequence;

loading the cache with data from sectors read during an
initial boot sequence;

using sequence sector data in the cache instead of the
corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid; and

positioning a filter driver between the CPU and the
controller,

wherein the filter driver has access to all input-output
(I/O) requests to the boot disk, and

wherein the filter driver has access to a cache map and can
detect writes to the disk which are in the same Sector as
a sector in the cache.

36. The method of claim 35, and furtherwhcrein the cache
not updated by the filter driver.
37. The method of claim 35, further comprising:

invalidating a cache line if a sector mapped to the cache
line is changed; and

refreshing the cache line with correct contents during a
next boot sequence.

38. The method of claim 35 , further comprising refreshing
the cache during a write operation to a corresponding sector
in the disk.
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(57) ABSTRACT

A host controller performs a centralized controlled over the
operation of an information pr0cessing apparatus as a whole.
Codes which are read out for booting the information
processing apparatus are stored in a ROM in advance. The
host controller copies the contents of the ROM into a high
speed storage element and reads out the storage contents of
the high speed storage element to boot the apparatus when
a VCC power supply is turned on after the VCC power supply
is once turned off. This allows the apparatus to be booted
based on the contents read out from the high speed storage
element which can be read much faster than the ROM.
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INFORMATION PROCESSING APPARATUS

AND METHOD THAT USES FIRST AND
SECOND POWER SUPPLIES FOR

REDUCING BOOTING TIME

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an information processing
apparatus and a method for booting the same. More
particularly, the present invention relates to an information
processing apparatus having a first power supply for sup-
plying power only in a normal operating state and a second
power supply for supplying power not only in a normal
operating state but also in a power supply olf state and a
method for booting the same.

2. Description of the Related Art

In some information processing apparatuses such as per-
sonal computers, codes for a basic input/output system
(BIOS) to serve as an interface between the operating
system(OS) and the hardware are stored in a read only
memory (ROM). In such an information processing
apparatus, the BIOS codes are read from the ROM when the
apparatus is booted.

Such a conventional information precessing apparatus has
a problem in that a long time is spent before the apparatus
is booted because the BIOS codes stored in the ROM are

read at a low speed and hence the user must spend wasteful
time until the apparatus is booted.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide an
information processing apparatus which can be booted at a
high speed and a method for booting the same.

It is another object of the invention to provide an infor-
mation processing apparatus whose booting time can be
reduced with an inexpensive configuration and a method for
booting the same.

An information processing apparatus according to the
present invention comprises:

a processor;

a storage device;
a first power supply;
a host controller connected to the processor, the host

controller reading out codes stored in the storage device
to boot the apparatus when the first power supply is
turned on;

a high speed storage element which can be read out at a
speed higher than that for the storage device;

a second power supply for supplying power to each of the
host controller and the high speed storage element at all
times whether the first power supply is turned on or
turned OE; and

a controller for reading out codes stored in advance in the
high speed storage element having the same storage
contents as those in the storage device to boot the
apparatus when the first power supply is turned on.

According to the present invention, there is provided a
method for booting an information processing apparatus in
which a host controller connected to a processor reads codes
stored in a storage device to boot the apparatus when a first
power supply is turned on, comprises the steps of:

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for the storage device and the
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host controller at all times whether the first power
supply is on or OE; and

reading out codes stored in advance in the high speed
storage element having the same storage contents as
those in the storage device to boot the apparatuswhen
the first power supply is turned on?

According to the present invention, since booting is
performed by reading out codes stored in advance in the high
speed storage element having the same contents as those in
the storage device When the first power supply is turned on,
the time required for booting can be significantly reduced
compared to the related art.

Further, according to the present invention, the storage
contents of the high speed storage element are cleared
during the period from a system terminating operation until
the time at which'the first power supply is turned off as a
result of the system terminating operation; thereafter, a
process is performed to copy the codes used for booting read
out from the storage device into the high speed storage
element and set a write protect therein; and, when the first
power supply is turned on again thereafter, booting is carried
out using the codes read out from the high speed storage
element and the write protect is cancelled. Since this makes
it possible to use an existing high speed storage element for
booting, the present invention can be carried out at a low
cost without the need for additional components.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a configuration diagram showing the principle of
the present invention;

FIG. 2 is a block diagram of an embodiment of the present
invention; and ,

FIG. 3 is a flow chart illustrating the operation of the
embodiment shown in FIG. 2.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Preferred embodiments of the present invention will now
be described specifically with reference to the accompany-
ing drawings. FIG, 1 is a block diagram of a first embodi-
ment of the present invention. Referring to FIG. 1, an
information procesing apparatus according to the embodi-
ment of the present invention comprises a processor 11, a
host controller 12, a read only memory (ROM) 13 which is
a storage device, and a high speed storage element 21. The
processor 11, host controller 12 and ROM 13 are provided
in a VCC power supply circuit 10 to which power is supplied
from a VCC power supply as a first power supply only in a
normal operating state.

The host controller 12 and high speed storage element 21
are provided in a VB:- pOWer supply circuit 20 to which
power is supplied from a V55 power supply as a second
power supply not only in a normal operating state but also
when the VCC power supply is off. That is, power is supplied
to the host controller 12 from both of the VCC and V55
power supplies.

The host controller 12 carries out centralized control over

the operation of the information processing apparatus as_ a
whole. Codes to be read to boot the information processing,
apparatus are stored in the ROM 13 in advance. Codes
having the same storage Contents as those stored in the ROM
13 are stored in advance in the high speed storage element
21 which is configured such that it can be read out at a much
higher speed than the ROM 13. According to the present
invention, the storage contents of the high speed storage
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element 21 are read out to boot the apparatus when the VcC
power supply is turned on after the VCC power supply is
once turned 011'.

Further, according to the present invention, when a boot-
ing mode is set at a high speed mode during a normal
operation for which the first power supply VCC is on, the
storage contents of the high speed storage element 21 are
cleared during the period from a system terminating opera-
tion until the time at which the first power supply Va. is
turned ofl as a result of the system terminating operation
under the control of the host controller 12. Thereafter, a
process is performed to copy the codes used for booting read
out from the ROM 13 into the high speed storage element 21
and set write protect therein. When the first power supply
VCC is turned on again thereafter, booting is carried out
using the codes read out from the high speed storage element
21 and the write protect is cancelled. This makes it possible
to use an existing high speed storage element for booting.

A second embodiment of the present invention will now
be described. FIG. 2 is a block diagram of an information
processing apparatus according to the second embodiment
of the present invention. In FIG. 2, components identical to
those in FIG. 1 are indicated by same reference numbers.
Referring to FIG. 2, the information processing apparatus
comprises a processor 11, a host controller 12, a ROM 13,
a system memory 14 and a cache memory (hereinafter
referred to as “cache”) 22.

The processor 11, the host controller 12, the ROM 13 and
the system memory 14 are provided in a VCC pOWer supply
circuit 10 to which pOWer is supplied from a VCC power
supply only in a normal operating state. The host controller
12 and cache 22 are provided in a V55 power supply circuit
20 to which power is supplied from a VEE power supply not
only in a normal operating state but also when the VCC
power supply is off. The cache 22 is a memory which is an
example of the high speed storage element 21, and write and
read operations on the same is controlled by the host
controller 12. The same storage contents as those stored in
the system memory 14 are stored in the cache 22 during a
normal operation.

The operation of the present embodiment will now be
described with reference to the flow chart in FIG. 3. In the

information processing apparatus of the present
embodiment, a VEE power supply is first turned on (step 31)
to supply power to each of the host controller 12 and the
cache 22 not only in a normal operating state but also when
the power supply to the information processing apparatus is
off, thereby putting them in an operating state at all times.
Then, the VCC power supply is turned on (step 32). Since
this is the beginning of the use of the apparatus and a system
boot mode has not been set by the user yet, the storage
contents of the ROM 13 (BIOS codes) are read out in a
default state (step 33).

This puts the information processing apparatus in a nor-
mal operating mode after booting (step 34) in which the user
sets a boot mode (step 35). The present embodiment has a
normal boot mode in which the storage contents of the ROM
13 are read out for booting and a high speed boot mode in
which the storage contents of the cache 22 are read out for
booting.

If the user chooses to terminate the system thereafter (step
36), it is determined which boot mode has been set (step 37).
If the user has set the normal mode described above, the host
controller 12 is set such that it reads out the contents of the

ROM 13 when booting is carried out (step 38). Therefore,
the Vac power supply is turned off as a result of system
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termination (step 39). When the VCC power supply is turned
on again later to use the apparatus (step 40), the host
controller 12 reads out the storage contents of the ROM 13
for booting (steps 33, 34).

In the case that the user has set the above-described high
speed mode in the normal operating state, if the user chooses
to terminate the system (step 36) and it is determined that the
high speed mode has been set for the host controller 12(step
37), the host controller 12 is set in the high speed mode (step
41).

Thereafter, the VCC power supply is turned off when the
system is terminated. Since the contents of the system
memory 14 have been written into the cache 22 until that
time through a normal operation, the cache 22 is flushed to
clear the storage contents (step 42) and, thereafter, the
storage contents (BIOS codes) of the ROM 13 are copied to
the cache 22 of the host controller 12 (step 43). In order to
maintain the copied contents, the host controller 12 provides
a write protect by adding a cache control signal 23 (step 44)
during writing. The system is terminated after the process
described above and, as a result, the VCC power supply is
turned off (step 45).

When the VCC power supply is turned on again to use the
apparatus later (step 46), the host controller 12 reads out the
storage contents (BIOS codes) of the cache 22 (step 47),
cancels the write protect in the cache 22 with the cache
control signal 23 when the reading-out is complete to enable
the cache 22 to start operating as a normal cache (step 48)
and boots the system (step 34). Thus, the apparatus starts a
normal operation.

As described above, booting is carried out using the
contents of the cache 22 which can be read out at a high
speed instead of the contents of the ROM 13 which is read
out at a IOWer speed. This makes it possible to reduce the
apparatus boot time significantly compared to the related art.

In addition, an existing cache 22 which has been provided
in an information processing apparatus is used as the high
speed storage element 21 to be used for increasing the
reading-out speed of the BIOS codes. This eliminates the
need for any external additional circuit and therefore the
need for addiu'onal components, which allows inexpensive
configurations.

Since the cache 22 is required to haVe the memory of the
codes having the same storage contents of the ROM 13 when
the VCC power supply is turned on after the VCC power
supply is once turned elf, it may be a dedicated memory in
which the codes having the same storage contents of the
ROM 13 are stored in advance.

What is claimed is:

1. An information processing apparatus comprising:
a processor;

a storage device;
a first power supply coupled to the processor and the

storage device;
a host controller connected to said processor and said first

power supply for reading out basic input/output system
codes stored in said storage device to boot the appara-
tus when said first power supply is turned on;

a high speed storage element which can be read out at a
speed higher than that for said storage device wherein
said high speed storage element is a cache memory
used during a normal operation for which said first
power supply is on and wherein said host controller
copies the codes used for booting read out from said
storage device into said high speed storage element
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during the period from a system terminating operation
at the host controller until the time said first power
supply is turned ofi, sets a write protect thereafter, reads
the codes used for booting from said cache memory
when said first power supply is turned on and cancels
said write protect thereafter; and

a second power supply for supplying power to each of
said host controller and said high speed storage element
at all times whether said first power supply is on or off;
and

wherein said host controller reads out BIOS codes stored

in advance in said high speed storage element having
the same storage contents as those in said storage
device to boot the apparatus when said first powsr
supply is turned on.

2. A method for booting an information processing appa-
ratus in which a host controller connected to a processor
reads out basic input/output system codes stored in a storage
device to boot the apparatus when a first power supply is
turned on, said method comprising the steps of:

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for said storage device and said
host controller at all times whether said first power
supply is on or off; and

reading out BIOS codes stored in advance in said high
speed storage element having the same storage contents
as those in said storage device to boot the apparatus
when said first pOWer supply is turned on; and

performing booting based on the codes used for booting
read out from said storage device in a default state
when said first power supply is initially turned on; and

copying the codes used for booting read from said storage
device into said high speed storage element immedi-
ately before said first power supply is turned ofi only
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when a high speed boot mode isset during a subsequent
normal operation.

3. A method for booting an information processing
apparatus, in which a host controller connected to a proces-
sor reads out basic input/output system codes stored in a
storage device to boot the apparatus when a first power
supply is turned on, said method comprising the steps of:

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for said storage device and said
host controller at all times whether said first power
supply is on or off; and

reading out BIOS codes stored in advance in said high
speed storage element having the same storage contents
as those in said storage device to boot the apparatus
when said first power supply is turned on;

wherein if a boot mode is set at the high speed mode
during a normal operation for which said first power
supply is on;

the storage contents of said high speed storage element
are cleared in the period from a system terminating
operation until the time at which said firstpower supply
is turned off as a result of said system terminating
operation;

a process is performed thereafter to copy the codes used
for booting read out from said storage device into said
high speed storage element and to set a write protect
further; and

booting is performed using the codes read out from said
high speed storage element and said write protect is
canceled when said first power supply is turned on
again thereafter.
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METHOD FOR MINIMIZING A

COMPUTER’S INITIAL PROGRAM LOAD
TIME AFTER A SYSTEM RESET OR A
POWER-ON USING NON-VOLATILE

STORAGE

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to peripheral stor-
age apparatus for computers, and more particularly to short-
ening the load time of computer programs from a hard disk
drive to a host computer.

2. De5cription of the Related Art
When a computer undergoes a hardware reSet (i.e., a

power—on or reset), the computer executes procedures
embodied in its power—on/reset firmware which prepare for
loading an operating system into the computer to condition
it for operation. Typically, execution of such procedures
begins what is referred to as a “boot”. While the computer
is eXecuting these power on/reSet procedures, peripheral
devices that are associated with the computer, such as, for
example, a hard disk drive, also execute their own pOWer-
on/reset procedures embodied in firmware. When the com-
puter finishes the above-described firmware-implemented
portion of the “booting” process, it typically requests data
from the disk drive as part of initializing u5cr-selected
software, e.g., a program marketed under one of the trade-
names DOS, Windows, UNIX, 05/2, AIX, etc,

It happens that the transfer of the selected program to the
computer is relatively slow, particularly when the program
is a modern large operating system. Accordingly, methods
have been disclosed for increasing the speed with which
computers “boot”. One example of such a method is dis-
closed in US. Pat. No. 5,307,497, which teaches that a
portion of an operating system can be stored in read-only
memory (ROM) for fast access of the portion during power-
on or reset. Unfortunately, the portion stored in ROM is
unchangeable. In other words, the method disclosed in the
’497 patent does not adapt to changing user preferences
regarding operating systems, or indeed to updated versions
of a particular operating system.

Another example of a previous attempt to shorten the load
time from a disk drive to its host computer is set forth in US.
Pat. No. 5,269,022. As disolosed in the ’022 patent, a
snapshot of computer memory is stored in a backup memory
that is separate from the disk drive associated with the
computer, for use during the next succeeding boot.
Unfortunately, the backup memory must be large, because it
must store the entire computer memory. Also, the method
disclosed in the ’022 patent requires operating system
intervention, which, because of security features common to
many modern operating systems, renders the ’022 invention
unfeasible.

As recognized by the present invention, however, it is,
possible to provide, without operating system intervention,
3 method for adaptively preparing a disk drive to effect rapid
application program loading to a host computer. Specifically,
we have found that during hardware resets the disk drive;
associated with a host computer typically completes its
booting process before the host computer is ready for
pregram transfer, and as recognized by the preSent
invention, the disk drive can be configured during this period
for rapidly communicating a program to the host computer;

Accordingly, it is an object of the present invention to
provide a method for rapidly communicating a computer
program from a disk drive to a host computer.
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Another object of the present invention is to provide a
method for rapidly communicating a computer program
from a disk drive to a host computer which adapts to changes
in user program preference, and to changes in program
storage location on the disks of the disk drive. Yet another
object of the present invention is to provide a method for
rapidly communicating a computer program from a disk
drive to a host computer which does not require excessively
large storage space, and which can be undertaken entirely by
the disk drive itself, transparent to the host computer. Still
another object of the present invention is to provide a
method for rapidly communicating a computer program
from a disk drive to a host computer which is easy to uSe and
cost-effective.

SUMMARY OF THE INVENTION

The invention is embodied in an article of

manufacture—a machine component—that is used by a
digital processing apparatus and that tangibly embodies a
program of instructions that are executable by the digital
processing apparatus to rapidly communicate a computer
program from a hard disk drive to the drive’s host computer.

This invention is realized in a critical machine component
that causes a digital processing apparatus to adaptively store
a computer program on the cache of the hard disk drive and
communicate the program to the host computer. Hereinafter,
the machine component is referred to as a “computer pro-
gram product”.

In accordance with the present invention, steps executed
by the digital processing apparatus include, after an initial
power-up or reset of the hard disk drive and a host computer
associated with the drive, receiving an initial read command
from the host computer for transferring to the host computer
a plurality of data records of a program stored on the disk.
A prefetch table is then generated, with the table represent-
ing a disk location and length of each data record requested
by the initial read command:~ Then, after a subsequent
power-on or reset of the hard disk drive, and during a second
power-on or reset of the host computer, the prefetch table is
accessed to read into the data cache the data records. In

response to a subsequent read command from the host
computer, it is determined whether records requested by the
subsequent read command are stored in the data cache. If
they are, the records are communicated from the cache to the
host computer; otherwise, the records are communicated
from the disk to the host computer.

Preferably, the accessing and determining steps are
repeated for each power-on or reset of the host computer.
The steps executed by the digital processing apparatus
further include either incrementing a read counter toward a
predetermined value, fixed in the algorithm or programmed
by the user or adaptively determined based on system
environmental conditions, or decrementing a counter
towards zero using the same process described for the
incrementing condition when it is determined during the
determining step that records requested by the subsequent
read command are not stored in the data cache. As used

generally herein, then, “incrementing” a counter refers both
to incrementing and decrementing a counter. Additionally,
the steps further include updating the data prefetch table,
communicating the records from the disk to the host com-
puter when the read counter exceeds a predetermined
threshold, and setting a prefetch flag to inactive when the
read counter exceeds the predetermined threshold.

In the presently preferred embodiment, the invention also
includes setting the prefetch flag to inactive when a prede-
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termined number of write commands from the host com-

puter to the hard disk drive have been received. Moreover,
the invention can include, after the communicating step and
when the prefetch flag is inactive, determining whether the
hard disk drive is idle and if so, storing the prefetch table on
the disk. The computer program product is disclosed in
combination with the hard disk drive, and in combination
with the host computer.

In another aspect, a computer program product is dis-
closed for use with a host computer that is coupled to a hard
disk drive. The hard disk drive includes at least one storage
disk having a program stored thereon and a data cache, and
the computer program product includes a data storage device
which includes a computer usable medium having computer
readable program means. As disclosed in detail below, these
code means are for enhanced loading of the program from
the hard disk drive to the host computer during power-on or
reSet of the host computer. In accordance with the present
invention, code means receive a command from the host
computer during a power-up or reset of the host computer.
When the command is a read command, code means gen-
erate a prefetch table representative of at least the disk
location of the records requested by the read command for
transfer of the records from the disk to the cache for a

subsequent power-on or reset of the host computer.
Moreover, code means are provided for determing whether
the records have been stored in the cache in response to a
previous power-on or reset of the host computer, and the
records are communicated to the host computer in response.

In still another aspect, a computer hard disk drive includes
at least one data storage disk and a data storage cache.
Furthermore, the hard disk drive includes means for recOrd-
ing onto the cache, immediately after a hardware reset of the
hard disk drive, data on the disk that has been requested by
a host computer during a first hardware reset of the host'
computer. Additionally, the disk drive includes means for
communicating the data from the cache to the host computer
during a second hardware reset of the host computer.

The details of the present invention, both as to its structure
and operation, can best be understood in reference to the
accompanying drawings, in which like reference numerals
refer to like parts, and in which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a partially schematic view of a disk drive with
associated host computer, with portions broken away for
clarity;

FIG. 2 is an illustration of memory such as read-only
memory (ROM), random access memory (RAM),
electrically-erasable programmable read only memory
(EEPROM), or dynamic random access memory (DRAM)
containing microcode, that embodies the invention as a
program storage product; and

FIG. 3 is a flow chart showing the method steps of the
present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Referring initially to FIG. 1, a system is shown, generally
designated 10, for promoting rapid communication of a
computer program from a hard disk drive 12 to a host
computer 14 that is in data communication with the disk
drive 12 in accordance with principles well-known in the art.
In one intended embodiment, the host computer 14 may be
a personal computer (PC) or laptop computer made by IBM
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Corp. of Armonk, NY. Or, the host computer 14 may be a
Unix computer, or 08/2 server, or Windows NT server, or
IBM RS/6000 250 workstation. Indeed, the host computer
14 can be an embedded controller that is part of a music
synthesizer, or part of an industrial instrument. And, the hard
disk drive 12 can be any hard disk drive suitable for
computer applications, provided that the hard disk drive 12
includes at least one, and typically a plurality of, data storage
disks 16 and an on-board, solid state, random access
memory (RAM) data cache 18.

As shown in FIG. 1, the hard disk drive 12 also includes
an onboard controller 20. In accordance with principles
well-known in the art, the onboard controller 20 is a digital
processor which, among other things, controls read heads 22
in the disk drive 12 for elfecting data transfer to and from the
disks 16.

Additionally, as intended by the present invention the
onboard controller 20 includes an adaptive cache module 24.
Per the present invention, the adaptive cache module 24 is
executed by the onboard controller 20 as a series of
computer-executable instructions. These instructions are
embodied as microcode in a memory, e.g., read-only
memory (ROM) of the onboard controller 20. Such a ROM
is indicated by reference numeral 21 in FIG. 2. The ROM 21
contains microinstructions that embody means and program
steps that perform according to the invention. When in the
ROM 21, the microinstructions become part of the ROM 21,
and therefore, part of the hardware of the disk drive 12.

Those skilled in the art will appreciate that the hard disk
drive is merely illustrative of a particular tangible environ-
ment that is useful for understanding the concepts of our
invention. Broadly, the hard disk drive 12 represents a
peripheral storage apparatus. The hard disks 16 of the hard
disk drive 12 represent data storage elements that are found
in the general peripheral storage apparatus. The invention,
therefore, applies to such a peripheral storage apparatus and
a data storage element, and should not be limited to a hard
disk drive.

FIG. 3 illustrates the structure of such microinstructions

as embodied in a computer program. Those skilled in the art
will appreciate that FIG. 3 illustrates the structures of
computer program code elements that function according to
this invention. Manifestly, the invention may be practiced in
its essential embodiment by a machine component, embod-
ied by the ROM 21, that renders the computer program code
elements in a form that instructs a digital processing appa-
ratus (e.g., the onboard controller 20) to perform a sequence
of function steps corresponding to those shown in the
Figures. The machine component is shown in FIGS. 1 and
2 as a combination of program code elements A—C in
computer readable form that are embodied in a computer-
usable data medium (the ROM 21) of the onboard controller
20. Such media can also be found in other semiconductor

devices, on magnetic tape, on optical disks, on floppy
diskettes, on a DASD array, on a conVentional hard disk
drive, in logic circuits, in other data storage devices, or even
in a node of a network. In an illustrative embodiment of the

invention, the computer-executable instructions would be in
object code form, compiled or assembled from a C“ lan-
guage program and stored, by conventional means, in the
ROM 21. Or, the code used can be an interpretative code
such as Forth, Smalltalk, or Java and its deriVatives.

Referring in detail to FIG. 3, the method of the present
invention can be seen. It is to be understood that in the

presently preferred embodiment, the method begins imme—
diately after the hard disk drive 12 has completed ‘its
power-on/reset (i.e., hardware reset) routine. v
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Commencing at start state 26, the process moves to block
28, wherein a prefetch table is read from a rserved area of
the disks 16 into the RAM cache 18. As disaused further
below, the prefetch table contains a listing of the disk?
locations and lengths of data records that were requested/by
the host computer 14 in the immediately previous power-
on/reset. Additionally, a copy of a prefetch flag, if enabled
by the user, is created and set actiVe at block 28. In other
words, the prefetch flag is preferably defined to be active by
the user of the hard disk drive 12 to enable the adaptive
caching of the present invention. If desired, the default
setting of the prefetch flag can be set to active. The original
prefetch flag resides on the disk and is settable by the user
(setting the features for IDE, and setting the mode pages for
SCSI), and the copy of the prefetch flag is what is used for
all steps discussed below, except where indicated otherwise.

Next, at block 30, task control blocks (TCBs) are created
and initiated in accordance with well-known principles to
read the data represented by the prefetch table from the disks
16 into the RAM cache 18. The method then enters an idle
state 32 to await a command from the host computer 14.

During the idle state 32, the process can move to decision
diamond 33 to determine whether the prefetch table has been
stored since the latest power on or reset. Also, it is deter-
mined whether the original prefetch flag is active and
whether the copy of the flag is inactive. If the original flag
is active, the copy is not, and the table has not been stored
since the latest power on/reset, (and, if desired, a disk drive
idle time has been eXCeeded), then the process moves to
block 33A to store the table onto the area of the disk reserved
for the table. From block 33A or from decision diamond 33

if any one of the above-noted conditions have not been met,
the logic moves back to the idle state 32.

At block 34, a command is received from the host
computer 14, and a task control block (TCE) is accordingly
built to support the command. From block 34, the process
moves to decision diamond 36 to determine whether the

command received from the host computer 14 is a read
command.

If the command is a read command, indicating that the
host computer 14, pursuant to its initialization, is requesting
data records that are part of a computer program such as
DOS or Windows, the process moves to decision diamond
38 wherein it is determined whether the prefetch flag is
active. If it is, the process continues to block 40, whereinthe
disk location and length of the record requested by the read
command is recorded in the prefetch table for the next
power-on/reset. \Thus, at block 40 the prefetch table is
updated to reflect a newly requested record, or to reflect;a
new disk location of a previously-requested record. Then, it
is determined at decision diamond 42 whether a read miss

counter exceeds a predetermined read mis threshold. If so,
the prefetch flag is set to inactive at block 44.

The skilled artisan will recognize that the read miss
threshold represents a predetermined number of cache
misses. Per the present invention, the read miss threshold
can be a programmed integer, or it can be an adaptively
determined integer. For example, the read miss threshold can
be calculated as a predetermined fraction of total cache
“hits”. Or, the read miss threshold can be calculated as the
number of misses beyond which a predetermined percentage
of the records requested by the host computer 14 cannot be
retrieved from the cache 18.

From block 44, or from decision diamonds 38 or 42 when
the decisions there are negative, the process moves to
decision diamond 46 to determine whether the requested
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data exists in cache. If not, a cache read miss counter
(initialized at zero) is incremented by one at block 48, and
the requested record is transferred from the disks 16 to the
host computer 14 using normal processing at block 50. (As
the skilled artisan will recognize, a counter can instead by
initialized to a predetermined value and then decremented
instead of incremented, in which case the test at decision
diamond 42 would be changed to “is the read miss counter
greater than zero?”). From block 50, or from decision
diamond 46 if it was determined that the requested data
exists in cache, the process moves to block 52 to transfer the
record from cache 18 to the host computer 14.

After the read processing just described, the method
proceeds to decision diamond 54 to determine whether the
copy of the prefetch flag is actiVe. If it is active, the logic,
at block 56, uses the next entry in the prefetch table to build
a task control block (TCB) to fetch data into the same
segment of the cache 18 that the just-transferred record had
occupied prior to being communicated to the host computer
14. In accordance with the present invention, the TCB in
block 50 is activated as though a command otherwise was
received across the device/file interface. In other words,
when the host computer 14 is a PC, the TCB in block 50 is
activated as though a command otherwise was received
across the SCSI (or IDE)—disk drive interface. In this way,
the relatively small amount of cache storage space can be
optimally used during the adaptive caching process until all
records designated in the prefetch table have been loaded
into cache and then transferred to the host computer 14.
Also, if desired the process updates the data in the cache 18
of the disk drive 12 in response to the step undertaken at
block 56. Stated differently, at block 56 the next entry in the
prefetch table is copied from the disks 16 to the data cache
18. The control then loops back to idle state 32.

Thus, the above discussion is directed to the condition
wherein a read command is received. Recall that this deci-

sion is made at decision diamond 36. In contrast to the steps
executed as described above, when it is determined at
decision diamond 36 that the command received at block 34

is not a read command, the logic moves to decision diamond
58 to determine whether the command is a write command.

If the command is not a write command, the process moves
to block 60 to proceed using existing data access and
command processing methods, and then the process contin-
ues back to the idle state 32.

If, however, the command received at block 34 is a write
command, the proces moves to decision diamond 62 to
determine whether the copy of the prefetch flag is active. If
not, the logic loops back to block 60, but otherwise the logic
moves to decision diamond 64 to determine whether a write

miss counter exceeds a predetermined write miss threshold.
If it does, the prefetch flag copy is set to inactive at block 66.
Otherwise, the write miss counter is incremented at block
68. From blocks 66 and 68 the process loops back to block
60. If desired, while the disk drive 12 is idle, the data on the
disks 16 that was requested by the host computer 14 is
reordered on the disks 16 for accessing the data into ‘cache
during the next power-on/reset with a minimum of latency
and seek times.

The method just described and illustrated in FIG. 3 may
be realized in a computer program in, for example, the C++
language, when commonly known programming techniques
are employed with reference to the pseudo code represen-
tation in Table [. -
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TABLE I 

A high-level pseudccode representation of a computer program embodying the invention
for a hard disk drive sequence nfier power-on through the first X number of READ commands from
a host computer.

1) disk drive diagnostics successfully complete
2) all drive mche segments are filled with data that was requested from the previous

power-on
the power-on prefetch table is read from the reserved area on the disk intoSRAM
a series of tasks are initiated, by creating task control bloclc (PCB) and
starting them much lure they would normally be started upon command
receipt, to read the data the power-on prefetch table points to into data bufferRAM.

3) drive goes into its idle loop
4) command is received from host
5) a TCB is built to handle command
6) is the command a read?

Y) is the prefetch flag aaive'!
Y) store the location and length of the requested record for the

subsequent power-on or reset cycle.
cache read miss threshold exceeded?

Y) set prefetch flag inactive
data in cache?
N) increment cache read miss count

normal read processing, set up hardware and start transfer, disk tocache
prefetch flag active?

Y) when transfer complete, use next entry in prefetch tabte to build TCB
to fetch data into same segment as last transfer. TCB is activated asif a command was received across the interface.

N) is the command a write?
Y) Prefetch flag active?

Y) write threshold count exceeded?
Y) set prefetch flag inactive
N) increment write threshld count

proceed using existing data access and command processing methods
7) whenever command is received from host, go to (3).
8) during idle time the revised table is stored onto the reserve area of the disk (only

done once per power on/reset session). 

Note <a>: The file side code (software that works very close to the disk side of the hardware, as
opposed to the IDE/SCSI‘ or host side of the hardware) operates quasi-independently from host side
code (it is linked together through "DCBs and other global variables). The hardware can support con-
current host and file side operations.

While the particular METHOD FOR MINIMIZING A
COMPUTER’S INITIAL PROGRAM LOAD TIME
AFTER A SYSTEM RESET OR A POWER-ON USING
NON-VOLATILE STORAGE as herein shown and

described in detail is fully capable of attaining the above-
described objects of the invention, it is to be understood that
it is the presently preferred embodiment of the present
invention and is thus representative of the subject matter
which is broadly contemplated by the present invention, that
the scope of the present invention fully encompasses other
embodiments which may become obvious to those skilled in
the art, and that the scope of the present invention is
accordingly to be limited by nothing other than the appended
claims.

We claim:

1. A computer program product for use with a peripheral
storage apparatus including at least one data storage element
and a data cache, comprising:

a computer program storage medium readable by a digital
processing apparatus; and

a program means on the program storage medium and
including instructions executable by the digital pro-
cessing apparatus for causing the digital processing
apparatus to copy data stored on the data storage
element to the data cache by:
after an initial power-up or reset of the peripheral

storage apparatus and a host computer associated
with the peripheral storage apparatus, receiving a
read command from the host computer for transfer-

40

45

50

55

60

65

ring to the host computer a data record of a program
stored on the data storage element;

in response to receiving, generating and storing in the
peripheral storage apparatus a prefetch table repre-
sentative of a storage location and length of the data
record requested by the initial read command;

after a subsequent power-on or reset of the peripheral
storage apparatus, and during a second power-on or
reset of the host computer, accessing by the periph-
eral storage apparatus the prefetch table to read the
data record into the data cache; and

in response to subsequent read commands from the host
computer, determining whether records requested by
the subsequent read commands are stored in the data
cache, and if so, communicating the records from the
data cache to the host computer, and otherwise
communicating the records from the data storage
element to the host computer.

2. The computer program product of claim 1, wherein
accessing and determining are repeated for each power-on or
reset of the host computer, the program means further
causing the digital processing apparatus to:

increment a read counter when it is determined that

records requested by the subsequent read command are
not stored in the data cache.

3. The computer program product of claim 1, wherein the
program means further causes the digital processing appa-
ratus to updatethc'data prefetch» table.

4. The computer program product of claim 1, in combi-
nation with the storage apparatus.
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5. The computer program product of claim 2, wherein the
program means further causes the digital processing appa-ratus to:

communicate the records from the data storage element to
the host computer when the read counter exceeds a ’5

predetermined threshold; and
set a prefetch flag to inactive when the read counter

exceeds me predetermined threshold.
6. The combination of claim 4, in further combination

with the host computer. ’
7. The computer program product of claim 4, wherein the

storage apparatus is a disk drive.
8. The computer program product of claim 5, wherein the

program means further causes the digital processing appa-
ratus to set the prefetch flag to inaCLiVe when a predeter-’
mined number of write commands from the host computer
to the peripheral storage apparatus have been received.

9. The computer program product of claim 5, wherein the
program means further causes the digital processing appa-
ratus to: ”

after communicating, when the prefetch flag is inactive,
determine whether the peripheral storage apparatus is
idle and if so, store the prefetch table on the data
storage element.

10. The computer program product of claim 7, wherein
the data storage element is a disk. -

11. A computer program product for use with a host
computer coupled to a peripheral storage apparatus includ-
ing at least one data storage element having a program stored
thereon and a data cache, comprising:

a data storage device for use within a peripheral storage
apparatus, the data storage device including a computer
usable medium having computer readable program
means for loading the program from the peripheral
storage apparatus to the host computer during power—on
or reset of the host computer, comprising:
computer readable code means for receiving a com-

mand from the host computer during a power-up or
reset of the host computer;

computer readable code means for, when the command
is a read command, generating and storing in the
peripheral storage apparatus a prefetch table repre-
sentative of at least a storage location of the records
requested by the read command for transfer of the
records from the data storage element to the data
cache for a subsequent pOWer-on or reset of the host
computer;

computer readable code means for determining
whether the records have been stored in the data

cache in response to a previous power-on or reset of
the host computer; and

computer readable code means for communicating the
records to the host computer in response to the code
means for determining.

12. The computer program product of claim 11, wherein
the code means for communicating transfers the records
from the cache if the records are in the cache, and otherwise
from the data storage element.

13. The computer program product of claim 12, wherein
the length of the records is recorded in the prefetch table, and
the computer program product further comprises:

computer readable code means for updating the prefetch
table when a record or the storage location of a record
requested during a subsequent power-on or reset of the
host computer is different from the storage location or
record represented in the prefetch table.
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14. The computer program product of claim 13, further
comprising:

computer readable code means for incrementing a read
counter when records requested by the read command
are not stored in the cache;

computer readable code means for communicating the
records from the data storage element to the host
computer when the read counter exceeds a predeter-
mined threshold;

computer readable code means for setting a prefetch flag
to inactive when the read counter exceeds the prede-
termined threshold; and

computer readable code means for setting the prefetch
flag to inactive when a predetermined number of write
commands from the host computer to the peripheral
storage apparatus have been received.

15. The computer program product of claim 14, further
comprising computer readable code means for, after the
communicating step and when the prefetch flag is inactive,
determining whether the peripheral storage apparatus is idle
and if so, storing the prefetch table on the data storage
element.

16. The computer program product of claim 15, in com-
bination with the peripheral storage apparatus.

17. The computer program product of claim 16, wherein
the peripheral storage apparatus is a disk drive.

18. The combination of claim 16, in further combination
with the host computer.

19. The computer program product of claim 17, wherein
the data storage element is a disk.

20. A method for causing a computer program stored in a
data storage element in a peripheral storage apparatus of a
computer system to be loaded to a host computer, the
method comprising the steps of:

after power-up or reset, receiving a read command from
the host computer for transferring a data record of a
computerprogram stored on the data storage element to
the host computer;

in response to receiving, generating and storing in the
peripheral storage apparatus a prefetch table represen-
tative of a storage location and length of the data record
requested by the initial read command;

after a subsequent power-on or reset of the peripheral
storage apparatus, and during a second power-on or
reset of the host computer, accessing by the peripheral
storage apparatus the prefetch table to read the data
record into the data cache; and

in response to subsequent read commands from the host
computer, determining whether records requested by
the subsequent read commands are stored in the data
cache, and if so, communicating the records from the
data cache to the host computer, and otherwise com-
municating the records from the data storage element to
the host computer.

2]. The method of claim 20, wherein the accessing and
determining steps are repeated for each power-on or reset of
the host computer, and the method steps further comprise:

incrementing a read counter when it is determined during
the determining step that records requested by the
subsequent read command are not stored in the data
cache.

22. The method of claim 20, wherein the method steps
further include updating the data prefetch table.

2.3. The method of claim 21, wherein the method steps
further comprise:

communicating the records from the data storage element
to the host computer when the read counter exceeds a
predetermined threshold; and
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setting a prefetch flag to inactive when the read counter
exceeds the predetermined threshold.

24. The method of claim 23, wherein the method steps
further comprise setting the prefetch flag to inactive when a
predetermined number of write commands from the host
computer to the peripheral storage apparatus have been
received.

25. The method of claim 23, wherein the method steps
further comprise:

after the communicating step, when the prefetch flag is m
inactive, determining whether the peripheral storage
apparatus is idle and if so, storing the prefetch table on
the data storage element.

26. The method of claim 23, wherein the peripheral
storage apparatus is a disk drive.

27. The method of claim 26, wherein the data storage
element is a disk.

28. Adisk drive, comprising:
one or more read heads for reading from one or more

disks of the disk drive;

a data cache comprising a random access memory
(RAM);

a controller;

the controller being operative to execute the following
steps after a power-up or reset of the disk drive and a
host computer associated with the disk drive:
receiving, from the host computer, a read command

which requests data records of an application pro;
gram stored on the one or more disks;

generating and storing a prefetch table in the disk drive
in response to receiving the read commandfithe
prefetch table representing disk storage location and
length of the data records requested by the read
command;

the controller being operative to execute the following
steps for subsequent power-up or resets of the disk
drive and host computer:
receiving, from the host computer, a subsequent read

command which requests data records stored on the
one or more disks;

prior to receiving the subsequent read command, iden-
tifying and locating the data records of the applica-
tion program on the one or more disks based on the
disk storage location and length represented in the
prefetch table;

prior to receiving the subsequent read command, and
upon identifying and locating the data records, read-
ing the data records of me application program from
the one or more disks and storing them in the data
cache; and

in response to receiving the subsequent read command,
communicating the prestored data records of_;the
application program from the data cache to the host
computer if the subsequent read command requests
those data records, and otherwise accessing data
records from the one or more disks for communi-

cating. }
29. The disk drive according to claim 28, wherein the one

or more disks comprise one or more hard disks and the disk
drive comprises a hard drive.

30. The disk drive according to claim 28, wherein the
controller is further operative to execute the following steps
for subsequent power-up or resets of the disk drive and host
computer:

determining whether the subsequent read command
requests the prestored data records in the data cache;
and
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12

updating the prefetch table with disk storage location and
length corresponding to those data records being
requested by the subSequent read command when those
data records are not the same as the prestored data
records in the data cache.

31. The disk drive according to claim 28, wherein the one
or more disks comprise one or more hard disks and the disk
drive comprises a hard drive, and wherein the controller is
further operative to execute the following steps for subse-
quent power-up or resets of the disk drive and host com-
puter:

determining whether the subsequent read command
requests the prestored data records in the data cache;
and

updating the prefetch table with disk storage location and
length corresponding to those data records being
requested by the subsequent read command when those
data records are not the same as the prestored data
records in the data cache.

32. A method for reducing an initial program load time
with use of a hard drive, the method comprising:

after a power-up or reset of the hard drive and a host
computer associated therewith, the following steps
being performed by and at the hard drive:
receiving, from the host computer, a read command

which requests data records of an application pro-
gram stored on one or more hard disks of the hard
drive;

generating and storing a prefetch table in response to
receiving the read command, the prefetch table rep-
resenting disk storage location and length of the data
records requested by the read command;

for subsequent power-up or resets of the hard drive and
host computer, the following steps being performed by
and at the hard drive:

receiving, from the host computer, a subsequent read
command which requests data records stored on the
one or more hard disks;

prior to receiving the subsequent read command, iden-
tifying and locating the data records of the applica-
tion program on the one or more hard disks based on
the disk storage location and length represented in
the prefetch table;

prior to receiving the subsequent read command, and
upon identifying and locating the data records, read-
ing the data records of the application program from
the one or more hard disks and storing them in a data
cache in the hard drive; and

in response to receiving the subsequent read command,
communicating the prestored data records of the
application program from the data cache if the sub-
sequent read command requests those data records,
and otherwise accessing data records from the one or
more hard disks for communicating.

33. The method according to claim 32, further comprising
for the subsequent power-up or resets of the hard drive and
host computer:

determining whether the subsequent read command
requests the prestored data records in the data cache;
and

updating the prefetch table with disk storage location and
length of those data records being requested by the
subsequent read command when those data records are
not the same as the prestored data records in the data
cache.
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METHOD AND APPARATUS FOR
PRELOADING DATA IN A DISTRIBUTED

DATA PROCESSING SYSTEM

CROSS REFERENCE TO RELATED
APPLICATION

The present invention is related to an application entitled
Method and Apparatus For Hibernation WithinA Distributed
Data Processing System, Ser. No. 09/062,885, filed Apr. 20,
1998, now US. Pat. No. 6,101,601, assigned to the same
assignee and incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Technical Field

The present invention relates to an improved distributed
data processing system and in particular to an improved
method and apparatus for managing data processing systems
within a distributed data processing system. Still more
particularly, the present invention relates to a method and
apparatus for pre-loading data within a distributed data
processing system.

2. Description of Related Art

Acomputer includes both a physical machine, namely the
hardware, and the instructions which cause the physical
machine to operate, namely the software. Software includes
both application and operating system programs. If the
program is simply to do tasks for a user, such as solving
specific problems, it is referred to as application software. If
a program controls the hardware of the computer and the
execution of the application programs, it is called operating
system software. System software further includes the oper-
ating system, the program which controls the actual com—
puter or central processing unit (CPU), and device drivers
which control the input and output devices (I/O) such as
printers and terminals.

A general purpose computer is fairly complicated. Usu-
ally a queue of application programs is present waiting to
use the CPU. The operating system will need to determine
which program will run next, how much of the CPU time it
will be allowed to use and what other computer resources the
application will be allowed to use. Further, each application
program will require a special input or output device and the
application program must transfer its data to the operating
system, which controls the device drivers.

A network containing a number of computers may be
formed by having these computers, also referred to as
“nodes” or “network computers”, communicate with each
other over one or more communications links, which is an
aggregation which is a computer network. Today, many
computer workstations are connected to other workstations,
file sewers, or other resources over a local area network

Each computer on a network is connected to the
network via an adapter card or other similar means, which
provides an ability to establish a communications link to the
network.

Recently, in a many network computer paradigms, appli-
cations are stored on a server and are sent to other network

computers (NCs), also referred to as “clients”.
A problem exists for network-loaded applications or

images. In a network computing environment, when a
client’s system applications are accessed across the network,
a run time problem in the application may Occur due to
constraints, such as, network traflic, application or image
size, or initialization of the image. Such a situation may
result in minutes being required to execute an application or
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portions of the application. In addition, as an application is
executed on a client, additional code in the form of pages
may be required to continue execution of the application. In
such an instance, these additional pages are downloaded
from the server, requiring additional access across the net-
work. A “page” is a fixed size block of memory. When a
page is used in a paging memory system, a page is a block
of memory whose physical address can be changed via
mapping hardware.

Therefore, it would be advantageous to have an improved
method and apparatus for executing applications across a
network.

SUMMARY OF THE INVENTION

It is one object of the present invention to provide an
improved distributed data processing system.

It is another object of the present invention to provide an
improved method and apparatus for managing data process-
ing systems within a distributed data processing system.

It is yet another object of the present invention to provide
a method and apparatus for pre-loading data within a dis-
tributed data processing system.

The present invention provides a method and apparatus
for reducing time needed to initialize a data processing
system and to execute applications on the data processing
system. In accordance with a preferred embodiment of the
present invention, pages for an application are pre-loaded
onto a client from a server. The pre-loading of the applica-
tion includes loading pages that will be required for execu-
tion of the application in preparation for hibernation. These
pages may include other pages for executable code or data
that will be used during execution of the application.
Subsequently, the application is executed using the locally
stored pages without having to retrieve pages from theserver. :

In addition, an application is provided with an opportunity
to prepare itself for hibernation via hibernation notification.
For example, the application may read and process files from
the server. This processing is done once prior to hibernation
and is not required for later executions of the application.

BRIEF DESCRIPTION OF THE DRAWINGS

The novel features believed characteristic of the invention

are set forth in the appended claims. The invention itself,
however, as well as a preferred mode of use, further objec-
tives and advantages thereof, will best be understood by
reference to the following detailed description of an illus-
trative embodiment when read in conjunction with the
accompanying drawings, wherein:

FIG. 1 is a diagram of a distributed data processing
system in accordance with a preferred embodiment of the
present invention;

FIG. 2 is a block diagram of a data processing system in
which the present invention may be implemented;

FIG. 3 is a block diagram of components used in man-
aging a network computer in accordance with a preferred
embodiment of the present invention;

FIG. 4 is a flowchart of a process for registering an
application for hibernation notification in accordance with a
preferred embodiment of the present invention;

FIG. 5 is a flowchart of a pr0cess used by a network
computer to pre-load modules from a server in accordance
with a preferred embodiment of the present invention;

FIG. 6 is a flowchart of a process used by a network
computer for determining which modules to pre-load in
accordance with a preferred embodiment of the present
invention;
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FIG. 7 is a flowchan of a process for pre-loading pages in
accordance with a preferred embodiment of the present
invention; and

FIG. 8, a flowohart of a prooess for booting a network
computer in accordance with a preferred embodiment of the
present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

With reference now to the figures, and in particular with
reference to FIG. 1, a diagram of a distributed data process-
ing system is depicted in accordance with a preferred
embodiment of the present invention. Distributed data pro-
cessing system 100 is a network of computers in which the
present invention may be implemented. Distributed data
processing system 100 contains a network 102, which is the
medium used to provide communications links between
various devices and computers connected together within
distributed data processing system 100. Network 102 may
include permanent connections, such as wire or fiber optic
cables, or temporary connections made through telephone
connections.

In the depicted example, a server 104 is connected to
network 102 along with storage unit 106. In addition,
network computers (NCs) 108, 110, and 112 also are con-
nected to network 102. For purposes of this application, a
network computer is any computer, coupled to a network,
which receives a boot image from another computer coupled
to the network and also may be a server managed computer.
Server 104 provides data, such as boot files, operating
system images, and applications to NCs 108—112. NCs 108,
110, and 112 are clients to server 104. Distributed data
processing system 100 may include additional servers, NCs,
and other devices not shown. FIG. 1 is intended as an

example, and not as an architectural limitation for the
processes of the present invention.

Turning next to FIG. 2, a block diagram of a data
processing system 200 in which the present invention may
be implemented is illustrated. Data processing system 200
employs a peripheral component interconnect (PCI) local
bus architecture. Although the depicted example employs a
PCI bus, other bus architectures such as Micro Channel and
ISA may be used. Processor 202 and main memory 204 are
connected to PCI local bus 206 through PCI bridge 208. PCI
bridge 208 also may include an integrated memory control-
ler and cache memory for processor 202. Additional con-
nections to PCI local bus 206 may be made through direct
component interconnection or through add-in boards. In the
depicted example, local area network (LAN) adapter 210,
SCSI host bus adapter 212, and expansion bus interface 214
are connected to PCI local bus 206 by direct component
connection. In contrast, audio adapter 216, graphics adapter
218, and audio/video adapter (NV) 219 are connected to
PCI local bus 206 by add-in boards inserted into expansion
slots. Expansion bus interface 214 provides a connection for
a keyboard and mouse adapter 220, modern 222, and addi-
tional memory 224. SCSI host bus adapter 212 provides a
connection for hard disk drive 226, tape drive 228, and
CD-ROM 230 in the depicted example. Typical PCI local
bus implementations will support three or four PCI expan-
sion slots or add-in connectors.

Those of ordinary skill in the art will appreciate that the
hardware in FIG. 2 may vary depending on the implemen-
tation. For example, other peripheral devices, such as optical
disk drives and the like may be used in addition to or in place
of the hardware depicted in FIG. 2. Implemented as an NC,
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data procesing system 200 may include fewer components
than illustrated in FIG. 2. For example, many NCs may be
diskless or have only a single storage device, such as hard
disk drive 226. Data processing system 200 also may be
implemented as a server. The depicted example is not meant
to imply architectural limitations with respect to the present
invention.

The present invention provides a method and system for
minimizing traflic within a distributed data processing sys-
tem by pre-loading client images for applications onto client
network computers for use in a hibemated environment. In
the depicted example, the proceSSes of the present invention
are implemented in the operating system on the client data
processing system.

Turning next to FIG. 3, a block diagram of components
used in managing a network computer is depicted in accor-
dance with a preferred embodiment of the present invention.
In the depicted example in FIG. 3, server 300 downloads
pages 302—308 for application 309 to NC 310 using com-
munications link 312. In the depicted example, a page is a
fixed-siZe block of memory. When used in the context of a
paging memory system, a page is a block of memory whose
physical address can be changed via mapping hardware.
These pages may include execution code and data for an
application used on NC 310. Typically, only some pages for
the application are initially sent to NC 310. Thus, hibemat~
ing NC 310 at this point would provide some benefits at boot
up, but would still require accessing server 300 to load any
other pages that the application Would need during runtime.
According to the present invention, in response to NC 310
receiving a hibernation request from server 300, all of the
pages for an application would be sent to NC 310. After all
of the pages have been sent to NC 310, NC 310 is hibemated
in a known or selected state to produce image 314, which
may be used to restart NC 310, when NC 310 is restarted and
unhibemation is appropriate. These pages are stored in a
paging space or paging file in image 314. Hibernation
involves saving the state of a computer, such as a NC.
Hibernation is implementation specific and the data may be
saved in a file or raw I/O format located on a storage device,
such as a hard disk drive or a static RAM. More information

on hibernation may be found in Method and Apparatus for
Hibernation Within A Distributed Data Processing System,
serial no. 09/062,885, filed on Apr. 20, 1998.

In this manner, applications are pre-loaded onto NC 310
such that network traflic within the distributed data process-
ing system is reduced by reducing the number of accesses to
server 300. In addition, the present invention may notify an
application that hibernation will occur and allows the appli-
cation to perform whatever processes are necessary to
prepare for hibernation. These processes may include, for
example, reading and processing additional files from the
server or processing data. In the depicted example, an
application is notified if the application has registered for
hibernation notification. [n the depicted example, each appli-
cation individually registers hibernation notification for
hibernation.

With reference now to FIG. 4, a flowchart of a process for
registering an application for hibernation notification is
illustrated in accordance with a preferred embodiment of the
present invention. The process begins with the booting of the
NC (step 400). Thereafter, an application starts (step 402),
and a determination is made as to whether the application is
one that will register for hibernation notification. (step 404).
If the application is to register for hibernation notification it
issues an API call. Thereafter hibernation notification infor-

mation for the application is stored (step 406). Registration
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involves employing an API to inform the operating system
to call a selected function for the application when hiber-
nation occurs. Thereafter, a determination is made as to
whether more applications are started (step 408). If more
applications are started, the process retums to step 402.
Otherwise, the NC executes in a normal fashion (step 410).
With reference again to step 404, if the application does not
register for hibernation notification, the process proceeds
directly to step 408.

Turning next to FIG. 5, a flowchart of a process used by
a network computer to pre-load modules from a server is
depicted in accordance with a preferred embodiment of the
present invention. The process begins by receiving a request
to hibernate the network computer (step 500). Thereafter, the
set of modules that are to be pre—loaded is identified (step
502). These modules may be, for example, eXecutable
programs for the application or images containing the
executable programs, dynamic link library (DLL) files, or
memory pages. The identified modules are then loaded onto
the local network computer (step 504). Identified modules
are modules that are identified by the system administrator
as a set of executables that will normally be executed on a
particular network computer. Thereafter, a determination is
made as to whether applications are registered for hiberna—
tion notification (step 506). If any application has been
registered for hibernation notification, the process then calls
the hibernation notification routine for the applications (step
508). Calling the hibernation notification routine for an
application allows the application to pull and process appli-
cation specific information, such as, for example, files from
the server. A determination is then made as to whether more

registered notification routines are present for execution
(step 510). If additional hibernation notification routines are
present, the process returns to step 508. Otherwise, hiber-
nation of the network computer is initiated (step 512). With
reference again to step 506, if no applications are registered
for hibernation notification, the process also proceeds to step
512 to initiate hibernation.

Turning now to FIG. 6, a flowchart of a process used by
a network computer for determining which modules to
pre-load is illustrated in accordance with a preferred
embodiment of the present invention. In the depicted
example, the end user tells system administrator what appli-
cations will be used on the network computer. Of course,
other mechanisms may be used such as having the system
administrator select the applications. FIG. 6 is a more
detailed description of steps 502 and 504 in FIG. 5. The
process begins by Sending a message to the server, request-
ing a list of modules or executable files to pre-load onto the
network computer (step 600). In response to this request, a
list of the modules is received from the server (step 602).
The process then obtains the next pre-load entry on the list
(step 604). The list of modules may take various forms
depending on the implementation. A list may include, for
example, the path and name of the module. Alternatively, the
list may include the name of module and a list of pages from
the module to load from. In this manner a network computer
that has limited resources can have crucial portions of an
application loaded while omitting pages that are not fre-
quently used-Thereafter, the application or modules are
loaded onto the network computer from the server (step
606). After loading of the application, a determination is
made as to whether additional entries are present on the list
(step 608). If additional entries are present, the process
returns to step 604 to obtain the next entry. Otherwise, the
list of executables and DLLs currently in use are traversed
and all of the pages for these files are pre-loaded onto the
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network computer (step 610) with the proceg terminating
thereafter. After pre-loading all of the pages for all
applications, hibernation is used to save an image of the
network computer.

Turning next to FIG. 7, a flowchart of a process for
pre-loading pages is depicted in accordance with a preferred
embodiment of the present invention. FIG. 7 is a more
detailed description of step 610 in FIG. 6. The process
begins by receiving a request to pre—load pages (step 700).
Thereafter, a page is retrieved from the source (the server)
and across the network and stored in the network computer
(step 702). After the page has been retrieved, the page is
expanded and fixed up, if required (step 704). In the depicted
example, pages may be retrieved from the module on the
server and may be in a compressed form. In such an
instance, decompression is performed so that each time the
page is accessed by the network computer, it does not have
to be uncompressed. Fix up of code occurs to provide any
needed fix up of relocatable addresses referenced in the
code. Such a feature allows for relocation of code in

memory. A determination is then made as to whether addi-
tional pages are present for retrieval from the source (step
706). If additional pages are present for retrieval from the
source, the process then returns to step 702 to retrieve the
next page. Otherwise, the process of pre-loading pages is
finished.

With reference now to FIG. 8, a flowehart of a process for
booting a network computer is depicted in accordance with
a preferred embodiment of the present invention. Process
begins with a system event such as the power being turned
on at the network computer (step 800). Thereafter, devices
are initialized in the BIOS (step 802), and control is passed
to the operating system (step 804). The network computer
then polls the server to determine whether to unhibernate
(step 806). The polling may be accomplished using a known
network protocol. Unhibernate means to restore the stored
state of the system back to the physical state, e.g. restore
device states, load physical memory, and set paging space
back to pre-hibernated state. If the NC is to unhibernate
locally, the server returns information describing properties
and location of the hibernated image (step 808). Examples
ofcriteria that may be used by a server to determine whether
to unhibernate locally or to use an image from the server
include the addition of new devices to the hardware, changes
in applications used by the network computer, or updates to
operating systems. The network computer then restores
itself to the desired state from the local hibernation image
(step 810), with the boot process terminating thereafter.

With reference again to step 806, if the server indicates
that a normal network boot is to be employed, normal
network I/O occurs to remotely boot the NC (step 812) with
the boot process terminating thereafter. The server may
indicate that a normal network boot is to be employed in
order to download new data, such as, for example, updated
operating systems, applications, or configurations.
Additionally, new applications may be loaded from the
SerVer to the NC. After a normal network boot, the NC may
then be instructed to save an image of the system for
hibernation using the processes of the present invention.

Thus, the present invention provides an improved method
and apparatus for reducing the amount of network access
needed to execute applications on a network computer. The
present invention also decreases boot time and run time
using the hibernation mechanism de5cribed above. The
present invention provides this advantage by pre-loading
pages for modules required for execution of applications at
the time the NC is requested to hibernate. In addition, the
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present invention provides hibernation notification to regis-
tered applications, which allows an application to perform
necessary tasks for hibernation. For example, when notified,
a word processing program may pre-load macros in response
to receiving hibernation notification, rather than waiting for
a macro to be executed. This mechanism reduces the need to

access the server at a later time for additional pages and
eliminates the need for the network computer to re-load the
application from the server each time the application is run.

It is important to note that while the present invention has
been described in the context of a fully functioning data
processing system, those of ordinary skill in the art will
appreciate that the processes of the present invention are
capable of being distributed in a form of a computer readable
medium of instructions and a variety of forms and that the
present invention applies equally regardless of the particular
type of signal bearing media actually used to carry out the
distribution. Examples of computer readable media include
recordable-type media such a floppy disc, a hard disk drive,
a RAM, and CD-ROMs and transmission-type media such
as digital and analog communications links.

The description of the present invention has been pre-
sented for purposes of illustration and description, but is not
limited to be exhaustive or limited to the invention in the

form disclosed. Many modifications and variations will be
apparent to those of ordinary skill in the art. The embodi-
ment was chosen and described in order to best explain the
principles of the invention, the practical application, and to
enable others of ordinary skill in the art to understand the
invention for various embodiments with various modifica-

tions as are suited to the particular use contemplated.
What is claimed is:

1. A method for reducing network traffic in a distributed
data processing system, the method comprising:

pre—loading a plurality of pages associated with an appli-
cation onto a client data processing system from a
server data processing system;

hibernating the client data processing system after the
plurality of pages has been pre-loaded onto the client
data processing system to form an image containing the
plurality of pages; and

executing the application using plurality of pages on the
client data processing system, wherein the client data pro-
cessing system is unhibernated, the application is executed
using the image without accessing the server data processing
system.

2. The method of claim 1, wherein each page is locally
stored in a paging file within the client data processing
system.

3. The method of claim 1, wherein the plurality of pages
are in a compressed format and further comprising decom-
pressing the plurality of pages.

4. The method of claim 1, wherein the step of hibernating
the client data processing system includes notifying the
application that hibernation of the client data processing
system will occur.

5. Amethod in a data processing system for reducing time
needed to access client images in a distributed data process-
ing system, the method comprising:

transferring a plurality of memory pages for an applica-
tion from a server to a client, wherein the plurality of
pages includes code needed to execute the application
each time the application is started;

storing the plurality of memory pages for the application
within the client;

accessing the stored plurality of memory pages when
executing the application without accessing the server
to execute the application;
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hiberating the client;

unhibernating the client; and

executing the application only using the plurality of pages
stored within client.

6. The method of claim 5, wherein the plurality of
memory pages is stored in a paging file Within the client.

7. A method in a distributed data processing system for
executing an application on a client data processing system,
wherein the application is stored on a server and includes a
plurality of portions, the method comprising:

pre-loading the plurality of portions for the application
onto a client data processing system from a server
within the distributed data processing system;

hibernating the client data processing system after the
plurality of portions have been pre-loaded onto the
client data processing system, wherein the plurality of
portions for the application are stored within the client
data processing system; and

executing the application after unhibemating the client
data processing system using the stored plurality of
portions for the application without accessing the
server data processing system to execute the applica-
tion.

8. The method of claim 7, wherein the plurality of
portions is a plurality of pages.

9. The method of claim 7, wherein the plurality of
portions includes a number of executable files.

10. The method of claim 7, wherein the plurality of
portions includes a number of dynamic-link library files.

11. A data processing system for reducing network traffic
in a distributed data processing system, the data processing
system comprising:

pre-loading means for pre-loading a plurality of pages
associated with an application onto a client data pro-
cessing system from a server data processing system;

hibernation means for hibernating the client data process-
ing system after the plurality of pages has been pre-
loaded onto the client data processing system to form
an image containing the plurality of pages; and

execution means for executing the application using plu-
rality of pages on the client data processing system
each time the application is run using the image without
accessing the server data proce$ing system.

12. The data processing system of claim 11, wherein each
page is locally stored in a paging file within the client data
processing system.

13. The data processing system of'claim 11, wherein the
plurality of pages is in a compressed format and further
comprising decompression means for decompressing the
plurality of pages.

14. The data processing system of claim 11, wherein the
hibernation means includes notification means for notifying
the application that hibernation of the client data processing
system will occur.

15. A data processing system for reducing time needed to
access client images in a distributed data processing system,
the data processing system comprising:

transferring means for transferring a plurality of memory
pages for an application from a server to a client;

storing means for storing the plurality of memory pages
for an application within the client;

accessing means for accessing the stored plurality of
memory pages when executing the application without
accessing the sewer to execute the application;

hiberating means for hiberating the client;
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unhiberating means for unhibernating the client; and
executing means for executing the application only using

the plurality of pages stored within client.
16. The data processing system of claim 15, wherein the

plurality of memory pages is stored on a hard disk drive
within the client.

17. The data processing system of claim 15, Wherein the
plurality of memory pages is stored on a tape drive within
the client.

18. The data processing system of claim 15, wherein the
plurality of memory pages is stored in a paging file within
the client.

19. A data processing system for executing an application
on a client data processing system, wherein the application
is stored on a sewer and includes a plurality of portions, the
data processing system comprising:

pre-loading means for pre-loading the plurality of por-
tions for the application onto the client data processing
system from a server within the distributed data pro-
cessing system;

hibernation means for hibernating the client data process-
ing system after the plurality of portions have been
pre-loaded onto the data processing system, wherein
the plurality of portions for the application are stored
within the client data processing system; and

execution means for executing the application after unhi-
bernating the client data processing system, using the
stored plurality of portions for the application without
accessing the server to execute the application.

20. The data processing system of claim 19, wherein the
plurality of portions is a plurality of pages.

01/28/2004, EAST Version: 1.4.1
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21. The data procesing system of claim 19, wherein the
plurality of portions includes a number of executable files.

22. The data processing system of claim 19, wherein the
plurality of portions includes a number of dynamic-link

5 library files.
23. The data procesing system of claim 19 further

comprising notification means for notifying the application
to prepare for hibernation after the pre-loading means has
pre-loaded the plurality of pages.

24. A computer program product for executing an appli-
cation on a client data processing system within a distributed
data processing system, the computer program product
comprising:

first instructions for pre-loading a plurality of pages
associated with an application onto the client data
proce$ing system from a server data processing sys-
tem;

second instructions for hibernating the client data pro-
cessing system after the plurality of pages has been
pre-loaded onto the client data processing system to
form an image containing the plurality of pages; and

third instructions for executing the application using the
plurality of pages on the client data processing system
after each time the application is executed using the
image without accessing the server data processing
system.

25. The computer program product of claim 24, further
comprising fourth instructions for notifying the application
that hibernation of the client data processing system will

30 occur, wherein the application may prepare for hibernation.
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particular items, they will assist in identifying fields of
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l.97(d)(ii).
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fee(s) which may become due under 37 C.F.R. § 1.16

and/or 1.17 at any time during the pendency of

this application, or credit any overpayment of

such fee(s) to Deposit Account . Also, in

the event any extensions of time for responding

are required for the pending application(s),

please treat this paper as a petition to extend

the time as required and charge Deposit Account

NO. therefor. TWO (2) COPIES OF THIS

SHEET ARE ENCLOSED.

The claims of the application as now presented are

believed to patentably distinguish over the prior art and to be

in condition for allowance. Early and favorable consideration of .

the case is respectfully requested.

Respectfully submitted,

BY =
Frank DeRosa

Reg. No. 43,584

Attorney for Applicant(s)

//

Mailing Address:

F. Chau & Associates, LLP

1900 Hempstead Turnpike, Suite 501

East Meadow, New York 11554
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@ Magnetplattenspeichervorrichtung

@ Es wird aine Magnetplanenspeichervorrichtung angege~
ben, die dazu geeignet ist, mit einem Winsrechner (5)
verbunden zu werden und als éuBerer Speicher fflr densel-
ben varwendet zu werden. Die Vorrichtung besteht im
wesemlichen aus (A) wenigstens einer Magnetplane zum
Speichern von Daten, die einen Anlaufdatenbereich auf<
weist, in dem Anlaufdaten zum lnbetriebsetzen eines Sv-
stems gespeichert sind, das aus dem Winsrechner (5) und
der Magnetplattenspeichervorrichlung besteht; (8) einem
Pufferspeicher (2) zum vorfibergehenden Speichern von
Daten, die von der wenigstens einen Magnetplatte/Wins-
rechner (5) fibertragen werden, und (C) einer Datenflbenra-
gungsschaltung zum Obertragen der Anlaufdaten aus dem
AnIaufdatenbereich in den Pufferspeicher (2) zum Zeitpunkt
des Aniaufens des Systems.
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I Beschreibung

Die vorliegende Erfind'ung'bezieh't sich auf Mag'net-
plattenspeichervorrichtungen und spezielll‘auf Magn’etl
plauenantriebe. die in der Lage sind. seh’r kurze Anlaufi
zeiten ffir Speichersysteme'zu erziele‘n". U

Es sind in letzter Zeit verschiedelne Vifnlelligente; Ma-

DE 4127518 A1 2

b sehen, die geeigncl ist, mit einem Wirtsrechner (5) ver-

5

gnetplattenamriebs- und Steuerungskbmbinationen zu "
dem Zweck entwickelt worden. die‘UArbeitsbelasmng:
von Wirtsrechnern, zu vermindern u'n‘d den Einéabe/

l0

Ausgabe-Durchsatz und die Datenverarbeiiungsgef
schwindigk’eiten von Computersyste‘men 'zu steigern.‘

Fla- 5 ist ein Blockschaltbild, das dén‘GesamtanbaU‘
einer solchen konventionellen, inlélligehten ‘Magne1¢-"

plattcnamriebs— und' Steuervorrichtung "z'eigtL'Wie man
in dieser Figur erkennl,‘ besrehreine solche'Vorrfichtung
im wesentlichen aus einer CPU I. einem S‘peicher 2."
einem Planenamrieb 3 und einer EingabjeYAusgéb‘e-

(I/O-) Schnittstelle 4. Die erwéhnte CPU .j_ ist zur Steue-
rung jeder Komponente des Magnetplattenantriebs
vorgesehen. Der Speichert2 besteht‘aus einem Féstsp'e‘i-
Cher ROM.der verschiedene_Arten von Steuerprogra'm'?
men und dgl. speicnert. die dieCPU I be‘néti‘gtrum di'e
ihr zugcwiesene Funktion zu‘ erffillen;fund*’einen Spe’j- ‘
Cher mil wahlfreiem Zugriff RAM; dér‘vbr‘fiber'géhend
verschiedene Arlen von Daten speichert. lnSbesondere
besteht der RAM aus 'einem"Lese-Schreib-Pdfierbe?

_2o

25

reich zum vorfibergehenden Speichern von‘ Daten. die ' V
von Magnelplatten (nicht dargestellt) abgelesen 9nd auf
solche eingeschrieben werden solle‘n.‘ Der Plattenan—

30

trieb 3 enthfilt Schaltuhgen, die bewirken,‘daB Magnet— ' '
képfe (nicht dargeslcllt) eine‘ Ziclspur suchen, sowie
Schaltungen z_um Steuérn der Rotation der Platte. Die -'
Verbindung zwischen der CPU 1 Und dem Wirtsrech’ner,
5 finder mittels der l/O-Schnittstelle 4 statt. Mittels eines
internen Bus 6 is: die CPU 1 mit dem Speicher 2‘, dem
Plattenantrieb 3 und der I/OLSchnittstelle 4 verbunden:

Die I/O-Schnjustelle 4 ist mit dern’Wirtsrechner 5 mit-
tels eines fiuBeren Bus 7 verbunde’n. ' ‘

Bei einer solchen Art von Magnetplatten‘antriebsvor—

richtung'und speziell bei solchen, die das soge'nannte
eingebaute Servorverfahren 'verwenden. umfaBt der
Anlaufvo'rgang der Vorrich'tung' verschiedene lnitiéli'sie
rungsvorgé‘mge mit folgenden Schritpen: a)’Testen des
Speichers 2; b) Starten des Spindelmotors (nich; darge-
stellt) unter Regelung der Drehmhl 'desselben; und‘ c):
Auslesen verschiedener Arten'von Systemgnldufpa'ra-V
melern. ' 7 .

Nach den lniiialisierungsvorgfingen'sendet die CPU 1
ein Bereitschaftsstatussignal an den Wirtsrechner 5. wo-
durch dieser darfiber informiert wird, da‘B die CPU _1 zur -
Datenverarbeitung bereit ist.

Bei der beschriebenen bekannten Vprrichtung mus-

sen jedoch bei der Inbetriebnahme d'es Rechnersystems I
die Anlaufdaten von der Platte abgelesen werden. was
zu einer langen A‘nla’ufzeit des Re‘chne'rsystemslfuhrt
und daher den anffinglichen Durchsétz des Rechnersy-
_sterns begrenzt. ‘ '

AuBerdem sind kurz nach der Aufnahme der Strom-

versorgung des Magnetplattenantriebs die Betriebsda-
ten noch nicht in den Lese-Schreib-Pufferbereich einge-

speichert. ‘ '
1n Anbetracht der vorgenannten Tatsached ist es Auf-

gabe der Erfindung, eine Magnelplattenspeichervor-
richtung anzugeben, die in der Lage ist, die Anl‘aufzeit
fflr das Rechnersystem abzuki'xrzen. '

Geméi'B einem erslen Aspekt der vorliegenden Erfin-
dung ist eine Magnetplattenspeichervorricfitung yorge—

BNSDOCID: <DE___4127518A1_l_>
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bunden zu werden und als auBere.Speichervorrichtung
desselben ver'wendet zu werden, mit'rfolgenden Merk-
malen: "" ' ’

a) wenigstens' eine Maéné‘tplatte zum Speichern
von Daren. die einen Anlaufdatenbereich umfaBt. in
dem Anlaufdaten Zum .A‘nlaufen eines Systems ge-
speichert sind. das aus dem Wirtsrechner (5) und
'der MagnetplattenSpeichervo‘r‘riehtung besteht;
'b)’ einen Pufferspeicher (2).zi1mrvorii‘bergehe'nden _
Speichern'vo’n Daten. die ,von der wenigstens einen
Magnetplatte/Wirtsrechne‘r (5)'iibertrag‘en werden:
q) eine DatenfibertragUngseinrichtung ' (I) zum
Ubertragen der Anlaufdaten aus dem Anlaufdaten-
bereichjn d‘en Pufferspeiche'r (2) zu'm Ze'itpunkt des
Anlaufens dcs Systems. ‘ ‘

Gemiil} einem 'zweiten"Aspekt 'der Erfindung ist ein
Magnetpl‘auenspeicher vorge'sehen, der daiu geeignet
ist. mit einem Wirtsrechner (_5) verbunden und als cine
fiuBere Speich‘e‘rvorrichthng dess'elben verwendet zu
werden? gekennz'eiennef‘dyurch die jolgenden Merkma-

Pa) ,wenigslgens ‘eine Magnetplagte zum Speichern
vbn Da'ten. die einen Anlauf'datenbereich und einen
Plattentreibersystembereich_ 'aufweist, wdbei 'der

‘Anlaufdatenbereich Anlau’fdéten zum’Anlaufen ei-
nes Systems enthilt. das aus dein Wirtsrechner"(5)
und der Magnetplattenspeichervorrichtung be-'
ste‘ht, and wobei'der'Piattenanlriestystembereich

. ’die AdreBdaten déS'Anlaufdatenbereichs'speichert;

b) einen 'Puf'ferspei'cher _(2) zurn vorijbergbhenden
Spei'chern v'on Daten. die'vOn de‘r wenigstens einen
Magnetplatte/Witrtsrechner (5) fibertragen werden;
e) eine :Datenfibertragungseinrichtung (I) zum A
.Ubertragen'der Afnlaufdaten a'us dem Anlaufdaten-
bereich' in den Pufferspeicher (2) beim Anlaufvor-

gang de‘s Systcrfisjund ’ '
d) eine Schreibeinrichtu'ng (3) zum Einschreiben
yon AdreBdaten des.An|afifdatenbereichs in den
Plattenantriebssystemberéich zum Zeitpunkt. zu
dem'der Anlaufdatenbereich bestimmf'ist in Ab-
hangigkeit von einem Befehl vorn Wirtsrechner (5).

Bei der vorliegenden Erfindung werden die Anlaufda-
ten automatisch'vorausgelescn. wenn zum Planenan-

triebssysfier’n Strom zugeffihrt worden ist, auf deren
Grundlage der Anlaufvorgang ausgeffihrt wird. was zu-

' einer kurzen Anlaufzeit fijr das Rechnersyspem fflhrt. so
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daB gleiéh zu‘Anfang ein hoher Du‘r'chsatz des Rechners
erzielt wird. ' L '

Die' Erfindung wird nach'folgend unter Bezdgnahme
auf die Zeichnungen néhe'r erl'aglert. . "

Fig. 1 ieigt ein Flquiagramm”dcs Anléufvorgangs
dler CPU in der Mégnétplattenantriebsvorrichtung in'
Ubereinstimmung mit einer bevorzugten Ausfflhrungs-'
form der vorliegendeh Erfindung. '

Fig. 2 zeigt eine Darstellung eines bevorz‘ugten Bei—
spiels eines zulieferspezifischen Befehls. der in einer be-
vorzu'gten Ausffiihrung der Erfindung verwendet wird.

Fig.3 ist ein Flquiagramm de’r Speicherverarbeitung
der vorh'usgclescnen Adresse der CPU in der Magnet-
plattenamriebsvorrichtung in Ubereinstimmung mit ei—
ner bevorzugten Ausffihrungstrm der vorliegenden
Erfindung. '

Fig. 4.isl eine Darstellu'ng ei’nes vorteilhaften Musters
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des Formats von Daren. die ' von dem Wirtsrechner

fibertragen werden in Ubereinstimmung mil einer be-
vorzugten Ausffihrungsform der Erfindung. ‘

Fig. 5 ist ein Blockschaltbild des Gesamtaufbaus einer
Magnetplatlenantriebsvorrichtung.

Bei der vorliegenden Erfindung ist der Cesamtaufbau
des Magnetplauenantrieb; vergleichbar dem nach dem
Stand der Technik gemél} Fig. 5. weshalb auf eine Wie-
derholung der Erléuterung i/erzichtet wird. ' ,‘

Die Plattenamriebsvorrichlung dieSe Beispiels unter-

scheidet sich indeSsen voh konventionelien Plattenan-
triebsvorrichtungen dghingehend wesentlich. daBksie die
folgenden Funktionen enthfiliir. ;

a) Einschreiben der Adressen dVes Anlaufdatenbe-reiches als Vorausleseadressen in einen Planenan-

triebssystembereich zum Zeitpunkt, zu‘ dem der
Anlaufdatenbereich zue'rst._bezejchnet wirjd. in Ab-
hé‘ingigkeit von einen) Befenl vbn'i Wirtsrechnef 5. ‘und

b) Auslesen'der [Aniaufdaten'zin dem Anlaufdatena
bereich in der P-laite un_d Ube‘rtragen derselben zu
den) oben erwiihmen Lese-Schreib-Pufferbereich

zum Zeitpunkt des Anlaufs des Systems.

Nachfolgend wird die Speicherverarbeitung def CPU

1 zum Einschreiben vorausgelesener‘Adreésen'in.dén
Plattenantriebssystembereich unter' I Bezugnahmev auf
die Fig. 2bis4erléutert. , H ' , ' i

Damit die CPU I die Speicherverarbeitung ausfuh'ren
kann. mull} ein Speicherbefehl vofn Wirlsrechner 5 abge-
gcben werden.,Bei dieser Speicherveigarbeitu'ng wird ein
zulieferspezifisichet‘ Befehl, der in F'ng 2 ge'ze'igt ist, ver-
wendet. der vom Benutzer frei neu, festgelegt werden
kann. , H A I . .

Wenn die CPU I den idbe—n' beschfiebenen Sip'eicher-
befehl vom Wirtsrechner S entgegengenommen hat. be-
ginnt sie den Betrieb gemfiB dem im Flquiagramm von
Fig. 3 dargestellten Ableiuf. Zunichst e'mpfiin'gt im

Schritt SA] die CPU I Daten. die vorn Wi'rtsi'echner 5
flbertragen werden. wodurch die’CPU I {nit der voraus-
gelesenen Adresse (50g. Teilnehmeradresse) LBA _und
mit der vorausgelesenen Sektorzihlung ‘ver’sorgt wird.
Wenn hier der'Lese-Schreib-P’uffer eine groBe Kapazi-
téit hat. dann ist die Vorgabe mehrerer Adressen még-
lich.

Fig.4 is! eine Dé'rsteilung, ,die ein bevorzugtes For-
matmuster von Daten zeigt, die vom Wirtér’echner 5
fibertragen werden und das vbn den CPU 1 im Schritt
SAI empfangen wird.
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Wenn die CPU I die oben beschriebexnen Daten, die ,
die vorausgelesene Adresse LBA und die vorausgelese-
ne Sektorz'ajhlung vom Wirtsrechner 5 empfangenhgtu ’
geht sie zum Schriu 8A2 flbef und sehreibt dort die
vorausgelesene Adresse ,LBA und die vorausgelesene
Sektorzéihlung in den Plattenangriebssystembereich ein.
Diese Routine endet hinter dem Schritt 8A2. :

Nachfolgend wird die Anlaufverarbeitung der CPU I
zum Inbetriebsetzen des Platyenamriebssystems unter
Bezugnahme auf Fig. I erlfiutei‘t. g I

Wenn die Stromversorgung zum Plattenantriebssy-
Stem eingeschaltet Iworden ist. beginm die CPUIbeim

55
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Schritt SP1 und ffihrt hier verschiedeneiArten von ln- '.

ilialisierungen durch. wie beispielsweise die Einstellung
der Betriebsart, des Stapelsi und dgl. Sodann geht die
Routine zum Schritt SP2 fiber. we die Gulligkei! der im
Speicher 2 gespeicherten Daten geprfift wird. d. h. eine_
Wahrheitsprfifung fur den RAM I und eine Summe‘n-

‘65
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priifung {Ur den ROM werden ausgefuhn. Wenn hier
der Speicher 2 in Ordnpng ist. geht die Routine zum
Schriu 8A3 fiber. bei dem der Betrieb des Spindelmo-
tors eingeleitet und geregell wird. so daB Magnetplauen
mit einer vorbestimmlen Geschfivindigkéit rotieren.
Nachdem die Platte angelaufen ist, geht die CPU I zum
Schritt SA4 fiber. we die vorausgelesene Adresse LBA
und die vorausgelesene Sektorzahlung aus dem Flatten-
anlriebssyslembereich ausgelesen werden.

Anéchlieflen'd geht die Routine zum'Schritt SP5 fiber.
wo die Anlaufdatenaus dem Anlaufdatenbereich ausge-
lesen werden auf der Grundlage der vorausgelesenen
Adresse LBA undder vorausgelesenen Sektorzfihlung
im Schritz SP4. die zu dem Lese-Scnreib-Pufferbereich
fibertragen wui'den.lHier‘I3ei kbnnen vei‘schiedene Para-
meter, die fur die Betriebsart des Magnetplattenan-

triebslerIQrdei'li'e'h éind, in den Anlaufdaten enthaitcnsein. . i . - -

‘ AuBe_fdem,yyird._die GrGBe der vorausgelesenen Da-
teniin'Ub'ereinstimm'ung mit‘der Kapazitfit des Lese-
Schreib-Pufferbereich‘s b'estimrnL '

Néch.dem .Ubertragen- der Aniaufdaten im Séhritt'
SP5 g‘eht die Routine zum Sphriit SPGflber, bei dem das

Kennzeichen‘zum A’nzéigequdas Daten gegenwértig in
dem Lese-Sc_hreib-Pufferbereichiund die Adresse der
ausgelesenen Daienfllim voriiegenden Beispiel die Teil-
nehmer’adress’e) in den Le'se-Schreib-Pufferbei‘eich ge«
setz'f werden! ’ I ‘ ' '

Al's néichstes g'ebt die Routine zum Schritt SP7 fiber.
bei dem die CPU 1 ein Bereitschaftszustandssignal zum
Wirtsrechner 5 sender, wodurch dieser dariiber infdr- ‘
micrt ist. daB die CPU I zur Eingabe/ Ausgabé-Verar-
beitung Bei'eit iSt. Sodann wartet die CPU I auf einen
Befehl vom Wirtsrechner 5. ' I ‘

Mit dem oben beschriebenen Aufbau werden die An- ‘
laufdaten automaiisch vorausgelesen. wenn die Strom- -
versorgung des Plattenaniriebssyslems aufgenommen

worden ist, und auf dereanrundlage wird'die Anlauf—
verarbeitung ausgefflhrl, was zu einer kurzen Anlaufzeit
fur dasARech‘nersystem fijhrt und dadureh der anféingli-
che Durchsatz des Rechnersystems erzielt wird. _ '

AuBerdem. weil der zulieferspezifische Befehl. wie ,

obenbe'sphfieben. bei der Speicherverarbeitung der
vorausgelesenen Adresse verwendel wird, kann der Be-
nutzéi die Vorausleseadresse frei bestimmen. I

Weiierhin kénn die Plaitenanlriebsvorrichtung nach
der vorliegenden Erfindung, bei der die Speichefkapazi-
tét des oben besChriebenen Lese-Schreib-Pufferbe-

rjeichs groB ist, eine kiirzere Aniaufzeit fijr das System
erzieien. weil die vorausgelesene Sektorzfihlung vergré-
Bert werden kann.

Patentanspi'iiche

I. M'agnetplaucnspeichervorrichtung, die zur Ver-
bindung mi! einem Wirtsrechner (5) geeignet ist
und als ‘éuBere Speichervorrichlung desselben ver-
wendel werden kann. gekennzeichnet durch die
folgenden Merkmale: .I _

a) wenigstens eine Magnelplatte zum Spei-
chern von Daten, die einen Anlaufdatenbe-

reich enthélt, in den Anlaufdaten zum Anlau-
fen eines Systems gespeichert werden, dgs aus
dem Wirisrechner (5)_und.der Magnetplatten-
speichervorrichtung besteht; ' I

b.) einen Pufferspeich‘er (2) zumiyor'iibei'gehen-
'den Speichern von Daten. die Von der wenig-
stens einen Magnetplatte/Wirt‘srechner (5)
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fibertragen werden; und

6) eine Datenfibertragungseinrichtung (I) zum.
Ubertragen der Anlaufdaten aus dem Anlauf-
datenbereich in den Pufferspeicher (2) zum

Zeitpunkt des Anlaufvorgangs des Systems.
2. Magnetplatlenspeichervorrichtung nach An-
spruch 1, dadurch gekennzeichnet, daB der lnhalt
der Anlaufdaten frei in Abhfingigkeit von einem
Bcfehl bcstimmt werden kann. der vom Benutzer

frei vorgegeben werden kann.
3. Magnetplattenspeichervorrichtung nach An-
spruch 1, dadurch gekennzeichnet. daB der Anlauf-
datenbereich in Abhéngigkeit von einem Befehl
frei bestimmt werden kann. der vom Benutzer frei
definiert werden kann.

4. Magnetplattenspeichervorrichtung nach An-
spruch I, dadurch gekennzeichnet, daB die Daten-
fibertragungseinrichtung (I) eine Leseeinrichtung
zum Auslesen der Anlaufdaten aus dem Anlaufda-

tenbereich zum Zeitpunkt des Anlaufvorgangs des
Systems enthélt.
5. Magnetplattenspeichervorrichtung nach An-
spruch 1. dadurch gekennzeichnet. daB sie ein
Kennzeichen enthi‘tlt. das anzcigt, daB‘Anlaufdaten
gegenwértig im Pufferspeicher (2) gespeichert sind.
6. Magnetplattenspeichervorrichtung nach An-
spruch l. dadurch gekennzeichnet, daB die wenig—
stens eine Magnetplatte weiterhin einen Plattenan-
triebssystembereich enthélt, in den AdreBdaten aus
dem Anlaufdatenbereich gespeichert werden.
7. Magnetplattenspeichervorrichtung nach An-
spruch I. dadurch gekennzeichnet, daB die AdreB-
daten die Adresse und die Sektorzihlung des An.
laufdatenbereichs enthalten.

8. Magnetplattenspeichervorrichtung nach An-
spruch 6, dadurch gekennzeichnet, daB die Daten-
ubertragungseinrichtung (I) die Anlaufdaten aus
dem Anlaufdatenbereich in den Pufferspeicher (2)
auf der Grundlage dcr AdreBdaten fibertrégt, die in
dem Plattenantriebssystembereich gespeichert
sind, zum Zeitpunkt des Anlaufvorgangs des Sy—
stems.

9. Magnetplattenspeicher, der zur Verbindung mit
einem Wirtsrechner (5) geeignet ist und als é‘tuBere
Speichervorrichtung ffir denselben verwendbar ist.
gekennzeiehnet durch folgende Merkmale:

a) -wenigstens eine Magnetplattc zum Spei—
chern von Daten. die einen Anlaufdatenbe-
reich und einen Plattenantriebssystembereich
enthfilt, wobei der Anlaufdatenbereich Anlauf—
daten zum lnbetriebsetzen eines Systems ent-
halten, das aus dem Wirtsrechner (5) und der
Magnetplattenspeichervorrichtung 'besteht.
wobei der Plattenantriebssystcmbereich die
AdreBdaten des Anlaufdatcnbercichs spci~
chert;

b) einen Pufferspeicher (2) zum vort'ibergehen—
den Speichern von Daten, die von' der wenig-
stens einen Magnetplatte/Wirtsrechner (5)
fibertragen werden;

e) eine Datenubertragungseinrichtung (I) zum
Ubertragen der Anlaufdaten aus dem Anlaufe
datenbercich in den Pufferspeicher (2) zum
Zeitpunkt des Anlaufs des Systems; und
d) eine Schreibeinrichtung (3) zum Einschrei-
ben einer AdreBdate aus dem Anlaufdatenbe-
reich in den P.lattenantriebssystembereich zu

einem Zeitpunkt, zu welchem der Anlaufda-
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tenbereich bezeichnet wird. in Abh'angigkeit
von cincm Befehl vom Wirtsrechner (5).

IO'. Magnetplattenspeichervorrichtung nach An-
spruch 9. bei der der lnhalt der Anlaufdaten frei in
Abhfingigkeit von dem Befehl bestimmt werden
kann. wobei der Befehl vom Benutzer' frei definiert
werden kann.

l 1. Magnetplattenspeichervorrichtung nach An-
spruch 9. dadurch gekennzeichnet, d'aB der Anlauf-
datenbereich frei in Abhéngigkeit von dem Befehl
bezeichnet werden kann, wobei der Befehl vom Be-
nutzer frei definiert werden kann.

'l2. Magnetplattenspeichervorrichtung nach An-
spruch 9. dadurch gekennzeichnet, daB die genann-
te AdreBdate die Adresse und die Sektorzfihlung
des Anlaufdatenbereichs enthfilt.

l3. Magnctplattenspeichervorrichtung nach An-
spruch 9. dadurch gekennzeichnet. daB die Daten-
fibertragungseinrichtung (1) eine Leseeinrichtung
zum Auslesen der Anlaufdaten aus dem Anlaufda-

tenbereich zum Zeitpunkt eines Anlaufvorgangs
des Systems enthélt.
l4. Magnetplattenspeichervorrichtung nach An-
spruch 9, dadurch gekennzeichnet, daB die Daten-
fibertragungseinrichtung (1) die Anlaufdaten aus
dem Anlaufdatenbereich in den Pufferspeicher (2)
auf der Grundlage der AdreBdaten fibertriigt. die in
dem Plattenantriebssystembereich gespeichert
sind, zum Zeitpunkt eines Anlaufvorgangs des Sy-
stems. ‘

15. Magnetplattenspeichervorrichtung nach An-
spruch 9, dadurch gekennzeichnet. daB sie weiter-
hin ein Kennzeichen enthfilt zum Angeben, daB An—
laufdaten gegenw‘a‘trtig im Pufferspeicher (2) ge-
speichert sind.
16. Magnetplattenspeichervorrichtung nach einem
der Anspriiche 1 und 9. dadurch gekennzeichnet.
daB der Pufferspeicher (2) ein Speicher mit wahl-
freiem Zugriff RAM-ist.
17. Magnetplattcnspeichcrvorrichtung nach einem
der Ansprfiche 1 und 9. dadurch gekennzeichnet,
daB er weiterhin eine Eingabe/ Ausgabe-Schnitt-

stelle (4) zur Verbindung mit dem Wirtsrechner (5)
aufweist.
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(54) Electronic circuit apparatus employing small diskldrive with reconfigurable interface

(57) An electronic circuit apparatus is provided for '-- - w" - ‘
electronic circuits and devices. comprising a component ' ' '*
disk drive, a disk controller, and a programmable inter-
face for dynamically adapting the component drive to
communicate over a predetermined bus architecture to

an external application. The intertace is programmed by
the disk controller using one of a library of microcode

sets stored on the component drive. Alternatively. a mi-
croprocessor independent ol the disk controller pro-

grams the interface from microcode stored in solid state
memory. In an alternative embodiment, the apparatus
further comprises an application circuit and the pro-

grammable interface adapts the component drive for
use by the circuit. In another embodiment. the apparatus

comprises a sub‘circuit that communicates with an ex—"
ternal application over a predetermined bus architec-

ture, and the programmable interface adapts the sub- _
circuit for such communication. " "
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Description

Field of the Invention

The present invention relates generally to magnetic ,
disk drive interfaces, and more particularly to an elec-

tronic circuit architecture including a component-sized
disk drive.

i

Background of the invention

Magnetic disk drives have been used broadly as pe-
ripheral storage devices. As disk drives grow smaller,
they are also becoming practical as a costgeffective re—
placement for solid state memory in a variety of elec—
tronic devices, e.g. cameras, fax machines, cellular

phones, modems, pagers, handheld computing devic—
es, printers, and copiers. . __

Magnetic disk drives and other peripheral devices
are generally designed to meet. one of a number of in-
dustry standard bus architectures to‘assurevciompatibil—
ity with a host system. These include, for example, the
small computer serial interface (SCSI), serial storage ar-
chitecture (SSA) and the integrated drive electronics
(lDE),interface. Each type of peripheral busal'rchitccture
defines its own unique set of communication protocols.
The host system, which may includea microprocessor,
memory devices, and other essential circuits, commu-

- nicates with these elements via.a system bus. The sys-

tem bus may comprise an industry standard architecture

(ISA) bus, or a microchannel, for example." The system
bus similarly has its own set of communications proto-
cols. As such, the host system requires a device adapter

, to interface between the system bus and the peripheral

BNSDOCID: <EP

bus. .

An electronic circuit implementing a component-

sized magnetic disk drive in lieu of solid state .memory

must also provide means for allowing the disk drive to
communicate with the circuit application. Moreover, the

circuit may be housed in a card enclosure and plugged
into an application external to the circuit. It then requires
means for interfacing with the external application. .

For example, circuits embodying fax machines, mo—
dems, or disk drives, and circuits related tothe operation

of cellular phones and cameras arepresently being
housed in credit-card sized formats of predefined di-

mensions that plug into a compatible socket of a com—

puting device. Three standard formats that have
emerged for such credit-card-type applications are the
PCMCIA formats. A “type lll“ card measures 10.5 mm

in height, 85.6 mm in length and 54 mm in width. The
dimensions of a "type II" card are approximately 5 mm

high X 85.6 mm long X 54 mm wide. A “typeI” card is a
modest 3.3 mm high X 85.6 mm long X 54 mm wide. A
PCMCIA card includes a PCMCIA bus for communicat-

ing with the computing device. Thus circuit applications
residing in PCMCIA—type cards will include. some type
of interface to the PCMCIA—bus.

,.
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, Some electronic devices are incorporated into a
communication network, 6.9. via a phone line. These

devices must conformlto industrystandard communica-
. tions protocols such as‘asynchronous transfer mode

(ATM), integrated services digital networks (ISDN). RS-
232, FtS—422, V. 35, and, v.42. Wireless communications
devices such as cellular phones and electronic pagers

must also be adapted togmeet industry standard com-
. munications protocols. ,Computer peripherals such as

», 10 V printers and printed circuitcards similarly require means
“for interfacing to the‘hoszt system. Each.of these circuit

,..application is,a candidate for implementing a compo-
,» . nent disk drive in lieuof solid state memory, and as such,

would require a customized interface between the disk
drive and the application. .1 ,

_,To add flexibility to, an electronicdevice incorporat-
' ing a component disk drive, it is desirable to include an
adaptable interface within the device circuit, enabling it

_ to conform to more than one communication or host sys-
tem protocol.‘A number of US. patents discuss the use
of an adaptable interface between two systems having
different, communications protocols. For example, US.
Patent No.. 5,111 ,423.,discloses aiprogra‘mmable inter-
face, i.e. an EEPROM: inserted between a printed circuit
card'and‘ a host system that is configurable for adapting
a variety of printed circuit card applications to the. same
host system. US. Patent No. 4,899,306 describes a test
interface circuit having an adaptable interface, i._e. ran-
dom access membry, for adapting the test circuit to dif-

ferent types of host systems. Another testing device with
an adaptable interface comprising programmable gate

'2 arrays is described in. US. Patent No. 5,121,342. The.
testing device includes a‘ microprocessor for receiving
downloaded software from a_ removable floppy periph-

_eral,disk drive device and for. selectively configuring the

_ programmable gate arrays to a variety of communica-

40
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tion protocols._(e.g. RS-232, RS422, v.35 and lSDN).
7 U.S.._Patent No. 5,243,273 describes a testing device

,_ for serial communications cards that is configurable to
a plurality of communications protocols.

V, .However, to date, an electronic circuit apparatus
has not been implemented that includes a component-
level disk drive that can. be adapted to different types of

-communication protocols. _

Summary of the Invention

_ , Accordingly, a first embodiment of the present in—
_ vention'provides an electronic apparatus comprising a

component disk drive for use as local storage by an elec-
tronic circuit in ‘Iieu of solid state memory, a hard disk

controller (HDC) for controlling the low level operations
of the drive, and a programmable interface for enabling

communication between the component drive and the
electronic circuit. The interface, is programmed by the
HDC. Alternatively, a simple central processing unit is
provided in the apparatus for configuring the interface.’
The HBO resides in the component disk drive, in an in-
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tegrated circuit chip external to the component drive, or

within the programmable logic unit (i.e.. the PLU is a
microprocessor with programmable functions). The mi-

crocode used for programming the interface is stored in
the component drive. Alternatively. a solid state memory

component is provided in the apparatus for storing the
microcode. ' ' '

A second embodiment ofzthe‘ present invention is
an electronic device comprising'a component disk drive.

an electronic circuit implementing the component disk
drive in lieu of solid statefmemory as local storage, and
a program mable interface provided therebetween fo‘r‘al-
lowing the component drive to commbnicate'with 'the cir-
cuit. ' “

A third embodiment of the_present invention com—‘
prises ‘an electronic'deviCe that communicates with an
application external to the'device. comprising a compo-
nent disk drive, an ele’ctronic Circuit. ‘and'a programma-

‘ ble interface provided between the‘elec'tro'nic circuit and
the external application to enable-communication: ther-
ebetween. ' 1‘ 'i ' '

A primary advanta‘g‘e' of'the‘presen‘t invention to
" provide a component disk drive that'providés' locaf stor-
age for an electronic circuit in‘iieu of solid state m'emOry,
and a programmable interface for adapting the compo-
nent drive to‘the electroniccircuit'. ~ . ' ' " '

Another advantage ‘of the present invention is. to
provide an electronic device comprising a component
disk drive, an electronic circuit implementing the com-
ponent disk drive in'lieu of'soli‘d'state‘memory as'local
storagefand a programmableinterface‘proiiided there-
between for allowing the componen'tidrive'to communi-

cafe with the circuit. ' ‘ ' ‘ ‘
Another advantage of the present invention is to

provide an electronic device that communicates’with an

application external to the déviée. comprising a compo-
nent disk drive, an electronic circuit, and a programme.

ble interface provided between the electronic circuit and
the external application to 'enable communication ther—

tebetween. ' ' "I I ' " " '
Another advantage of the present 'inventiOn is to

provide a card-based electronic devicé'having an elec—
tronic circuit. a component disk drive. and a program-
mable interface for adapting the component drive to the

electronic circuit, eg. for PCMClA-typeformats.
Each of the embodiments disclosed may be housed

in a card-type enclosure such as a PCMClA-type card.

The component disk driveripreferably Comprises a

single disk With 'a diameter of no more than 1.3‘i‘nChes
and a single recording surface mounted directly to a ro-
tatable flat motor having’a diameter of up‘to 1:3 inches.
The component drive further comprises a single sus-

pension carrying at least one transducer for writing and
retrieving data from the disk, and a parking. zbne at the
center of the recording surface for parking the transduc-

er during periods of inactivity or non—operation to provide
high shock resistance. 7 ‘
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Brief Description of the Drawing

The foregoing and other objects. features and ad-
vantages of the present invention will be apparent from
the following detailed‘description of the preferred em-

' bodiments of the invention. and from the accompanying

' figures of the drawing: >'

Figs. 1(a) and 1(b) are functional block diagrams of
the electronic circuit apparatus according to‘the
present invention;

‘Fig. 2 is the electronic circuit apparatus of the

present invention residing‘on an electronic circuit

board; ‘ '

' " Fig.‘ 315 a perspective view of a general card-type
electronic circuit enclosure; ' ' ~

Fig. 4 is a first embodiment of the electronic circuit
' apparatus of the present invention in a card enclo-

"‘siJre; L' ' ' ' 'z " 'i

“Figs. 5(a)-5(d) ’show side and top views of the com—
' ponent disk drive for use in the preferrbd embodi-
ment of the electronic circuit apparatus ‘of the

present invention ' ' ' "

Fig. 6 is‘ a second embodiment of the electronic cir-
cuit apparatus of the present invention in a card en-
closure;_and '

' Fig. 7 is a third embodiment of the electronic circuit
‘ apparatus of the present invention in a card enclo-

sure.

Descriptionfof the Preferred Embodiment

The present invention will now be described with

reference to Fig. 1(a), which is a functional block dia-
gram of ’the proposed electronic circuit apparatus. It
comprises a component disk drive 21, a disk drive con-

troller 23‘(also commonly referred to as a hard disk con-
troller or'HDC), and an electronically programmable mi-
‘croelectronic interfaCe 24 for adapting the component

‘ disk'driVe 21 and controller 23 to an application 25.

A disk drive generally comprises a disk 11 having
at least one recording surface 8 for storing information,
means such as a motor (not shown) for rotating the disk.

an actuator assembly 12. arm electronics 17, and a

housing 16. The actuator assembly 12 generally com-
prises a voice coil motor (VCM); an actuator arm 6. and
at least one suspension 13 connected to the arm 6 and
supporting a transducer adjacent 14 the recording sur-
faces 8 of the disk 11. Thetransducer1'4 is held in close

proximity to the disk surface by the combination of a
downward force (relative to the disk surface) from the
suspension 13 and an upward force caused by air flow
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generated from the rotation of the disk 11. If theedown-
ward force exceeds the upwardto'rce', the transtCer will
come into contact with the disk surface. 4 ‘

The VCM comprises an inductive 'coil 19 disposed
between an upper magnet (not shown) and a lower mag-
netic plate 7. Thearmelectronics 17 transmits electrical
positioning current to the coil 19. The current signalin-
duces a magnetic flux around the coil for repulsing and
attracting the magnet and magnetic'p‘late 7. The reptils-
ing and attracting forces provide. movement of the acme.
ator arm in a plane substantially parallel tothe recording
surfaceB, causing the suspension 13 to move along an
arcuate path over the surface 8.‘ ‘ ' r , e _, .

Data is generally recorded on concentric tracks of
the recording surface 8‘ The disk region or track haying
the largest diameter is referred to as the outer diameter

’ (OD) of the disk, and the region or track nearest to the
hub and having the smallestd‘iameteriis referred to as
the inner diameter (ID). Data to be stored on the disk 11
is first "encoded" by a read/write channel residing, e.g.,
infithe disk drive controller 23.The datais en<,:r:)de‘c‘fE into
a form suitable for the storage medium, then transmitted
via a flex cab|e_or other connector means 18 to the'arm
electronics 17 and then on to thertr‘ansducer '14 for writ—
ing to the disk. For example, in a magnetic disk drive,
digital data is encoded into a series ’of pL'ilses. 'As is
known in the an, the pulses are transmitted in' the form
of a current to the transducer, and Carissa a fluctuating
magnetic field at the transducer pole tip that affects the
magnetization of discrete regions on the disk surface.
When a transducer senses or "reads" information from
the disk, the data is transmittedin'encoded form via the
arm electronics 17. to the channel for "decoding". The
arm electronics usually include means for amplifying
and synchronizing the read signal. I V ‘

The motor is fixedly attached to the disk 11. It may
be encased in a hub,‘i~n whichcase the rotational force
of the motor is translated to thevhub and'from thevhub} to

Ithedisk11. . , ' , ' I ‘
, To protect a rotary disk drive from external forces
during operation'or movement, meahs'gmay be imple-
mented to park the transducer 14 when the disk is not
_operating and/or during periods of inactivity,(i.e. times
when’data is not being written to or retrieved from the

disk). Such means may include, for example, a load/un- ‘
load ramp at theOD or a parking zone located at the ID.

As those skilled in mean of disk drive design will
understand, the disk drive cont'roller (HDC) ‘23 includes
logicto control certain functions of the component drive
21.‘The HDC also serves as an intermediary interface

g between the component disk‘drive '21 and the program—
mable interface 23. Functions of the HDC 23 include,
for example, servo control, data, address and command
buffers, drive motor controls, and a read/write channel
for coding and decoding data. _ . ‘

Typibally, the HDC 23 is a function residing home
or more solid state die components dedicated to disk
driVe control functions. and residing external to the disk

BNSDOCID: < EP___07 1 8751A2_l_>

10'_ :vided, comprising a‘ga'te array having anormal, non-
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drive 21. Preferably, all functions are contained within a_
single custom chip.“ The, HDC‘ 23 may alternatively be
integrated withlthe arm electronics 17 and reside within
the disk drive enclosrire 16 or external to the drive. It

may also be merged with the programmable interface
: “24. For example, the Xilinx XC4QOQO processor is en-

. tirely programmable and may include a simple micro-
_ controller and drive interface electronics as well as otherV

functions. Acustom hybrid-type‘die could also be pro—

programmable CMQS for the. HDC_ function, and pro—
grammable gates lik'e'the XCAQOO‘ as'the PLU. This

'would minimize the cost of having an entire die of pro-

grammable gates permanently dedicated to the HDC
function and makemore'programmable‘gates available
to the PU) application coexisting bh the die.‘

" The programmable interface 24 comprises a pro-
' grammable logic un‘ity(PLU) of some kind, e.g. a field
' "programmable gate array ~(FPS-A), programmable array

lo'gic (PAL), or a programmable, logic device (PLD). It
communicates with‘th‘e' HD__C over a bus 26. The partic—

' ular'PLU implementedin the electronicpircuit apparatus
of the present invention willmb’e'determined by the type
of application that'the‘ PLU is interlaced‘t’o. Fer example,
if the interface 24 isitoa communications netvirork with
acommUnications protocol such as RS-232lor lSDN,

' the" PLU of Choice may be a programmable gate array
such as the one described in. US Patent No."5,121,342.
' As is well known in_the art, a PLU is generally pro-

4 grammed by somekin‘d of microprocessor. The proces-
sor receives amicroco'de set corresponding to a desired

‘ PLU function from local storage. The‘micr0code set
comprises both programming instructions and specifi-
cations. In the electronic circuit apparatus of Fig. 1(a),

“the HDC 23se'rves as the programming processor of
-'the PLU 24 and the component disk drive 21 provides
localstorage for one or a library of microcode sets. This
arrangement enables dynamic programming of the in-
terface. Alternatively. a simple processor 28 such as an
Intel 80186 16-bit controller, and a solid state memory
component 29 (e.g.. SRA‘M, EEPROM, flash memory,
etc.),._are providedkas shown in Fig. 1(b). The micro-
processor'28 is coupled direCtly to the PLU) 24 and re-
rce'ives'the microcode set from the memory component
29, which may contain a library of microcode‘sets. The
microprocessor may only be-temporar'ily coupled to the
PLU 24 in a manufacturing step, or may be a permanent
componentlof theapparatus to enable on the fly pro-
gramming. Yet another alternative is to use lanPLU that
includes someibasic microprocessihg functions, ena-
bling theiPLU to essentially program itself from microc-
ode provided by internal memory, external memory, or
the component drive. V _

' Programming instructions for the PLU are either se—
.lected from 'a Ilibrary'of functions associated with that

i'dlevice, or are specially designed for anon—standard
function according to methods presently known in the

4 art. More Detailed inlformation on PLU programming
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may be obtained by referring to ‘The Programmable
Logic Data Book", a 1994 product guide and data book
publicly available from Xilinx Inc.. of San Jose. Califor-
nia. ' ' ‘

The application 25 may be any of a number of de-

vices. For example. it may be an element of a commu-
nications network that follows one of the standard com-

munications protocols (e.g. VHS-23.2, v.35. ISDN). It may
be a computing device with a SCSI or IDE bus. It may
be an electronic circuit application of an electronic de-
vice with a nonstandard. bus'communications protocol.

The PLU 24 communicates with the application over bus
27. . . . . . , " .

Fig. 2 represents o‘ne’possible implementation of

the electronic circuit apparatus of the present invention.
A general electronic circurt board 31‘ is shown. repre-
sentative ol circurt boaids found in a variety of electronic

devices. It includes anlelectronic circuit, comprising a
plurality of interconnected circuit eiements 35, e.g. inte—
grated circuits. resistors. capacitors, ’oscill'ators, etc.

The solid state componentsxclomlprise. for example, a
microprocessor, memory. an arithmetic logic unit, a pro-
grammable logic unit, etc. The'apparatus of the'present
invention is also included on the circuit board, and is

highlighted by dashed lines 32. It comprises a discrete.
component-sized disk drive 21. a disk drive controller
23, and a PLU 24. The PLU 24 of the implementation

shown is configured to adapt the component drive 21 to

the electronic cireuit's bus architecture. so that the com-
ponent-drive will appearto thezcircuit as solid state mem-
ory. Thus the component'drive 21 provides local storage
to the circuit for storing) information used in the normal
operation of the circuit. V' g I _. _ ‘

A circuit board such as that represented in Fig. 2

may reside. for example, in a personal oompUter. a lap—
top. or other computing device, wherein the communi-

cations bus has an SSA architecture. It may also reside
in devices peripheral to a Computing device, e.g. con-
troller cards for larger disk drives. printers. modems. and
fax~modems. A circuit board is often present in electron-

ic devices such as video cameras. fax machines, c'ellu—
lar phones. electronic pagers. photocopiers, and remote

control devices, which may have nonstandard bus ar—
chitectures. All of these are likelyto have electronic cir-

cuits with some local storage requirements. '
Fig. 3 is representative of a cardenclosure for an

electronic circuit, adapted to be plugged into a compat—

ible computer slot at connector 60. It may. for example,
be a PCMCIA card type'l, II or III having a predefined
length 64, width 63, and height 62.. The card thickness

62 is generally the most critical dimension of a card en-
closure.

Fig. 4 shows the preferred embodiment of the elec—

tronic circuit apparatus of the present invention, wherein
a component disk drive 21, an HDC chip 23 containing
an AMD AMBOCtBS microprocessor. and a'PLU 24. e.
g. a Xilinx XC4000. are housed in a card-type enclosme
36. A digital clocking signal is distributed throughout the

5
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device along with power (not shown). A library of microc-
ode sets defining a plurality of PLU interface configura-
tions is stored on the component drive 21.‘ The card en-

closure preferably comprises a PCMCIA, type II or type

III card: The PLU 24 is configured to interface to an ap-
plicat ion 25 external to the card encl'osure 36 and adapt-

'ed to communicate over a PCMCIA bus. The physical

linterface betvrieen the card enclosure36 and the appli-

j lcatibn 25 comprises card connector 60 and a compati-
10 'ble seeket 61 on the application 25.‘.,

Figs. 5(a)-5(d) show the' component disk drive as~
' semny of the preferredcircuit architecture according to

the present invention. The drive comprises a disk 11, a

m'otor44, an'actuator assembly 12. arm electronics 17.

and a housing 16. The disk 11 is preferably magnetic
and includes one recording sur1ace 8 with a substantial-
ly planar region 55 at its center. It is preferably mounted

direbtly to_a flat motor 53 along its non-recording surface
9 by some appropriate means. e.g. mechanically, or by

V'apply-ing a bonding agent along the interface between
i _ the mofor 53 and surface 9._ Use of a single recording

‘25
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surface 8 and direct platter mounting allows a wider,
thinnermotor 53 to be used than would be feasible for
a disk having two recording surfaces. The diameter of

i 'the motor 53 may be as large or larger than the diameter
of the disk 11. itself. The advantages of this type of motor
53 will be desciibed in further detail below.

, The actuator assembly comprises a voice coil mo-

tor, an actuator arm 6. a single suspension 13 and a
transducer 14 supported on an airy-bearing slider. Pref-
erably. the transducer '14 is a magnetoresistive (MR)

' head, allowing greater data capacity. Magnetoresistive ‘
'heads are known in the disk drive industry and are pre-

ferred because their high sensitivity enables greater ar-
eal density (i.e. bits per inch) than conventional induc-

‘tive heads. Using 'a state of the art magnetoresistive
head in the preferred embodiment provides useful data
storage capacity for applications requiring moderate da-
ta storage. However. it will be understood that other

types of transducers may also be implemented. Moreo-
Ver, the disk drive may be adapted to include a plurality

_of transducers 14 on suspension 13. g 4

' Direct mounting of disk 11 to motor 53 creates an
unobstructed region 55 at the disk's center 52 accessi-

‘ble to the actuator assembly 12. The diameter of record-

_ing tracks in this region would be too small for practical
use, so the region is used for center parking.‘ Figs. 5(a)
and 5(b) show head 14 and suspension 13 positioned
over the-data recording surface'of disk 11. During times
of inactivity. the head is “parked” in the central region
55 as shown. in Figs. 5(c) and 5(a) so that head 14 is
substantially aligned with the disk center 52. As the slid-
er 14 nears the inner diameter‘of the'disk 11 . the upward

force of the air flow is reduced and the slider begins to

drag along region 55. It is then 'parked'at the disk cent-
er 52 as shown. Parking structures, e.’g. ramps, may be
added to the center parking region to facilitate parking.

Spacer strUcturesmay also be provided between this
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region and the upper drive housing for added structural
support. ' ' " I

The actuator assembly 12 moves the slider back
onto the disk surface when necessary by applying a
forceto overcome the stiction between slider 14and sur—
face 8. 'Stiction" is'a term of art for the attractive and
frictional forces between slider 1'4 and surface 8. It is
greatest at the outer diameter of the disk and decreases
in the direction of the disk centerfbeing essentially re-
duced to zero at dead center. Since'the slider is parked
at disk center 52, stiction is virtually nonexistent, and
very little force is required to etiercome it. I

The slider 14 is preferably also cent-er parked during
periods when the drive, is not operational. When the
drive is powered on, the disk 11 spins Without any sig—
nificant stiction impedance. Reduced stiction translates
to a reduction in starting torque required from the motor
44. Reduced starting’torque in turn leads to a reduction

’ in the electric power requirements 'of the drive. '
As mentioned preViously,‘ the preler'red embodk

ment of the ‘component disk‘drive alloWs a flatter, wider
motor 53 to be used than conventional disk drives re-

' quiring hubs. The motor may take a variety of forms. For
V example, it may be fixed to the disk drive housing or in—

tegrated therein. it may have the shape of a disk, or be ,
annular in shape. It may include a hub‘, and the disk may
be mounted directly to the hub, or alternatively, the hub

' may penetrate the disk and lie substantially flush Vliith

'BNSDOCID: (EP

the recording surface to preserve actuator access for
center parking. An annula'r'motor may su'rrdund a sta-
tionary hub structure that lies flush with‘the recording
surface to provide a stationary parking zone at disk cent-
er. " . I g T

Those skilled in the art of motor'design generally
understand that an increase in the diameter of the motor
windings increases its moment arm to generate more
torque with less force. The'motorthus requires less elec-
tric current to perform the same operation as 'a center
hub motor. Since the electrical power (P) is proportional

to the square of the current, a reduction in the current a
requirement will result in a large reduction in thelelectric
power requirement as shown below.

(1) P :1 xix a,

and _ I

(2) l: we.

Therefore, , ‘ I

(3) P:(kxkth)/(DXD),

where P is the electric power of the'motor,'l is the electric
current used by the motor,’ D is the motor diameter, Ft is
the electric resistance of the motor, and k is the inversely

proportional constant of the motor current to diameter.
Applying the above equations, an increase of motor di-
ameter by, for example. a factor of 3 will result in a motor
that can achieve the same torque with 1/ch of the pow-
er. The motor torque is transmitted directly to the bottom

0715751A2 i >
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surface of the disk through, for example, an adhesive or

a coupling device. Examples of motorsthat may be used
to implement the preferred embodiment include those
implemented in the commercially available lBM Travel-‘

K star, and the Ma‘Xtor‘ MobileMax Lite.
The diskfdrive assembly 21 of Fig. 4 preferably

measures no more than 2'inches_in length 72 X 1 .6inch-

|

'es in width 73 X 5 mm in height. For example, a 1.3"
magnetic disk is mounted be small, flat motor such as

I that implemented, in Maxtor's , 'MobileMax Lite. (At
present there are no flat motors under 5 mm commer—
I'fcially available tonimplementation in a type It design.
However, availability is anticipated in the near future and
prototypes are currently being tested.) The actuator as-
sembly is a conventional.dual-suspension design‘such
'as that used in thellHewlett Peekard KITTYHAWK 1.3"
drive, modified to have 'a'single suspension with a mag-

netoresistive head. Modificationsrequired for operabil-
ity include removal of the lower suspension and any ac—
tuator arm. height .adjlustm‘ents. necessitated by the

‘ heightlof'the direct-mounted disk. it may also be desir~
a‘ble'to make additional modifications,‘e.g. reducing the

_ height of the aetuator assembly. The manner of making
such modifications will be readily apparent to a person
of ordinary skill in theoper'ation of disk drive assemblies

. g The disk drive assembly 21' preferably occupies
less than 50% of theavailable card-area. The remaining
card area is populated by, a plurality of electronic com-
ponents71 comprising,an'application subcircuit.

If it later becomes desirable toadapt the card—en-

g closed apparatus of Fig. Me a non-PCMQIA application,
e.g'. to‘an application adapted to communicate over an
lDE bus, the programmable interface 24 can be repro-

grammed in the following manner.
The microcode set defining an lDE interface is

stored on the component drive 21. lt,originates, howev-
' er, from a designer's logic bldck diagram or schematic.

' Popular computer—aided software tools such as view-
‘D'raw are used to construct a logic block diagram. In this
case, thedi'a‘grarn will represent‘an'lDE interface option
for the disk drive. ane the design. is simulated, it is syn-
thesized into a serial bitstream of microcode'using a

‘ compiler program. In this case, a Xilinx tool called XACT
generates the _ bitstream of microcode. For a Xilinx
XC4000 FPGA, the microcode set can be 422,128 bits
long and make tip to 25,000 gates of logic (see diagram
on page 2-26 of “The Programmable Logic Data Book")
that willallow the disk drive to communicate with an lDE
bus in this case. A unique microcode set is similarly gen—
erated for each interface'application that the PLU 24wil|

‘ support and is stored inside the component hard disk 21.
The interface change is initiated by some external

means (9.9. a selectable switch toggled by a user of the
apparatus). This ,will signal the microprocessor inside
the HDC 23 to retrieve theappropriate lDE microcode
set from the component drive 21 and will also signal the
Xilinx x04ooo, PLU 24 to go into a programming state.
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The microcode set Vis'fed'serially from the component
disk drive 21, through the HDC 23, and into the PLU 24.

Inside the PLU 24. the" code is stored in a series of latch-
es. Long chains of latches form the IDE interface to the

component disk drive'21'. Once the last information is

fed intothe PLU 24, the HDC signals the PLU to go into
operating mode. This will make the PLU 24 an active

interface for the new IDE application. ' _

To enable the drive 21 to communicate with up to
ten different interfaces using the Xiiinx‘x04ooo PLU 24,

4.221.280Vbits of storage are required. This "translates

into about 1/2 megabyte of data. For the preferred com-
ponent disk drive of'the pr‘eseni‘inverition, this storage
space is a small fraction of the drivefs total storageca-
pacity (typically 20 to 40 MB)._Thus, plenty of User stor?
age remains available for' storing additional application

information. ' _, " , ' ‘ I _.
PLU programming can alternatively be done 'at the

time of manufacture ot‘the'déficéjbutit would not have

[he‘llexibility of a fielg'programmable drive interface.
This approach may be desirable, however, for large-
Scale manufact'uring‘of aicard—bas‘ed electronic circuit
application intended for use in"a‘ plurality of external ap-
plications requiring'different types of interfaces. under

'such circumstances, it is desirable to keep as many
physical parts of the apparatusin common. In the mean-
time, the PLU is configured with. software to a specific
bus architecture} For example, one microcode set. would
adapt the drive to work with an IDE interface, another
with a SCSI interface, and another with a PCMClA in-
terface. The hardware connector on the interface (e.g.
50 pins for SCSI, 68 pins for PCMCIA) might represent
the only physical modification required for the various

versions. ' ~ ~ ‘ ' ' '
The above examples'represent the simplest form of

this invention. Another‘ embodiment ill‘u'strated in Fig. 6
includes an application 25 residing'within the same en-
closure 51 as the component disk drive 21, H00 23, and

PLU 24. The enclosu_re_‘may be a device or a card such
'as a PCM‘CIA type ll or ter ill. The application may
comprise, for example, a wireless communication de-
vice. In this embodimentot the electronic circuit appa-
ratus,’ the PLU 24 is actually a functional part of the ap-

pli'cation 25. Because Wireless communications use
many different protocols, part of the application cirCuitry,

i.e. the PLU 24, needs to be reconfigured for each'dif-
ferent protocol (e.g., one application may be for cellular
communications, another‘lor' a local area network).

In this case, the PLU_ 24 is reprogrammed dynami—
cally in the manner described above, but is a functional
part of the application 25. The applitation 25 may con-
tain a digital signal processor (08?, not shown) to facil-
itate the waveform-to-digital processing of any commu-
nication protocols. N ' ' " '

The processor which prograr'ns'the‘PLU 24 can be
a nonprogrammable reserved area~ ihside'the PLU_ 24,
Allematively,' it can be contained insidetheHDC 23 as
an 8-bit or 16-bit processor such as an AMD 800186

10

chip‘. Alternatively, the processor can be a stand alone
chip (not shown) such as the AMD 800186 which com-
municates with the HDC 23 and PLU 24. The processor

may need sorrjie external RAM memory 52 to hold the
necessary microcode sets. depending upon the com-
plexity of it function. ' -

' Fig.7 shows a third embodiment of the present in-

_'ve'ntion, comprisinga component disk drive 21, an HDC
23 merged into a PLU 24 (although it will be understood

that the HDp may reside alone orin combination with
the arm electronics 17_as previously discussed), and an
electronic subcircuit 44 housed in the same enclosure

‘ , 51. The enclosure 51 is linked toa communications net—

15'

25
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35

40'

45

50
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work' (not'sh'own) via lSDN bus 27, which connects to a
phone line 41,. The 24 serves as the interface be-
~tvv'een‘the subcircuit 44 and the communications net-
work. ,The network presumably supports a plurality of

different communications protocols, and the PLU

; adapts the subcircuit 44 to these protocols. Optionally,20
the enclosure is of a PCMClA-lype andfurther compris-

_'es_ a-PQMClAliconnector 43 and a microprocessor 45
“such as the AMD 800186 for providing the interface to

' the PCMCIA bus. The Microprocessor 45 may also be
_a part of the subcircuit 44.4The electronic circuit assem-
‘bly shown may also optionally include a second pro—
'grammable interface between the HDC 23 and the sub-

',_circuit .44 so that the storage of the component drive is
_ made available. to the‘subcircuit 44.

Although the electronic circuit apparatus of the
present invention has been described in terms of spe-

,_cific embodiments, it is to be understood that this dis-
closure is not to be interpreted as limited to those em-
bodiments shown. Various further alterations and mod-

' ifications will no doubt become apparent to those skilled
in' the art after having read the above disclosure. More—
over, the‘examples provided are, not intendedflto be ex-

hatistive, and’the scope of the present invention defined
’by the following claims is intended.

Claims -

1. An electronic circuit apparatus, comprising:

a disk drive for storing and retrieving informa-
tion;

a programmable logic unil (PLU);

_means operatively coupled to said disk drive
and ,said PLU for controlling the operation of

' said disk drive; and "

means for configuring said PLU as an interface

,tq enable communication by,said disk drive
' overza bus.

2. Electronic circiJit apparatus as claimed in claim 1,
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further comprising a card enclosure housing said circuit application.
apparatus, and means tor electrically coupling said
card to an application adapted to communicate over 14. Electronic circuit apparatus as claimed in claim 13.
said bus. further comprising a card enclosure housing said

5 apparatus, and means for adapting said electronic

3. Electronic circuit apparatus as claimed in claim 2, circuit to communicate with an application external
wherein said card enclosure-lurther comprises a. A - _ to said card enclosure overa bus.
PCMCIA-type card. " , , j

v ‘ 15. Electronic circuit apparatus as claimed in any pre-
4. Electronic circuit apparatus as'claimed in any pre_- 10 ” . ceding claim and further comprising:

ceding claim. wherein said means for controlling . ' '_ ' ‘ ‘
said disk drive lurther comprises a hard disk con- , j an electronic circuit application,
troller (HDC). ‘ - . ' " . . 6 ~'

. ‘ ' (x. 7 ' said means for configuring being arranged to
5. Electronic circuit apparatus as claimed in claim 4, 15 I .. ” “configure-said'PLU as an interface to enable

wherein said HDC reSIdes within saiddisk drive. . "' ~ . communication ‘by said electronic circuit overa
' bus; and a second PLU operatively coupled be-

6. Electronic circuit apparatus as claimed in claim 4, tween said controlling means and said elec-
V wherein said HDC resides in an integrated circuit; ' ' " tronic circuit application, and means for config-

chip. A ~ 20 uring'said second PLU as a communications in-
- K 5'- ~ 7 -» - _ ~terface between said controlling means and

7. Electronic circuit apparatus as claimed in claim 4, said’vellectronii’cicircuit application.
1

- wherein said HDC resides within said PLU. " .- r .

8. Electronic circuit apparatus as claimed in any prc— 25 _
ceding claim. wherein said means for configuring ' " 3
said PLU further comprises a microcode set, means

for storing said microcode set, a microprocessor,
and means for providing said microcode set to said
microprocessor for use in programming said PLU. 30

9. Electronic circuit apparatus as claimed in claim 8,
wherein said microprocessor further comprises
said means for controlling said disk drive. 35.

10. Electronic circuit apparatus as claimed in claim 8 or.
claim 9, wherein said storing means further com-

prises a solid state memory component. ~ » --

11. Electronic circuit apparatus as claimed in claim 8 or 40
claim 9, wherein said storing means lurthercom—

prises said disk drive. ' ~

12. Electronic circutt apparatus as claimed in claim ‘11, I
wherein said disk drive stores a plurality of microc; 45 ' "
ode sets for use in configuring said PLU,' each cor-'
responding to a unique bus architecture, and
wherein said PLU is dynamically configurable to

any one of said bus architectures: 50

13. Electronic circuit apparatuses claimed in any pre- '
_ceding claim and further comprising:

an electronic circuit application; _ _ U ‘55

said means for configuring being arranged to
configure said PLU as a communications inter- ‘
face between said disk drive and said electronic

8
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electronic circuits and devices, comprising a component

disk drive.'a disk controller. and a programmable inter-

face tor dynamically adapting the component drive to
communicate over a predetermined bus architecture to

an external application. The interface is programmed by
the disk controller using one of a library of microcode

sets stored on the component drive. Alternatively. a mi-

croprocessor independent oi the disk controller pro-
grams the interiace from microcode stored in solid state
memory. In an alternative embodiment, the apparatus
further comprises an application circuit and the pro—

grammable interface adapts the component drive for
use by the circuit. in another embodiment, the apparatus
comprises a subcircuit that communicates with an ex-
ternal application over a predetermined bus architec-
ture. and the programmable intertace adapts the sub-
circuit tor such communication.

 m

(E

a.

3
Q;

26

FIG. 1a

a

L7
(D

O
O

'0
‘<

._—.__——————

Printed by Jouve, 7W1 PATHS (FR) Realtime 2023

Page 768 of 964



Realtime 2023 
Page 769 of 964

d ¢ 9

EP 9 718 751 A3

. 0 European Parent EUROPEAN SEARCH REPORT _ ‘ Application Numha
0mm , EP 95 30 9160

 

  

 
 

 

 
 

Cimion of document with indication. where appropriate.of relevant [7:6

‘US—A—S 121 342 (SZYMBORSKI ROBERT C ET
AL) 9 June 1992
* co1umn 2, 1ine 23 - line 41; figure 2A *

CLASSIFICATION OF THE
APPLICATION (lnl.Cl.6)

G06F3/06 
 

 

 
 

‘ EP-A—0 185 098 (HITACHI LTD) 25 June 1986 1-15
* page 1, paragraph 2 - page 9, paragraph
1; figure 2 * 

  W0-A-94 29852 (MAXTOR CORP) 22 December
1994 '

* page 17, line 1 - page 19, paragraph 2;
figures 8,9 *
 

  
  

TECHNICAL FIELDS
SEARCHED (lnLCl.6)
  

 
  

 
 

The present search report has been drawn up for all claim  

 
  

 
  

  
 

  
 

Plan: a! math - D1: of mullah- of lb lard ELI-Illao

E THE HAGUE 5 December 1996 Moens, R
: CATEGORY 0F GTED DOCUMENTS T : (hairy or principle underlying lhe invention
3‘ E : urlicr pllcnl downer, but published an, or
§ X : pmimlafly relevant it taken alarm the the tiling date
.. Y : particularly relevant if combined with another I) : documun died in the application2 document of the same category L : d man died in! Inner (axons
s A : Ixhnulnglcal hackgrnund ..........................................'................................... ....._
u 0 : non-wrinan disdusure ~ 61 : manber M the same patent family, unapnnding2 P : intermediate document . documenta:

Realtime 2023'

Page 769 of 964

BNSDOCID: <'EP_, “0718751A3' IV)



Realtime 2023 
Page 770 of 964

This Page is Inserted by IFW Indexing and Scanning

Operations and is not part of the Official Record

BEST AVAILABLE IMAGES

Defective images within this document are accurate representations Of the original
documents submitted by the applicant. ‘

Defects in the images include but are not limited to the items checked:

El BLACK BORDERS

El IMAGE CUT OFF AT TOP, BOTTOM OR SIDES

El FADED TEXT OR DRAWING

El BLURRED OR ILLEGIBLE TEXT OR DRAWING

D SKEWED/SLANTED IMAGES

Cl COLOR OR BLACK AND WHITE PHOTOGRAPHS

El GRAY SCALE DOCUMENTS

Cl LINES OR MARKS ON ORIGINAL DOCUMENT

El REFERENCE(S) OR EXHIBIT(S) SUBMITTED ARE POOR QUALITY

CI OTHER:

IMAGES ARE BEST AVAILABLE COPY.

As rescanning these documents Will not correct the image

problems checked, please do not report these problems to
the IFW Image Problem Mailbox.

Realtime 2023

Page 770 Of 964



Realtime 2023 
Page 771 of 964

“Ehis Page Blank (uspfo)

Realtime 2023

Page 771 of 964



Realtime 2023 
Page 772 of 964

wNQDQE

 m3mmmHDQEOOZO_mZ<&Xmm0225.mO/EmwkzmDm
_m0<ummkz_Mvii

mZ_OzmZO_mwmzn_EOO

MIO<O

<F<Q 
 

Realtime 2023

Page 0



Realtime 2023 
Page 773 of 964

NmmDOE
 
   mDmZO_mZ<&XmMO2722
 

oomtmE.mamEI

 
  

83mm063mamEESmoi

$585a:.maom.m68m5:950
.(mmmamIBoEoEm_:m_o>-coz:83550.0Imfimiom

(vmmm

 

Swag;x2e

  
  

 

(D
N

Vi/WWW/’30

 

 

538915amo

 

 Realtime 2023

Page 773 of 964



Realtime 2023 
Page 774 of 964

mMEDOE       
£585a:530mw68m5:950

 

  
  

 

O:EEO

/mm .mm
Iw<._n:_>_omSim

mime.0Amrommmooi

Evmmmm

3:22w350ng

mam.3004

 
 

I<5
mmvm

mmctmLOSaab/xmamco_mcqum
I3

Hmmm
mm

mOmmmoomm

 

m0n50

sogAeQ 0160'] elqewaJBOJd

 
 

 

mo<mmmkz_v55

mDmZO_mZ<&XmKOmmeQ—ZOOZ_<_>_  

 Realtime 2023

Page 774 of 964



Realtime 2023 
Page 775 of 964

¢mmDOE
 

  meZO_mZ<n_Xmm0KMFDQEOOZ_<S_
 mNN. 835::mammrI!

moSoQBmol.mBmEEEmoi 

    

83mm284

mmomtmiVEO—mmm:m.—

Notu_x.OmBmEEmaoi__
F8,352.is

350:0a:526mwEmma65an0
mm

 
  

E0822m_=m_o>-coz350.OImfiuiOm
EE

Lommmooi

 
 

H

35¢o:@526R

 

ow

Realtime 2023

Page 775 of 964



Realtime 2023 
Page 776 of 964

1min:20mSEEH3NHm8m3m4<ooJ(«mm

eogAeQ 0160-1 GIQELULUBJBOJd

 
 

 mmmDOEH.1
moo

mr_|_

rNN

dm

wmN\
mw

m.w\JaW.mNN
a

_x mmucm_om.65mgmumcoficqum
O

 

 

 

 

0:$50
mm

$52.0a35261wEmmaLmhquoo   
Realtime 2023

Page 776 of 964



Realtime 2023 
Page 777 of 964

   
  

 
 

ENSURE ENOUGH
DECAY FOR VOLATILE

LOGIC DEVICE
INITIALIZATION TO BE

COMPLETE
50 ASSERT DSP

RESET SIGNAL

COPY DSP BOOT LOADER
FROM NON VOLATILE

LOGIC DEVICE

DSP BEGINS
EXECUTION

LATCH DATA BYTE INTO

VOLATILE LOGIC DEVICE
51  

  
  

  
 

  

 
  
 
 

 CHECK BYTE

COUNT LESS THAN

   
  
  

  
 

   
 

 

 
 

A PRESPECIFIED “0* B

53 CONFIGURE I/O PORTS VALUE?
k FOR VOLATILE LOGIC

DEVICE PROGRAMMING

YES

INITIALIZE VOLATILE
54 LOGIC DEVICE DSP READS NEXT DATA 6 /

BYTE OF DEVICE

PROGRAM DATA

55 READ
\— CONFIGURATION

DATA
INCREMENT BYTE éa

COUNTER

55 CLEAN BYTE
COUNTER

LOAD DATA BYTE Gand INTO DSP we 3
READ IST

CONFIGURATION

DATA BYTE / G l/
DELAY 20 nsec

LOAD 1ST 4/) 5f
CONFIGURATION

DATA BYTE INTO DSP I/O LATCH INTO
A <—* PROGRAMMABLE LOGIC

_ DEVICE

FIG. 6a

Realtime 2023

Page 777 of 964



Realtime 2023 
Page 778 of 964

 
 

  
  DSP READ LAST DATA

BYTE & LATCH lNTO

VOLATILE LOGIC
DEVICE

and

POLL VOLATILE LOGIC
DEVICE TO ENSURE

PROGRAMMING
COMPLETE

  
  
  
  

  

 
  

 
 

  
 

PROGRAMMING

SUCCESSFUL?

CONTINUE DATA
STORAGE

CONTROLLER

INITIALIZATTON

VES

FLAG ERROR

REPEAT

ENTIRE PROCESS

Q7

FIG. 6b

Realtime 2023

Page 778 of 964



Realtime 2023 
Page 779 of 964

RECEIVE REQUEST FOR BOOT DATA

71

RETRIEVE REQUESTED BOOT DATA FROM DISK

NO

72 RECORDDATABLOCKNUMBERCW
RETREVEDBOOTDATAHQALST

 
 

  
 

73 BOOTPROCESS
COMPLETE '? 

YES

74 STORE LIST

FIG. 7a

Realtime 2023

PagW



Realtime 2023 
Page 780 of 964

NO  
  

 

 
 

  
  
 

  
 

  

  

 
 
 

POWER-UP OR

SYSTEM RESET?

YES

76
RETRIEVE & READ LIST

PREFETCH DATA
BLOCKS

SPECIFIED IN LIST

77

78 COMM ENCE BOOT
PROCESS

RECEIVE READ

REQUEST FOR

79 BOOT DATA 
SI 

  

  
 

SERVICE REQUEST

USING PRELOADED
BOOT DATA

 
 

IS REQUESTED
BOOT DATA
PRELOADED

  

 

 
IS ANY BOOT

DATA NOT

REQUESTED DURING
OOT PROCESS 7

 
 
   

  
  

 
 

 

 
 

 

 

RETRIEVE

REQUESTED BOOT

DATA FROM BOOT

82 DEVICE

NO

 
 

 
 

 

 
  

 
  

UPDATE LIST To UPDATE LIST TO
83 INCLUDE BOOT DATA EXCLUDE BOOT DATAPREVIOUSLY

NOT PREVIOUSLY
SPECIFIED IN LIST SPECIFIED IN LIST

FIG. 7b

Realtime 2023

Page 780 of 964



Realtime 2023 
Page 781 of 964

START

RECEIVE REQUEST FOR APPLICATION
DATA ASSOCIATED

WITH LAUNCHED APPLICATION

  
 

90

RETRIEVE REQUESTED

APPLICATION DATA FROM DISC

RECORD DATA BLOCK NUMBER OF
RETRIEVED APPLICATION DATA IN A LIST
 
 

  

  

 

LAUNCH
PROCESS

COMPLETE?

93 
\/d3

94 STORE LIST

FIG. 8a

Realtime 2023

Page 781 of 964



Realtime 2023 
Page 782 of 964

 

  
  
 

  
  

 

APPLICATION

LAUNCHED?

RETRIEVE & READ LIST

PREFETCH DATA
BLOCKS

SPECIFIED IN LIST

96

97

 
 
 

 
 

 
 

 
  

 

 

RECEIVE READ

REQUESTS FOR

APPLICATION DATA

98

100 
 
 
 

SERVICE REQUEST

USING PRELOADED

APPLICATION DATA

 
 
 

IS REQUESTED

APPLICATION DATA
PRELOADED?

103

IS ANY PRELOADED
BOOT DATA NOT

REQUESTED DURING
- PPLICATION LAUNCH”

 
 
 

 
 
  

  

 
 
 

 

RETRIEVE

REMAINDER OF

APPLICATION DATA101
FROM DISC

NO

UPDATE LIST TO  
 

 
 

 
 
 

 
 

 
 

UPDATE LIST TO EXCLUDE

102 INCLUDE APPLICATIOS, APPLICATION DATA
DATA NOT PREVIOUS pREVIoUSLY

 SPECIFIED IN LIST SPECIFIED IN LIST

Realtime 2023

Page 782 of 964



Realtime 2023 
Page 783 of 964

mmagma

         

:Leczooficnm

  
   

coitumaa:owcmnEoo

   
ma?Enamsgeoa 3:500.330.ac:.u=aman:853anco_mmmano2mm5335,55n_on:amxoofi«an.D._Eganxi525m338.6nunoucmwaanozoczm

F5—:noUtur—gm

.—._-_—-—._.—..—-

alollrlllalallclnlalllal.I'llallnlnI.Iluloll.I|nlqull~II-Ilollolltl-llua
 Realtime 2023

Page 783 of 964



Realtime 2023 
Page 784 of 964

 

Eambm2838.6

 
 
 

 

Bram3859:0

co=omzxm5.3530

8:5xuoEBaaSac.

 

EBuoqu

3.3.6an==2\3sun

lull-lo—

nIl-Ivlllllnllu
olllacl‘llnlolllcnlluol-Iluolllllnull

 

 

 

Realtime 2023

Page 784 of 964



Realtime 2023 
Page 785 of 964

PTO/SB/01 (6/95) . DECLARATION o \aé‘' J

AS A BELOW NAMED INVENTOR, I hereby declare that: MAY 1 1 20m

 

 
 

Attorney Docket No. 801 1-15

My residence, post office address and citizenship are as stated next

I believe that I am the original, first and sole (if only one name is listed below), or an original, first and joint inventor

(if plural names are listed below), of the subject matter which is claimed and for which a patent is sought on the invention
entitled:

TITLE: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF OPERATING

SYSTEMS AND APPLICATION PROGRAMS

the Specification of which either is attached hereto or indicates an attorney docket no. , or:

K] was filed in the US. Patent & Trademark Office on February 2, 2001 and assigned Serial No. 09/776 267,
 

E] and (if applicable) was amended on ,

I hereby state that I have reviewed and understand the contents of the above-identified specification, including the claims,

as amended by any amendment referred to above. I acknowledge the duty to disclose information which is material to

patentability and to the examination of this application in accordance with Title 37 of the Code of Federal Regulations §1.56.

I hereby claim foreign priority benefits under Title 35, US Code §119(a)—(d) or §365(b) of any foreign application(s) for patent

or inventor’s certificate, or §365(a) of any PCT international application which designated at least one country other than the

United States, or §119(e) of any United States provisional application(s), listed below and have also identified below any foreign

applications for patent or inventor’s certificate having a filing date before that of the application on which priority is claimed:
Priority Claimed:

Yes[ ] No[ ]

(Application Number) (Country) Day/Month/Yearfiled)

Yes [ ] No [ ]

(Application Number) (Country) (Day/Month/Yearfiled)

I hereby claim the benefit under Title 35, US. Code, §120, of any United States application(s), or §365(c) of any PCT

International application designating the United States, listed below and, insofar as the subject matter of each of the claims of

this, application is not disclosed in the prior United States or PCT International application(s) in the manner provided by the first

paragraph of Title 35, U.S. Code, §112, I acknowledge the duty to disclose information material to patentability as defined in

Title 37, The Code of Federal Regulations, §1.56(a) which became available between the filing date of the prior application and

the- national or PCT international filing date of this application:

 

60/ 180,114 February 3, 2000 Pending

(Application Serial Number) (Filing Date) (STATUS: patented, pending, abandoned)

(Application Serial Number) (Filing Date) (STATUS: patented, pending, abandoned)

I hereby appoint the following attorneys: FRANK CHAU, Reg. No. 34,136; JAMES J. BITETTO, Reg. No.

40,513, FRANK V. DeROSA, Reg. No. 43,584; and GASPARE J. RANDAZZO, Reg. No. 41,528, each of them of F.

CHAU & ASSOCIATES, LLP, 1900 Hempstead Turnpike, Suite 501, East Meadow, New York 11554 to prosecute this

application and to transact all business in the US. Patent and Trademark Office connected therewith and with any divisional,

continuation, continuation-impart, reissue or re-examination application, with full power of appointment and with full power

to substitute an associate attorney or agent, and to receive all patents which may issue thereon, and request that all

correspondence be addressed to:

Frank Chau, Esq.

F. CHAU & ASSOCIATES, LLP

1900 Hempstead Turnpike, Suite 501

East Meadow, New York 11554

I Area Code: 516-357-0091 Realtime 202§age 1 of 2
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I HEREBY DECLARE that all state‘s made herein of my own knowledge “ rue and that all statements made oninformation and belief are believed to b _ e; and further that these statements were e with the knowledge that willful false
statements and the like so made are punishable by fine or imprisonment, or both, undef §1001 of Title 18 US. Code and that
such willful false statements may jeopardize the validity of the application or any patent issued thereon.

 

 
  

 
 

FULL NAME OF FIRST OR SOLE INVENTOR: James J. Fallon Citizenship USA

Inventor’s signature: Date: fl/éfl;
Residence & Post Off ress: 11 Wampus Close, Armonk

New York 10504

FULL NAME OF SECOND INVENTOR: John Buck Citizenship USA

Inventor’s signature: 7 Date: ' 213/10 /
Residence & Post Office A ress: 362 ristopher Street, Oceanside, New York 11572

FULL NAME OF THIRD INVENTOR: Paul F. Pickel ' ' Citizenship USA

Inventor’s signature: {2333M Date: Zfzbl
Residence & Post Office Address: 225 Stewart Avenue, Bethpage, New York 11714

Stephen J. M N) Citizenship USA

Date: : I 720/01

FULL NAME OF FIFTH INVENTOR: Citizenship

Inventor’s signature: ' Date:
Residence & Post Office Address:

 

 
  

FULL NAME OF FOURTH NTOR'

Inventor’s signature:

Residence & Post Office Addres Street, New York, New York 10003

 

FULL NAME OF SIXTH INVENTOR: ____________________v Citizenship __

Inventor’s signature: Date:
Residence & Post Office Address:

 

FULL NAME OF SEVENTH INVENTOR: _________________ Citizenship_

Inventor’s signature: Date:
Residence & Post Office Address:
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  Washington, DC 20231

H ' A PSTETQT
IN THQJNITED STATES PATENT AND T -1 EMARK OFFICE

 
' ‘ t(s): Fallon et a1. Docket: 8011-15

09/776,267

February 2, 2001

SYSTEMS AND METHODS FOR ACCELERATED LOADING

OF OPERATING SYSTEMS AND APPLICATION PROGRAMS

Assistant Commissioner for Patents t

RESPONSE TO NOTICE TO FILE MISSING PARTS

. OF NONPROVISIONAL APPLICATION

Sir:

In response to the Notice to File Missing Parts of NonprovisionalApplication

dated March 9 2001, Applicant encloses herewith an executed Declaration and Power of
 

Attorney in compliance with 37 C.F.R. §1.63; together with substitute drawings in compliance

with 37 CFR 1.84. Also enclosed is a check for SM to cover the surcharge under 37

C.F.R. § 1.16(e) along with a copy of the Notice to File Missing Parts of Nonprovisional

Application. I I

If the enclosed check is insufficient for any reason or becomes detached, please

charge the required fee under 37 C.F.R. § 1.16(e) to Deposit Account No. m. Also, in

the event any additional extensions of time are required, please treat this paper as a petition to

extend the time as required and charge Deposit Account No. M. TWO (2) COPIES OF

THIS SHEET ARE ENCLOSED. '

Respectfully submitted,

“742%: 444
Frank V. DeRosa

Registration No. 43,584

Attorney for Applicant(s)

F. CHAU & ASSOCIATES, LLP '

1900 Hempstead Turnpike, Suite 510

East Meadow, New York 11554

(516) 357-0091

CERTIFICATE OF MAILING UNDER 37 C.F.R. 1.8 a

I hereby certify that this correspondence is being deposited with the United States Postal Service

as first class mail, postpaid in an envelope, addressed to the: Assistant Commissioner for Patents, Washington,

DC. 20231 on Ma 9 20 l. .
Dated: 0 - /

Frank V. DeRosa
Realtime 2023
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COMMISSIONER FOR PATENTS

UNITED STATES PATENT AND TRADEMARK OFFICE
‘NASHINOTDN. DC. 20 23I

www.uspto.gov

  mmmmm
09/776,267 02/02/2001 James J. Fallon 8011-15

CONFIRMATION NO. 9730

FORMALITIES LETTER

263::f3?@3160,ATES’ LLP lllllllllllllllllllllllllllllllllllllllllllllllllllllll||llll|l|||llll|lllllll|. 'OC000000005845946‘
SuIte 501

1900 Hempstead Turnpike
East Meadow, NY 11554

Date Mailed: 03/09/2001

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all

required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained

by filing a petition accompanied by the extension fee underthe provisions of 37 CFR 1.136(8).

o The oath or declaration is missing.

0 To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)

of $65 for a small entity in compliance with 37 CFR 1.27, must be submitted with the missing items
identified in this letter.

o The balance due by applicant is $ 65.

The application is informal since it does not comply with the regulations for the reason(s) indicated below.
Applicant is given TWO MONTHS from the date of this Notice within which to correct the informalities
indicated below.

The required item(s) identified below must be timely submitted to avoid abandonment:

o Substitute drawings in compliance with 37 CFR 1.84 because:

I drawing sheets do not have the appropriate margin(s) (see 37 CFR 1.84(g)). Each

sheet must include a top margin of at least 2.5 cm. (1 inch), a left side margin of at
least 2.5 cm. (1 inch), a right side margin of at least 1.5 cm. ( 5/8 inch), and a

bottom margin of at least 1.0 cm. (3/8 inch);

  

A copy of this notice MUST be returned with the reply.

05/15/2001 W1 00000050 09776267

01 “3205 55'” 5’ Realtime 2023
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9%“4,Customer Service Center

Initial Patent Examination Division (703) 308-1202 W ,
BARTfizTCOPY‘TO‘BE‘RETURNED WITH RESPONSE7INN , , Wm , w — 7» \/
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UNITED STATES PATENT AND TRADEMARK OFFICE 
COMMISSIONER FOR PATENTS

UNITED STATES PATENT AND TRADEMARK OFFICE
WASHINGTON. DC. 202:“ 

 

wwwusptdgov

msmmmcm
09/776,267 02/02/2001 James J. Fallon 8011-15

CONFIRMATION N0. 9730

FORMALITIES LETTER

:raggggagkgggcmma LU, ||llll|l|ll|ll|llllllllllllllllllllllllllllllillllllllllllllllllllllllllllllll. '00000000005845946‘
SUIte 501 ,

1900 Hempstead Turnpike 7
East Meadow, NY 11554

Date Mailed: 03/09/2001

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER 37 CFR1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all

required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained

by filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

o The oath or declaration is missing.

c To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 116(9)

of $65 for a small entity in compliance with 37 CFR 1.27, must be submitted with the missing items
identified in this letter.

0 The balance due by applicant is $ 65.

The application is informal since it does not comply with the regulations for the reason(s) indicated below.
Applicant is given TWO MONTHS from the date of this Notice within which to correct the informalities
indicated below.

The required item(s) identified below must be timely submitted to avoid abandonment:

0 Substitute drawings in compliance with 37 CFR 1.84 because:

I drawing sheets do not have the appropriate margin(s) (see 37 CFR 1.84(g)). Each

sheet must include a top margin of at least 2.5 cm. (1 inch), a left side margin of at
least 2.5 cm. (1 inch), a right side margin of at least 1.5 cm. ( 5/8 inch), and a
bottom margin of at least 1.0 cm. (3/8 inch);

 

A copy ofthis notice MUST be returned with the reply.
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u. PTO/SB/OS (08—00

—+ o
Under the Paperwork Reduction Act of 199.5, no persons are required to respond to a collection or information unless it displays a valid OMB control number. -N\D

UTILITY 8011-15 ::

’m PATENT APPLICATION FALLON g
g TRANSMITTAL SYSTEMS AND METHODS FOR ACCELER ED

EL679454191US
Assistant Commissioner for Patents

ADDRESS TO: Box Patent Application
Washington, DC 20231

7. E] CD-ROM or CD—R in duplicate, large table or
Computer Program (Appendix)

8‘ Nucleotide and/or Amino Acid Sequence Submission
(if applicable, all necessary)

a. [3 Computer Readable Form (CRF)
b. Specification Sequence Listing on:

i. III CD-ROM or CD—R (2 copies); or

i LEI paper

0. E] Statements verifying identity of above copies
ACCOMPANYING APPLICATION PARTS

(Only for new nonprovisional applications under 37 CFR 1.53(b))

APPLICATION ELEMENTS

See MPEP cha ter 600 concemin utili atent a lication contents.

Fee Transmittal Form 6. ., PTO/SB/17
1~ (Submit an originalundaduplichre/gr/eeproceuing) )
2.

Applicant claims small entity status.

3.

 

 
   

  
  

  
  
  

 

 

 
 

 
 

  

 

 
 

  
   
  

See 37 CFR 1.27.

Specification [Total Pages Efl ](preferred arrangement set forth below)

— Descriptive title of the invention
— Cross Reference to Related Applications
- Statement Regarding Fed sponsored R & D
- Reference to sequence listing. a table,

or a computer program listing appendix
- Background of the Invention
~ Brief Summary of the Invention
~ Brief Description of the Drawings (ifriled)

  

 

 

  
  
 

 

 

 
 

~ Detailed Description 9. D Assignment Papers (cover sheet & document(s))
- Claimisl 37 CFR 3.730;) Statement Power of
' Absuad °f me D'Sdosure 10' B (when there is an assignee) Attorney

 4_ Drawing(s)(35 use. 113) [Total Sheets LEI 1

5r Oath or Declaration [Total Pages [:3 ]

a. E] Newly executed (original or copy)
E] Copy from a prior application (37 CFR 1.63 (d))b. (for continuation/divisional with Box 17 completed)

31:) DELETION OF INVENTORtS)
Signed statement attached deleting inventor(s)
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SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

W]!

This application is based on a United States provisional application Serial No.

60/1 80,1 14, filed on February 3, 2000, which is fully incorporated herein by reference.

BACKGROUND

111.112.”

The present invention relates generally to systems and methods for providing

accelerated loading of operating system and application programs upon system boot or

application launch and, more particularly, to data storage controllers employing lossless

and/0r lossy data compression and decompression to provide accelerated loading of

operating systems and application programs.

2 D . . E I B l l !

Modern computers utilize a hierarchy of memory devices. To achieve maximum

performance levels, modern processors utilize onboard memory and on board cache to

obtain high bandwidth access to both program and data. Limitations in process

technologies currently prohibit placing a sufficient quantity of onboard memory for most

applications. Thus, in order to offer sufficient memory for the operating system(s),

application programs, and user data, computers often use various forms ofpopular off-

processor high speed memory including static random access memory (SRAM),

synchronous dynamic random access memory (SDRAM), synchronous burst static ram

(SBSRAM). Due to the prohibitive cost of the high-speed random access memory,

coupled with their power volatility, a third lower level of the hierarchy exists for non-
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volatile mass storage devices.

Furthermore, mass storage devices offer increased capacity and fairly economical

data storage. Mass storage devices (such as a “hard disk”) typically store the operating

system of a computer system, as well as applications and data and rapid access to such

data is critical to system performance. The data storage and retrieval bandwidth of mass

storage devices, however, is typically much less as compared with the bandwidth of other

elements of a computing system. Indeed, over the last decade, although computer

processor performance has improved by at least a factor of 50, magnetic disk storage

performance has only improved by a factor of 5. Consequently, memory storage devices

severely limit the performance of consumer, entertainment, office, workstation, servers,

and mainframe computers for all disk and memory intensive operations.

The ubiquitous Internet combined with new multimedia applications has put

tremendous emphasis on storage volumetric density, storage mass density, storewidth,

and power consumption. Specifically, storage density is limited by the number of bits

that are encoded in a mass storage device per unit volume. Similarly mass density is

defined as storage bits per unit mass, Storewidth is the data rate at which the data may be

accessed. There are various ways of categorizing storewidth in terms, several of the more

prevalent metrics include sustained continuous storewidth, burst storewidth, and random

access storewidth, all typically measured in megabytes/sec. Power consumption is

canonically defined in terms ofpower consumption per bit and may be specified under a

number of operating modes including active (while data is being accessed and

transmitted) and standby mode. Hence one fairly obvious limitation within the current art

is the need for even more volume, mass, and power efficient data storage.

8011-15 2

Realtime 2023

Page 812 of 964



Realtime 2023 
Page 813 of 964

 
 

 

10

15

20

Magnetic disk mass storage devices currently employed in a variety of home,

business, and scientific computing applications suffer from significant seek-time access

delays along with profound read/write data rate limitations. Currently the fastest available

disk drives support only a sustained output data rate in the tens ofmegabytes per second

data rate (MB/sec). This is in stark contrast to the modern Personal Computer’s

Peripheral Component Interconnect (PCI) Bus’s low end 32 bit / 33Mhz input/output

capability of 264 MB/sec and the PC's internal local bus capability of 800 MB/sec.

Another problem within the current art is that emergent high performance disk

interface standards such as the Small Computer Systems Interface (SCSI-3), Fibre

Channel, AT Attachment UltraDMA/66/100, Serial Storage Architecture, and Universal

Serial Bus offer only higher data transfer rates through intermediate data buffering in

random access memory. These interconnect strategies do not address the fundamental

problem that all modern magnetic disk storage devices for the personal computer

marketplace are still limited by the same typical physical media restrictions. In practice,

faster disk access data rates are only achieved by the high cost solution of simultaneously

accessing multiple disk drives with a technique known within the art as data striping and

redundant array of independent disks (RAID).

RAID systems often afford the user the benefit of increased data bandwidth for

data storage and retrieval. By simultaneously accessing two or more disk drives, data

bandwidth may be increased at a maximum rate that is linear and directly proportional to

the number of disks employed. Thus another problem with modern data storage systems

utilizing RAID systems is that a linear increase in data bandwidth requires a proportional

number of added disk storage devices.

8011-15 3
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Another problem with most modern mass storage devices is their inherent

unreliability. Many modern mass storage devices utilize rotating assemblies and other

types of electromechanical components that possess failure rates one or more orders of

magnitude higher than equivalent solid-state devices. RAID systems employ data

redundancy distributed across multiple disks to enhance data storage and retrieval

reliability. In the simplest case, data may be explicitly repeated on multiple places on a

single disk drive, on multiple places on two or more independent disk drives. More

complex techniques are also employed that support various trade-offs between data

bandwidth and data reliability.

Standard types of RAID systems currently available include RAID Levels 0, 1,

and 5. The configuration selected depends on the goals to be achieved. Specifically data

reliability, data validation, data storage /retrieval bandwidth, and cost all play a role in

defining the appropriate RAID data storage solution. RAID level 0 entails pure data

striping across multiple disk drives. This increases data bandwidth at best linearly with

the number of disk drives utilized. Data reliability and validation capability are

decreased. A failure of a single drive results in a complete loss of all data. Thus another

problem with RAID systems is that low cost improved bandwidth requires a significant

decrease in reliability.

RAID Level 1 utilizes disk mirroring Where data is duplicated on an independent

disk subsystem. Validation ofdata amongst the two independent drives is possible if the

data is simultaneously accessed on both disks and subsequently compared. This tends to

decrease data bandwidth from even that of a single comparable disk drive. In systems

that offer hot swap capability, the failed drive is removed and a replacement drive is

8011-15 4
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inserted. The data on the failed drive is then copied in the background while the entire

system continues to operate in a performance degraded but fully operational mode. Once

the data rebuild is complete, normal operation resumes. Hence, another problem with

RAID systems is the high cost of increased reliability and associated decrease in

performance.

RAID Level 5 employs disk data striping and parity error detection to increase

both data bandwidth and reliability simultaneously. A minimum of three disk drives is

required for this technique. In the event of a single disk drive failure, that drive may be

rebuilt from parity and other data encoded on disk remaining disk drives. In systems that

offer hot swap capability, the failed drive is removed and a replacement drive is inserted.

The data on the failed drive is then rebuilt in the background while the entire system

continues to operate in a performance degraded but firlly operational mode. Once the

data rebuild is complete, normal operation resumes.

Thus another problem with redundant modern mass storage devices is the

degradation of data bandwidth when a storage device fails. Additional problems with

bandwidth limitations and reliability similarly occur within the art by all other forms of

sequential, pseudo-random, and random access mass storage devices. These and other

limitations within the current art are addressed by the present invention.

W

The present invention is directed to systems and methods for providing

accelerated loading of operating system and application programs upon system boot or

application launch and, more particularly, to data storage controllers employing lossless

and/or lossy data compression and decompression to provide accelerated loading of

8011-15 5
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operating systems and application programs.

In one aspect of the present invention, a method for providing accelerated loading

of an operating system comprises the steps of: maintaining a list of boot data used for

booting a computer system; preloading the boot data upon initialization of the computer

system; and servicing requests for boot data from the computer system using the

preloaded boot data. The boot data may comprise program code associated with an

operating system of the computer system, an application program, and a combination

thereof. In a preferred embodiment, the boot data is retrieved from a boot device and

stored in a cache memory device.

In another aspect, the method for accelerated loading of an operating system

comprises updating the list of boot data during the boot process. The step of updating

comprises adding to the list any boot data requested by the computer system not

previously stored in the list and/or removing from the list any boot data previously stored

in the list and not requested by the computer system.

In yet another aspect, the boot data is stored in a compressed format on the boot

device and the preloaded boot data is decompressed prior to transmitting the preloaded

boot data to the requesting system.

In another aspect, a method for providing accelerated launching of an application

program comprises the steps of: maintaining a list of application data associated with an

application program; preloading the application data upon launching the application

program; and servicing requests for application data from a computer system using the

preloaded application data.

In yet another aspect, a boot device controller for providing accelerated loading of
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an operating system of a host system comprises: a digital signal processor (DSP); a

programmable logic device, wherein the programmable logic device is programmed by

the digital signal processor to (i) instantiate a first interface for operatively interfacing the

boot device controller to a boot device and to (ii) instantiate a second interface for

operatively interfacing the boot device controller to the host system; and a non-volatile

memory device, for storing logic code associated with the DSP, the first interface and the

second interface, wherein the logic code comprises instructions executable by the DSP for

maintaining a list ofboot data used for booting the host system, preloading the boot data

upon initialization of the host system, and servicing requests for boot data from the host

system using the preloaded boot data. The boot device controller further includes a

cache memory device for storing the preloaded boot data.

The present invention is realized due to recent improvements in processing speed,

inclusive of dedicated analog and digital hardware circuits, central processing units, (and

any hybrid combinations thereof), that, coupled with advanced data compression and

decompression algorithms are enabling of ultra high bandwidth data compression and

decompression methods that enable improved data storage and retrieval bandwidth

These and other aspects, features and advantages, of the present invention will

become apparent from the following detailed description of preferred embodiments that

is to be read in connection with the accompanying drawings.

BREW

Fig. 1 is a block diagram of a data storage controller according to one embodiment

of the present invention;
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Fig. 2 is a block diagram of a data storage controller according to another

embodiment of the present invention;

Fig. 3 is a block diagram of a data storage controller according to another

embodiment of the present invention;

Fig. 4 is a block diagram of a data storage controller according to another

embodiment of the present invention;

Fig. 5 is a block diagram of a data storage controller according to another

embodiment of the present invention;

Figs. 6a and 6b comprise a flow diagram of a method for initializing a data

storage controller according to one aspect of the present invention;

Figs. 7a and 7b comprise a flow diagram of a method for providing accelerated

loading of an operating system and/or application programs upon system boot, according

to one aspect of the present invention;

Figs. 8a and 8b comprise a flow diagram of a method for providing accelerated

loading of application programs according to one aspect of the present invention;

Fig. 9 is a diagram of an exemplary data compression system that may be

employed in a data storage controller according to the present invention; and

Fig. 10 is a diagram of an exemplary data decompression system that may be

employed in a data storage controller according to the present invention.
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In the following description, it is to be understood that system elements having

equivalent or similar functionality are designated with the same reference numerals in the

Figures. It is to be further understood that the present invention may be implemented in

various forms of hardWare, software, firmware, or a combination thereof. Preferably, the

present invention is implemented on a computer platform including hardware such as one

or more central processing units (CPU) or digital signal processors (DSP), a random

access memory (RAM), and input/output (1/0) interface(s). The computer platform may

also include an operating system, microinstruction code, and dedicated processing

hardware utilizing combinatorial logic or finite state machines. The various processes

and functions described herein may be either part ofthe hardware, microinstruction code

or application programs that are executed via the operating system, or any combination

thereof.

It is to be further understood that, because some of the constituent system

components described herein are preferably implemented as software modules, the actual

system connections shown in the Figures may differ depending upon the manner in that

the systems are programmed. It is to be appreciated that special purpose microprocessors,

dedicated hardware, or and combination thereofmay be employed to implement the

present invention. Given the teachings herein, one of ordinary skill in the related art will

be able to contemplate these and similar implementations or configurations of the present

invention.

LSstLemAmhiter-lures

The present invention is directed to data storage controllers that provide increased
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data storage/retrieval rates that are not otherwise achievable using conventional disk

controller systems and protocols to store/retrieve data to/from mass storage devices. The

concept of “accelerated” data storage and retrieval was introduced in copending US.

Patent Application Serial No. 09/266,394, filed March 11, 1999, entitled “System and

Methods For Accelerated Data Storage and Retrieva ” and copending US. Patent

Application Serial No. 09/481,243, filed January 11, 2000, entitled “System and Methods

For Accelerated Data Storage and Retrieval,” both of which are commonly assigned and

incorporated herein by reference. In general, as described in the above-incorporated

applications, “accelerated” data storage comprises receiving a digital data stream at a data

transmission rate which is greater that the data storage rate of a target storage device,

compressing the input stream at a compression rate that increases the effective data

storage rate of the target storage device and storing the compressed data in the target

storage device. For instance, assume that a mass storage device (such as a hard disk) has

a data storage rate of 20 megabytes per second. If a storage controller for the mass

storage device is capable of compressing an input data stream with an average

compression rate of 3: 1, then data can be stored in the mass storage device at a rate of 60

megabytes per second, thereby effectively increasing the storage bandwidth

(“storewidth”) of the mass storage device by a factor of three. Similarly, accelerated data

retrieval comprises retrieving a compressed digital data stream from a target storage

device at the rate equal to, e.g., the data access rate of the target storage device and then

decompressing the compressed data at a rate that increases the effective data access rate

of the target storage device. Advantageously, accelerated data storage/retrieval mitigates

the traditional bottleneck associated with, e.g., local and network disk accesses.
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Referring now to Fig. 1, a high-level block diagram illustrates a data storage

controller 10 according to one embodiment of the present invention. The data storage

controller 10 comprises a data compression engine 12 for compressing/decompressing

data (preferably in real—time or psuedo real-time) stored/retrieved from a hard disk 11(or

any other type ofmass storage device) to provide accelerated data storage/retrieval. The

DCE 12 preferably employs the data compression/decompression techniques disclosed in

US. Serial No. 09/210,491 entitled “Content Independent Data Compression Method and

System,” filed on December 11, 1998, which is commonly assigned and which is fiilly

incorporated herein by reference. It is to be appreciated that the compression and

decompression systems and methods disclosed in US Serial No. 09/210,491 are suitable

for compressing and decompressing data at rates, which provide accelerated data storage

and retrieval. A detailed discussion of a preferred “content independent” data

compression process will be provided below.

The data storage controller 10 further comprises a cache 13, a disk interface (or

disk controller) 14 and a bus interface 15. The storage controller 10 is operatively

connected to the hard disk 12 via the disk controller 14 and operatively connected to an

expansion bus (or main bus) 16 of a computer system via the bus interface 15. The disk

interface 14 may employ a known disk interface standard such as UltraDMA, SCSI,

Serial Storage Architecture, FibreChannel or any other interface that provides suitable

disk access data rates. In addition, the storage controller 10 preferably utilizes the

American National Standard for Information Systems (ANSI) AT Attachment Interface

(ATA/ATAPI—4) to connect the data storage controller 10 to the hard disk 12. As is

known in the art, this standard defines the connectors and cables for the physical
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interconnects between the data storage controller and the storage devices, along with the

electrical and logical characteristics of the interconnecting signals.

Further, the bus interface 15 may employ a known standard such as the PCI

(Peripheral Component Interconnect) bus interface for interfacing with a computer

system. The use of industry standard interfaces and protocols is preferable, as it allows

the storage controller 10 to be backwards compatible and seamlessly integrated with

current systems. However in new designs the present invention may be utilize any

suitable computer interface or combination thereof.

It is to be understood that although Fig. 1 illustrates a hard disk 12, the storage

controller 10 may be employed with any form of memory device including all forms of

sequential, pseudo-random, and random access storage devices. Storage devices as

known within the current art include all forms of random access memory, magnetic and

optical tape, magnetic and optical disks, along with various other forms of solid-state

mass storage devices. The current invention applies to all forms and manners of memory

devices including, but not limited to, storage devices utilizing magnetic, optical, and

chemical techniques, or any combination thereof. In addition, the cache 13 may

comprise volatile or non-volatile memory, or any combination thereof. Preferably, the

cache 13 is implemented in SDRAM (static dynamic random access memory).

The system of Fig. 1 generally operates as follows. When data is read from disk

by the host computer, data flows from the disk 11 through the data storage controller 10

to the host computer. Data is stored in one of several proprietary compression formats on

the disk 11 (e.g., “content independent” data compression). Data blocks are pre-specified

in length, comprised of single or multiple sectors, and are typically handled in fractional
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or whole equivalents of tracks, e.g. 1/2 track, whole track, multiple tracks, etc. To read

disk data, a DMA transfer is setup from the disk interface 14 to the onboard cache

memory 13. The disk interface 14 comprises integral DMA control to allow transfer of

data from the disk 11 directly to the onboard cache 13 without intervention by the DCE

12. It should be noted that the DCE 12 acts as a system level controller and sets-up

specific registers within both the disk interface 14 and bus interface 15 to facilitate DMA

transfers to and from the cache memory 13. To initiate a transfer from the disk 11 to the

cache 13, the DMA transfer is setup Via specifying the appropriate command (read disk),

the source address (disk logical block number), amount of data to be transferred (number

of disk logical blocks), and destination address within the onboard cache memory 13.

Then, a disk data interrupt signal (“DISKINT#”) is cleared (ifpreviously set and not

cleared) and the command is initiated by writing to the appropriate address space. Once

data has been read from disk 11 and placed into onboard cache memory 13, the

DISKINT# interrupt is asserted notifying the DCE 12 that requested data is now available

in the cache memory 13. Data is then read by the DMA controller within the DCE 12 and

placed into local memory for subsequent decompression. The decompressed data is then

DMA transferred from the local memory of the DCE 12 back to the cache memory 13.

Finally, data is DMA transferred via the bus interface controller 15 from the cache

memory 13 to the bus 16. It is to be understood that in the read mode, the data storage

controller acts as a bus master. A bus DMA transfer is then setup via specifying the

appropriate command (write to host computer), the source address within the cache

memory 13, the quantity of data words to be transferred (transfers are preferably in 4 byte

increments), and the destination address on the host computer. When a bus 16 read or
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write transaction has completed, the appropriate interrupt signals (respectively referred to

as PCIRDINT# and PCIWRINT# ) are asserted to the DCE l2. Either of these interrupts

are cleared by a corresponding interrupt service routines through a read or write to the

appropriate address of the DCE 12.

Similarly, when data is written to the disk 11 from the host computer, data flows

from the host computer through the data storage controller 10 and onto disk 11. Data is

normally received from the host computer in uncompressed (raw) format and is

compressed by the DCE 12 and stored on the disk 11. Data blocks from the host are pre-

specified in length and are typically handled in blocks that are a fixed multiplier higher

than fractional or whole equivalents of tracks, e.g. 1/2 track, whole track, multiple tracks,

etc. This multiplier is preferably derived from the expected average compression ratio

that is selected when the disk is formatted with the virtual file management system. To

read host computer data, a bus DMA transfer is setup from the host bus 16 to the onboard

cache memory 13. The bus interface controller 15 comprises integral DMA control that

allows large block transfers from the host computer directly to the onboard cache 13

without intervention by the DCE 12. The bus interface controller 15 acts as a host

computer Bus Master when executing such transfer. Once data has been read from the

host and placed into onboard cache memory 13, the data is read by the onboard DMA

controller (residing on the DCE 12) and placed into local memory for subsequent

compression. The compressed data is then DMA transferred from the local memory of

the DCE 12 back to the cache memory 13. Finally, data is DMA transferred Via the disk

controller 14 from the cache 13 to the disk 11.

As discussed in greater detail below, upon host computer power-up or external

8011-15 14

Realtime 2023

Page 824 of 964



Realtime 2023 
Page 825 of 964

 
 

 

10

15

20

user reset, the data storage controller 10 initializes the onboard interfaces l4, 5 prior to

release of the extemal host bus 16 from reset. The processor of the host computer then

requests initial data from the disk 11 to facilitate the computer’s boot-up sequence. The

host computer requests disk data over the Bus 16 Via a command packet issued from the

host computer. Command packets are preferably eight words long (in a preferred

embodiment, each word comprises 32 bits). Commands are written from the host

computer to the data storage controller 10 with the host computer as the Bus Master and

the data storage controller 10 as the slave. The data storage controller 10 includes at least

one Base Address Register (BAR) for decoding the address of a command queue of the

data storage controller 10. The command queue resides within the cache 13 or within

onboard memory of the DCE 12.

When a command is received from the host computer, an interrupt (referred to

herein as PCICMDTNT#) is generated to the DCE processor. The eight-word command is

read by the DCE 12 and placed into the command queue. Because the commands occupy

a very small amount of memory, the location of the command queue is at the discretion of

software and the associated system level performance considerations. Commands may be

moved from the bus interface 16 to the command queue by wither explicit reads and

writes by the DCE processor or, as explained below, by utilizing programmed DMA from

an Enhanced DMA Controller (EDMA) residing on the DCE 12. This second technique

may better facilitate system throughput by allowing the EDMA to automatically load

commands while the highly pipelined data compression and decompression processing in

the DCE is executed fully undisturbed.

The DCE 12, disk interface 14 and bus interface 15 commonly share the cache 13.
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As explained in detail below, the storage controller 10 preferably provides maximum

system bandwidth by allowing simultaneous data transfers between the disk 12 and cache

13, the DCE 12 and the cache 13, and the expansion bus 16 and the cache 13. This is

realized by employing an integral DMA (direct memory access) protocol that allows the

DCE l2, disk interface 14 and bus interface 15 to transfer data without interrupting or

interfering with other ongoing processes. In particular, as explained in detail below, an

integral bandwidth allocation controller (or arbitrator) is preferably employed to allow the

DCE l2, disk controller 14, and bus interface 15 to access the onboard cache with a

bandwidth proportional to the overall bandwidth of the respective interface or processing

element. The bandwidth arbitration occurs transparently and does not introduce latency

in memory accesses. Bandwidth division is preferably performed with a high degree of

granularity to minimize the size of requisite onboard buffers to synchronize data from the

disk interface 14 and bus interface 15.

It is to be appreciated that the implementation of a storage controller according to

the present invention significantly accelerates the performance ofa computer system and

significantly increases hard disk data storage capacity. For instance, depending on the

compression rate, for personal computers running standard Microsoft Windows® based

business application software, the storage controller provides: (1) an increase of ml in

disk storage capacity(for example, assuming a compression ration of 3:], a 20 gigabyte

hard drive effectively becomes a 60 gigabyte hard drive) (2) a significant decrease in the

computer boot-up time (tum—on and operating system load) and the time for loading

application software and (3) User data storage and retrieval is increased by a factor of n: 1.

Referring now to Fig. 2, a block diagram illustrates a data storage controller 20
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according to another embodiment of the present invention. More specifically, Fig. 2

illustrates a PCB (printed circuit board) implementation of the data storage controller 10

of Fig. 1. The storage controller 20 comprises a DSP (digital signal processor) 21 (or any

other micro-processor device) that implements the DCE 12 of Fig. 1. The storage

controller 21 further comprises at least one programmable logic device 22 (or volatile

logic device). The programmable logic device 22 preferably implements the logic

(program code) for instantiatng and driving both the disk interface 14 and the bus

interface 15 and for providing full DMA capability for the disk and bus interfaces 14, 15.

Further, as explained in detail below, upon host computer power-up and/or assertion of a

system-level “reset” (e.g., PCI Bus reset), the DSP 21 initializes and programs the

programmable logic device 22 before of the completion of initialization of the host

computer. This advantageously allows the data storage controller 20 to be ready to accept

and process commands from the host computer (via the bus 16) and retrieve boot data

from the disk (assuming the data storage controller 20 is implemented as the boot device

and the hard disk stores the boot data (e.g., operating system, etc.)).

The data storage controller 20 further comprises a plurality of memory devices

including a RAM (random access memory) device 23 and a ROM (read only memory)

device 24 (or FLASH memory or other types of non-volatile memory). The RAM device

23 is utilized as on-board cache and is preferably implemented as SDRAM (preferably,

32 megabytes minimum). The ROM device 24 is utilized for non-volatile storage of logic

code associated with the DSP 21 and configuration data used by the DSP 21 to program

the programmable logic device 22. The ROM device 24 preferably comprises a one time

(erasable) programmable memory (OTP-EPROM) device.
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The DSP 21 is operatively connected to the memory devices 23, 24 and the

programmable logic device 22 via a local bus 25. The DSP 21 is also operatively

connected to the programmable logic device 22 Via an independent control bus 26. The

programmable logic device 22 provides data flow control between the DSP 21 and the

host computer system attached to the bus 16, as well as data flow control between the

DSP 21 and the storage device. A plurality of external I/O ports 27 are included for data

transmission and/or loading of one programmable logic devices. Preferably, the disk

interface 14 driven by the programmable logic device 22 supports a plurality of hard

drives.

The storage controller 20 further comprises computer reset and power up circuitry

28 (or “boot configuration circuit”) for controlling initialization (either cold or warm

boots) of the host computer system and storage controller 20. A preferred boot

configuration circuit and preferred computer initialization systems and protocols are

described in US. Patent Application Serial No. (Attorney Docket No. 801 1-10),

filed concurrently herewith (Express Mail Label No. EL679454245US), which is

commonly assigned and incorporated herein by reference. Preferably, the boot

configuration circuit 28 is employed for controlling the initializing and programming the

programmable logic device 22 during configuration of the host computer system (i.e.,

while the CPU of the host is held in reset). The boot configuration circuit 28 ensures that

the programmable logic device 22 (and possibly other volatile or partially volatile logic

devices) is initialized and programmed before the bus 16 (such as a PCI bus) is fully

reset.

In particular, when power is first applied to the boot configuration circuit 28, the
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boot configuration circuit 28 generates a control signal to reset the local system (e.g.,

storage controller 20) devices such as a DSP, memory, and I/O interfaces. Once the local

system is powered-up and reset, the controlling device (such as the DSP 21) will then

proceed to automatically determine the system environment and configure the local

system to work within that environment. By way of example, the DSP 21 of the disk

storage controller 20 would sense that the data storage controller 20 is on a PCI computer

bus (expansion bus) and has attached to it a hard disk on an lDE interface. The DSP 21

would then load the appropriate PCI and lDE interfaces into the programmable logic

device 22 prior to completion of the host system reset. It is to be appreciated that this

can be done for all computer busses and boot device interfaces including: PCI, NuBus,

ISA, Fiber Channel, SCSI, Ethernet, DSL, ADSL, IDE, DMA, Ultra DMA, and SONET.

Once the programmable logic device 22 is configured for its environment, the boot device

controller is reset and ready to accept commands over the computer/expansion bus 16.

Details of the boot process using a boot device comprising a programmable logic device

will be provided below.

It is to be understood that the data storage controller 20 may be utilized as a

controller for transmitting data (compressed or uncompressed) to and from remote

locations over the DSP I/O ports 27 or system bus 16, for example. Indeed, the I/O ports

27 of the DSP 21 may be used for transmitting data (compressed or uncompressed) that is

either retrieved from the disk 11 or received from the host system via the bus 16, to

remote locations for processing and/or storage. Indeed, the 1/0 ports may be operatively

connected to other data storage controllers or to a network communication channels.

Likewise, the data storage controller 20 may receive data (compressed or uncompressed)
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over the I/O ports 27 of the DSP 21 from remote systems that are connected to the I/O

ports 27 of the DSP, for local processing by the data storage controller 20. For instance, a

remote system may remotely access the data storage controller (via the I/O ports of the

DSP or system bus 16) to utilize the data compression, in which case the data storage

controller would transmit the compressed data back to the system that requested

compression.

The DSP 21 may comprise any suitable commercially available DSP or processor.

Preferably, the data storage controller 20 utilizes a DSP from Texas Instruments’ 320

series, C62x family, of DSPs (such as TMS320C6211GFN—150), although any other DSP

or processor comprising a similar architecture and providing similar functionalities may

be employed. The preferred DSP is capable of up to 1.2 billion instructions per second.

Additional features of the preferred DSP include a highly parallel eight processor single

cycle instruction execution, onboard 4K byte LlP Program Cache, 4K LID Data Cache,

and 64K byte Unified L2 Program/Data Cache. The preferred DSP further comprises a

32 bit External Memory Interface (EMIF) that provides for a glueless interface to the

RAM 23 and the non-volatile memory 24 (ROM). The DSP further comprises two

multi-channel buffered serial ports (McBSPs) and two 32 bit general purpose timers.

Preferably, the storage controller disables the I/O capability of these devices and utilizes

the I/O ports of the DSP as general purpose I/O for both programming the programmable

logic device 22 using a strobed eight bit interface and signaling Via a Light Emitting

Diode (LED). Ancillary DSP features include a 16 bit Host Port Interface and full ITAG

emulation capability for development support.

The programmable logic device 22 may comprise any form of volatile or non-
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volatile memory. Preferably, the programmable logic device 22 comprises a dynamically

reprogrammable FPGA (field programmable gate array) such as the commercially

available Xilinx Spartan Series XCS40XL-PQ240—5 FPGA. As discussed in detail

herein, the FPGA instantiates and drives the disk and bus interfaces 14, 15.

The non-volatile memory device 24 preferably comprises a 128 Kbyte M27W101-

80K one time (erasable) programmable read only memory, although other suitable non-

volatile storage devices may be employed. The non-volatile memory device 24 is

decoded at a designated memory space in the DSP 21. The non—volatile memory device

24 stores the logic for the DSP 21 and configuration data for the programmable logic

device 22. More specifically, in a preferred embodiment, the lower 80 Kbytes of the non-

volatile memory device 24 are utilized for storing DSP program code, wherein the first 1k

bytes are utilized for the DSP’s boot loader. Upon reset of the DSP 21 (Via boot

configuration circuit 28), the first 1K of memory of the non-volatile memory device 24 is

copied into an internal RAM of the DSP 21 by e.g., the DSP’s Enhanced DMA Controller

(EDMA). Although the boot process begins when the CPU of the host system is released

from external reset, the transfer of the boot code into the DSP and the DSP’s initialization

of the programmable logic device actually occurs while the CPU of the host system is

held in reset. After completion of the 1K block transfer, the DSP executes the boot loader

code and continues thereafter with executing the remainder of the code in non-volatile

memory device to program the programmable logic device 22.

More specifically, in a preferred embodiment, the upper 48K bytes of the non-

volatile memory device 24 are utilized for storing configuration data associated with the

programmable logic device 22. If the data storage controller 20 is employed as the
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primary boot storage device for the host computer, the logic for instantiating and driving

the disk and bus interfaces 14, 15 should be stored on the data storage controller 20

(although such code may be stored in remotely accessible memory locations) and loaded

prior to release of the host system bus 16 from “reset”. For instance, revision 2.2 of the

PCI Local Bus specification calls for a typical delay of 100msec from power-stable before

release of PCI Reset. In practice this delay is currently 200msec although this varies

amongst computer manufacturers. A detailed discussion of the power-on sequencing and

boot operation of the data storage controller 20 will be provided below.

Fig. 3 illustrates another embodiment of a data storage controller 30 wherein the

data storage controller 35 is embedded Within the motherboard of the host computer

system. This architecture provides the same functionality as the system of Fig. 2, and

also adds the cost advantage ofbeing embedded on the host motherboard. The system

comprises additional RAM and ROM memory devices 23a, 24a, operatively connected to

the DSP 21 via a local bus 25a.

Fig. 4 illustrates another embodiment of a data storage controller. The data

storage controller 40 comprises a PCB implementation that is capable of supporting

RAID levels 0,1 and 5. This architecture is similar to those of Fig. 1 and 2, except that a

plurality ofprogrammable logic devices 22, 22a are utilized. The programmable logic

device 22 is dedicated to controlling the bus interface 15. The programmable logic

device 2221 is dedicated to controlling a plurality of disk interfaces 14, preferably three

interfaces. Each disk interface 14 can connect up to two drives. The DSP in conjunction

with the programmable logic device 22a can operate at RAID level 0, 1 or 5. At RAID

level 0, which is disk striping, two interfaces are required. This is also true for RAID
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level 1, which is disk mirroring. At RAID level 5, all three interfaces are required.

Fig. 5 illustrates another embodiment of a data storage controller according to the

present invention. The data storage controller 45 provides the same functionality as that

of Figure 4, and has the cost advantage of being embedded within the computer system

motherboard.

II.

As discussed above with reference to Fig. 2, for example, the data storage

controller 20 preferably employs an onboard Texas Instruments TMS320C6211 Digital

Signal Processor (DSP) to program the onboard Xilinx Spartan Series XCS40XL FPGA

upon power-up or system level PCI reset. The onboard boot configuration circuit 28

ensures that from system power-up and/or the assertion of a bus reset (e.g., PCI reset),

the DSP 21 is allotted a predetermined amount of time (preferably a minimum of 10msec)

to boot the DSP 21 and load the programmable logic device 22. Because of a potential

race condition between either the host computer power-up or assertion of PCI Bus reset

and configuration of the programmable logic device 20 (which is used for controlling the

boot device and accepting PCI Commands), an “Express Mode” programming mode for

configuring the SpartanXL family XCS40XL device is preferably employed. The

XCS40XL is factory set to byte-wide Express—Mode programming by setting both the

MI/MO bits of the XCS40XL to 0x0. Further, to accommodate express mode

programming of the programmable logic device 22, the DSP 21 is programmed to utilize

its serial ports reconfigured as general purpose I/O. However, after the logic device 22 is

programmed, the DSP 21 may then reconfigure its serial ports for use with other devices.

Advantageously, using the same DSP ports for multiple purposes affords greater
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flexibility while minimizing hardware resources and thus reducing product cost.

The volatile nature of the logic device 22 effectively affords the ability to have an

unlimited number of hardware interfaces. Any number of programs for execution by the

programmable logic device 22 can be kept in an accessible memory location (EPROM,

hard disk, or other storage device). Each program can contain new disk interfaces,

interface modes or subsets thereof. When necessary, the DSP 21 can clear the interface

currently residing in the logic device 22 and reprogram it with a new interface. This

feature allows the data storage controller 20 to have compatibility with a large number of

interfaces while minimizing hardware resources and thus reducing product cost.

A preferred protocol for programming the programmable logic device can be

summarized in the following steps: (1) Clearing the configuration memory; (2)

Initialization; (3) Configuration; and (4) Start-Up. When either of three events occur: the

host computer is first powered-up or a power failure and subsequent recovery occurs

(cold boot), or a front panel computer reset is initiated (warm boot), the host computer

asserts RST# (reset) on the PCI Bus. As noted above, the data storage controller 20

preferably comprises a boot configuration circuit 28 that senses initial host computer

power tum-on and/or assertion of a PCI Bus Reset (“PCI RST#”). It is important to note

that assuming the data storage controller 20 is utilized in the computer boot—up sequence,

it should be available exactly 5 clock cycles after the PCI RST# is deasserted, as per PCI

Bus Specification Revision 2.2. While exact timings vary from computer to computer, the

typical PCI bus reset is asserted for approximately 200msec from initial power tum-on.

In general, PCI RST# is asserted as soon as the computer’s power exceeds a

nominal threshold of about lvolt (although this varies) and remains asserted for 200msec
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thereafter. Power failure detection ofthe 5volt or 3.3 volt bus typically resets the entire

computer as if it is an initial power-up event (i.e., cold boot). Front panel resets (warm

boots) are more troublesome and are derived from a debounced push-button switch input.

Typical front panel reset times are a minimum of 20msec, although again the only

governing specification limit is lmsec reset pulse width.

As discussed in detail below, it may not be necessary to reload the programmable

logic device 22 each time the DSP is reset. The boot configuration circuit 20 preferably

comprises a state machine output signal that is readable by the DSP 21 to ascertain the

type of boot process requested. For example, with a front-panel reset (warm boot), the

power remains stable on the PCI Bus, thus the programmable logic device 22 should not

require reloading.

Referring now to Fig. 6, a flow diagram illustrates a method for initializing the

programmable logic device 22 according to one aspect of the invention. In the following

discussion, it is assumed that the programmable logic device 22 is always reloaded,

regardless of the type of boot process. Initially, in Fig. 6a, the DSP 21 is reset by

asserting a DSP reset signal (step 50). Preferably, the DSP reset signal is generated by

the boot circuit configuration circuit 28 (as described in the above—incorporated U.S.

Serial No. __ (Attorney Docket No. 8011-10). While the DSP reset signal is

asserted (e.g., active low), the DSP is held in reset and is initialized to a prescribed state.

Upon deassertion of the DSP Reset signal, the logic code for the DSP (referred to as the

“boot loader”) is copied from the non-volatile logic device 24 into memory residing in the

DSP 21 (step 51). This allows the DSP to execute the initialization of the programmable

logic device 22. In a preferred embodiment, the lower 1K bytes of EPROM memory is
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copied to the first 1k bytes of DSP’s low memory (0x0000 0000 through 0x0000 03FF).

As noted above, the memory mapping of the DSP 21 maps the CEI memory space

located at OX9000 0000 through OX9001 FFFF with the OTP EPROM. In a preferred

embodiment using the Texas Instrument DSP TMS3200621 lGFN-l 50, this ROM boot

process is executed by the EDMA controller of the DSP. It is to be understood, however,

that the EDMA controller may be instantiated in the programmable logic device (Xilinx),

or shared between the DSP and programmable logic device.

After the logic is loaded in the DSP 21, the DSP 21 begins execution out of the

lower 1K bytes of memory (step 52). In a preferred embodiment, the DSP 21 initializes

with at least the functionality to read EPROM Memory (CEl) space. Then, as described

above, the DSP preferably configures its serial ports as general purpose I/O (step 53).

Next, the DSP 21 will initialize the programmable logic device 22 using one or more

suitable control signals. (step 54). After initialization, the DSP 2] begins reading the

configuration data of the programmable logic device 22 from the non—volatile memory 24

(step 55). This process begins with clearing a Data Byte Counter and then reading the

first data byte beginning at a prespecified memory location in the non-volatile memory 24

(step 56). Then, the first output byte is loaded into the DSP’s I/O locations with LSB at

D0 and MSB at D7 (step 57). Before the first byte is loaded to the logic device 22, a

prespecified time delay (e.g., Susec) is provided to ensure that the logic device 22 has

been initialized (step 58). In particular, this time delay should be of a duration at least

equal to the internal setup time of the programmable logic device 22 from completion of

initialization. Once this time delay has expired, the first data byte in the I/O bus 26 of the

DSP 21 is latched into the programmable logic device 22 (step 59).
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Next, a determination is made as to whether the Data Byte Counter is less than a

prespecified value (step 60). If the Data Byte Counter is less than the prespecified value

(affirrnative determination in step 60), the next successive data byte for the programmable

logic device 22 is read from the non—volatile memory 24 (step 61) and the Data Byte

Counter is incremented (step 62).

Next, the read data byte is loaded into the 1/0 of the DSP (step 63). A time delay

of, e.g., 20 nsec is allowed to expire before the data byte is latched to the programmable

logic device to ensure that a minimum data set-up time to the programmable logic device

21 is observed (step 64) and the process is repeated (return to step 60). It is to be

appreciated that steps 60-64 may be performed while the current data byte is being

latched to the programmable logic device. This provides “pipeline” programming of the

logic device 22 and minimizes programming duration.

When the Data Byte Counter is not less than the prespecified count value

negative determination in step 60), as shown in Fig. 6b, the last data byte is read from the

non-volatile memory and latched to the programmable logic device 22, and the DSP 21

will then poll a control signal generated by the programmable logic device 22 to ensure

that the programming of the logic device 22 is successful (step 65). If programming is

complete (affirmative determination in step 66), the process continues with the remainder

of the data storage controller initialization (step 67). Otherwise, a timeout occurs (step

68) and upon expiration of the timeout, an error signal is provided and the programming

process is repeated (step 69)..

III.W

A detailed discussion of operational modes of a data storage controller will now
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be provided with reference to the embodiment of Fig 2 (although it is to be understood

that the following discussion is applicable to all the above-described embodiments). The

data storage controller 20 utilizes a plurality of commands to implement the data storage,

retrieval, and disk maintenance functions described herein. Each command preferably

comprises eight thirty-two bit data words stored and transmitted in little endian format.

The commands include: Read Disk Data; Write Disk Data; and Copy Disk Data, for

example. For example, a preferred format for the “Read Disk Data” command is:

 
31 16 15 8 7 0

0000h to FFFFh 00h 00h

Startin; Block Address Least Si1 ificant Word 04h

Startin Block Address Most Si ificant Word 08h

Number of Blocks east Sinificant Word 0Ch

Number ofBlocks Most Si ificant Word 10h

The host computer commands the data storage controller 20 over the PCI Bus 16,

for example. Upon computer power-up or reset, the host computer issues a PCI Bus

Reset with a minimum pulse width of 100msec (in accordance with PCI Bus

Specification Revision 2.2). Upon completion of the PCI Bus reset, the data storage

controller 20 is fully initialized and waiting for completion of the PCI configuration

cycle. Upon completion of the PCI configuration cycles, the data storage controller will

wait in an idle state for the first disk command.
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During operation, the host operating system may issue a command to the data

storage controller 20 to store, retrieve, or copy specific logical data blocks. Each

command is transmitted over the PCI Bus 16 at the Address assigned to the Base Address

Register (BAR) of the data storage controller 20.

The commands issued by the host system to the data storage controller and the

data transmitted to and from the data storage controller are preferably communicated via

a 32 bit, 33MHz, PCI Data Bus. As noted above, the PCI Interface is preferably housed

within the onboard Xilinx Spartan XCS40XL-5 40,000 field programmable gate array

which instantiates a PCI 32, 32 Bit, 33MHZ PCI Bus Interface (as per PCI Bus Revision

2.2).

The PCI Bus interface operates in Slave Mode when receiving commands and as a

Bus Master when reading or writing data. The source and destination for all data is

specified within each command packet. When setting up data transfers, the Enhanced

Direct Memory Access (EDMA) Controller of the DSP (or the Xilinx) utilizes two

Control Registers, a 16 Word Data Write to PCI Bus FIFO, a 16 Word Data Read From

PCI Bus FIFO, and a PCI Data Interrupt (PCIDATINT). The 32 Bit PCI Address

Register holds either the starting Source Address for data storage controller Disk Writes

where data is read from the PCI Bus, or the starting Destination Address for data storage

controller Disk Reads where data is written to the PCI Bus. The second control register is

a PCI Count Register that specifies the direction of the data transfer along with the

number of 32 bit Data words to be written to or from the PCI bus.

Data is written to the PCI Bus from the DSP via a 16 Word PCI Data Write FIFO

located Within a prespecified address range. Data writes from the DSP to anywhere
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within the address range place that data word in the next available location within the

FIFO. Data is read from the PCI Bus to the DSP via a 16 Word PCI Data Read FIFO

located within a prespecified address range and data read by the DSP from anywhere

within this address range provides the next data word from the FIFO.

After completion of the Xilinx initialization by the DSP and subsequent negation

of the PCI Bus Reset signal (RST#) by the host computer’s PCI Bridge, the data storage

controller is ready to accept commands from the host computer via the PCI Bus. When

accepting commands it should be noted that the data storage controller is a PCI Target

(Slave) Device. Commands are preferably fixed in length at exactly 8 (thirty-two bit)

words long. Commands are written from the host computer to the data storage controller

via the PCI Bus utilizing the data storage controller’s Base Address Register 0 (BARO).

The PCI Bus Reset initially sets the Command FIFO’s Counter to zero and also signals

the Xilinx’s PCI Bus State Controller that the Command FIFO is empty and enable to

accept a command.

Whenever a data write occurs within the valid data range of BARO, the data word

is accepted from PCI Bus and placed in the next available memory position within the

Command FIFO. When the last of the 8 thirty-two bit data words is accepted by the PCI

Bus (thus completing the command, i.e. last word for the command FIFO to be full), the

PCI Bus State Controller is automatically set to Target Abort (within same PCI

Transaction) or Disconnect Without Data for all subsequent PCI transactions that try to

writes to BARO. This automatic setting is the responsibility of the Xilinx PCI Data

Interface.

The PCI Command FIFO State Controller then asserts the Command Available
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Interrupt to the DSP. The DSP services the Command Available Interrupt by reading the

command data from a prespecified address range. It should be noted that the command

FIFO is read sequentially from any data access that reads data within such address range.

It is the responsibility of the DSP to understand that the data is read sequentially from any

order of accesses within the data range and should thus be stored accordingly.

Upon completion of the Command Available Interrupt Service Routine the DSP

executes a memory read or write to desired location within the PCI Control Register

Space mapped into the DSP’s CE3 (Xilinx) memory space. This resets the Command

FIFO Counter back to zero. Next, the DSP executes a memory read or write to location

in the DSP Memory Space that clears the Command Available Interrupt. Nested

interrupts are not possible since the PCI Bus State Machine is not yet able to accept any

Command Data at BARO. Once the Command Available Interrupt routine has cleared the

interrupt and exited, the DSP may then enable the PCI State Machine to accept a new

command by reading or writing to PCI Command Enable location within the PCI

Command FIFO Control Register Space.

A preferred architecture has been selected to enable the data storage controller to

operate on one command at a time or to accept multiple prioritized commands in future

implementations. Specifically, the decoupling of the Command Available Interrupt

Service Routine from the PCI State Machine that accepts Commands at BARO enables

the DSP’s “operating system kernel” to accept additional commands at any time by

software command. In single command operation, a command is accepted, the Command

Available Interrupt Cleared, and the Command executed by the data storage controller in

PCI Master Mode prior to the enabling of the PCI State machine to accept new
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commands.

In a prioritized multi-command implementation, the “operating system kernel”

may elect to immediately accept new commands or defer the acceptance of new

commands based upon any software implemented decision criteria. In one embodiment,

the O/S code might only allow a pre-specified number of commands to be queued. In

another embodiment, commands might only be accepted during processor idle time or

when the DSP is not executing time critical (i.e. highly pipelined) compress/decompress

routines. In yet another embodiment, various processes are enabled based upon a pre-

emptive prioritized based scheduling system.

As previously stated, the data storage controller retrieves commands from the

input command FIFO in 8 thirty-two bit word packets. Prior to command interpretation

and execution, a command’s checksum value is computed to verify .the integrity of the

data command and associated parameters. If the checksum fails, the host computer is

notified of the command packet that failed utilizing the Command Protocol Error

Handler. Once the checksum is verified the command type and associated parameters are

utilized as an offset into the command “pointer” table or nay other suitable command/data

structure that transfers control to the appropriate command execution routine.

Commands are executed by the data storage controller with the data storage

controller acting as a PCI Master. This is in direct contrast to command acceptance

where the data storage controller acts as a PCI Slave. When acting as a PCI Bus Master,

the data storage controller reads or writes data to the PCI Bus utilizing a separate PCI Bus

Data FIFO (distinct & apart from the Command FIFO). The PCI Data FIFO is 64 (thirty-

two bit) words deep and may be utilized for either data reads or data writes from the DSP
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to the PCI Bus, but not both simultaneously.

For data to be written from the data storage controller to the Host Computer, the

DSP must first write the output data to the PCI Bus Data FIFO. The Data FIFO is

commanded to PCI Bus Data Write Mode by writing to a desired location within the

Xilinx (CE3) PCI Control Register Space. Upon PCI Bus Reset the default state for the

PCI Data FIFO is write mode and the PCI Data FIFO Available Interrupt is cleared. The

PCI Data FIFO Available Interrupt should also be software cleared by writing to a

prespecified location. Preferably, the first task for the data storage controller is for

system boot-up or application code to be downloaded from disk. For reference, PCI Data

Read Mode is commanded by writing to location BFFO 0104. The PCI Bus Reset

initializes the Data FIFO Pointer to the first data of the 64 data words within the FIFO.

However this pointer should always be explicitly initialized by a memory write to

location BFFO 0108. This ensures that the first data word written to the FIFO by the DSP

performing the data write anywhere in address range B000 0000 to B000 OlFF is placed

at the beginning of the FIFO. Each subsequent write to any location within this address

range then places one thirty-two bit data word into the next available location within the

PCI Data FIFO. The FIFO accepts up to 64 thirty-two bit data words although it should

be clearly understood that not all data transfers to and from the PCI Bus will consist of a

fill FIFO. Counting the number of thirty-two bit data words written to the PCI Data

FIFO is the responsibility of the DSP Code. It is envisioned that the DSP will, in general,

use 64 word DMA data transfers, thus alleviating any additional processor overhead.

When the data has been transferred from the DSP to the PCI Data FIFO, the PCI

Bus Controller also needs the address of the PCI Target along with the number of data
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words to be transmitted. In the current data storage controller implementation, the PCI

Bus Address is thirty-two bits wide, although future PCI bus implementations may utilize

multiword addressing and/or significantly larger (64 bit & up) address widths. The single

thirty-two bit address word is written by the DSP to memory location aaaa+0x10 in the

PCI Control Register Space.

Finally, the PCI Bus Data Write transaction is initiated by writing the PCI Data

FIFO word count to a prespecified memory address. The word count value is always

decimal 64 or less (0X3F). When the count register is written the value is automatically

transferred to the PCI Controller for executing the PCI Bus Master writes.

When the PCI Bus has completed the transfer of all data words within the PCI

Data FIFO the PCI Data FIFO Available Interrupt is set. The DSP PCI Data FIFO

Available Interrupt handler will then check to see if additional data is waiting or expected

to be written to the PCI Data Bus. If additional data is required the interrupt is cleared

and the data transfer process repeats. If no additional data is required to be transferred

then the interrupt is cleared and the routine must exit to a system state controller. For

example, if the command is complete then master mode must be disabled and then slave

mode (command mode) enabled — assuming a single command by command execution

data storage controller.

For data to be read by the data storage controller from the Host Computer, the

DSP must command the PCI Bus with the address and quantity of data to be received.

The PCI Data FIFO is commanded to PCI Bus Data Read Mode by writing to a

desired location within the Xilinx (CE3) PCI Control Register Space. Upon PCI Bus

Reset the default state for the PCI Data FIFO is Write Mode and the PCI Data FIFO Full

8011-15 34

Realtime 2023

Page 844 of 964



Realtime 2023 
Page 845 of 964

 
10

15

20

Interrupt is cleared. The PCI Data FIFO Full Interrupt should also be cleared via software

by writing to such location. The PCI Bus Reset also initializes the PCI Data FIFO Pointer

to the first data word of the available 64 data words within the FIFO. However this

pointer should always be explicitly initialized by a memory write to prespecified location.

For data to be read from the PCI Bus by the data storage controller, the Xilinx PCI

Bus Controller requires the address of the PCI Target along with the number of data

words to be received. In the current data storage controller implementation, the PCI Bus

Address is thirty-two bits wide, although future PCI bus implementations may utilize

multiword addressing and/or significantly larger (64 bit & up) address widths. The single

thirty-two bit address word is written by the DSP to prespecified memory location in the

PCI Control Register Space.

Finally, the PCI Bus Data Read transaction is initiated by writing the PCI Data

FIFO word count to prespecified memory address. The word count value is always

decimal 64 or less (OX3F). When the count register is written the value is automatically

transferred to the PCI Controller for executing the PCI Bus Master Read.

When the PCI Bus has received all the requested data words PCI Data FIFO Full

Interrupt is set. The DSP PCI Data FIFO Full Interrupt handler will then check to see if

additional data is waiting or expected to be read from the PCI Data Bus. If additional

data is required the interrupt is cleared and the data receipt process repeats. Ifno

additional data is required to be transferred, then the interrupt is cleared and the routine

exits to a system state controller. For example, if the command is complete then master

mode must be disabled and then slave mode (command mode) enabled — assuming a

single command by command execution data storage controller.
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It is clearly understood that there are other techniques for handling the PCI Data

transfers. The current methodology has been selected to minimize the complexity and

resource utilization ofthe Xilinx Gate Array. It should also be understood that the

utilization of asynchronous memory reads and writes to initialize system states and

synchronize events at a software level aids in both hardware and system level debug at the

expense of increase software overhead. Subsequent embodiments of the gate array may

automate resource intensive tasks if system level performance mandates.

IV. MemnananduidthAllmafinu

The onboard cache of the data storage controller is shared by the DSP, Disk

Interface, and PCI Bus. The best case, maximum bandwidth for the SDRAM memory is

70 megawords per second, or equivalently, 280 megabytes per second. The 32 bit PCI

Bus interface has a best case bandwidth of 132 megabytes per second, or equivalently 33

megawords per second. In current practice, this bandwidth is only achieved in short

bursts. The granularity of PCI data bursts to/from the data storage controller is governed

by the PCI Bus interface data buffer depth of sixteen words (64 bytes). The time division

multiplexing nature of the current PCI Data Transfer Buffering methodology cuts the

sustained PCI bandwidth down to 66 megabytes/second.

Data is transferred across the ultraDMA disk interface at a maximum burst rate of

66 megabytes/second. It should be noted that the burst rate is only achieved with disks

that contain onboard cache memory. Currently this is becoming more and more popular

within the industry. However assuming a disk cache miss, the maximum transfer rates

from current disk drives is approximately six megabytes per second. Allotting for
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technology improvements over time, the data storage controller has been designed for a

maximum sustained disk data rate of 20 megabytes second (5 megawords/second). A

design challenge is created by the need for continuous access to the SDRAM memory.

Disks are physical devices and it is necessary to continuously read data from disk and

place it into memory, otherwise the disk will incur a full rotational latency prior to

continuing the read transaction. The maximum SDRAM access latency that can be

incurred is the depth of the each ofthe two disk FIFO 5 or sixteen data. Assuming the

FIFO is sixteen words deep the maximum latency time for emptying the other disk FIFO

and restoring it to the disk interface is sixteen words at 5 megawords per second or (16 x

3.2usec) = lusec. Each EMIF clock cycle is 14.2857nsec, thus the maximum latency

translates to 224 clock cycles. It should be noted that transfers across the disk interface

are 16 bits wide, thus the FPGA is required to translate 32 bit memory transfers to 16 bit

disk transfers, and vice-versa.

The DSP services request for its external bus from two requestors, the Enhanced

Direct Memory Access (EDMA) Controller and an external shared memory device

controller. The DSP can typically utilize the full 280 megabytes of bus bandwidth on an

8k through 64K byte (2k word through 16k word) burst basis. It should be noted that the

DSRA does not utilize the SDRAM memory for interim processing storage, and as such

only utilizes bandwidth in direct proportion to disk read and write commands.

For a single read from disk transaction data is transferred from and DMA transfer

into SDRAM memory. This data is then DMA transferred by the DSP into onboard DSP

memory, processed, and re transferred back to SDRAM in decompressed format (3 words
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for every one word in). Finally the data is read from SDRAM by the PCI Bus Controller

and placed into host computer memory. This equates to eight SDRAM accesses, one

write from disk, one read by the DSP, three writes by the DSP and three by the PCI Bus.

Disk write transactions similarly require eight SDRAM accesses, three from the PCI,

5 three DSP reads, one DSP write, and one to the disk.

Neglecting overhead for setting up DMA transfers, arbitration latencies, and

memory wait states for setting up SDRAM transactions, the maximum DSRA theoretical

SDRAM bandwidth limit for disk reads or writes is 280/8 megabytes second or 35

megabytes second. It should be noted that the best case allocation of SDRAM bandwidth

:le551-131
' 1 0 would be dynamic dependent upon the data compression and decompression ratios.

Future enhancements to the data storage controller will utilize a programmable timeslice

 
system to allocate SDRAM bandwidth, however this first embodiment will utilize a fixed

allocation ratio as follows:

 
Ifall three requestors require SDRAM simultaneously:

 1 5 PCI Bus Interface 3/8 

DSP Accesses 4/8

UltraDMA Disk Interface 1/8

If only the PCI Bus and DSP require SDRAM:

PCI Bus Interface 4/8

2 O DSP Accesses 4/8

If only the DSP and Disk require SDRAM:

DSP Accesses 6/8
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UltraDMA Disk Interface 2/8

If only the PCI Bus and Disk require SDRAM:

PCI Bus Interface 6/8

UltraDMA Disk Interface 2/8

If only one device requires SDRAM it receives the full SDRAM bandwidth. It should be

noted that different ratios may be applied based upon the anticipated or actual

compression and/or decompression ratios. For example in the case of all three requestors

active the following equation applies. Assume that data storage accelerator achieves a

compression ratio A:B for example 3:1. The Numerator and denominators ofthe various

allocations are defined as follows:

PCI Bus Interface A/K

DSP Accesses (A+B)/K

UltraDMA Disk Interface B/K

Where Further define a sum K equal to the sum of the numerators of the PCI Bus

interface fraction, the DSP Access fraction, and the UltraDMA Disk Interfaces, i.e. K =

2(A+B). Similarly:

If only the PCI Bus and DSP require SDRAM:

PCI Bus Interface (A+B)/K

DSP Accesses (A+B)/K

If only the DSP and Disk require SDRAM:
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DSP Accesses 2A/K

UltraDMA Disk Interface 2B/K

If only the PCI Bus and Disk require SDRAM:

PCI Bus Interface 2A/K

UltraDMA Disk Interface 2B/K

It should be noted that the resultant ratios may all be scaled by a constant in order to most

effectively utilize the bandwidths ofthe internal busses and external interfaces. In

addition each ratio can be scale by an adjustment factor based upon the time required to

complete individual cycles. For example if PCI Bus interface takes 20% longer than all

other cycles, the PCI time slice should be adjusted longer accordingly.

V.IBD.ED.S!1..E “1.

Typically, with conventional boot device controllers, after reset, the boot device

controller will wait for a command over the computer bus (such as PCI). Since the boot

device controller will typically be reset prior to bus reset and before the computer bus

starts sending commands, this wait period is unproductive time. The initial bus

commands inevitably instruct the boot device controller to retrieve data from the boot

device (such as a disk) for the operating system. Since most boot devices are relatively

slow compared to the speed of most computer busses, a long delay is seen by the

computer user. This is evident in the time it takes for a typical computer to boot.

It is to be appreciated that a data storage controller (having an architecture as

described herein) may employ a technique of data preloading to decrease the computer

system boot time. Upon host system power-up or reset, the data storage controller will
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perform a self-diagnostic and program the programmable logic device (as discussed

above) prior to completion of the host system reset (e.g., PCI bus reset) so that the logic

device can accept PCI Bus commands after system reset. Further, prior to host system

reset, the data storage controller can proceed to pre-load the portions of the computer

operating system from the boot device (e.g., hard disk) into the on-board cache memory.

The data storage controller preloads the needed sectors of data in the order in which they

will be needed. Since the same portions of the operating system must be loaded upon

each boot process, it is advantageous for the boot device controller to preload such

portions and not wait until it is commanded to load the operating system. Preferably, the

data storage controller employs a dedicated 10 channel of the DSP (with or without data

compression) to pre—load computer operating systems and applications.

Once the data is preloaded, when the computer system bus issues its first read

commands to the data storage controller seeking operating system data, the data will

already be available in the cache memory of the data storage controller. The data storage

controller will then be able to instantly start transmitting the data to the system bus.

Before transmission to the bus, if the was stored in compressed format on the boot device,

the data will be decompressed. The process of preloading required (compressed) portions

of the operating system significantly reduces the computer boot process time.

In addition to preloading operating system data, the data storage controller could

also preload other data that the user would likely want to use at startup. An example of

this would be a frequently used application such as a word processor and any number of

document files.

There are several techniques that may be employed in accordance with the present
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invention that would allow the data storage controller to know what data to preload from

the boot device. One technique utilizes a custom utility program that would allow the

user to specify what applications/data should be preloaded.

Another technique (illustrated by the flow diagram ofFigs. 7a and 7b) that may be

employed comprises an automatic process that requires no input from the user. With this

technique, the data storage controller maintain a list comprising the data associated with

the first series of data requests received by the data storage controller by the host system

after a power-on / reset. In particular, referring to Fig. 7a, during the computer boot

process, the data storage controller will receive requests for the boot data (step 70). In

response, the data storage controller will retrieve the requested boot data from the boot

device (e.g., hard disk) in the local cache memory (step 71). For each requested data

block, the data storage controller will record the requested data block number in a list

(step 72). The data storage controller will record the data block number of each data

block requested by the host computer during the boot process (repeat steps 70-72). When

the boot process is complete (affirmative determination in step 73), the data storage

controller will store the data list on the boot device (or other storage device) (step 74).

Then, upon each subsequent power-on / reset (affirmative result in step 75), the

data storage controller would retrieve and read the stored list (step 76) and proceed to

preload the boot data specified on the list (i.e., the data associated with the expected data

requests) into the onboard cache memory (step 77). It is to be understood that the

depending on the resources of the given system (e.g., memory, etc.), the preloading

process may be completed prior to commencement of the boot process, or continued after

the boot process begins (in which case booting and preloading are performed

8011-15 42

Realtime 2023

Page 852 of 964



Realtime 2023 
Page 853 of 964

 

simultaneously).

When the boot process begins (step 78) (Le, the storage controller is initialized

and the system bus reset is deasserted), the data storage controller will receive requests

for boot data (step 79). If the host computer issues a request for boot data that is pre—

loaded in the local memory ofthe data storage controller (affirmative result in step 80),

the request is immediately serviced using the preloaded boot data (step 81). If the host

computer issues a request for boot data that is not preloaded in the local memory of the

data storage controller (negative determination in step 80), the controller will retrieve the

requested data from the boot device, store the data in the local memory, and then deliver

1 0 the requested boot data to the computer bus (step 82). In addition, the data storage

controller would update the boot data list by recording any changes in the actual data

requests as compared to the expected data requests already stored in the list (step 83).

Then, upon the next boot sequence, the boot device controller would pre-load that data

into the local cache memory along with the other boot data previously on the list.

1 5 Further, during the boot process, ifno request is made by the host computer for a

data block that was pre-loaded into the local memory of the data storage controller

(affirmative result in step 84), then the boot data list will be updated by removing the

non-requested data block from the list (step 85). Thereafter, upon the next boot sequence,

the data storage controller will not pre—load that data into local memory.

20 VLQ.]I 1E0 .S El..E “I.

It is to be appreciated that the data storage controller (having an architecture as

described herein) may employ a technique of data preloading to decrease the time to load

application programs (referred to as “quick launch”). Conventionally, when a user
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launches an application, the file system reads the first few blocks of the file off the disk,

and then the portion of the loaded software will request via the file system what

additional data it needs from the disk. For example, a user may open a spreadsheet

program, and the program may be configured to always load a company spreadsheet each

time the program is started. In addition, the company spreadsheet may require data from

other spreadsheet files.

In accordance with the present invention, the data storage controller may be

configured to “remember” what data is typically loaded following the launch of the

spreadsheet program, for example. The data storage controller may then proceed to

preload the company spreadsheet and all the necessary data in the order is which such

data is needed. Once this is accomplished, the data storage controller can service read

commands using the preloaded data. Before transmission to the bus, if the preloaded

data was stored in compressed format, the data will be decompressed. The process of

preloading (compressed) program data significantly reduces the time for launching an

application.

Preferably, a custom utility program is employed that would allow the user to

specify what applications should be made ready for quick launch.

Figs. 8a and 8b comprise a flow diagram of a quick launch method according to

one aspect of the present invention. With this technique, the data storage controller

maintains a list comprising the data associated with launching an application. In

particular, when an application is first launched, the data storage controller will receive

requests for the application data (step 90). In response, the data storage controller will

retrieve the requested application data from memory (e.g., hard disk) and store it in the
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local cache memory (step 91). The data storage controller will record the data block

number of each data block requested by the host computer during the launch process (step

92). When the launch process is complete (affirrnative determination in step 93), the data

storage controller will store the data list in a designated memory location (step 94).

Then, referring to Fig. 8b, upon each subsequent launch of the application

(affirmative result in step 95), the data storage controller would retrieve and read the

stored list (step 96) and then proceed to preload the application data specified on the list

(i.e., the data associated with the expected data requests) into the onboard cache memory

(step 97). During the application launch process, the data storage controller will receive

requests for application data (step 98). If the host computer issues a request for

application data that is pre—loaded in the local memory of the data storage controller

(affirrnative result in step 99), the request is immediately serviced using the preloaded

data (step 100). If the host computer issues a request for application data that is not

preloaded in the local memory ofthe data storage controller (negative result in step 99),

the controller will retrieve the requested data from the hard disk memory, store the data in

the local memory, and then deliver the requested application data to the computer bus

(step 101). In addition, the data storage controller would update the application data list

by recording any changes in the actual data requests as compared to the expected data

requests already stored in the list (step 102).

Further, during the launch process, if no request is made by the host computer for

a data block that was pre-loaded into the local memory of the data storage controller

(affirmative result in step 103), then the application data list will be updated by removing

the non-requested data block from the list (step 104). Thereafter, upon the next launch
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sequence for the given application, the data storage controller will not pre—load that data

into local memory.

It is to be understood that the quick boot and quick launch methods described

above are preferably implemented by a storage controller according to the present

invention and may or may not utilize data compression/decompression by the DSP.

However, it is to be understood that the quick boot and quick launch methods may be

implemented by a separate device, processor, or system, or implemented in software.

VII.Winn

It is to be understood that any conventional compression/decompression system

and method (which comply with the above mentioned constraints) may be employed in

the data storage controller for providing accelerated data storage and retrieval in

accordance with the present invention. Preferably, the present invention employs the data

compression/decompression techniques disclosed in the above-incorporated U.S. Serial

No. 09/210,491.

Referring to FIG. 9, a detailed block diagram illustrates an exemplary data

compression system 110 that may be employed herein. Details of this data compression

system are provided in US. Serial No. 09/210,491. In this embodiment, the data

compression system 110 accepts data blocks from an input data stream and stores the

input data block in an input buffer or cache 115. It is to be understood that the system

processes the input data stream in data blocks that may range in size from individual bits

through complete files or collections ofmultiple files. Additionally, the input data block

size may be fixed or variable. A counter 120 counts or otherwise enumerates the size of

input data block in any convenient units including bits, bytes, words, and double words.
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It should be noted that the input buffer 115 and counter 120 are not required elements of

the present invention. The input data buffer 115 may be provided for buffering the input

data stream in order to output an uncompressed data stream in the event that, as discussed

in further detail below, every encoder fails to achieve a level of compression that exceeds

an a priori specified minimum compression ratio threshold.

Data compression is performed by an encoder module 125 which may comprise a

set ofencoders E1, E2, E3 En. The encoder set E1, E2, E3 En may include any

number "n" (where n may =1) of those lossless encoding techniques currently well known

within the art such as run length, Huffman, Lempel-Ziv Dictionary Compression,

arithmetic coding, data compaction, and data null suppression. It is to be understood that

the encoding techniques are selected based upon their ability to effectively encode

different types of input data. It is to be appreciated that a fill] complement of encoders are

preferably selected to provide a broad coverage of existing and future data types.

The encoder module 125 successively receives as input each of the buffered input

data blocks (or unbuffered input data blocks from the counter module 120). Data

compression is performed by the encoder module 125 wherein each of the encoders El

En processes a given input data block and outputs a corresponding set of encoded data

blocks. It is to be appreciated that the system affords a user the option to enable/disable

any one or more of the encoders E1 En prior to operation. As is understood by those

skilled in the art, such feature allows the user to tailor the operation of the data

compression system for specific applications. It is to be further appreciated that the

encoding process may be performed either in parallel or sequentially. In particular, the

encoders El through En of encoder module 125 may operate in parallel (i.e.,
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simultaneously processing a given input data block by utilizing task multiplexing on a

single central processor, via dedicated hardware, by executing on a plurality of processor

or dedicated hardware systems, or any combination thereof). In addition, encoders E1

through En may operate sequentially on a given unbuffered or buffered input data block.

This process is intended to eliminate the complexity and additional processing overhead

associated with multiplexing concurrent encoding techniques on a single central

processor and/or dedicated hardware, set of central processors and/or dedicated hardware,

or any achievable combination. It is to be further appreciated that encoders of the

identical type may be applied in parallel to enhance encoding speed. For instance,

encoder E1 may comprise two parallel Huffman encoders for parallel processing of an

input data block.

A buffer/counter module 130 is operatively connected to the encoder module 125

for buffering and counting the size of each of the encoded data blocks output from

encoder module 125. Specifically, the buffer/counter 130 comprises a plurality of

buffer/counters BCl, BC2, BC3 ....BCn, each operatively associated with a corresponding

one of the encoders E1...En. A compression ratio module 135, operatively connected to

the output buffer/counter 130, determines the compression ratio obtained for each of the

enabled encoders E1 ...En by taking the ratio of the size of the input data block to the size

ofthe output data block stored in the corresponding buffer/counters BCl BCn. In

addition, the compression ratio module 135 compares each compression ratio with an a

priori-specified compression ratio threshold limit to determine if at least one of the

encoded data blocks output from the enabled encoders E1...En achieves a compression

that exceeds an a priori-specified threshold. As is understood by those skilled in the art,
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the threshold limit may be specified as any value inclusive of data expansion, no data

compression or expansion, or any arbitrarily desired compression limit. A description

module 138, operatively coupled to the compression ratio module 135, appends a

corresponding compression type descriptor to each encoded data block which is selected

for output so as to indicate the type of compression format of the encoded data block. A

data compression type descriptor is defined as any recognizable data token or descriptor

that indicates which data encoding technique has been applied to the data. It is to be

understood that, since encoders of the identical type may be applied in parallel to enhance

encoding speed (as discussed above), the data compression type descriptor identifies the

corresponding encoding technique applied to the encoded data block, not necessarily the

specific encoder. The encoded data block having the greatest compression ratio along

with its corresponding data compression type descriptor is then output for subsequent

data processing, storage, or transmittal. If there are no encoded data blocks having a

compression ratio that exceeds the compression ratio threshold limit, then the original

unencoded input data block is selected for output and a null data compression type

descriptor is appended thereto. A null data compression type descriptor is defined as any

recognizable data token or descriptor that indicates no data encoding has been applied to

the input data block. Accordingly, the unencoded input data block with its corresponding

null data compression type descriptor is then output for subsequent data processing,

storage, or transmittal.

Again, it is to be understood that the embodiment of the data compression engine

of Fig. 9 is exemplary of a preferred compression system which may be implemented in

the present invention, and that other compression systems and methods known to those
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skilled in the art may be employed for providing accelerated data storage in accordance

with the teachings herein. Indeed, in another embodiment of the compression system

disclosed in the above-incorporated U.S. Serial No. 09/210,491 , a timer is included to

measure the time elapsed during the encoding process against an apriori—specified time

limit. When the time limit expires, only the data output from those encoders (in the

encoder module 125) that have completed the present encoding cycle are compared to

determine the encoded data with the highest compression ratio. The time limit ensures

that the real-time or pseudo real-time nature of the data encoding is preserved. In

addition, the results from each encoder in the encoder module 125 may be buffered to

allow additional encoders to be sequentially applied to the output of the previous encoder,

yielding a more optimal lossless data compression ratio. Such techniques are discussed in

greater detail in the above-incorporated U.S. Serial No. 09/210,491.

Referring now to FIG. 10, a detailed block diagram illustrates an exemplary

decompression system that may be employed herein or accelerated data retrieval as

disclosed in the above-incorporated U.S. Serial No. 09/210,491. In this embodiment, the

data compression engine 180 retrieves or otherwise accepts compressed data blocks from

one or more data storage devices and inputs the data via a data storage interface. It is to

be understood that the system processes the input data stream in data blocks that may

range in size from individual bits through complete files or collections of multiple files.

Additionally, the input data block size may be fixed or variable.

The data decompression engine 180 comprises an input buffer 155 that receives as

input an uncompressed or compressed data stream comprising one or more data blocks.

The data blocks may range in size from individual bits through complete files or
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collections of multiple files. Additionally, the data block size may be fixed or variable.

The input data buffer 55 is preferably included (not required) to provide storage of input

data for various hardware implementations. A descriptor extraction module 160 receives

the buffered (or unbuffered) input data block and then parses, lexically, syntactically, or

otherwise analyzes the input data block using methods known by those skilled in the art

to extract the data compression type descriptor associated with the data block. The data

compression type descriptor may possess values corresponding to null (no encoding

applied), a single applied encoding technique, or multiple encoding techniques applied in

a specific or random order (in accordance with the data compression system embodiments

and methods discussed above).

A decoder module 165 includes one or more decoders D1...Dn for decoding the

input data block using a decoder, set of decoders, or a sequential set ofdecoders

corresponding to the extracted compression type descriptor. The decoders D1...Dn may

include those lossless encoding techniques currently well known within the art, including:

run length, Huffman, Lempel-Ziv Dictionary Compression, arithmetic coding, data

compaction, and data null suppression. Decoding techniques are selected based upon

their ability to effectively decode the various different types of encoded input data

generated by the data compression systems described above or originating from any other

desired source.

As with the data compression systems discussed in US. Application Serial No.

09/210,491, the decoder module 165 may include multiple decoders of the same type

applied in parallel so as to reduce the data decoding time. An output data buffer or cache

170 may be included for buffering the decoded data block output from the decoder
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module 165. The output buffer 70 then provides data to the output data stream. It is to be

appreciated by those skilled in the art that the data compression system 180 may also

include an input data counter and output data counter operativer coupled to the input and

output, respectively, of the decoder module 165. In this manner, the compressed and

corresponding decompressed data block may be counted to ensure that sufficient

decompression is obtained for the input data block.

Again, it is to be understood that the embodiment of the data decompression

system 180 of FIG. 10 is exemplary of a preferred decompression system and method

which may be implemented in the present invention, and that other data decompression

systems and methods known to those skilled in the art may be employed for providing

accelerated data retrieval in accordance with the teachings herein.

Although illustrative embodiments have been described herein with reference to

the accompanying drawings, it is to be understood that the present invention is not limited

to those precise embodiments, and that various other changes and modifications may be

affected therein by one skilled in the art without departing from the scope or spirit of the

invention. All such changes and modifications are intended to be included within the

scope of the invention as defined by the appended claims.
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1. A method for providing accelerated loading of an operating system, comprising

the steps of:

maintaining a list of boot data used for booting a computer system;

preloading the boot data upon initialization of the computer system; and

servicing requests for boot data from the computer system using the preloaded

boot data.

2. The method of claim 1, wherein the boot data comprises program code

associated with one of an operating system ofthe computer system, an application

program, and a combination thereof.

3. The method of claim 1, wherein the step ofpreloading the boot data comprises

retrieving boot data from a boot device and storing the retrieved data in a cache memory.

4. The method of claim 3, wherein the method steps are performed by a data

storage controller connected to the boot device.

5. The method of claim 1, further comprising the step of updating the list of boot

data during the boot process.

6. The method of claim 5, wherein the step of updating comprises adding to the

list any boot data requested by the computer system not previously stored in the list.
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7. The method of claim 5, wherein the step of updating comprises removing from

the list any boot data previously stored in the list and not requested by the computer

system.

8. The method of claim 1, wherein the boot data is compressed and further

comprising the step of decompressing the preloaded boot data.

9. The method of claim 1, wherein the method steps are program instructions that

are tanginy embodied on a program storage device and readable by a machine to execute

the method steps.

10. A method for providing accelerated launching of an application program,

comprising the steps of:

maintaining a list of application data associated with an application program;

preloading the application data upon launching the application program; and

servicing requests for application data from a computer system using the

preloaded application data.

11. The method of claim 1, wherein the application data is compressed and

further comprising the step of decompressing the preloaded application data.

12. The method of claim 10, wherein the method steps are program instructions

that are tangibly embodied on a program storage device and readable by a machine to
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execute the method steps.

13. A boot device controller for providing accelerated loading of an operating

system of a host system, the boot device controller comprising:

a digital signal processor (DSP);

a programmable logic device, wherein the programmable logic device is

programmed by the digital signal processor to (i) instantiate a first interface for

operatively interfacing the boot device controller to a boot device and to (ii) instantiate a

second interface for operatively interfacing the boot device controller to the host system;

and

a non-volatile memory device, for storing logic code associated with the DSP, the

first interface and the second interface, wherein the logic code comprises instructions

executable by the DSP for maintaining a list ofboot data used for booting the host

system, preloading the boot data upon initialization of the host system, and servicing

requests for boot data from the host system using the preloaded boot data.

14. The boot device controller of claim 13, further comprising a cache memory

device for storing the preloaded boot data.

15. The boot device controller of claim 13, wherein the logic code in the non-

volatile memory device further comprises program instructions executable by the DSP for

maintaining a list of application data associated with an application program; preloading

the application data upon launching the application program, and servicing requests for
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16. The boot device controller of claim 12, wherein the boot data is compressed

and wherein the DSP comprises a data compression engine (DCE) for decompressing the

5 preloaded boot data.
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ABSIRACLQEEHEJIISQLQSHRE

Systems and methods for providing accelerated loading of operating system and

application programs upon system boot or application launch. In one aspect, a method for

providing accelerated loading of an operating system comprises the steps of: maintaining

a list of boot data used for booting a computer system; preloading the boot data upon

initialization of the computer system; and servicing requests for boot data from the

computer system using the preloaded boot data. The boot data may comprise program

code associated with an operating system of the computer system, an application

program, and a combination thereof. In a preferred embodiment, the boot data is

retrieved from a boot device and stored in a cache memory device. In another aspect, the

method for accelerated loading of an operating system comprises updating the list of boot

data during the boot process, wherein updating comprises adding to the list any boot data

requested by the computer system not previously stored in the list and/or removing from

the list any boot data previously stored in the list and not requested by the computer

system. In yet another aspect, the boot data is stored in a compressed format on the boot

device and the preloaded boot data is decompressed prior to transmitting the preloaded

boot data to the requesting system. In another aspect, a method for providing accelerated

launching of an application program comprises the steps of: maintaining a list of

application data associated with an application program; preloading the application data

upon launching the application program; and servicing requests for application data from

a computer system using the preloaded application data.
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1 . .’.

PATENT APPLICATION   
—I_L

__n

c=====£
.gzaasm Atty. Docket No. Boll—15

EgEEEEF: -——

3%?) - IN THE UNITED STATES pATENT AND TRADEMARK OFFICE E 5
pin: . . . '3 —‘*=DE

EB! ASSIStant CommISSIOner for Patents “3% :\
— Washington, D.C. 20231 2:23D\E\

«ago:

UTILITY APPLICATION FEE TRANSMITTAL 2° Egc’1" =

Sir:

Transmitted herewith for filing is the patent application of

Inventor(s): James J. Fallonl John Buck, Paul F. Pickel,

Stephen J. McEerlain

For: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

ii...iiii...ii
Enclosed are:

 
[X] 52 page(s) of specification

. [X] ___l____ page(s) of Abstract

E [X] 4 page(s) of claims

[X] 13 sheets of drawings [ ]formal [X] informal

[ ] page(s) of Declaration and Power of Attorney 
[ ] An Assignment of the invention to:

CERTIFICATION UNDER 37 C.F.R. § 1.10

I hereby certify that this New Application Transmittal and the documents
referred to as enclosed therein are being deposited with the United States
Postal Service on this date February 2I 2001 in an envelope as "Express Mail
Post Office to Addressee" Mail Label Number EL679454191US addressed to:

Assistant Commissioner for Patents, Washington, D.C. 20231.

Frank V. DeRosa

(Type or print name of son mailing paper) 

 
  (Sign ture of person mai ing paper)

Page 1 of 3
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[x] This application claims the benefit under 35 U.S.C.

§1l9(e) of U.S. Provisional Application(s) No(s).:

APPLICATION No(s).: FILING DATE

601180.114 February 3‘ 2000

/

[ ] Certified copy of applications

Country Appln. No. Filed
 

from which priority under Title 35 United States Code, § 119
is claimed

[ ] is enclosed.ihfiihj

[ ] will follow.

CALCULATION OF UTILITY APPLICATION FEE

 Number Number Basic Fee

For Filed Extra Rate 710.00

Total

Claims* 16 —20 = 0 x 18.00 .00

Independent
Claims 3 -3 = 0 x 80.00 .00

Multiple [ ] yes AddFl. Fee $270.00 $ '

Eé Dependent
Claims no Add'l. Fee None =

TOTAL § 710.00

[X] "Small Entity" Status Claimed Under 37 C.F.R. § 1.27.

Reduced fees under 37 C.F.R. § 1.9(f) (50% of total) paid

herewith $355.00.

*Includes all independent and single dependent claims and all claims referred to in multiple
claims. See 37 C.F.R. § 1.75(c).

R%§fi11fie%2%
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_, . ..

[ ] A check in the amount of $ is enclosed for recording

the attached Assignment.

[X] A check in the amount of $355.00 to cover the filing fee is
attached.

[ ] Charge fee to Deposit Account No. 50-0679. Order No.
50-0679. TWO (2) COPIES OF THIS SHEET ARE ENCLOSED.

[X] Please charge any deficiency as well as any other fee(s)

which may become due under 37 C.F.R. § 1.16 and 1.17, at any

time during the pendency of this application, or credit any

overpayment of such fee(s) to Deposit Account No. 50-0679.

Also, in the event any extensions of time for responding are

required for the pending application(s), please treat this

paper as a petition to extend the time as required and

charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES
OF THIS SHEET ARE ENCLOSED.

#9W. 0/ "
SIGNATURE OF ATTORNEY

Frank V. DeRosa

Reg. No. 43,584

 

F. CHAU & ASSOCIATES, LLP

1900 Hempstead Turnpike
Suite 501

East Meadow, New York 11554

Tel. No. (516) 357-0091

Fax.- (516) 357—0092

FVD:pg

iimii

43:33.2
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54
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RESET SIGNAL

COPY DSP BOOT LOADER

FROM NON VOLATILE

ENSURE ENOUGH
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LOGIC DEVICE

INITIALIZATION TO BE

COMPLETE

LATCH DATA BYTE INTO

VOLATILE LOGIC DEVICE

 
LOGIC DEVICE

 
  
 

  CHECK BYTE

COUNT LESS THAN
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VALUE?

 

  
 

 
 

CONFIGURE I/O PORTS

FOR VOLATILE LOGIC

DEVICE PROGRAMMING

YES

INITIALIZE VOLATILE / 

   

  
 

 
  

LOGIC DEVICE DSP READS NEXT DATA
BYTE OF DEVICE

PROGRAM DATA

55 READ
\— CONFIGURATION

DATA

INCREMENT BYTE é a1
COUNTER

CLEAN BYTE

COUNTER

{/2 ’ LOAD DATA BYTE Q( d INTO DSP I/O 3
READ 1ST
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  DSP READ LAST DATA
BYTE & LATCH INTO

VOLATILE LOGIC

DEVICE

  
  
  

  
(2/2 .z/

POLL VOLATILE LOGIC

DEVICE TO ENSURE

PROGRAMMING

COMPLETE

  

  
  PROGRAMMWG

SUCCESSFUL?

 
  CONTINUE DATA

 
   
 

STORAGE

CONTROLLER

INITIALIZATION
6C?

 
 
 

YES

FLAG ERROR
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ENTIRE PROCESS

  
  
 

FIG. 6b
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70
RECEIVE REQUEST FOR BOOT DATA 
 

 

 

 
   

71

RETRIEVE REQUESTED BOOT DATA FROM DISK

.. 72 N0
RECORD DATA BLOCK NUMBER OF
RETRIEVED BOOT DATA IN A LIST

73 BOOT PROCESS
- COMPLETE ?

YES

74
STORE LIST

A

FIG. 7a
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