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IEEE Standards documents are developed within the Technical Committees of the
IEEE Societies and the Standards Coordinating Committees of the IEEE Standards
Board. Members of the committees serve voluntarily and without compensation.
They are not necessarily members of the Institute. The standards developed within
IEEE represent a consensus of the broad expertise on the subject within the Institute
as well as those activities outside of IEEE that have expressed an interest in partici-
pating in the development of the standard.

Use of an IEEE Standard is wholly voluntary. The existence of an IEEE Standard
does not imply that there are no other ways to produce, test, measure, purchase, mar-
ket, or provide other goods and services related to the scope of the IEEE Standard.
Furthermore, the viewpoint expressed at the time a standard is approved and issued is
subject to change brought about through developments in the state of the art and
comments received from users of the standard. Every IEEE Standard is subjected to
review at least every five years for revision or reaffirmation. When a document is
more than five years old and has not been reaffirmed, it is reasonable to conclude that
its contents, although still of some value, do not wholly reflect the present state of the
art. Users are cautioned to check to determine that they have the latest edition of any
IEEE Standard.

Comments for revision of IEEE Standards are welcome from any interested party,
regardless of membership affiliation with IEEE. Suggestions for changes in docu-
ments should be in the form of a proposed change of text, together with appropriate
supporting comments.

Interpretations: Occasionally questions may arise regarding the meaning of portions
of standards as they relate to specific applications. When the need for interpretations
is brought to the attention of IEEE, the Institute will initiate action to prepare appro-
priate responses. Since IEEE Standards represent a consensus of all concerned inter-
ests, it is important to ensure that any interpretation has also received the concurrence
of a balance of interests. For this reason IEEE and the members of its technical com-
mittees are not able to provide an instant response to interpretation requests except in
those cases where the matter has previously received formal consideration.

Comments on standards and requests for interpretations should be addressed to:

Secretary, IEEE Standards Board
445 Hoes Lane

P.O. Box 1331

Piscataway, NJ 08855-1331

USA

IEEE standards documents may involve the use of patented technology. Their
approval by the Institute of Electrical and Electronics Engineers does not mean that
using such technology for the purpose of conforming to such standards is authorized
by the patent owner. It is the obligation of the user of such technology to obtain all
necessary permissions.
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Introduction

[This introduction is not a part of IEEE Std 802.9-1994, IEEE Standards for Local and Metropolitan Area Networks: Integrated
Services (IS) LAN Interface at the Medium Access Control (MAC) and Physical (PHY) Layers.]

This standard is part of a family of standards for local and metropolitan area networks. The relationship of
the members of the family to each other is shown below. (The numbers in the figure refer to IEEE standard

numbers.)
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This family of standards deals with the Physical and Data Link Layers as defined by the International
Organization for Standardization (ISO) Open Systems Interconnection Basic Reference Model
(ISO 7498 : 1984). The access standards define several types of medium access technologies and associated
physical media, each appropriate for particular applications or system objectives. Other types are under
investigation. The IEEE 802.9 ISLAN Interface Standard specifies both isochronous and packet mode ser-
vices, and provides access to ISDN and other backbone networks for service provisioning.

The standards defining these technologies are as follows:

* IEEE Std 802%

* ISO/IEC DIS 15802-2
[IEEE Std 802.1B and 802.1k]:

« ISO/IEC 10038
[ANSVIEEE Std 802.1D]:

Overview and Architecture. This standard provides an over-
view to the family of IEEE 802 Standards. This document

forms part of the 802.1 scope of work.

LAN/MAN Management. Defines an Open Systems
Interconnection (OSI) management-compatible architecture,
and services and protocol elements for use in a LAN/MAN

environment for performing remote management.

MAC Bridging. Specifies an architecture and protocol for the
interconnection of IEEE 802 LANs below the MAC service

boundary.

2The 802 Architecture and Overview Specification, originally known as IEEE Std 802.1A, has been renumbered as IEEE Std 802. This
has been done to accommodate recognition of the base standard in a family of standards. References to IEEE Std 802.1A should be
considered as references to IEEE Std 802.
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¢ ISO/IEC 15802-4
[ANSI/IEEE Std 802.1E]:

 ISO/IEC 8802-2 [ANSIIEEE Std 802.2}:
« ISO/IEC 8802-3 [ANSVIEEE Std 802.3]:
« ISO/IEC 8802-4 [ANSVIEEE Std 802.4]:
« ISO/IEC 8802-5 [ANSI/IEEE Std 802.51:

* ISO/IEC 8802-6 [ANSI/IEEE Std 802.6]:

« IEEE Std 802.9:

« IEEE Std 802.10:

System Load Protocol. Specifies a set of services and protocol
for those aspects of management concerned with the loading of
systems on IEEE 802 LANs.

Logical Link Control

CSMA/CD Access Method and Physical Layer Specifications
Token Bus Access Method and Physical Layer Specifications

Token Ring Access Method and Physical Layer Specifications

Distributed Queue Dual Bus Access Method and Physical
Layer Specifications

Integrated Services (IS) LAN Interface at the Medium Access
Control (MAC) and Physical (PHY) Layers

Interoperable LAN/MAN Security, Currently approved:
Secure Data Exchange (SDE)

In addition to the family of standards, the following is a recommended practice for a common technology:

* IEEE Std 802.7:

IEEE Recommended Practice for Broadband Local Area
Networks

The following additional working groups have authorized standards projects under development:

« JEEE 802.11:

* IEEE 802.12:

* IEEE 802.14:

Conformance test methodology

Wireless LAN Medium Access Control (MAC) and Physical
Layer Specifications

Demand Priority Access Method/Physical Layer Specifications

Standard Protocol for Cable-TV Based Broadband
Communication Network

An additional standards series, identified by the number 1802, has been established to identify the
conformance test methodology documents for the 802 family of standards. Thus the conformance test
documents for 802.3 are numbered 1802.3, the conformance test documents for 802.5 will be 1802.5, and so
on. Similarly, ISO will use 18802 to number conformance test standards for 8802 standards.

iv
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IEEE Std 802.9-1994

The ongoing work of the IEEE 802 committee has resulted in standards for data communications in a local
area network (LAN) environment. As office workstations have proliferated, however, the demand for LANs
has substantially increased. This has led to the inevitable diversification in market requirements.

Since the typical office worker requires access to both data and voice services, among others, at the desktop,
there has been a growing trend toward integrated services (IS), namely voice, data, and video. Due to the
increasing need for facsimile, image transfer, and video services, these services are included in the general
category of the integration of voice and data services. Such integration offers potential economies to the
business customer in terms of reduced components (one port per station instead of two or more), and in
simpler management and maintenance (one network instead of two or more).

The provision of voice service is generally effected using unshielded twisted-pair wire. Not only is this
medium widespread in typical office environments, but it is also inexpensive and easy to install and
maintain. In the vast majority of installations, there is spare capacity, and in these cases, the use of such a
medium is essentially free since the need for rewiring is significantly reduced. Moreover, with existing
technology, it is possible to provide medium- to high-performance data service over the unshielded twisted-
pair wire. This places special emphasis on the use of the unshielded twisted-pair wire to provide IS services.
This standard extends the scope and capability of existing twisted-pair wiring and thus reduces the incentive
for overlay wiring systems.

With respect to the provision of integrated services, there has been ongoing work in other standards bodies,
notably, the International Telecommunication Union-Telecommunication Standardization Sector (ITU-T)
on the provision of such services through integrated services digital networks (ISDNs). While the principal
focus has been the provision of such services using public networks, efforts are under way [notably, in the
European Computer Manufacturers Association (ECMA)] to extend such services to customer premises
networks.

This standard defines a unified access method that offers global integrated services to the desktop for a
variety of publicly and privately administered backbone networks (e.g., ANSI FDDI, IEEE 802.x?, and
ISDN). This standard will enable ISTEs to be attached to IEEE 802.9 LANs and will allow them to
communicate with other IS stations as well as data-only stations, voice-only stations, and premises-based
networks offering ISDN services. In addition, it specifies the use of unshielded telephone twisted pair as the
primary medium of distribution.

The use of terminal adaptor (TA) devices will permit the direct coupling of native mode terminal devices
such as data-only modules, voice modules, and ISDN basic rate terminals to the IEEE 802.9 interface. This
standard has been designed to accommodate the adaptation of ISDN basic rate station devices and IEEE
802.x station devices to the IEEE 802.9 interface. In summary, this standard represents the integration of
IEEE 802 services and ISDN services.

®IEEE 802.x refers to the entire family of IEEE 802 standards.

A%
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IEEE Standards for Local and Metropolitan Area
Networks: Integrated Services (IS) LAN Interface
at the Medium Access Control (MAC) and
Physical (PHY) Layers

1. Overview

1.1 Scope and purpose

The scope of this standard is to -

— Develop an ISLAN interface at the medium access control (MAC) sublayer and the Physical (PHY)
Layer compatible with IEEE 802.x! and ISDN standards and architectures

— Develop an ISLAN interface that operates independently from the backbone network

— Focus upon unshielded twisted-pair wiring‘as the primary distribution medium

— Enable implementation of IS terminal equipment (ISTE) that accesses IEEE 802 LAN and ISDN
services through a common interface

The body of this standard

— Defines the service provided by the MAC sublayer to the IEEE 802 Logical Link Control (LLC)
sublayer and management, and describes the services provided by the PHY Layer to the MAC
sublayer and management in terms of service primitives and associated parameters

— Describes the services provided by the Physical Layer (PHY MUX) to support a basic rate interface
(BRI) ISDN in terms of service primitives and associated parameters

— Describes the services provided by the PHY MUX to the isochronous channels

—  Specifies the MAC functions that allow ISTEs access to one another and to LANs providing IEEE
802 services and/or ISDN services

—  Specifies the frame format for the MAC frame
— Defines the MAC protocol

—  Specifies the channel structure and frame format of the time division multiplexed (TDM) frame

!IEEE 802.x refers to the entire family of IEEE 802 standards.
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IEEE
Std 802.9-1994 INTEGRATED SERVICES (IS) LOCAL AREA NETWORK (LAN) INTERFACE
—  Specifies the PHY Layer functions over unshielded telephone twisted-pair (UTTP) cable

—  Specifies the characteristics of the UTTP attachment of the station to the access unit (AU) including
the specification of the medium interface connector

—  Specifies the definition of MAC and PHY managed objects (MOs)
— Describes recommended ISDN signalling and management methods to coordinate the multiple
channels operated between ISTEs and the AU

The normative annexes provide

— The Protocol Implementation Conformance Statement (PICS) proforma
— The Managed Object Conformance Statement (MOCS)
— The Guidelines for the Definition of Managed Objects (GDMO) specifications

— Supplemental recommendations on the use of CCITT Q.93x signalling procedures
The informative annexes provide

— Reference models of common configurations as guidelines for implementation

— A sequence and description language (SDL) description of the information flow across protocol
layers

— Description of an optional remote secure control (RSC) procedure to invoke secure communication
device (SCD) operations

— Recommendations for a common, consistent synthesis of ISDN and IEEE 802 that conforms with the
addressing of ISTE devices and services

— Description of a mechanism to support the transport of a broadband ISDN conformant “cell” bearer
service

1.2 Notation
1.2.1 Service specification method and notation

This subclause describes the method of specification of the services required of the MAC sublayer by the
LLC sublayer as well as of the PHY Layer by the MAC sublayer of the P channel, the Data Link Layer of
the D channel, and the services provided on the B and C channels.

In general, the services of a layer (or sublayer) are the capabilities that it offers to a user in the next higher
layer (or sublayer). In order to provide its services, a layer builds its functions on the services that it requires
from the next lower layer. Figure 1-1 illustrates this notion of service hierarchy and shows the relationship of
the two corresponding N Layer users.
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Figure 1-1—Layer service model

This information flow is modeled by discrete, instantancous events that characterize the provision of a
service. Each event consists of passing a service primitive from one layer to the other through an N Layer
service access point (SAP) associated with an N+1 Layer service user. These SAPs are shown in figure 1-1.
Service primitives convey the information required to provide a particular service. These service primitives
are an abstraction in that they specify only the service provided rather than the means by which the service is
provided. This definition of layer service is independent of any particular interface implementation, and is
not subject to conformance testing requirements.

In order to comply with the service message flow signals described in the CCITT Recommendations on
ISDN, it is necessary to consider all four primitive flow types.

a)  Request primitive. This primitive is passed from the N+1 Layer service user to the N Layer (or
sublayer) to request that a service be initiated.

b) Indication primitive. This primitive is passed from the N Layer (or sublayer) to the N+1 Layer
service user to indicate an internal N Layer event that is significant to the N+1 Layer service user.
This may be logically related to a remote service request, or may be caused by an event internal to
the N Layer.

¢)  Response primitive. This primitive is passed from the N+1 Layer service user to the N Layer (or
sublayer) to complete a procedure previously invoked by an indication primitive.

d)  Confirm primitive. This primitive is passed from the N Layer (or sublayer) to the N+1 Layer service
user to convey the results of one or more associated previous service requests.

Figure 1-2 shows the service primitives and N+1 Layer peer protocol entities associated with the two
corresponding N+1 Layer service users. Services are specified by describing the service primitives and
parameters that characterize each service. A service may have one or more related primitives that constitute
the activity that is related to the particular service. Each service primitive may have zero or more parameters
that convey the information required to provide the service.
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Figure 1-2—Service primitives

Figure 1-3 illustrates the end-to-end relationship of the service primitives and the N Layer peer protocol
entities across a communication network.
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Figure 1-3—End-to-end relationship of service primitives
1.2.2 Timing relationship between service primitives

Figure 1-4 a) illustrates the flow from the service user to the service provider for a request. Figure 1-4 b)
illustrates the notification to the service user of an event that has occurred in the service provider. Figure 1-4
c) illustrates the event wherein two separate service users are simultaneously making a service request at
each end of the peer communication. Figure 1-4 d) illustrates the event wherein both ends of a communica-
tion link have the service provider sending up an indication of an event occurrence. Figure 1-4 ) illustrates
the common situation wherein a “request” from a service user at one side of a network is sent in the form of
a message action across the network to the peer side. The service provider at the other end of the network
will report the incoming protocol packet as an “indication.” Figure 1-4 f) depicts a communication flow in
which all four types of primitives are used as part of a communication between two ends of the network.
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Figure 1-4—Timing relationship between service primitives
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Figure 1-4—Timing relationship between service primitives

1.3 Service model

In the general N Layer service model, the N+1 Layer service user communicates with the N Layer service
provider via individual request and indication primitives. In theory, this model requires that the transmit and
receive processes in the N+1 Layer be synchronized to the N Layer in a serial fashion.

In the OSI model there is a presumption of sending and receiving application layer independence. This is
inclusive of asynchronous service operation and hence there shall be at least one queue between
communicating peer operations. However, it does not make any particular layer or layer boundary
responsible for effecting the required queue.

Furthermore, the OSI model provides no means of describing the conveyance of timing information that is
necessarily associated with the data request and indication primitives of an isochronous service.

It is now widely recognized that the description of ISDN “out-of-band” signalling services is best modeled
by a coordination function that associates lower level control plane and user plane stacks.

Juniper Ex 1032 - 16
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE
AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994

1.3.1 Isochronous services

The IEEE 802.9 ISLAN employs a TDM bearer mechanism within the PHY Layer. This permits the support
and delivery of a plurality of transparent separate isochronous service channels, the provision of an octet
alignment signal for these channels, and a facility to provide (optionally) and accept precise timing signals.

It is the provision of the timing signal that principally distinguishes the isochronous services from the
asynchronous packet services that IEEE 802.9 provides. In 9.2, the PHY interface service specification
includes in addition to received and transmitted data signals, a clock indication (and optionally clock
request) as well as framing (TDM) indication and request signals. It is these additional signals that permit
the IEEE 802.9 PHY Layer to support the conveyance of isochronous information.

In delivering an ISDN service, it is essential that the information rate at an ISTE exactly match that of the
ISDN network to which the host IEEE 802.9 AU is attached. Thus, in the case of the AU it is a requirement
that the TDM bearer clock rate recovered from the ISDN network can be input to the IEEE PHY for
conveyance to a supported ISTE/TA. For this reason an IEEE 802.9 AU PHY transmit clock is an input
signal while at the IEEE 802.9 ISTE/TA the signal is an output indicating the time at which sequential PHY
data request signals will be serviced.

The details of the abstract PHY service specification can be found in 7.1.1.5.
1.3.2 Service queues between layers and layer management

The service channel provided by the IEEE 802.9 PHY Layer for support of the OSI Data Link Layer
functions of the IEEE 802.9 is'not distinct from any other PHY service channel; it too is isochronous.
However, it is neither possible nor 1equited that the MAC sublayer should provide an isochronous service to
the IEEE 802 LLC sublayer 11~ i the 11.1:1. 802.9 MAC sublayer that the timing information conveyed by
the PHY is discarded. In practice, it is conventional to implement within the MAC sublayer a first-in first-
out (FIFO) queue both for the send and receive paths. This advantageously allows decoupling of the PHY,
MAC, and LLC processes. It is not, however, a requirement.

However, the interface between station management processes and both the IEEE 802.9 PHY and MAC
Layers must be asynchronous since the station management process is an Application Layer entity. It
follows, therefore, that there must be a queue between the PHY Layer and its layer management and
between the MAC Layer and its layer management.

To aliow for the adjoining layers to operate more asynchronously, the N+1 Layer’s transmit request may be
stored in a transmit work queue wherein the N Layer may choose to serve this request at a later instant in
time. Likewise, the N Layer may store its receive messages (in correct time order) in a receive queue. This
enables the N+1 Layer to respond to the incoming message at a later instant in time.

Figure 1-5 illustrates this asynchronous linkage between layers. The queues are shown with dashed lines to
depict the dynamic length of the given queue. It should be noted that at a given instant in time, the length of
the queue may be zero and there may be no measurable delay in the passing of request/indication signals.
The general model allows for queues between any two adjoining layers. Since the N Layer management
entity may wish to send information to its peer layer management entity via the N Layer, figure 1-5 also
shows queues between the N Layer and its associated layer management entity. The management of these
queues is the responsibility of layer management. This management/control of the queues is shown with the
dotted “control” signals.

The transmit and receive queues that are illustrated between the LME entity and the N Layer are for peer-to-
peer LME exchange.
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Figure 1-5—Service queues between adjacent layers

This definition of queues is independent of any particular interface implementation, and is not subject to
conformance testing requirements.

1.3.3 Coordination function

The ISDN out-of-band signalling operations may be seen as being implemented by a “control” plane OSI
stack that is associated with a user plane in which end-to-end user information may be conveyed. In the case
of on-demand services (e.g., a dialed telephone service) a sequential process of call establishment, followed
by an information interchange phase (in the user plane), and finally a call release phase, is required. To
ensure that provision of the end-to-end user service is fully established and functional, a coordination
function is required. In providing the dynamic bandwidth allocation functions provided in the IEEE 802.9
PHY Layer’s HMUX sublayer, there is a need for additional higher (OSI) level coordination functions. The
details of these functional requirements can be found in Chapter 8.
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1.3.4 State machine notation

The operation of a protocol can be described by subdividing the protocol into a number of interrelated
functions. The operation of a function can be described by state machines. Each machine represents the
domain of a function and consists of a group of connected, mutually exclusive states. The specification of
the state machine determines the order of the transition. Only one state of a function is active at any given
time.

Signals and flags refer to the form by which one functional block communicates with another. Both terms
arise from the use of the state machines as a descriptive method in this standard. Signals are transient
communications (in theory, they are of infinitesimal width) that occur during a change of state. Flags are
steady, nontransient indications that remain constant until explicitly changed.

Each state that the function can assume is represented by a box or a circle. All permissible transitions
between states of a function are represented by arrows from one state to the next state. The condition that
causes a change from one state to another is shown next to the transition arrow.

1.3.5 General introduction of finite state machine (FSM) diagrams and tables

The procedures employed in the receive and transmit furctions that operate to convey the request/grant
protocol are specified in terms of a finite state machine (FSM). The principles of FSM are as follows:

a)  Aprocess is evaluated as one finite step during an instant in time.
b)  Each “state” represents an information level consisting of:

1)  Output operand directives (commands). These output commands specify the work output from
the FSM.

2) Input operand directives (test events/signals). These input events are utilized by the FSM
process to determine what state transition should be performed. These input events may be
subdivided into external events (signals) and internal events (signals).

¢) A description of a process may be expressed via a: combination of states, control flags/state
variables, input events (test conditions), and output actions.

d) This FSM definition technique is very implementation styled since it defines things in such fine
detail.

e) The FSM documentation consists of two forms of graphic documentation:
1) FSM state diagrams
2) FSM state tables

1.3.5.1 FSM diagrams

The FSM diagrams are intended to illustrate a “minimum” set of processing states that comprise the
functional operation of the process. Figure 1-6 illustrates the manner in which the FSM diagrams are used in
this standard.

In figure 1-6, the FSM has two states: A and B. The occurrence of External Signal 1 equals “true” will cause
a transition from State A to State B. Once the FSM is operational in State B, the occurrence of Internal
Signal 2 equals “false” will cause the FSM to transition back to State A. Note that for the purpose of
documentation, the value “0” will be equivalent to the condition “false” and the value “1” will be equivalent
to the condition “true.”
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Figure 1-6—Example FSM diagram

As can be seen from this example, the FSM diagram technique overviews the essential operational states and
identifies the key signal events that cause a transition from one state to another. In order to illustrate the
precise details of input signal processing, output signal generation, and the treatment of error counters/
timers/control variables, there is a companion description called state transition tables.

1.3.5.2 FSM state transition tables
FSM state transition tables are a companion description to the FSM state diagrams. These tables illustrate a

finite set of actions that occur while the FSM is operational within a given state. Table 1-1 illustrates an
example of a portion of a state transition table that would accompany the state diagram in figure 1-6.

Table 1-1—Example state transition table

Current state Event : Action(s) Next state

STATE_A EXT_SIGNAL_1—1 SEND_MESSAGE_2 STATE_B
SET_FLAG_3:=1
START_TIMER_1

STATE_B INT_SIGNAL_2—-0 SEND_MESSAGE_4 STATE_A
SET_FLAG_3:=0
STOP_TIMER_1

In this example, a horizontal row represents a finite FSM processing step. While the FSM is in State A, it
will regularly test or sample for the presence of external signal EXT_SIGNAL_1. When this
EXT_SIGNAL_1 transitions to a “1,” this will cause the FSM to vector to State B. In addition, the output
actions will be to

— Send MESSAGE_2
— Set internal flag FLAG_3 to value “1”
—  Start timer TIMER_1
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While the FSM is in State B, it will regularly test for the presence of internal signal INT_SIGNAL_2. When
this signal transitions to a ““0,” this will cause the FSM to vector back to State A. In addition, the output
actions will be to

— Send MESSAGE_4
—  Clear internal flag FLAG_3 to value “0”
—  Stop timer TIMER_1

1.4 Document organization
This standard is organized as follows:
Chapters 1 through 4 contain the overview, references, definitions, and abbreviations, respectively.

Chapter 5 presents the overall architecture of the IEEE 802.9 ISLAN. The protocol sublayers and the layer
service boundaries are introduced.

Chapter 6 presents the specification of the structure for the TDM and MAC frames. The individual fields are
defined. ‘

Chapter 7 presents the service specifications for the LLC/MAC and the MAC/PHY for the P channel. The
isochronous service specifications from PHY to “Layer 2 are presented. The management service
specifications for all sublayers are presented.

Chapter 8 presents a detailed description of the procedures for the vatious functional modules that operate
within the MAC. The descriptions contain detailed FSM models to describe the functional operations.

Chapter 9 provides a detailed description of the three sublayers.of the PHY Layer: the HMUX sublayer, the
PS sublayer, and the physical medium dependent (PMD) sublayer. The IEEE 802.9 interface supports two
PMD sublayers: a 4.096 Mb/s linc rate interface and a-20.480 Mb/s line rate interface. Complete
descriptions for both arc contained in this chapter, "

Chapter 10 presents the ISLAN layer management. A complete description of the managed objects (MOs)
contained in the management information base (MIB) for the IEEE 802.9 interface is presented.

Chapter 11 presents ISDN signalling and management, followed by a complete description of the
information flow of ISDN management information. A set of enhancements to the ISDN standard repertoire
is presented to complete the signalling message set.

Annex A contains the Protocol Implementation Conformance Statement (PICS) proforma. The detailed
specification of the PICS is a matter for further study.

Annex B contains the Managed Object Conformance Statement (MOCS). The detailed specification of the
MOCS is a matter for further study.

Annex C contains GDMO specifications of information elements required for the full definition of ISLAN
systems and layer management.

Annex D describes the CCITT Q.93x message set used during local bandwidth management between the
AU and the ISTE. The relationship of the HMC control field exchange between the AU and the ISTE and
their respective layer management entities are defined.

Annex E provides reference models for the AU and guidelines for implementation.
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Annex F contains the SDL description of the information flow across layers.

Annex G describes the optional procedures for secure control involved with the RSC procedures used to gate
on/off an SCD that resides at the network side of the AU.

Annex H describes how address structures may be applied for a topology involving addressing techniques to
access a wide area network (WAN) destination.

Annex I describes the optional procedures involved with the support of a cell bearer service across an IEEE

802.9 subnetwork. This service results in a restructure of the MAC frame so that the cell-based payload units
may be transported.
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2. References

The IEEE 802.9 ISLAN standard’s architecture is required to interwork with the standard data-only and
integrated services local area network (LAN) and metropolitan area network (MAN) backbone networks, as
well as with ISDN networks. As such, the following specifications are important references:

ANSI/EIA/TIA-568-91, Commercial Building Telecommunications Wiring Standard.?

ANSI X3.139-1987 (Reaff 1992), Information Systems—Fiber Distributed Data Interface (FDDI)—Token
Ring Media Access Control (MAC).3

ANSI X3.186-1992, Fiber Distributed Data Interface (FDDI) Hybrid Ring Control (HRC).
CCITT Recommendation E.164 (1991), Numbering plan for the ISDN era, Rev. 1 (I.331).4
CCITT Recommendation E.69 (1993), Plan for telex destination codes, Rev. 1.
CCITT Recommendation 1.112 (1993), Vocabulary of terms for ISDNs, Rev. 1.

CCITT Recommendation 1.210 (1993), Principles of telecommunication services supported by ISDN and
the means to describe them, Rev. 1.

CCITT Recommendation 1.320 (1988), ISDN protocol reference model. In vol. II1.8 of the CCITT Blue
Books—Integrated Services Digital Network (ISDN)—Overall network aspects and function, user-network
interface.

CCITT Recommendation 1.412 (1988), ISDN user-network interfaces—Interface structures and access
capabilities. In vol. IIL.8 of the CCITT Blue Books—Integrated Services Digital Network (ISDN)—Overall
network aspects and function, user-network interface.

CCITT Recommendation 1.430 (1993), Basic user-network interface—Layer 1 specification, Rev. 1.
CCITT Recommendation 1.431 (1993), Primary rate user-network interface—Layer 1 specification, Rev. 1.

CCITT Recommendation 1.440 (Q.920 protocol) (1993), ISDN user-network interface data link layer—
General aspects, Rev. 1.

CCITT Recommendation 1.441 (Q.921 protocol) (1993), ISDN user-network interface-—Data link layer
specification, Rev. 1.

CCITT Recommendation 1.450 (Q.930 protocol) (1993), ISDN user-network interface layer 3—General
aspects, Rev. 1.

CCITT Recommendation 1.451 (Q.931 protocol) (1993), ISDN user-network interface layer 3 specification
for basic call control, Rev. 1.

’EIA publications are available from Global Engineering, 1990 M Street NW, Suite 400, Washington, DC, 20036, USA.

3ANSI publications are available from the Sales Department, American National Standards Institute, 11 West 42nd Street, 13th Floor,
New York, NY 10036, USA.

4All CCITT publications are now being labeled as International Telecommunications Union (ITU-T) publications. They are available
from the International Telecommunications Union, Sales Section, Place des Nations, CH-1211, Gengve 20, Switzerland/Suisse. They
are also available in the United States from the U.S. Department of Commerce, Technology Administration, National Technical
Information Service (NTIS), Springfield, VA 22161, USA.
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CCITT Recommendation 1.452 (Q.932 protocol) (1993), Generic procedures for the control of ISDN
supplementary services, Rev. 1.

CCITT Recommendation Q.933 (1993), Layer 3 signalling specification for frame mode bearer service.

CCITT Recommendation Q.940 (1988), ISDN user-network interface protocol for management—General
aspects. In vol. VI.11 of the CCITT Blue Books—Digital access signalling system, network layer, user—
network management.

CCITT Recommendation X.3 (1993), Packet assembly disassembly facility (PAD) in a public data network,
Rev. 1.

CCITT Recommendation X.25 (1993), Interface between data terminal equipment (DTE) and data circuit-
terminating equipment (DCE) for terminals operating in the packet mode and connected to public data
networks by dedicated circuit, Rev. 1.

CCITT Recommendation X.28 (1993), DTE/DCE interface for a start-stop mode data terminal equipment
accessing the packet assembly/disassembly facility (PAD) in a public data network situated in the same
country, Rev. 1.

CCITT Recommendation X.29 (1993), Procedures for the exchange of control information and user data
between a packet assembly/disassembly (PAD) facility and a packet mode DTE or another PAD, Rev. 1.

CCITT Recommendation X.121 (1992), International numbering plan for public data networks, Rev. 1.

CCITT Recommendation X.200 (1988), Reference Model of Open Systems Interconnection for CCITT
Applications. In vol. VIIL.4 of the CCITT Blue Books—Open Systems Interconnection (OSI)—model and
notation, service definition. '

CCITT Recommendation X.212 (1988), Data link service definition for open systems interconnection for
CCITT applications. In vol. VIII.4 of the CCITT Blue.Books—Open Systems Interconnection (OSI)—model
and notation, service definition.

CCITT Recommendation Z.100 (1993), Specification and description language (SDL), Rev. 1.
ECMA TR 44: 1989, An Architectural Framework for Private Networks.>

ECMA TR 51: 1990, Requirements for Access to Integrated Voice and Data Local and Metropolitan Area
Networks.

EIA SP-2840A, Commercial Building Telecommunications Cabling Standard, April 19, 1994 (Draft).®
IEC 60-1 (1989), High-voltage test techniques—Part 1: General definitions and test requirements.7
IEC 60-3 (1976), High-voltage test techniques—Part 3: Measuring devices.

IEC 60-4 (1977), High-voltage test techniques—Part 4: Application guide for measuring devices.

SECMA publications are available from Global Engineering, 1990 M Street NW, Suite 400, Washington, DC, 20036, USA.

SEIA publications are available from Global Engineering, 1990 M Street NW, Suite 400, Washington, DC, 20036, USA. This standard
is expected to be published in February 1995.

TIEC publications are available from IEC Sales Department, Case Postale 131, 3 rue de Varembé, CH-1211, Genéve 20, Switzerland/

Suisse. IEC publications are also available in the United States from the Sales Department, American National Standards Institute, 11
West 42nd Street, 13th Floor, New York, NY 10036, USA.
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IEC 955: 1989, Process data highway, Type C (PROWAY C), for distributed process control systems.

IEEE Std 802-1990, IEEE Standards for Local and Metropolitan Area Networks: Overview and Architecture
(ANSI).8

IEEE Std 802.1B-1992, IEEE Standards for Local and Metropolitan Area Networks: LAN/MAN
Management (ANSI).

IEEE Std 802.1F-1993, IEEE Standards for Local and Metropolitan Area Networks: Common Definitions
and Procedures for IEEE 802 Management Information (ANSI).

ISO 3166: 1993, Codes for the representation of names of countries.”
ISO 6523: 1984, Data interchange—Structures for the identification of organizations.

ISO 7498-4: 1989, Information processing systems—Open Systems Interconnection—Basic Reference
Model— Part 4: Management framework.

ISO 8648: 1988, Information processing systems——Opén,Systems Interconnection—Internal organization of
the Network Layer.

ISO 8824: 1990, Information technology—Open Systems Interconnection—Specification of Abstract
Syntax Notation One (ASN.1).

ISO/IEC 8208: 1990, Information technology—Data communications—X.25 Packet Layer Protocol for
Data Terminal Equipment.

ISO/IEC 8348: 1993, Information :technology—Open Systems Interconnection—Network ~Service
Definition.

ISO/IEC 8802-2: 1994 [IEEE Std 802.2, 1994 Edition], Information technology—Telecommunications and
information exchange between systems—Local .and metropolitan area networks—Specific requirements—
Part 2: Logical link control.

ISO/IEC 8802-3: 1993 [ANSIIEEE Std 802.3, 1993 Edition], Information technology—Local and
metropolitan area networks—Part 3: Carrier sense multiple access with collision detection (CSMA/CD)
access method and physical layer specifications.

ISOMMEC 8802-4: 1990 [ANSIIEEE Std 802.4-1990], Information processing systems—Local area
networks—Part 4: Token-passing bus access method and physical layer specifications.

ISO/IEC 8802-5: 1992 [ANSIIEEE Std 802.5-1992}, Information technology—Local and metropolitan
area networks—Part 5: Token ring access method and physical layer specifications.

ISO/MEC 8802-6: 1994 [ANSIIEEE Std 802.6, 1994 Edition], Information technology—
Telecommunications and information exchange between systems—Local and metropolitan area networks—
Specific requirements—Part 6: Distributed Queue Dual Bus (DQDB) access method and physical layer
specifications.

81EEE publications are available from the Institute of Electrical and Electronics Engineers, 445 Hoes Lane, P.O. Box 1331, Piscataway,
NJ 08855-1331, USA.

°ISO publications are available from the ISO Central Secretariat, Case Postale 56, 1 rue de Varembé, CH-1211, Genéve 20,
Switzerland/Suisse. ISO publications are also available in the United States from the Sales Department, American National Standards
Institute, 11 West 42nd Street, 13th Floor, New York, NY 10036, USA.
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ISO/IEC 8877: 1992, Information technology—Telecommunications and information exchange between
systems—Interface connector and contact assignments for ISDN Basic Access Interface located at reference
points S and T.

ISO/IEC 8886: 1992, Information technology—Telecommunications and information exchange between
systems—Data link service definition for Open Systems Interconnection.

ISO/IEC 9506: 1991, Industrial automation systems—Manufacturing message specification.

ISO/IEC 9595: 1991, Information technology——Open Systems Interconnection—Common management
information service definition.

ISO/EC 9596-1: 1991, Information technology—Open Systems Interconnection—Common management
information protocol—Part 1: Specification.

ISO/IEC 9596-2: 1993, Information technology—Open Systems Interconnection—Common management
information protocol: Protocol Implementation Conformance Statement (PICS) proforma.

ISO/IEC 10022: 1990, Information technology—Open Systems Interconnection—Physical Service
Definition.

ISO/IEC 10038: 1993 [ANSIIEEE -Std 802.1D, 1993 Edition], Information technology—
Telecommunications and information exchange between systems—Local area networks—Media access
control (MAC) bridges.

ISO/TEC 10039: 1991, Information technology—Open Systems Interconnection—I.ocal area networks—
Medium Access Control (MAC) service definition.

ISO/IEC 10040: 1992, Information technology—Open Systems Interconnection—Systems management
overview.

ISO/IEC 10164-1: 1993, Information technology—Open Systems Interconnection—Systems Management:
Object Management Function.

ISO/IEC 10164-2: 1993, Information technology—Open Systems Interconnection—Systems Management:
State Management Function.

ISO/IEC 10164-3: 1993, Information technology—Open Systems Interconnection—Systems Management:
Attributes for representing relationships.

ISO/IEC 10164-4: 1992, Information technology—Open Systems Interconnection—Systems Management:
Alarm reporting function.

ISO/IEC 10164-5: 1993, Information technology—Open Systems Interconnection—Systems Management:
Event Report Management Function.

ISO/IEC 10164-6: 1993, Information technology—Open Systems Interconnection—Systems Management:
Log control function.

ISO/IEC 10164-7: 1992, Information technology—Open Systems Interconnection—Systems Management:
Security alarm reporting function.

ISO/IEC 10164-8: 1993, Information technology—Open Systems Interconnection—Systems Management:
Security audit trail function.
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ISONMEC 10165-1: 1993, Information technology—Open Systems Interconnection—Management
Information Services—Structure of management information: Management Information Model.

ISONEC 10165-2: 1992, Information technology—Open Systems Interconnection—Structure of
management information: Definition of management information.

ISO/MEC 10165-4: 1992, Information technology—Open Systems Interconnection—Structure of
management information—Part 4: Guidelines for the definition of managed objects.

ISO/IEC 15802-4: 1994 [ANSIVIEEE Std 802.1E, 1994 Edition], Information technology—
Telecommunications and information exchange between systems—ILocal and metropolitan area networks—
Common specifications—Part 4: System load protocol.

ISOMEC DIS 10165-5...10 Information technology—Open Systems Interconnection—Structure of
management information: Generic management information.

ISO/IEC DIS 15802-2...!! [IEEE Std 802.1B and 802.1k], Information technology—Telecommunications
and information exchange between systems—IEEE Standards for Local and Metropolitan Area Networks—
Common specifications—Part 2: LAN/MAN management. service and protocol.

ISO/IEC TR 9577: 1993, Information technology—Telecommunications and information exchange between
systems—Protocol identification in the network layer.

ISOMEC TR 10178: 1992, Information technology—Telecommunications and information exchange
between systems—The structure and coding of Logical Link Control addresses in Local Area Networks.

1%presently at state of Draft International Standard.
Usee footnote 10.
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3. Definitions

The following are definitions of terms used in this standard that are widely used in IEEE 802 as well as
CCITT I series and other standards documents. For the CCITT Recommendation I series, the basic
vocabulary and terms can be found in CCITT Recommendation 1.112 (1993)‘12

3.1 access unit (AU): The abstraction of the device that provides the IEEE 802.9 functionality, i.c., the
integrated set of services, to stations connected across the IEEE 802.9 interface.

3.2 bearer service: A telecommunication service that provides the capability for the transmission of signals
between user-network interfaces [see CCITT Recommendation 1.210 (1993)].

3.3 bearer channel protocol intervention level: The highest protocol level at which a private switching
network (PSN) provides protocol termination on a given bearer channel.

3.4 B channel: A channel that provides 64 kb/s, full duplex, isochronous access. B channels support all
ISDN bearer services. The information on a B channel may be non-switched or either circuit or packet
switched depending on user request and network capabilities. In the IEEE 802.9 TDM frame, two B channel
slots have been defined. There may be more than two B channels configured across a given IEEE 802.9
interface (in this event the B channels would be configured as $C sub 1$ channels).

3.5 C channel: A channel that provides an integer multiple of 64 kb/s, full duplex, isochronous clear
channels. The “C” is used to indicate that this is a circuit-switched channel. $C sub m$ stands for a channel
(m) times 64 kb/s in size. In general, a C channel has the same characteristics as an ISDN B or H channel,
except that it can be any multiple of 64 kb/s in size, rather than only the CCITT approved rates. There may
be multiple C channels of varying sizes (n X C).

Note the following equivalencies:

(o =B =64 kb/s

CG = HO =384 kb/s
C24 = H“ =1.536 Mb/s
C30 = H12 =1.920 Mb/s

The maximum composite bandwidth allocated for the C channel(s) shall be limited by the application
requirements for the P channel. That is, the available bandwidth that may be assigned for C channels shall be
limited to the difference between the TDM payload field minus the bandwidth required for the P channel. In
practice, the C channel size(s) will be effected by the interconnection facility(ies) between the AU and the
ISDN wide area network (WAN).

3.6 convergence protocol: A protocol that provides the convergence service for the provision of
enhancements to an underlying service in order to provide for the specific requirements of the convergence
service user.

3.7 coordinating entity: That part of the Network Layer within an end system or interworking unit
responsible for the coordination and synchronization of functions belonging to the Data and Signalling
subentities of the layer entity implementing a PSN access protocol.

3.8 D channel: A channel that provides 16 kb/s or 64 kb/s, full duplex packet access. The D channel
provides ISDN call control services via the CCITT Q.93x family of protocols. The use of the D channel may
be restricted to conveying signalling information in some applications. The D channel is capable of
supporting packet mode bearer information. All information on the D channel is packetized.

2pformation on references can be found in Chapter 2.
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3.9 data circuit terminating equipment (DCE): A device that provides the signal conversion and coding
between the data terminal equipment and the network carrier facility. Note that in the context of a CCITT
X.25 network, for example, the DCE performs functions at the network end of an access line to the network.

3.10 data terminal equipment (DTE): A device that serves as a data source and/or a data sink.

3.11 H channel: A wideband channel (i.e., a channel that contains multiples of 64 kb/s). See CCITT
Recommendation 1.412 (1988).

3.12 in-band signalling: Signalling applications in which the signalling information is transmitted in the
same information flow as the data. See also: out-of-band signalling.

3.13 integrated services terminal equipment (ISTE): A device that serves as an information source and/or
an information sink for the provision of voice, facsimile, video, data, and other information.

3.14 interworking unit (IWU): A unit that provides the functions needed to allow interworking between a
PSN and another network, e.g., interworking between a PSN and a CCITT X.25 packet-switched public data
network (PSPDN).

3.15 isochronous: A communication stream transport that is uniform in time. The delivery of the physical
stream of information is recurring at regular intervals.

3.16 layer service: The service that a layer provides to the next higher layer. See ISO 7498-4: 1989 and
CCITT Recommendation X.200 (1988).

3.17 out-of-band signalling: Signalling applications in which the signalling information is outside of the
user information channel, whether or not transmitted in a different physical or logical channel from the
associated user data, e.g., over different physical paths, in different time-slots in a time division multiplex
(TDM) stream.

3.18 P channel: A full duplex packet channel that provides IEEE 802 MAC Layer services. The P channel
may optionally carry CCITT Q.93x (where x refers to the family of CCITT Q.930 protocols) call control in
a logically out-of-band fashion, which may be highlighted by referring to it as Pp. Presently there is only
one P channel defined per ISLAN interface. The minimum size of the P channel shall be limited by the
application requirements of the topology that represents the connection of the AU to the backbone LAN
application. The support of station management communication will be an important factor in the
characterization of P channel bandwidth size.

3.19 packet assembler/disassembler (PAD): A device that assembles and disassembles packets. Examples
are found in CCITT Recommendations X.3 (1993), X.28 (1993), and X.29 (1993).

3.20 packet handler (PH): A device for processing packets or frames in a manner so as to be able to route
individual frames or packets out of one data stream into multiple different data streams.

3.21 packet mode protocol: The access protocol based on the use of out-of-band control and Link Layer
multiplexing. Syn: PSN packet mode protocol.

3.22 packet switched public data network (PSPDN): A public subnetwork that is accessed via the CCITT
X.25 protocol and that provides virtual circuit service.

3.23 packetized data transfer: Transfer of data through a network where data is conveyed in packets and/or

frames in a statistical manner. Packets or frames are propagated through the network and delivered to
destinations based on addressing information contained therein.
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3.24 private packet/frame and circuit switching network (PPCSN): A private switching network that
provides both circuit and packet/frame switching functions (i.e., all the functions of both PCSNs and
PPSNs).

3.25 private circuit switching network (PCSN): A private network that only provides circuit switching
functions, except that it may be able to transport packetized “user-to-user” information passed over the
signalling channel.

3.26 private packet/frame switching network (PPSN): A private network that only provides packet/frame
switching functions.

3.27 private switching network (PSN): A private network that provides switching functions (circuit and/or
packet/frame switching). It is operated by the user and located on user premises to cover the
communications needs in the user’s domain. The term private-switching network includes both the private
circuit-switching network and the private packet-switching network.

3.28 packet-switched data network (PSDN): A packet-switched subnetwork that can be a PPSN (private)
or a PSPDN (public) packet-switched network.

3.29 R interface: The interface provided at the R reference point to allow the connection of non-ISDN
terminals using, for example, CCITT V- or X-series interfaces.

3.30 relaying: A function performed at intermediate nodes on an interconnection between communicating
end-systems. The relaying function is performed by connecting two independent layer entities. For example,
a relaying function at the Data Link Layer connects two Data Link Layer entities to make an
interconnection.

3.31 S interface: The interface provided at the S reference point for ISDN user-to-network interface.

3.32 signalling: The exchange of information specifically concerned with the establishment and control of
connections, and the transfer of user-to-user and management information in a telecommunication network,
e.g., in a PPSN.

3.33 subnetwork: A set of one or more intermediate open systems that provide relaying and through which
end open systems may communicate. It is a representation within the OSI model of a real network such as a
carrier network, a provider network, or a LAN. It can also be defined as a collection of equipment and
physical media that forms an autonomous whole and that can be used to interconnect real systems for the
purpose of communication (see ISO 8648: 1988).

3.34 subnetwork service: The service supported by the subnetwork access protocol.

3.35 terminal adapter (TA): An adapter required to map one specified interface to another. An example is
the adapting of the R interface in the CCITT ISDN interface (e.g., according to the CCITT V- or X-series) to
the S interface. The TA may be an integral functional entity as part of the terminal or may be a separate
physical unit connected between an R interface and the S interface.

3.36 virtual circuit: The generic concept of a logical connection. A virtual circuit may be implemented by
means of a frame-switched service or a packet-switched service.
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4. Abbreviations

The following abbreviations are used in this standard as well as in IEEE 802 CCITT I series and other
standards documents. For the CCITT Recommendation I series, the basic vocabulary and terms can be found
in CCITT Recommendation 1.112 (1993).

AC access control field

ACSE association control service element

ADPCM adaptive differential pulse code modulation
AFI authority and format identifier

AM/PM amplitude modulation/phase modulation
APDU application protocol data unit

APM additional packet mode services

ANSI American National Standards Institute
ASN.1 Abstract Syntax Notation One _ o

ATM asynchronous transfer mode 4

AU access unit

B B channel

BB broadband

BCD binary codc& decimal

BER bit error rate

BISDN broadband integrated services digital network
BRI basic rate interface

C circuit-switched channel

CAP combined amplitude and phase

CC country code

CCITT Consultative Committee of International Telephone and Telegraph
CEI connection endpoint identifier

CLNP connectionless network protocol

CMIP common management information protocol
CMIPDU common management information protocol data unit
CMIS common management information service
CMISE common management information service element
CcO central office

CRC cyclic redundancy check

D D channel

DA destination address

DCC data country code
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DCE
DCR
DIW
DL
DLC
DSAP
DSp
DSS
DTE
ECMA
EMI
FAW
FC
FCC
FCS
FDDI
FIFO
FSM

GDMO
GOSIP

HDLC
HMC
HMF
HMUX
ICD
IDI
IDP

IE

IEC

P

IPX

IS
ISDN
ISLAN
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data communication equipment

D channel rate select bit

D-type inside wire

data link layer

data link control

destination service access point
domain-specific part

digital signalling system 1

data terminal equipment

European Computer Manufacturers Association
electromagnetic interference

frame alignment word

frame control

Federal Communications Commission
frame check sequence

fiber distributed data interface

first-in first-out

finite state machine

grant

guidelines for the definition of managed objects
Government OSI profile k
H channel

high-level data link control

hybrid multiplexer control ;ﬁeld' ‘
hybrid multiplexer multiframing bit
hybrid multiplexer

international code designator

initial domain identifier

initial domain part

information element

International Electronic Commission
internet protocol

internet protocol X

integrated services

integrated services digital network

integrated services LAN
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ISO
ISPBX
ISTA
ISTE
ITU-T
IWU
LAN
LAPB
LAPD
LAPD+
LEN
LLA
LLB
LLC
LLS
LM
LME
LMI
LMMS
LMMP
LPDU
LSAP
LSb
LSB
LSDU
LTB
MA
MAC
MAN
MAPDU
MDI
MiIB
MIS
MLME
MO
MOCS

International Standards Organization
integrated services private branch exchange
integrated services terminal adaptor

integrated services terminal equipment

IEEE

Std 802.9-1994

International Telecommunication Union-Telecommunication Standardization Sector

interworking unit

local area network

link access procedure, balanced
link access procedures for the D channel
extended procedures for LAPD
length field

logical link address

local loopback status bit

logical link control

logical link services

layer management

layer management entity

layer management interface

layer management MAC services
layer management MAC protocol
logical link protocol data unit

link layer service access point
least significant bit

least significant byte

link layer service data unit

local template buffer
management

medium access control
metropolitan area network
management application protocol data unit
medium dependent interface
management information base
management information services
managed layer management entity
managed object

managed object conformance statement
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MPDU
MSAP
MSb
MSB
MSDU
MT
MUX
NDC
NOT
NSAP
NSN
NTW
(0)
OSI

P
PABX
PAD
PAR
PBX
PCM
PDN
PDU
PERR
PEVN
PhSAP
PH
PHY
PLME
PLS
PMA
PMD
PODD
PCSN
PPCSN
PPE
PRI
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medium access control protocol data unit
medium access control service access point
most significant bit

most significant byte

MAC service data unit

management

multiplexing

national destination code

notification

network service access point

national significant number

network

operation

Open Systems Interconnection

packet channel

private automated branch exchange
packet assembler disassembler

project authorization request

private branch exchange

pulse code modulation

packet data network

protocol data unit

parity error status bit

even parity cumulative bit : ‘
Physical Layer service access point: - k,
packet handler

Physical Layer

Physical Layer management entity
Physical Layer signalling

physical medium attachment

physical medium dependent

odd parity cumulative bit

private circuit switching network
private packet/frame and circuit switching network
provider protocol entity

primary rate interface
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PS
PSPDN
PSN
PTT
Q.93x

QOS

R
RLBREQ
RLBRESP
RSC
ROSE
SA

SAP
SAPI

SB

SCD
SDL
SDLC
SDU
SID
SMAE
SMAP
SMASE
SMI

SN
SNMP
SNPA
SOF
SSAP
SYN

TA
TCP/IP
TDM
TDMMTN
TE

physical signalling
packet-switched public data network

private switching network

Post, Telegraph, and Telecommunications (administration)

IEEE
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CCITT Q series protocol (“x” refers to the members of the CCITT Q.930 family of

protocols)

quality of service

request

remote loopback request bit

remote loopback response bit

remote secure control

remote operation service element

source address

service access point

service access point identifier

service boundary

secure communications device

sequence and description language
synchronous data link control

service data unit

service identifier field

system management application enﬁfy :
system management application procéss
system management application service element
structure of management information
subscriber number

simple network management protocol
subnetwork point of attachment
start-of-frame bit

source service access point
synchronization field

terminal adaptor

transport control protocol/Internet protocol
time division multiplexer

time division multiplexer maintenance field

terminal equipment
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TEI terminal endpoint identifier
TTP telephone twisted pair
TXC template exchange notification bit
UTTP unshielded telephone twisted pair
UPE user provider entity
VCCI virtual cell circuit identifier
WAN wide area network
WG working group
28
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5. Architecture

5.1 Overview and basic concepts

The ISLAN interface is an integrated voice, data, and video interface that provides packet service and
isochronous digital channels on a full duplex interface to the desktop over unshielded telephone twisted-pair
(UTTP) wiring. The principal target of the initial Physical (PHY) Layer specification is the office
environment on premises-based networks. It is intended to be used on UTTP wiring in a physical point-to-
point configuration.

The integrated services are provided to the IS terminal equipment (ISTE) across an interface serviced by a
functional entity called the access unit (AU). The ISTEs are connected by UTTP wiring to the AU. Thus,
from the perspective of the ISTEs, their PHY interface is to the AU and the services are functionally
provided via the AU. From the perspective of the ISTE, there is one interface into which it sends/receives a
multiplexed communication stream, independent of the network topology. The AU accommodates two
fundamentally different application topologies. First, the interface may be to a stand-alone LAN in which
the AU actually provides the complete pathway for the required services of the attached ISTEs. The second
application is the environment wherein the IEEE 802.9 ISLAN serves an access interface that feeds into a
backbone consisting of an IEEE 802.x LAN, a fiber distributed data interface (FDDI), or an integrated
services digital network (ISDN) provided via a private network using a PABX or via the public network. In
this case, the AU becomes an interworking unit to the system providing the services. Combinations of the
two scenarios are also possible. Unlike the IEEE 802.3/4/5/6 LANs, the medium between the ISTE and the
AU is not shared; rather, it is a point-to-point configuration.

The scope of this standard includes the access link between the IEEE 802.9 ISTE and the AU. Figure 5-1
provides an architectural overview of the IEEE 802.9 ISLAN interface to better explain how the MAC
arises, and what its point of departure is from the other IEEE 802 MACs. Figure 5-1 is a logical view only
and does not imply any particular implementation. The connection between the AU and the ISTEs is a star
arrangement. Carried over these point-to-point links between the AU and the ISTEs is a multiplexed bit
stream of packet data, voice, wideband data, and other services such as facsimile, image, or video delivered
over isochronous channels. The ISTEs may contend for access to integrated services from the AU. These
services may be provided directly from the AU or from beyond the AU by networks which provide IEEE
802 LAN service, integrated services, or ISDN bearer services. Thus, beyond the AU there may exist a
connection to another IEEE 802 LAN or FDDI network, an ISDN switch, or an integrated services network
such as IEEE 802.6. This is illustrated in figure 5-2.

In the IEEE 802.9 architecture, the medium is not a shared resource. However, the AU is a shared resource
which manages and supports multiple ISTEs, each connected in a point-to-point arrangement with the AU.
In fact, the AU architecture participates as the integral manager of the shared service and directly influences
how the shared resources become available. The particular AU architecture will provide the arbitration
scheme for access to the medium. Note that the definition of the AU architecture is outside of the scope of
this standard.

The IEEE 802.9 ISLAN architecture employs a more sophisticated PHY Layer than other LANSs, and is able
to support the multiplexing of several channels of information by means of a time division multiplexed
(TDM) bearer. Architecturally this bearer is specified to be capable of supporting information transfer rates
that are multiples of 4.096 Mb/s in isochronous frames delivered at 8 kHz. These frame are synchronous
with any “host” ISDN to which the backbone side of the IS-AU may be attached. In this standard,
specifications are provided for the use of 4.096 Mb/s and 20.48 Mb/s TDM bearers, having 64 and 320 slots,
each comprising one octet.
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Figure 5-1—Overview of IEEE 802.9 ISLAN interface
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Figure 5-2—IEEE 802.9 ISLAN interface configuration
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The multiplexing of the several services carried by octets or multiples thereof within the common TDM
bearer is a function of the Hybrid Multiplexing (HMUX) sublayer of the IEEE 802.9 PHY Layer, but it does
effect the complete management and contro] of the channels. HMUX sublayer management procedures
combined with extension to ISDN signalling (recommended in annex D) complete the provision of a
mechanism that can transparently and dynamically establish and release multiple independent user service
channels. The IEEE 802.9 PHY Layer is able to offer each of these to higher level Layer 2 processes as
variable bandwidth isochronous bearers.

These channel types are:

— D channel: A 16 kb/s or 64 kb/s, full duplex packet channel for the provision of call control service
via the CCITT Q.93x family of protocols. The use of the D channel may be restricted to conveying
signalling information in some applications. The D channel is capable of supporting packet mode
bearer information. All information on the D channel is packetized.

~— B channel: A full duplex, 64 kb/s isochronous channel. From the perspective of this standard, the
B channel requires no specific upper layer protocol suite above the PHY’s HMUX sublayer. The
information on a B channel may be non-switched or either circuit or packet switched depending on
user request and network capabilities. In the IEEE 802.9 TDM frame, two B channel slots have been
defined. There may be more than two B channels configured across a given IEEE 802.9 interface (in
this event, the B channels would be configured as C| channels).

— C channel: A full duplex isochronous channel whose bandwidth is a multiple of 64 kb/s. The
expression “C” is used to indicate that this is a circuit-switched channel. C, stands for a channel (m)
times 64 kb/s in size. In general, a C channel has the same characteristics as an ISDN B or
H channel, except that it can be any multiple of 64 kb/s in size, rather than only the CCITT approved
rates. There may be multiple C channels of varying sizes (n X C).

Note the following equivalencies:

C,=B= 64kbls
Ce=Hy= 384Kkbis

Cys = Hyy = 1.536 Mbs
C30 = H12 = 1.920 Mb/s

The maximum composite bandwidth allocated for the C channel(s) shall be limited by the
application requirements for the P channel. That is, the available bandwidth that may be assigned for
C channels shall be bounded by the difference between the TDM payload field minus the bandwidth
required for the P channel. In practice, the C channel size will be affected by the interconnection
facility(ies) between the AU and the ISDN wide area network (WAN). As for the B channel, from
the perspective of this standard, no MAC sublayer protocol is defined.

— AC channel: A full duplex, isochronous 64 kb/s channel for transporting information relating to the
MAC for the request/grant arbitration procedure used in governing access to the P channel for
MPDU transport.

— P channel: A full duplex packet channel that provides IEEE 802 MAC services for data. The IEEE
802.9 interface requires that CCITT Q.93x call control be used between the AU and the ISTE for the
purpose of local bandwidth management. Conventionally, there is a D channel dedicated to this
transport. In some network topologies, it may be possible to configure this as a “logically” separate
D channel, which is referred to as Pp. The use of the P channel to carry CCITT Q.93x call control in
a logically out-of-band fashion, which may be highlighted by referring to it as Pp, is a matter for
further study.

Presently there is only one P channel defined per ISLAN interface. The minimum size of the P channel shall
be limited by the application requirements of the topology that represents the connection of the AU to the
backbone LAN application. The support of station management communication will be an important factor
in the characterization of the P channel bandwidth size.
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The IEEE 802.9 MAC is defined over the P channel. The services supported on the P channel may include
both the IEEE 802 MAC data service and ISDN packet mode bearer services. The issue of supporting
signalling based on the CCITT Q.93x family of standards on the P channel (Pp) is a matter for further study.

Since the function of the MAC is to provide underlying service for Logical Link PDUs (LPDUs), the
characteristics of the IEEE 802.9 MAC will depend on the services required by the LPDUs. The ISDN
bearer services for packet data utilize LAPB for CCITT X.25 service and LAPD for the additional packet
mode service (APM), in addition to call control. Thus, in its full generality, the IEEE 802.9 MAC could
support the IEEE 802 LLC, the LAPD, and the LAPB.

The LAPD service is uniquely identified by the service identification (SID) field of the MAC frame. The
convergence details of the MAC frame support are a matter for further study.

The AU is provided as an architectural model to represent both the interworking interfaces to allow the
extension of the IEEE 802.9 ISLAN interface service into the far side IS backbone such as LAN and ISDN
networks, as well as the necessary support functions to allow concentration of multiple ISTE interfaces. The
ISLAN interface part of the architecture of the AU is implementation independent while the backbone part is
implementation dependent. This is discussed further in annex E.

To permit a wide range of capabilities of vendor implementation of IEEE 802.9-conformant products, the
IEEE 802.9 ISLAN provides in the PHY Layer signalling the ability to support several modes of ISTE and
AU interworking. Rudimentary IEEE 802.9 packet service only or ISDN basic rate interface (BRI) only
devices can be supported. In addition, equipment that is capable of supporting multiple dynamic wideband
channels is designated a specific mode of operation. Further details on this can be found in 9.2.3.

The IEEE 802.9 architecture also provides for the conveyance of broadband ISDN-conformant
asynchronous transfer mode (ATM) cells. There are no normative specifications for such a service within

this standard; however, there is a description in annex I of a set of methods by which such a service could be
realized.

5.2 Application areas

A variety of applications have been identified for the various channels. The P channel may be used for the
provision of LAN service to ISTEs using transport service which may traverse an ISDN or IS network to get
to the LAN service. It may provide the IEEE 802 LAN service or the ISDN bearer service and also support
call control using the CCITT Q.93x family of protocols. Among the end-user data applications are: file
transfer between ISTE, remote terminal interactive sessions, remote database access by transaction-oriented
programs, computer-aided design, and object-oriented and pixel-oriented graphic terminal interactive
sessions.

The P channel is primarily intended for the provision of IEEE 802 LAN data. The potential for the channel
to provide call control service via the CCITT Q.93x family of protocols and other ISDN services is a matter
for further study.

The D channel provides for a 16 kb/s or 64 kb/s channel for call connection and control using the CCITT
Q.93x family of protocols. This implies the transport of signalling information for the call connection/
control of the B and C channels and also the transport of ISDN management information. The D channel

could also be used to support other ISDN bearer services such as frame relay, frame switching, CCITT
X.31, etc.

The B channel’s bearer characteristics in the IEEE 802.9 environment are identical to that of the ISDN
B channel. The B channels are primarily intended for the provision of PCM voice but could be used to
provide any 64 kb/s (or rate-adapted to 64 kb/s) isochronous voice or data services. Among such services
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would be circuit-mode data supporting: unrestricted 64 kb/s information transfer, restricted 56 kb/s
information transfer capability, asynchronous data using rate adaption, asynchronous data via CCITT X.3
packet assembler disassembler (PAD) and CCITT X.25, synchronous (SDLC, HDLC, etc.) via rate adaption,
and facsimile support; and packet mode data intended for the ISDN network.

A C channel is a wideband isochronous channel that can support both circuit-mode and packet-mode
services to which the interface provides access. A C channel whose bandwidth is configured to be 64 kb/s in
size is identical to a B channel. Typical examples of C channel applications would include access to image
and video services as well as access to ISDN wideband services.

To support existing terminals and stations on the ISLAN interface, use is made of terrninal adaptors (TAs).
Since the TA will depend on the native mode subnetwork being adapted to the IEEE 802.9 interface, a
family of TAs is expected to result. This will facilitate interworking with the installed base while making it
possible for such stations to make use of new IS applications.

5.3 Layers and layer service boundaries

The IEEE 802.9 ISLAN model and its relationship to-the open system interconnection (OSI) reference
model of the International Organization for Standardization (ISO) is illustrated in figure 5-3.

The scope of this standard covers the Data Link and PHY Layers for information transfer. It should be noted
that CCITT Q.931, which is a Layer 3 protocol. is used for call control. The Data Link Layer protocols are
defined over the packet channels, i.c.. the D and P channels The PHY Layer considerations apply to all of
the channels—both packet and isochronous. :

With respect to the Data Link Layer protocols, there are three types of information channels: the IEEE 802.9
P channel, isochronous channels, and the ISDN D channel. The Link Layer for the P channel consists of the
IEEE 802.9 MAC sublayer together with the IEEE 802.2 LLC sublayer. The ISDN D channel services
require use of the LAPD protocol at the Link Layer. The isochronous channels, the B and C channels, may
use a Layer 2 and higher layer protocol, as appropriate, for the type of service that is being provided over the
channel for the given data, voice, or video communication application. Note that isochronous service may
not conform to the OSI stack of protocols (e.g., voice encoding streams).

The packet and isochronous channels are multiplexed at the HMUX sublayer. Thus, the physical frame
contains the P, C, B, D, and access control (AC) channels, but the MAC described in this standard is the
protocol defined for the P channel.

The Data Link and PHY Layers have an interface to management (MT). From a modeling perspective, each
layer (or sublayer) has its individual layer management entity (LME). The combination of the individual
LMEs interacting with the system management application process is described as the management entity.

The layers interact by way of well-defined interfaces to provide specific services.
5.3.1 Data Link Layer

The role of the Data Link Layer (DL) is to provide for the transparent and reliable transfer of data link
protocol data units (PDUs) between peer data link entities. The functions provided are as follows.

a)  Frame delimiting. The capability to indicate where the data link PDU begins and ends. This involves
the recognition of a sequence of octets transmitted/received in the P channel of the IEEE 802.9 PHY
Layer as a MAC frame.

b)  Transparency. The capability to transfer a PDU regardless of content, format, or coding.
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Figure 5-3—Relationship of ISLAN interface model to OSI reference model

c) Addressing. The capability to identify the data link service access point (SAP) to which a data link
connection is established and, where mulnpomt links are involved, the capability to differentiate
among the various connections.

d)  Error control. The capability to detect errors and, possibly, recover from errors resulting from the
physical medium. These errors include loss, corruption, insertion, and misordering.

e)  Flow control. The capability of the receiving DL entity to regulate the rate at which the sending DL
entity may send data link PDUs.

f) Medium management. The capability to use the physical medium for the exchange of PDUs among
multiple stations. This consists of medium allocation, adaptation, and medium recovery. Medium
allocation provides access to the medium for multiple stations, provides for the efficient utilization
of the medium, provides for the release of the medium, and takes care of logical additions and
removals of stations. Adaptation involves any scheme, such as the use of a PAD to ensure minimum
frame length, to enable the proper functioning within the medium. Medium recovery restores the use
of the medium following malfunction of the allocation scheme. With the star-wired topology of
connecting a workstation to the AU, this recovery function becomes very simplified.

g) Procedures for the exchange of data link PDUs.
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In the IEEE 802.9 model, three different types of DL services are supported:

— For the isochronous channels (B and C), the DL services are dependent on the application, and
therefore this standard does not address the DL.

—  For the D channel, the DL services comprise the services provided by LAPD.

— For the P channel, the DL services consist of the services defined by IEEE 802 for packet
communication. The service identification (SID) field carries information that serves as a selector
function to activate the appropriate MAC convergence functionality at the receiver (see 6.6.3).

In the IEEE 802 model, the DL services are provided by the MAC and the Logical Link Control (LLC)
sublayers.

The relationship of the DL to the other layers and the variety of services provided are shown in figure 5-3.
5.3.1.1 LLC sublayer

The LLC sublayer constitutes the top sublayer in the-DL and is common to the various medium access
methods that are defined and supported by IEEE 802. It is responsible for the initiation of data link control
interchange, organization of data flow, the interpretation of received command PDUs and generation of
appropriate response PDUs, and actions regarding error control and error recovery functions, as needed in
that sublayer. The LLC sublayer is responsible for the management of LSAP addressing. Figure 5-4 depicts
the relationship between the LLC sublayer and the other layers.
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Figure 5-4—General overview of the Data Link Layer model for the IEEE 802.9 interface

5.3.1.1.1 LLC/MAC service boundary

The interface between the MAC sublayer and the LLC sublayer includes facilities for transmitting and
receiving frames, and provides peer-operation status information for use by higher-level error recovery

procedures.
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5.3.1.2 MAC sublayer

The MAC sublayer provides for the transparent transfer of LPDUs of a specified maximum size to and from
the LLC sublayer. It does not restrict the content, format, or coding of the LPDU. It has interfaces to the
LLC and the HMUZX sublayers, as well as to management. Figure 5-4 describes the relationship between the
MAC sublayer and the other layers.

The IEEE 802.9 MAC sublayer provides MAC frame delimiting, transparency, MAC addressing, error
detection, and access control between the ISTEs and the AU.

5.3.1.2.1 MAC/MT service boundary

The interface between the MAC sublayer and layer management includes facilities for MT to monitor and

control operations of the MAC sublayer, in the service of a system management application process
(SMAP).

5.3.1.2.2 MAC/physical service boundary

The interface between the MAC sublayer and the PHY Layer includes MAC framing signals and access
control information for exchanging a pair of serial bit(symbol) streams between the two layers.

5.3.1.2.3 MAC/HMUX service boundary

As shown in figure 5-5, the HMUX sublayer, in the transmit direction, receives an IEEE 802.9 MAC frame
from the MAC sublayer to be carried in the Pchannel payload. The access is governed by the P channel
access control method described in Chapter 8. The P channel access control information also passes across

~ this boundary. In the receive direction, the P channel payload as well as the P channel access control
information is passed from the HMUX sublayer to the MAC sublayer.

Both the Pchannel itself and the access control channel at the MAC/HMUX service boundary are
isochronous bearer channels. In this respect, they are distinct from the isochronous services provided by the
IEEE 802.9 PHY only in so far as they are separate channels with distinct SAPs.

5.3.1.2.4 Isochronous Layer 2/HMUX service boundary

As shown in figure 5-5, the HMUX sublayer transmits and receives C channels and B channels to and from
the isochronous Layer 2. : :

An interface specification is provided in 9.2.4 that describes the logical signals that provide the isochronous
service. These signals include information for distinguishing the transmit and receive information into
separate channels, information to assist in framing (octet alignment), and timing information. To ensure a
high degree of product interworking and vendor independence at the IEEE 802.9 isochronous service
interface to the PHY layer, a description of the signals that implement this service is provided.

5.3.1.2.5 LAPD/HMUX service boundary

As shown in figure 5-5, the HMUX sublayer transmits and receives D channel information to and from the
LAPD Layer. The D channel supports the signalling required to establish, maintain, and release CCITT
ISDN call connections for bearer service.

The architectural support in IEEE 802.9 for scalable multiple independent services calls for flexible
nondisruptive channel and bandwidth changes. In addition, the D channel supports extensions required to
the CCITT Q.93x signalling protocols for the support of dynamic bandwidth allocation.
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Figure 5-5——IEEE 802.9 ISLAN interface configuration

Chapter 11 and annex D describe the procedures and messages related to the dynamic bandwidth allocation
of the 802.9 TDM payload.

5.3.2 PHY Layer

The PHY Layer performs functions such as multiplexing the multiple bit streams, adding and removing
TDM framing and synchronization information, and providing access to the transmission medium. As
shown in figure 5-3, the PHY Layer is subdivided into the HMUX, physical signalling (PS), and physical
medium dependent (PMD) sublayers.
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A more detailed model of the PHY Layer is shown in figure 5-5. The functions of each sublayer and the
interfaces between the sublayers are described in the following subclauses.

5.3.2.1 HMUX sublayer

The highest sublayer within the PHY Layer is the HMUX sublayer. This sublayer processes the contents of
the hybrid multiplexer control (HMC) field in the IEEE 802.9 physical TDM frame. This sublayer provides
an interface to the IEEE 802.9 MAC sublayer for the P channel and provides an interface to the user
interface of the IEEE 802.9 isochronous services. One of the transmit functions of the HMUX sublayer is to
multiplex streams of information from the higher layers and from the HMUX layer management into a
single stream of octets for acceptance by the PS sublayer. The HMUX sublayer additionally demultiplexes
the stream of octets received by the PS sublayer into a set of channels, each directed to an appropriate higher
layer SAP. Finally, the HMUX sublayer provides the functionality needed to dynamically modify the
allocation of the PS sublayer’s TDM slots to connect and disconnect individual “N X 64 kb/s” channels
without disrupting the activity of other channels.

5.3.2.1.1 HMUX/MT service boundary

The interface between the HMUX sublayer and MT includes template synchronization information for a
dynamic bandwidth allocation of the P and C channels, generated through the bandwidth management
service procedure. The information is mapped and multiplexed onto the HMC field of the TDM frame and
transferred to the other peer. The interface also provides for the exchange of HMUX mode parameters.

5.3.2.1.2 HMUX/PS service boundary

The interface between the HMUX sublayer and the PS sublayer conveys the multiplexed information stream
composed of P channel, P channel access control information, HMC, D channel, B channels, C channel(s),
maintenance information, reserved field information, and timing information.

5.3.2.2 PS sublayer

The PS sublayer is responsible for interfacing between the HMUX sublayer and the PMD sublayer. As such,
the PS sublayer is responsible for applying required processing to the multiplexed bit stream and the
received bit stream before transmitting them to the PMD sublayer and the HMUX sublayer, respectively.
The PS sublayer has an interface to layer management. i

As shown in figure 5-5, the PS sublayer is-responsible for a variety of functions. In the transmit direction, it
completes the formation of an entire TDM frame by appending maintenance information, calculating parity,
adding the resulting parity bit, scrambling the bit stream, and appending framing information. In the receive
direction, the PS sublayer is responsible for establishing frame synchronization and removing the framing
information field. The PS sublayer is responsible for the descrambling function and the parity check function
on the received information stream, and for passing maintenance information on to layer management.

5.3.2.2.1 PS/MT service boundary

The interface between the PS sublayer and MT includes the maintenance information, such as activation/
deactivation, remote loopback, the bit check result, and the framing status. The framing establishment and
other conditions related to receiver function may be used to define PHY READY/NOT READY.
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5.3.2.2.2 PS/PMD service boundary

The interface between the PS sublayer and the PMD sublayer is defined in terms of the bit stream forming a
complete IEEE 802.9 TDM frame. The service characteristics include quality of service (QOS) parameters.
These QOS parameters include but are not limited to:

a)  Single bit error (BER) and clock slips (Note that clock slips will be designated in terms of “data
invalid.” The data invalid signal may be presented 1 or 2 clock times later than the actual
occurrence.)

b)  Bit error clustering

c)  Sublayer delay characteristics
Figure 5-6 illustrates the signal communication between the PS sublayer and the PMD sublayer.
5.3.2.3 PMD sublayer

The PMD sublayer provides the electrical interface-to the physical medium. Included under the PMD
sublayer are the functions necessary to connect the interface to the medium (UTTP in this case). Specifically,
the PMD sublayer defines the medium dependent encoding method, the transmitter and receiver, physical
cable and connectors, and other related issues. The PMD sublayer has an interface to layer management.

The IEEE 802.9 PS/PMD service boundary specification supports multiple media dependent sublayers.
Therefore, multiple PMD definitions are possible. In this standard, two separate PMD specifications are
described supporting two distinct premise distribution loop length configurations. The operational properties
of the PMDs describe the properties and functionality for the transmitter and the receiver. This functionality
includes a description of the pulse mask, transmitter output power spectrum and impedance characteristics,
receiver input impedance characteristics. and the crosstalk and impulse noise requirements. This standard
specifies the PMDs for:

— 4.096 Mb/s aggregate rate at 450 m
— 20.480 Mb/s aggregate at 135 m

5.3.2.3.1 PMD/MT service boundary

The interface between the PMD sublayer and MT includes the maintenance information, such as local
loopback at the PMD/media interface.
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6. Frame structure

6.1 Overview

This standard provides for two types of frames: the Physical (PHY) Layer’s synchronous time division
multiplexed (TDM) frame and the Link Layer’s medium access control (MAC) frame.

6.1.1 TDM frame

The TDM frame structure is a set of octets which together form the contents of the P, C, B, and D channels
along with the synchronization, control, and maintenance information. The frame is generated
synchronously every 125 ps. Architecturally, this standard provides for the use of line rates that are a
multiple of 4.096 Mb/s, thereby affording the opportunity to effect a reach/rate tradeoff within the standard.
In this standard, two rates are specified: 4.096 Mb/s and 20.48 Mb/s. Respectively, these TDM frames
contain 64 octets and 320 octets. These specific rates are each supported by their own physical medjum
dependent (PMD) sublayer specifications which are separately described in Chapter 9.

6.1.2 MAC frame

The MAC frame is delimited from the information carried within the P channel when signalled to do so, or
by the access control (AC) channel. These asynchronously delivered MAC frames are separated by padding
interframe “idle” octets.

6.2 Numbering convention

The basic convention used for grouping bits is illustrated in figure 6-1. The bits are grouped into octets. The
bits of an octet are shown horizontally and are numbered from 0 to 7. Multiple octets are shown vertically
and are numbered from O to n-1.
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|
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Figure 6-1—Format convention
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It should be noted that the CCITT Recommendations use a bit ordering that is numbered from 1 through 8
within an octet.

6.3 Order of bit transmission

In general, within an octet of an ordinary field, bit O is the first bit to be transmitted.
6.3.1 Order of bit transmission within FCS field

Within an octet of the FCS field, bit 7 is the first bit to be transmitted.

6.4 Order of octet transmission for fields which span more than one octet
In general, octets are transmitted in ascending numerical order. Octet 0 is the first octet to be transmitted.
6.4.1 Field organization

When a specific field has more than one octet, the transmission of bits shall obey the following field
organization.

Assume that a field consists of two octets with the MSb labeled as bit 15 and the LSb labeled as bit 0. The
MSB (octet) is organized with the Msb containing bit 15 and the Lsb containing bit 8. Similarly, the LSB is
organized with the Msb containing bit 7 .and the LSb containing bit 0. The order of transmission shall be:

bits 8,9, 10,11, 12, 13, 14, 15,0, 1,2, 3,4,5,6, 7

To accomplish this order of transmission, octet O will contain bits 15, 14, 13, 12, 11, 10, 9, 8; in the bit
positions of 7, 6, 5, 4, 3,2, 1, 0. Octet 1 will contain bits 7, 6, 5, 4,3, 2, 1, 0; in the bit positions of 7, 6, 5, 4,
3,2, 1,0, respectively.

6.4.2 Order of octet transmission for FCS octets

For the FCS field, the high numbered octet is sent first. Then the remaining octets are sent in descending
order. ' '

6.5 TDM frame structure
6.5.1 Overview

The following subclauses overview the frame structure for the IEEE 802.9 TDM frame. Chapter 9 defines
the details of these structures and the procedures for the use thereof.

6.5.2 TDM frame format

Figure 6-2 illustrates the TDM frame format. The TDM frame shall have a 125 us cycle period. Within the
frame, octet-based fields are defined. The fields contained in the TDM frame are as follows:

a)  Synchronization (SYN)

b) TDM maintenance field (TDM_MTN)
¢)  Hybrid multiplexer control (HMC)

d) Reserved field

e) D channel (D)
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f)

B1 channel (B1)

g) B2 channel (B2)
h)  Access control (AC)
i) Payload [for carrying information for the C channel(s), and the P channel]
OCTETS
0 1 2 3 4 5 6 7 8 | | n—
TDM
SYN ME':'N HMC RES D B1 B2 AC PAYLOAD

Figure 6-2—TDM frame format

Note that at medium rates above 4.096 Mb/s, it may be necessary to repeat the AC field at a periodic rate of

“«.

every “n

2

octets to minimize the buffer requirements-at the transceiver and to improve the access response

time. The value of “n” is a matter for further study.

6.5.3 Synchronization field

This field is used for the purpose of establishing syncﬁronizatiﬁn between the ISTE and the access unit (AU)
with respect to the exchange of the physical TDM frame. This SYN field occupies the first octet of the TDM

frame.

The synchronization field is illustrated in figure 6-3.

BITS
7 6 . 5. .4 3 2 1 0
RESERVED FRAME ALIGNMENT WORD (FAW)

Figure 6-3—TDM frame’s synchronization field

The synchronization pattern transmitted by the AU to the ISTE is asymmetric to the pattern transmitted by
the ISTE to the AU so that the data stream will avoid misalignment caused by crosstalk noise. The frame
alignment word (FAW) transmitted by the AU to the ISTE shall be:

where the least significant bit of the FAW (bit 0) is transmitted first.
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The FAW transmitted by the ISTE to the AU shall be:

where the least significant bit of the FAW (bit 0) is transmitted first.

Bit 7 is reserved for future standardization use. It shall be transmitted as a logic “0,” and ignored upon
receipt by both the ISTE and the AU. This bit has been reserved for the function of a multiframing bit. In
particular, these multiframing procedures are proposed to assist in the ability of the IEEE 802.9 interface to
support subrate channels. The use of this bit is a matter for further study. The use of this bit for a proprietary
application may lead to incompatibilities with future versions of this standard.

The procedures for the synchronization operation are defined in 9.3.1.

6.5.4 TDM maintenance (TDM_MTN) field

This field is used to transmit local PHY Layer status and control information to the far end of the link. In the
PS sublayer’s transmitter, maintenance information is received from the layer management entity (LME)
and multiplexed into the outgoing bit stream to be transmitted to the far.end of the link. In the PS sublayer’s

receiver, this field is demultiplexed out of the incoming bit stream and presented to the LME.

This TDM_MTN field resides in the second octet of the TDM frame. The field is encoded as shown in
figure 6-4.

BITS

RES RLBRESP RLBREQ LLB LOCK | PERR | PODD | PEVN

Figure 6-4—TDM frame’s TDM_MTN field
The summarized list of functions for the TDM_MTN field is given in table 6-1.

The functions of the bits encoded in this field are defined in 9.3.5. The initialization procedure involving the
TDM maintenance field is defined in 9.3.7. The loopback procedures involving the TDM maintenance field
are defined in 9.3.9.

6.5.5 Hybrid multiplexer control (HMC) field

The IEEE 802.9 ISLAN interface supports multiple isochronous applications as well as provides an 802-
based packet service and other framed services over the P channel. The principal negotiation mechanism for
providing configuration management of the isochronous channels within this payload component is through
the use of the CCITT Q.93x family of signalling protocols (see Chapter 11 and annex D). However, it is
important to note that the reconfiguration of the bandwidth in the TDM frame shall be synchronized between
the AU and the ISTE. The HMC field contains the control information that effects the synchronization and
determines the D channel rate (16 kb/s or 64 kb/s).
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Table 6-1—Functional summary of TDM_MTN field

Name Function Value

RES Reserved Transmitted as 0 and
ignored upon receipt)

RLBRESP Remote loopback response 0=Deactivated
1=Activated

RLBREQ Remote loopback request 0=Deactivate request
1=Activate request

LLB Local loopback status O=Deactivated
1=Activated

LOCK Local receiver frame status 0=Unlocked
1=Locked

PERR Local parity check status 0=Passed

) 1=Failed
PODD Cumulative odd bits parity checksum (x)
PEVN Cumulative even bits parity checksum x)

This HMC field resides in the third octet of the TDM frame. The field is encoded as shown in figure 6-5.

BITS

DCR

RESERVED MODE

TXC HMF

Figure 6-5—TDM frame’s HMC field

6.5.5.1 D channel rate select bit (bit 7)

The D channel rate select (DCR) bit is a single control/status bit employed in the HMC field to notify the
HMUX sublayer about whether the D channel is to operate in a 16 kb/s (Dyg) or a 64 kb/s (Dg,) mode of
operation. When the D¢ option is selected, the HMUX sublayer shall apply the transmitted information in
the two least significant bits of the D channel. The six more significant bits of the D channel shall be set to
“0” as this bit stream is applied toward the PMD transmitter.

The bit encoding is described below.

Bits

7

0 D¢ operation
1 Dg4 operation
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6.5.5.2 Reserved bits (bits 6 and 5)

These bits are reserved for future standardization use. Since the entire HMC field is considered to be
delivered to the peer entity as a part of the service agreement of the HMUX sublayer to its LME and its
adjoining Layer 2 uses, the contents of this field shall be delivered to the peer entity. These bits shall be
transmitted as a logic “0,” and ignored upon receipt by both the ISTE and the AU. The use of these bits for a
proprietary application may lead to incompatibilities with future versions of this standard.

6.5.5.3 Template identification MODE bits (bits 4, 3, and 2)

Template identification MODE bits are used to designate a bandwidth allocation format or “mode” by which
the ISTE and AU communicate for the allocation of bearer service across the IEEE 802.9 interface. The
modes describe degrees of flexibility with respect to how bandwidth is allocated. These modes vary from a
single service (IEEE 802 only) to a more involved fully dynamic CCITT Q.93x message-based approach for
bandwidth management.

The purpose of the modes is to allow lower functionality equipment to enjoy the utilization of the channel
structures without having to engage in a fully dynamic network management scheme.

Each mode of operation can be described as a template of the channel configuration of the IEEE 802.9 TDM
frame operation. The location of the C channel(s) isochronous bandwidth effectively determines the
P channel bandwidth since the unallocated isochronous bandwidth may revert to the P channel MAC
transport.

A more complete functional description of the modes is provided in annex E.

The bit encoding is described below.

Bits

432

0 0 0 Mode 0 - IEEE 802 bearer service only

001 Model-ISDN basic rate bearer service only

01 0 Mode?2-IEEE 802 bearer service and ISDN BRI service only

011 Mode 3 - Multiservice dynamic bandwidth management that is controlled by CCITT Q.93x
1 00 Reserved for future IEEE 802.9 standardization

101 - g

110 -

1 11 Reserved for future IEEE 802.9 standardization

Mode 0 is a template that describes IEEE 802 bearer service only. In this mode, the terminal equipment has
a need to use only the “802 LAN” component of the bandwidth. Thus, only the P channel portion of the
bandwidth is actively used. The need for the support of the ISDN CCITT Q.93x based signalling shall be
limited to the minimum functionality as defined in the local bandwidth management procedures. These
management procedures are a matter for further study.

Mode 1 is a template that describes ISDN basic rate service only. In this mode, the terminal equipment uses
only the “ISDN Basic Rate” component of the bandwidth. Thus, only the fixed D channel, B1 channel, and
B2 channel portion of the bandwidth are actively used. The P channel and C channels are not available for
use. CCITT Q.93x based signalling is essential for the negotiation of call setup for the establishment of
circuit-switched and packet-switched channels.

Mode 2 is a template that describes an interface which supports IEEE 802 bearer services and ISDN basic
rate bearer services only. This may be thought of as a concatenation of Mode 0 and Mode 1 capabilities.

46

Juniper Ex 1032 - 56
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



|IEEE
AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994

Mode 3 is a template that describes a fully dynamic service where the bandwidth of the interface is governed
by CCITT Q.93x. This is an environment where the complete set of ISDN and IEEE 802 LAN services may
be simultaneously supported.

A detailed description of the interoperability of terminal equipment that supports different modes is
provided in 9.2.3.1.

6.5.5.4 Template exchange notification bit (bit 1)

The template exchange notification (TXC) bit is a single status bit employed in the HMC field to notify the
peer HMC entity that it has effected a reconfiguration of channel bandwidth assignment as specified by the
CCITT Q.93x management/signalling messages from the AU.

In a minimum configuration, the ISTE and AU may alternatively specify an identifier (MODE) which
specifies a template. This template is essentially a map that describes the specific aggregate channel

configuration. The procedures for TXC are defined in 9.17.

The bit encoding is described below.

Bit
i

0 Template exchange (reconfiguration) not complete
1 Template exchange complete

6.5.5.5 HMUX multiframing bit (bit 0)

The HMUX multiframing (HMF) bit is:used to guard template exchange timing integrity. The HMF bit is
asserted in the HMC field of every eighth TDM frame. It provides a multiframing pattern by which peer
HMUX sublayers can synchronize their actions. The procedures for this multiframe operation are defined in
9.14 through 9.16. ~

6.5.6 Reserved field
This field resides in the fourth octet of the TDM frame.

These bits are reserved for future standardization use. Since the entire reserved field is considered to be
delivered as part of the service agreement of the HMUX sublayer to its LME and its adjoining Layer 2 uses,
the contents of this field shall be delivered to the peer entity. These bits shall be transmitted as a logic “0,”
and ignored upon receipt by both the ISTE and the AU. The use of these bits for a proprietary application
may lead to incompatibilities with future versions of the IEEE 802.9 ISLAN standard.

6.5.7 D channel field
This field resides in the fifth octet of the TDM frame.

The IEEE 802.9 D channel provides for both a 16 kb/s basic rate interface (BRI) and also for a 64 kb/s
primary rate interface (PRI) ISDN bearer service. It is not ISDN conformant at the PHY Layer (CCITT
1.430) but it does provide, at the IEEE 802.9 PHY Layer isochronous service interface, the capability of
delivering ISDN-conformant higher layer (Layer 2 and above) services over the IEEE 802.9 interface. The
use of the D channel may be restricted to conveying signalling information only in some applications. In this
situation, the ISDN CCITT Q.93x message set is extended to support the establishment (disestablishment) of
IEEE 802.9’s additional isochronous services. All information in the channel is packetized using the CCITT
Q.93x family of protocols.
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For the 16 kb/s configuration, the D channel information shall be transmitted across bit positions 0 and 1 of
octet 4 of the TDM frame. Bits 2 through 7 shall be set to “0” by the transmitter and ignored by the receiver
for 16 kb/s operation.

6.5.8 B1 channel field

This field resides in the sixth octet of the TDM frame.

The B1 channel provides a 64 kb/s, duplex isochronous access. This channel may support all ISDN bearer
services. The information on the B1 channel may be nonswitched or either circuit or packet switched
depending on user request and network capabilities.

6.5.9 B2 channel field

This field resides in the seventh octet of the TDM frame.

The B2 channel provides a 64 kb/s, duplex isochronous access. This channel may support all ISDN bearer
services. The information on the B2 channel may be nonswitched or either circuit or packet switched
depending on user request and network capabilities.

6.5.10 Access control (AC) field

The AC field carries information relating to the MAC for the request/grant arbitration procedure used in
governing access to the P channel for MPDU transport.

The AC field resides in the eighth octet of the TDM frame. The field is encoded as illustrated in figure 6-6.

BITS

RESERVED SECURE REQ3 | REQ2 | REQ1 | GRANT| SOF

Figure 6-6—TDM frame’s access control field

6.5.10.1 Reserved bits (bits 7 and 6)

These bits are reserved for future use within the IEEE 802.9 ISLAN standard. Since the AC field is
considered to be delivered to the peer entity as a service, the contents of this field shall be delivered to the
peer entity. These bits shall be transmitted as a logic “0,” and ignored upon receipt by both the ISTE and the

AU. The use of these bits for a proprietary application may lead to incompatibilities with future versions of
this standard.

6.5.10.2 Secure information bit (bit 5)

This field is reserved for use as a secure exchange PHY control signal for the establishment of isochronous
services between the AU and the ISDN WAN. The procedures for a security exchange mechanism at the
PHY sublayer are a matter for further study. It has been proposed that the secure access exchange utilize a
CCITT Q.93x management message as derived from the Codeset 7 message set. Since the details of this
feature remain under investigation, this physical exchange bit has been reserved as an alternative
communication transport method. Annex G describes an optional set of procedures for an ISTE security
management entity to access a secure control device (SCD) via the exchange of information in this field.
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The bit encoding is described below.

Bits
5

0 No security
1 Invoke security

6.5.10.3 Request bits (bits 4, 3, and 2)

The request bits (REQ3, REQ2, and REQ1) are used to provide an indication of physical access priority as
the ISTE requests access of the shared resources in the AU. Note that although the IEEE 802.9 topology is
modeled as a direct star-wired connection from each ISTE to the AU, the AU may support many ISTEs,
which are each sharing a finite set of resources in the AU. A range of AU designs and capabilities can be
implemented supporting IEEE 802.9°s service model and interface architecture. Individual AU designs will
involve different degrees of either shared processing, shared memory, or bus bandwidth. Concurrent support
for multiple ISTEs requires that the AU implement some arbitration process to manage the use of the
available AU’s shared resources. Furthermore, support for IEEE 802’s multiple priority levels requires that
fair mediation among multiple ISTE requests for access.to the AU’s resources be employed. The request bits
are, therefore, used to request access to the shared AU resources with these different priorities.

Figure 6-7 illustrates the ISTE application management scenario wherein two or more types of applications
(co-resident on the ISTE) are targeting the P channel for use. The application management entity has the
ability to direct that applications I, 2, and 3 are able to prioritize its request into a low, medium, and high
request priority. These three levels of priority will be translated by the IEEE 802.9 MAC management into
the request bits of the AC ﬁeld

With reference to figure 6-7, the frame control (FC) priority is a part of the MAC and is a separate
mechanism from the AC priority. The AC priority deals with physical access of service in the AU, while the
FC priority allows for interworking with the network-side LAN. Refer to 6.6.5 for a more detailed
description of the FC field.

Note that request priority is needed for communication that is to be sent from the ISTE toward the AU. It is
not needed in the direction of communication from the AU toward the ISTE.

The bit encoding is described below.

Bits

432

0 0 0 Norequest

0 1 1 = Request priority #1 (Low)

1 01 Request priority #2 (Medium)
1 1 0 Request priority #3 (High)

Any other value is considered an invalid request.

In a multiported AU design, the AU shall support three priority buffers (low, medium, and high) for each
port that is connected to the AU in order to support the AC priority mechanism.

Refer to 8.3 for a more detailed description of the procedures involved with the exchange of these bits.
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Figure 6-7—Example of AC ﬁeid priority
6.5.10.4 FC priority to AC priority mapping

The application management entity in the ISTE is presented with two priority mechanisms—AC priority and
FC priority—to manage as it effects a quality of service across the IEEE 802.9 subnetwork. Figure 6-8
illustrates the potential combinations of mapping of FC priority into AC priority as the LLC PDU is
presented with an FC priority for LLC-to-MAC mapping and an AC priority for MAC-to-PHY mapping.

The most general situation allows for the ability of the application entity to assign the FC priority
independently of the AC priority per the following algorithm:

ACpriority = fIayer-mgmt (FCpriority)

This form of flexibility is excessive. Therefore, the FC priority to AC priority association mapping in
figure 6-9 is recommended for layer management provisioning.

The ISTE management entity can prioritize these packet-based applications with several levels of priority.
Within each of these communications-oriented applications, there may also be layer PDUs with different
levels of priority. When one or more of these applications, as illustrated in figure 6-7, uses the IEEE 802.9
MAC to convey an ISO/IEC 10039 MAC frame, the LLC will prioritize the multiple application service
queues and offer them to the IEEE 802.9 and LPDU with an appropriate level of priority.
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RESOURCE MANAGEMENT MAPPING

ACPRIORITY FC PRIORITY
HIGH B AR 0TO7
MED D iEEEE— 0TO7
LOW e EEEE— 0TO7

Figure 6-8—Priority resource management mapping combinations
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Figure 6-9—Recommended layer management mapping of FC priority into AC priority

When the multiple applications use different Layer 2 protocols on top of the IEEE 802.9 MAC, the service
identifier (SID) provides a means of service discrimination. If the ISTE Layer 2 request is for an ISO/IEC
10039:1991-conformant MAC service, then the IEEE 802.9 MAC will invoke the AC request/grant protocol
with a high, medium, or low priority encoding that is mapped onto the Layer 2 request. The value that will
be inserted into the subsequently transmitted IEEE 802.9 MAC frame’s FC field will be as shown in
figure 6-9. In the case of support of multiple Layer 2 packet services (e.g., ISO/IEC 10039 and LAPD
frames), it is a matter for further study as to how or whether future extensions to this standard will provide
MAC arbitration of multiple concurrent service requests. The encodings of the AC field request bits, the
SID, and any other FC field parameters to satisfy this type of concurrent service request are also matters for
further study.
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6.5.10.5 Grant bit (bit 1)
This bit is transmitted as a logic “1” when a P channel packet can be received, and as a logic “0” otherwise.

The bit encoding is described below.

Bit

1

0 No grant
1 Grant

Refer to 8.3 for a more detailed description of the procedures involved with the exchange of this bit.
6.5.10.6 Start-of-frame bit (bit 0)

The start-of-frame (SOF) bit is a single status bit employed in the MAC frame delimiting operation which
notifies the receiver that this INFO field of the MAC frame is the beginning portion of an MPDU.

This bit indicates the starting point of a new MAC frame. This bit is transmitted as a logic “1” when the first
bit of a MAC frame is transmitted in the following P channel payload field in that TDM frame, and as a logic
“0” otherwise. The first bit of a MAC frame is transmitted from the beginning of the P channel payload field.

While the transport of the SOF bit is supported by the Physical transport, the procedures for the support of
this procedure are contained within the MAC procedures. The SOF bit is generated and processed entirely
within the MAC.

The bit encoding is described below.

Bit
0

0 Not start of a MAC frame
1 Start of a MAC frame

This bit is set to logic “1” if this MAC payload unit is the first of a MAC frame. If this MAC payload
is a consecutive segment of the current MAC frame being processed, then this bit is set to logic “0.”
Figure 6-10 illustrates the situation in which a MAC frame (that is awaiting transmission) needs to be
segmented across multiple MAC payload units (or alternatively across multiple TDM frames). In this
example, the MAC frame will be sent out over three successive TDM frames.

The SOF bit is also associated with the request/grant protocol for provision of MAC service. It provides a

timing relationship between request (R) and grant (G). Thus the request/grant protocol is robust with respect
to both flow control and resource allocation.

Refer to 8.3 for a more detailed description of the procedures involved with the exchange of this bit.

6.5.11 Payload field

The payload field is composed of two subfields: the service identification (SID) field and the payload
information field. Figure 6-11 illustrates the payload field.
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Figure 6-10—MAC frame segmentation across multiple TDM frames
OCTETS
8 n-1
SID PAYLOAD INFORMATION

Figure 6-11—TDM payload field
6.5.11.1 SID field

This field exists at the beginning of the packet payload component. It is used to designate the type of service
carried within the packet portion of the payload information field. A more complete description of how this
field is used is provided in 6.6.2.

6.5.11.2 Payload information field

This field contains the information octets of any additional C channels, and the P channel which may be
configured within the available bandwidth of the payload field. Note that the minimum size of the P channel
shall be limited by the application requirements of the topology that represents the connection of the AU to
the backbone LAN application. The support of station management communication will be an important

factor in the characterization of P channel bandwidth size. There shall be only a single P channel allocated
within this payload field. There may be multiple B or C channels allocated within the payload field. From a
signalling perspective, successive allocations of B channels beyond B; and B, will be referred to as
instances of C; channels.
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The procedures for the allocation of this bandwidth are described in Chapter 11.

With the 20.48 Mb/s aggregate rate interface, the payload field will be distributed across five rows. This
enables more efficient use of payload field bandwidth for the situation in which one MAC frame has
terminated and a second MAC frame is queued for transmission. Figure 6-12 illustrates the TDM frame
structure for the 20.48 Mb/s interface.

0 1 2 3 4 5 6
sYN | pom | Hmc | Res D Bt | B2
AC 8 63 OCTETS OF PACKET PAYLOAD SPACE 70
AC 72 63 OCTETS OF PACKET PAYLOAD SPACE 134
ac | 136 63 OCTETS OF PACKET PAYLOAD SPACE 198
ac | 200 63 OCTETS OF PACKET PAYLOAD SPACE 262
AC | 264 6 OCTETS OF PACKET PAYLOADSPACE” 319

Figure 6-12—Example of 20.48 Mb/s TDM frame structure

6.6 Packet frame structure

6.6.1 Overview

The following subclauses define in detail the frame structure for the IS systems using the IEEE 802.9 MAC.
It defines the relative positions of the various components of the MAC frame and defines a method for

representing station addresses. It also defines a method for distinguishing the various LPDUs that the MAC
sublayer may carry.

6.6.2 SID field

This field (located at octet O of the payload frame) designates the type of service provided within the payload
information field. It specifies the type of logical link control (LLC) PDU being carried in the MAC SDU.
The MAC convergence function (see 7.3.2.3) uses this information as a service selector to determine where
to route the information. The following service types have been defined:

— IEEE 802.2 LLC PDU
— ISDN LAPD (CCITT Q.921) PDU

This ISDN LAPD PDU is reserved for the application of a Pp, channel. The use of this method for sending
ISDN D channel information facilitates the architecture wherein the D channel information is passed
transparently within the P channel across a minimum functionality AU. This is an implementation option.

54
Juniper Ex 1032 - 64
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



|EEE
AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994

The bit encoding is described below.
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All other values are reserved for future IEEE 802.9 standardization use.

The encoding of the SID field is designed to provide protection against received bit errors. The bit encoding
of the field is based on encoding 16 code points as a binary value in the odd bits of the field and the bit
inversion of the binary value interleaved in the even bit position within the field. This is graphically
illustrated below.

SID field bit 76 543210
SID encoding a a bb c c d _d
where abcd is the four-bit SID value

If an invalid SID value is received, namely one in which all four odd numbered bit values are not an exact
inversion of the four even numbered bit values, a layer management action LM-SID-ERROR is invoked and
the MAC convergence function ignores subsequent received information until a valid SOF and SID
sequence are subsequently detected.

6.6.3 ISLAN MAC frame format
Figure 6-14 shows the fields of the MAC fr;;ime. It consists of the following:

a)  The length field = 2 octets

b) The frame control (FC) = 1 octet

¢) The destination address (DA) = 6 octets

d) The source address (SA) = 6 octets

e) The MAC information (contains the LLC PDU)
f)  The frame check sequence (FCS) = 4 octets

The entire MAC frame (consisting of length, FC, DA, SA, information, and FCS fields) shall not exceed
5119 octets. All of the fields are of fixed sizes except for the MAC information field, which may contain an
integer number of octets not exceeding a maximum value of 5100 octets. The minimum size of the MAC
frame shall be 19 octets.

Relative to figure 6-13, the octets of the MAC frame are transmitted from left to right.

OCTETS
2 1 6 6 4
LEN FC DA SA INFORMATION FCS

Figure 6-13—MAC frame format
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6.6.4 Length field

The length field is located in octets 1 and 2 of the MAC frame, and indicates the total octet count in the
MAC frame, excluding the SID, length, and FCS fields. The starting point of the MAC frame is provided in
the AC field of the TDM frame as described in 6.5.2; the end of the MAC frame is calculated using the
length field information.

The format of the length field is illustrated in figure 6-14. The most significant three bits (bits 15, 14, and 13)
are reserved. These bits shall be transmitted as a logic “0,” and ignored upon receipt by both the ISTE and

the AU. The use of these bits for a proprietary application may lead to incompatibilities with future versions
of this standard.

BITS
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O

0 0 O LENGTH

Figure 6-14—MAC length field
6.6.5 FC field
The FC field (located at octet 3 of the MAC frame) designates the priority of the MAC frame. This priority
is used by the AU when it maps a MAC frame from the IEEE 802.9 subnetwork over the LAN backbone

network. Refer to 6.5.10.4 for details of the relationship between the FC field encoding and the AC field
encoding for the request priority.

The bit encoding is described below.

-
—

Lowest priority request

—m im0 00O | DWW
—_m OO e = OO
—Oo OO~ O ]| o

Highest priority request

Bits 3 through 7 are reserved for future standardization use. These bits shall be set to logic “0” by the
transmitter.

6.6.6 Address fields

Each MAC frame shall contain two address fields: the destination address field and the source address field,
in that order. The destination address field shall specify the destination addressee(s) for which the frame is
intended. The source address field shall identify the station from which the frame is initiated.
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The representation of each address field shall be as follows:

— Each address field shall contain 48 bits.

— The first bit delivered to/received from the MAC sublayer—the least significant bit (L.Sb)—shall be
used in the destination address field as an address type designation bit to identify the destination
address either as an individual or a group address. In the source address field, the first bit is reserved
and set to “0.” If this bit is “0,” it shall indicate that the address field contains an individual address.
If this bit is ““1,” it shall indicate that the address field contains a group address that identifies none,
one or more, or all of the stations connected to the ISLAN.

— The second bit delivered to/received from the MAC sublayer—the second LSb—shall be used to
distinguish between locally or globally administered addresses. For globally administered (or U for
universal) addresses, the bit is set to “0.” If an address is assigned locally, this bit shall be set to “1.”
Note that for broadcast address, this bit is also set to “1.”

— Each octet of the address field is transmitted LSb first.
A MAC sublayer address is one of the following two types:

a)  Individual address. The address associated with a particular station on the network.

b)  Group address. A multidestination address, associated with one or more stations on a given network.
There are two kinds of multicast address:

1)  Multicast-group address. An address associated by higher-level convention with a group of
logically related stations.

2)  Broadcast address. A distinguished, predefined multicast address that always denotes the set of
all stations on a given network. )

All “1’s” in the destination address field shall be predefined to be the broadcast address. This
group shall be predefined for cach network to consist of all stations actively connected to that
network. All stations shall be able 1o recognize the broadcast address.

The address space shall also be partitioned into locally -administered and globally administered addresses.
The details of this procedure are beyond the scope of this standard but may be available in other IEEE 802

documents.

Figure 6-15 illustrates the address field format for IEEE 802 styled MAC frames.

BITS

G UL 46 BIT ADDRESS

I/G = 0 INDIVIDUAL ADDRESS
I/G =1 GROUP ADDRESS

U/ =0 GLOBALLY ADMINISTERED ADDRESS
U/L =1 LOCALLY ADMINISTERED ADRESS

Figure 6-15—Address field format
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6.6.6.1 Destination address field

The destination address field specifies the station(s) for which the frame is intended. It may be an individual
or multicast (including broadcast) address.

6.6.6.2 Source address field
The source address field specifies the station sending the frame.
6.6.7 MAC information field

The maximum size of a MAC information field shail be 5100 octets. The minimum size of an individual
MAC information field shall be 0 octets. The length of this field is an integer number of octets. If the higher
layer data unit to be transmitted does not consist of an integer multiple of eight bits, the final octet shall be
stuffed with ““0” bits to form a complete octet and maintain octet boundary alignment.

6.6.8 Frame check sequence field

The MSDU field contains a sequence of “n” octets. Full transparency is provided in the sense that any
arbitrary sequence of octet values may appear in the data field up to a maximum to be specified. A cyclic
redundancy check (CRC) is used by the transmit and receive algorithms to generate a CRC value for the
FCS field. The FCS field contains a 4-octet (32-bit) CRC value. This value is computed as a function of the
contents of the LEN, FC, DA, SA, and information fields. The encoding is defined by the following
generating polynomial.

G(x)=x32 + x26 4+ x28 + x22 + x16 4 x12 4 x11 4 x30 1 x84 x7;+ XPrxtrx?ex+1
Mathematically, the CRC value corresponding to a given frame is defined by the following procedure:
a) The first 32 bits of the frame are complemented (perform a logical addition with an all “1’s”

pattern).

b) The “n” bits of the frame are then considered to be coefficients of a polynomial M(x) of degree
“n—1.” The first bit of the SID field corresponds to the x™ 1) and the last bit of the LPDU field
corresponds to the x0 term.

¢) M(x) is multiplied by x32 and divided by G(x), producing a remainder R(x) of degree less than 31.
d)  The coefficients of R(x) are considered to be a 32-bit sequence.
e) The bit sequence is complemented and the result is the CRC.

The 32 bits of the CRC value are placed in the frame check sequence field so that the x>! term is the
leftmost bit of the higher order octet, and the x* term is the rightmost bit of the lower order octet.
The bits of the CRC are thus transmitted in the order x31, x30,..., x1, x0,

6.6.9 P channel idle pattern

When there is no information to transmit, the sending side shall transmit the idle pattern consisting of all “1”
bits; the receiving side shall ignore this information.
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7. Service specification

This chapter describes the services provided at the IEEE 802.9 medium access control (MAC) and Physical
(PHY) interface. It encompasses services provided on the packet channels (i.e., the P and D channels),
services provided on the isochronous bearer channels (i.e., the multiple B and C channels), and
management.

7.1 Packet services
Packet services consist of user information as well as signalling information.

There are two methods for transporting signalling information across an IEEE 802.9 interface. These lead to
different requirements on the service provided by the MAC. The two methods are as follows:

a)  Signalling over the D channel. This information is provided in a channel other than the one over
which the MAC is defined. In this case the support of services other than LLC will be dictated by
whether or not the P channel will be used as a transmission channel for the transport of ISDN bearer
service. In this application, the support of the ISDN bearer service will, very likely, imply the
support of LAPD.

b)  Signalling over the Pp channel. This information is provided within the channel over which the
MAC is defined. Here the support of LAPD by the MAC becomes mandatory. In this case, the
support of ISDN bearer services, which depend on T.APD at Layer 2, is accommodated by the
transport of this signalling information. The requirements for transport of ISDN signalling
information over the Ppy channel are a matter for further study.

7.1.1 LLC/MAC service

The IEEE 802.9 MAC provides services to support data transport between peer MAC service users at the
Logical Link Control (LLC) level. The IEEE 802.9 MAC provides services to support the IEEE 802 data
services and optionally, the signalling used in the provision of ISDN service (Pp channel). The IEEE data
consists of the LLC service data units (SDUs); ‘the signalling information uses LAPD protocol data units
(LLC Type 2). The support of other packet-mode bearer services is a matter for further study.

7.1.2 Detailed specification of the MAC service primitives

ISO/IEC 10039:1991 defines the connectionless service provided by the MAC sublayer entity to peer LLC
entities to permit the exchange of LLC protocol data units (LPDUs), through the use of MAC service data
units (MSDUs). The following description provides a summary of the MAC service primitives; full details
are provided in ISO/IEC 10039:1991.

In an ISLAN, this service is used for the exchange of LPDUs, each containing an OSI Network Layer PDU.
In addition, an MSDU may contain an LPDU, encapsulating a Layer 3 PDU of the CCITT Q.93x family of
signalling protocols. Finally, the MSDU may contain an LAPD PDU encapsulating a CCITT Q.93x or other
PDU. In order to accomplish the delivery of both LPDUs and LAPD PDUs using the MAC service, a MAC
convergence function is defined (see 7.2.3).

The service primitives of the MAC service are as follows:

a) MA-UNITDATA request
b) MA-UNITDATA indication
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All of the information required for the exchange of LPDUSs, submitted by the MAC service user as MSDUs,
is contained within the appropriate service primitive and its parameters. Therefore, no connection setup is
required prior to the exchange of LPDUs.

Each service interaction takes the form of the passing of a service primitive between the MAC service user
and the MAC service provider. The MAC service provider considers each service interaction to be
completely independent from all other such service interactions.

There is no defined flow control service provided across the MAC service boundary by the service provider.

Abstract Syntax Notation 1 {(ASN.1) is used below in the specification of the semantics of the service
primitives as a convenient, precise syntax. This notation is also used elsewhere in the ISLAN service
specification for the definition of the service boundaries presented to the layer management entities (LMEs).
However, it should be stressed that no use of the ASN.1 Basic Encoding Rules is intended or implied.

NOTE—Some of the features of the ASN.1 descriptive language used in this chapter are as follows:
a) The association operator “::=" is interpreted as “is defined as.”

b) The structure “CHOICE?” is a list of members for which one and only one member is to be selected for use.
The members are defined in terms of both a textual name, a “tag” field that is expressed in square brackets,
and a description of the ASN.1 data type. The tag field is expressed as [x] where “x” is the value that would
be used by a common management information protocol (CMIP) management process.

c¢) The structure “ENUMERATED?” is an ordered list of scalar constants. The member reference is via a
combination of abbreviated name and value which is expressed in parentheses, e.g., “act(0).” All members
of an enumerated list are of the same data type. This data type is “integer.”

d) The structure “SET” is an unordered list of specified data types:
e) The structure “SEQUENCE” is an ordered list of specified data types.

7.1.3 MA-UNITDATA request

This primitive defines the transfer of an MSDU from a local LLC sublayer entity to its MAC service provider.

Semantics of the service provider
The semantics of the primitive are as follows:

MA-UNITDATA request::= SEQUENCE {

da [01 Destination-Address
sa (13 Source-Address
data [2] MSDU
pri [3] Priority
}

MSAP-Id::= OCTET STRING (SIZE(6))

Destination-Address::= MSAP-Id

Source-Address: := MSAP-Id

MSDU: : = OCTET STRING

Priority::= INTEGER

Each of the destination address (of the remote MSAP) and the source address (of the local MSAP)
parameters has, as a value, a 48-bit MSAP identifier (or MAC address). This standard does not support the
16-bit MSAP identifier.

The destination address may be either an individual or a group address; the source address is always an
individual address. The group address will be either a broadcast address for all MSAPs in a single LAN or a
multicast address for a subset of the MSAPs in a LAN. Both the destination address and the source address
may be either universally or locally administered.
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The MSDU parameter has, as a value, an octet string which is the LPDU to be transferred to a peer MAC
service user. It shall always contain an integer number of octets within the range bounded by the minimum
and maximum LPDU sizes.

The priority parameter has, as a value, a requested priority for the MPDU transfer. The value may be any
integer value defined as meaningful for the MAC service provider.

When generated

This primitive is generated by the LLC sublayer user of the MAC service whenever it has an MSDU to
submit for the purpose of transferring an LPDU to a remote peer user of the MAC service. This MSDU may
be generated in response to a request from higher layers of protocol or from events that are internal to the
LLC sublayer, such as responses required by Type 2 operations, as defined by ISO/IEC 8802-2:1994.

Effect of receipt

The receipt of this primitive by the MAC service provider shall cause the MAC entity to prefix or append all
MAC specific fields to the MSDU in order to create an MPDU, which will be submitted by the MAC entity
to the PHY Layer for transmission as a stream of symbols. (See the PHY service specification below.)

7.1.4 MA-UNITDATA indication

This primitive defines the transfer of an MSDU from a MAC service provider to its local LLC sublayer
entity.

Semantics of the service primitive
The semantics of the primitive are as follows:

MA-UNITDATA indication::= SEQUENCE {
da [0] Destination address
sa [11] Source address
data [2] MSDU
pri [3] Priority
}

MSAP-Id::= OCTET STRING (SIZE(6))

Destination-Address::= MSAP-Id

Source-Address: := MSAP-Id

MSDU: := OCTET STRING

Priority::= INTEGER

Each of the destination address (of the local MSAP) and the source address (of the remote MSAP)
parameters has, as a value, a 48-bit MSAP identifier (or MAC address). This standard does not support the
16-bit MSAP identifier.

The destination address may be either an individual or a group address; the source address is always an
individual address. The group address will be either a broadcast address for all MSAPs in a single LAN or a
multicast address for a subset of the MSAPs in a LAN. Both the destination address and the source address
may be either universally or locally administered.

The MSDU parameter has, as a value, the LPDU which has been transferred from a remote peer MAC
service user. It shall always contain an integer number of octets within the range bounded by the minimum
and maximum LPDU sizes.
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The priority parameter has, as a value, the priority for the delivered MPDU. The priority specified in the
primitive is the value requested at the remote MSAP, unless this was modified by the MAC service provider,
in which case, the parameter has the modified value.

When generated

This primitive shall be generated by the MAC service provider and passed to the LL.C entity whenever the
service provider has an MSDU to deliver to its local user for the purpose of delivering an LPDU from a
remote peer user of the MAC service. This primitive shall be passed to the MAC service user only if the
MPDU received has been determined by the service provider to be uncorrupted and only if the value of the
destination address parameter is identical to the identifier of the MSAP across which the MA-UNITDATA
indication primitive is to be delivered.

Effect of receipt

The effect of the receipt of this primitive by a MAC service user is determined by the content of the MSDU,
as interpreted by the LLC protocol functions.

7.1.5 PHY service

7.1.5.1 Introduction

This subclause defines an abstract specification of the PHY service which is independent of the
differentiating characteristics of the variety of PHY service users. It therefore specifies one set of services
provided both to users that require an asynchronous, packet-mode transmission service, and to users that
require a synchronous circuit-mode transmission service.

This PHY service specification is an extension to the OSI PHY Layer service, because of the requirement to
provide a timing service to/from the PHY service provider from/to the PHY service user [and a timing
service in the opposite direction at the access unit (AU) when it is synchronized with the synchronous digital
hierarchy of a public/private network]. Timing is required by those PHY service users which are sources/
sinks of information sampled at uniform intervals for transmission in an isochronous channel (e.g., digital
voice applications).

While defining a PHY service that is suitable both for users of an asynchronous service and for users
requiring network timing extraction, the ‘effort has been made to remain as consistent as possible with
ISO/IEC 10022:1990. '

7.1.5.2 Overview of the service

The PHY service provides a single set of PHY Layer services to all sources/sinks of ISLAN information
flows, e.g., the ISLAN MAC, a LAPD entity, other Data Link (DL) protocol entities (e.g. a LAPB entity),
and sources/sinks of information (e.g., voice and video) sampled at uniform intervals for transmission in an
isochronous channel.

The physical medium dependent (PMD) sublayer provides the electrical interface to the physical medium
for the purpose of conveying contradirectional continuous bit streams between the ISTE and the AU. The
physical signalling (PS) sublayer above the PMD forms a cyclic series of octet wide slots to constitute a time
division multiplexed (TDM) frame of 125 ps duration. It is then the function of the HMUX sublayer to
provide a multiplexing and demultiplexing function for channel aggregates of the slots within the TDM
frame. The several services carried within each of these individual bearer channels have a distinct Ph_SAP
that abstractly associates the service with a particular HMUX channel.
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The PMD sublayer provides and delivers a bit stream; the PS sublayer maps this bit stream into a set of slots
within a cyclic TDM frame, thereby providing the isochronous 8 kHz fundamental service; and the HMUX
maps specific TDM frame slots into a set of channels each associated with a specific Ph_SAP. Thus, at the
top of the HMUX sublayer, the service provided at each Ph_SAP by the PHY Layer is the acceptance and
delivery of an isochronous bearer. This layered model of the internal operations of the PHY is graphically
illustrated in figure 7-1. The functions of the HMUX, the PS, and PMD sublayers of the PHY are transparent
to the Physical Layer service user; therefore, the services provided by these three sublayers will be
characterized simply as the PHY service.

LAYER 2 PHY SERVICE USER PACKET AND ISOCHRONOUS PH_SAP SERVICES
HYBRID MULTIPLEXER AGGREGATION OF TDM SLOTS INTO CHANNELS
PHYSICAL SIGNALLING TDM ERAMING AND OCTET ALIGNMENT OF BIT STREAM
PHYSICAL MEDIA DEPENDENT 'BIT STREAM TO ELECTRICAL SIGNAL CONVERSION
TRANSMISSION MEDIUM ELECTRICAL SIGNALS

Figure 7-1—Sublayer model of the PHY service

The services provided by the PHY allow the PHY service user to send and receive information units,
serialized as symbol streams. In the case of the MAC sublayer entity, the information units are MPDUs
exchanged with a peer MAC sublayer entity. In the case of the LAPD entity, the information units are DL
PDUs, defined in accordance with the DL framing rules of CCITT Q.921. In the case of sources of
information sampled for transmission in an isochronous-channel, the information units are octet sequences,
which may be digitally encoded voice, video, and/or other information types.

As noted above, a timing indication shall be delivered to all users of the PHY service, but it is especially
crucial for sources/sinks of information sampled for transmission in an isochronous channel.

7.1.5.3 PHY service access point identifiers

The PHY services are provided at the PHY service access points (PhSAPs) of the PHY service boundary.
PhSAPs differentiate the access by the user to various services. PhSAP identification is detailed in this
subclause.

PhSAPs are the architectural mechanism by which symbol streams are passed to the PHY service provider
by the PHY service user, and to the PHY service user by the PHY service provider. The distinction of
different PhSAPs at a single ISLAN PHY service boundary, either in an ISTE or in an AU, is required
because that service boundary is used simultaneously to provide both packet-mode and circuit-mode PHY
services. All PHY service users in that ISTE or AU are served at the same PHY service boundary.

It shall be a function of the layer management of the HMUX sublayer to provide each PHY service user with
both the information and a Channel-Identifier that is mapped onto the PhSAP relevant to the service
provided to that user. The PHY service user shall not attend to any other PhSAPs than those identified by the
HMUX LME as relevant to its use of the PHY service.
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Figure 7-2 presents a simple overview model of the way in which different PHY service users in the protocol
stack of an ISTE or the AU attend to various subsets of the PhSAPs at the PHY service boundary in order to

access different transmission services.

MAC ENTITY

ISOCHRONQUS
LAPD ENTITY SOURCE/SINK
(e.g., VOICE)

ISOCHRONOUS
SOURCE/SINK
(e.g., VIDEO)

PhSAP PhSAP PhSAP PhSAP PhSAP
P-SAP AC-SAP D-SAP B-SAP C-SAP

LM SAP

PHY SERVICE PROVIDER

Figure 7-2—Overview model of PhSAP usage

PhSAPs shall be distinguished by binary identifiers which shall be locally administered across a given
ISLAN interface at the PHY service boundary in an ISTE or in the AU. This administration ensures that
PhSAPs function as abstract mechanisms, at a given PHY service boundary, through which transmission
services are provided only to appropriate PHY service users, as determined by layer management. Local
administration of PhSAP identifiers shall ensure that no single identifier is assigned to more than one

PhSAP.

Aside from the needs of the local administration of PhSAP identification, a standard identification scheme
for some of the PhSAPs is required for these purposes:

a) Identification of the PhSAPs to accomplish OSI layer and system management functions.

b) Definition of sets of PhSAPs to enable the architectural specification of various standard sets of
services. These service sets will be provided at PHY service boundaries of different ISLAN
interfaces; they will be provided to different PHY service users by different PHY service providers.
For instance, the set of P-SAP and AC-SAP is the service set for the ISLAN MAC entity at any PHY

service boundary.

The PhSAP is identified by a single value represented as a bit string, of length 16 (i.e., two octets); the
assignment of all PhSAP-Id values is governed by rules set out in Chapter 9. For purposes of clarification,
the identifier may be defined with the following structure:

PhSAP-1d::= BIT STRING (SIZE(16))
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There is one series of PhSAPs within the 16-bit PhSAP space. The first four identifiers have the special
function of providing for interactions between the PHY and the PHY layer management. All PhSAP
identifiers provide for data users of the PHY service (conceptually those protocol layer entities above the
PHY in the protocol stack, e.g., the MAC entity or an isochronous source/sink).

The following standard PhSAP identifications are expressed as specific bit string values (represented in
hexadecimal notation). These strings shall be used at each PHY service boundary for the purpose of symbol
exchange between the PHY service data users, PHY layer management, and the PHY service provider:

SYN-SAP Ph-SAP-1d::='0000'H
TDM-MTN-SAP  Ph-SAP-1d::='0001'H
HMC-SAP Ph-SAP-1d::='0002'H
RES-SAP Ph-SAP-Id::='0003'H
D-SAP Ph-SAP-1d::='0004'H
B1-SAP Ph-SAP-1d::='0005'H
B2-SAP Ph-SAP-Id::='0006'H
AC-SAP Ph-SAP-1d::='0007H

P-SAP Ph-SAP-Id::='0008'H -

The PhSAP value subrange, '0009'H through 'FFFF'H,"is available for dynamic layer management
assignment to identify various PhSAPs at each PHY service boundary through the exercise of OSI system
and layer management functions. i

Each of these PhSAPs identify a specilic 8 kHz bearer of an octet that is encoded as defined in 6.5. The
cyclic transmission and delivery of th¢ SYN-SAP is the means by which the isochronous PHY service’s
8 kHz fundamental timing signal is conveyed. The use of the individual bits and fields of bits within each of
these PhSAPs is summarized below:

SYN-SAP Ph-SAP-Id::= 'oooo'H; !

Bits 0-6 Frame alignment word (FAW) generated within the PS sublayer as specified by the
PHY layer management signal, ISTE-NOT-AU. The received FAWs are passed to the
data user of the PHY service.

Bit7 Reserved for a TDM multiframing function. This bit shall be accepted from the sending
PHY service data user and delivered as received to the PHY data user. The management
and control exerted on this bit by the sending and receiving PS sublayer is a matter for
further study.

TDM-MTN-SAP Ph-SAP- Id::='0001'H

Bits 0-7 All bits in the octet conveyed with this PhSAP identifier are a function of the layer
management actions applied to the operations of the PS sublayer. Data user request
information with this PhSAP identifier is ignored by the PHY service. Data user
indications with this PhSAP identifier are a copy of the information received by the PS

sublayer.
HMC-SAP Ph- SAP-1d::='0002'H
Bits 0-4 These bits and subfields are a function of the layer management actions applied to the

operations of the HMUX sublayer. Data user request information within these bits and
subficlds having this PhSAP identifier is ignored by the PHY service. Data user
indications within these bits and subfields having this PhSAP identifier are a copy of the
information received by the PS sublayer from its peer entity.
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Bits 5-6

Bit 7

RES-SAP

Bits 0-7

D-SAP

Bits 0-7

B1-SAP

B2-SAP

Bits 0-7

AC-SAP

Bits 0-7

P-SAP

Bits 0-7

INTEGRATED SERVICES (I1S) LOCAL AREA NETWORK (LAN) INTERFACE

Reserved for future standardization use by IEEE 802.9. These bits shall be accepted
from the sending PHY service data user and delivered as received to the PHY data user
subject to the HMUX sublayer management operation that may be defined.

Data user request information in this bit having this PhSAP identifier is ignored by the
PHY service. Data user indications with this PhSAP identifier are a copy of the
information received by the HMUX sublayer from its peer entity. This bit reflects the
actions of the sending HMUX LME.

Ph-SAP-Id::="0003'H

Reserved for future standardization use by IEEE 802.9. This octet shall be accepted by
a request from the sending PHY service data user and delivered as an indication as
received to the PHY data user subject to further study and definition of the operation of
the PHY.

Ph-SAP-1d::="'0004'H

The function of this PHY service data user PhSAP is to provide an ISDN
compatible D channel signalling bearer service. Its operation as a 2-bit or 8-bit

service channel is dependent upon layer management actions conveyed in bit 7 of
the HMC-SAP (Ph-SAP-1d::= '0002'H).

Ph-SAP-Id::='0005'H
Ph-SAP-Id::="0006'H
These two PHY service data user PhSAPs are unaffected by any PHY Layer

functionality and are solely for the purpose of providing two ISDN-compatible 64 kb/s
bearer channels.

Ph-SAP-Id::="'0007H

The function of this PHY service data user PhSAP is to provide a bearer for the IEEE
802.9 ISLAN access. control service. The details of the bits and subfields contained
within the octets carried over: this PhSAP are described in the MAC service
specification. : T

Ph-SAP-1d::="0008'H

The function of this PHY service data user PhSAP is to provide a bearer channel for the
conveyance of IEEE 802.9 MAC service data units. The details of information carried
over this PhSAP are described in the MAC service specification.

In the IEEE 802.9 ISLAN, most signals carried in layer management (LM) channels are not transferred
“peer-to-peer.” Instead they are of local significance. In those cases where there 1s a LM-to-LM transfer of
information [e.g., HMUX (DCR), TDM (RLB)] the information is subject to a degree of processing to
improve the integrity of received signals and it is therefore inappropriate to treat the signals carried within
these LM PhSAPs as “normal” primitives. The slots that convey LM signals are properly consistent with an
OSI “request” and “indication” model. Therefore, it is at this level that the transfer of LM information is
described as conformant with the OSI model of a PhSAP.

Table 7-1 relates PhSAPs with the TDM slot numbers and identifies the routing of the information within
each service to the service boundary (SB) or LM, or both.
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Table 7-1—Relationship of PhSAPs with the TDM slot numbers

TDM slot Eﬁn?l?e ? Passed to Purpose and description
0 0 EMand SB | LM control of multiframing
1 1 LM and SB | LM for TDM maintenance
2 2 IMand SB | LM of HMUX and DCR control
3 3 LM and SB | LM (hysteresis) “Reserved”
4 4 SB D channel
5 5 SB Bl
6 6 SB B2
7 7 SB . o Access control (AC) channel
8 8 SB P channel
9 to 04FF 9 to FFFF SB “C” CCITT Q.931 assigned via HMUX

7.1.5.4 Detailed specification of the PHY service primitives

The service primitives used in the PHY service for all of the sources/sinks of information units are as
follows: N

— Ph-DATA request
— Ph-DATA indication

The Ph-DATA request and Ph-DATA indication primiitives are used for data transfer by and to all PHY
service users, as explained in detail below. :

7.1.5.4.1 Ph-DATA request

This primitive provides the service of a PHY service user’s transferring one symbol unit (i.e., a string of one
or more symbols) to the PHY service provider at a specific PhSAP, in order to accomplish the user’s
transmission of a stream of symbols to its transmission peer. This stream is the serialization of an
information unit.

Semantics of the service primitive

Ph-DATA reguest::= SEQUENCE
{
phsap [0] PhSAP-Id,
sdu [1] Service-Data-Unit,
ft [3] sdh-time-signal
}
PnSAP-~Id: := EXTERNAL -— See 7.1.1.5.3.
Service-Data-Unit::= SEQUENCE SIZE(8) OF Symbol

Symbol::= CHOICE {
[0] Binary-0,
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[1] Binary-1
}
Binary-0::= Symbol-Type
Binary-1::= Symbol-Type
Symbol-Type: := sdh-time-signal

The phsap parameter is the identifier for the local PhSAP, across which the primitive is passed.

The sdu parameter consists of eight symbols forming a single octet-wide slot within the cycle. It provides an
elemental unit of 64 kb/s of channel bandwidth. The number of times that the primitive is sent during a cycle
is either fixed in this standard, is implementation dependent, or is a function of the allocation of channels
according to the procedures specified in 9.2.6 and Chapter 11.

The sdh-time-signal is an optional parameter which shall only be used at a PHY service boundary in the AU
to input a timing signal from a backbone ISDN representing the clock source of the Synchronous Digital
Hierarchy of a public network. The data value of this parameter is implementation dependent, since its
timing is all that is relevant to the semantics of the parameter.

The symbol choice element has a binary value. The symbol value subset for all users of the Ph-DATA
request service (both packet data sources/sinks and sources/sinks of information sampled for isochronous
transmission) is {Binary-0, Binary-1}.

When generated

The PHY service user shall send the PHY service provider a Ph-DATA request primitive for the purpose of
transferring a sequence of symbols to the peer (in either the ISTE or the AU) of the PHY service user,
generating a Ph-DATA indication therein.

A Ph-DATA request primitive shall be sent by the PHY service user to the PHY service provider a fixed
number of times during each successive TDM cycle (of length 125 ps). The number of times that the
primitive is sent during a cycle shall be a function of the transmission speed of the channel to the PhSAP
through which the PHY service is provided.

In the ISTE, a PHY layer management TDM frame loopback option may be used to permit independent con-
tradirectional operation of the peer send and receive paths, or by default cause a two-octet delay between the
receipt of a Ph-DATA indication and the sending of a Ph-DATA request by the PHY service user.

Effect of receipt

The PHY entity (more specifically, the HMUX sublayer entity) shall multiplex each symbol received in a
Ph-DATA request into the next available symbol slot in the transmit stream of the channel which
corresponds to the PhSAP to which the primitive has been submitted.

Additional comments

The synchronization of the request service to the indication service is the mechanism by which the
synchronicity of the PHY service is achieved.

The PHY service is necessarily synchronous, in the sense that the PHY service user must always submit a
Ph-DATA request primitive containing a symbol sequence when it receives a Ph-DATA indication primitive
containing a symbol sequence. Thus symbol passage from the user to the provider of the PHY service is
driven by a clock signal implied in the arrival of each Ph-DATA indication primitive.

A packet data user of the PHY service must pass a symbol sequence signifying, from the user’s perspective,
an idle pattern in its Ph-DATA request primitive whenever it receives a Ph-DATA indication but it is not in
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the process of transmitting the symbol stream of a data PDU. Therefore, the synchronicity of the PHY
service does not prevent its being used for asynchronous data transmission.

The use of the sdh-time-signal parameter at the PHY service boundary in the AU is completely independent
from the foregoing account of the synchronization of the submission of a Ph-DATA request primitive to the
reception of a Ph-DATA indication primitive.

The description of the synchronization of the Ph-DATA request service by the Ph-DATA indication service
does not imply, and is not intended to suggest, that there is some sort of application connection between the
symbols transferred in each direction at any given time. The Ph-DATA request and Ph-DATA indication
symbol sequences flowing across one PHY service boundary need have no connection with one another so
far as the definition of the PHY service is concerned.

A source/sink of information sampled for isochronous transmission is always conveyed in the IEEE 802.9
PHY service as a multiple of 64 kb/s. A source/sink of information may pass a symbol signifying idle in its
Ph-DATA request or indication primitive; however, it is important to note that the encoding and
interpretation of such symbols is outside the scope of the IEEE 802.9 PHY service. For example, this could
occur if the source were transmitting symbols at a-user information rate that was not equal to the full
transmission rate [e.g., adaptive differential puls¢ code modulation (ADPCM) encoded voice, or rate-
adapted 19200 b/s over a 64 kb/s unrestricted digital transmission bearer service].

7.1.5.4.2 Ph-DATA indication

This primitive provides the service of the transfer of a symbol sequence [rom the PHY service provider to
the PHY service user at a specific PhSAP, in order to accomplish the PIIY service user’s reception of a
stream of symbols from its transmission peer. This stream is the serialization of an information unit.

Semantics of the service primitive-..

Ph-DATA indication::= SEQUENCE{ .

phsap[0] PhSAP-Id,

sdu [1] sService-Data-Unit,

sv . [2]) Status-Vector OPTIONAL,

}

PhSAP-Id: := EXTERNAL -- See 7.1.1.5.3.
Service-Data-Unit::= SEQUENCE SIZE(8) OF Symbol
Symbol::= CHOICE {

[0] Binary-0,

{1] Binary-1,
Binary-0::= Symbol-Type
Binary-1::= Symbol-Type
Symbol-Type: := EXTERNAL
Status-Vector::= SEQUENCE SIZE(8) OF Status-Value
Status-Value: := ENUMERATED {valid(l), invalid(0)}

The PhSAP parameter is the identifier for the local PhSAP, across which the primitive is passed. The sdu
parameter consists of eight symbols forming a single octet-wide slot within the cycle. It provides an
elemental unit of 64 kb/s of channel bandwidth. The number of times that the primitive is received during a
cycle is either fixed in this document, is implementation dependent, or is a function of the allocation of
channels according to the procedures specified in 9.2.6 and Chapter 11.
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The symbol parameter has a value of Binary-0 or Binary-1. The value subset for all users of the PHY service
(both packet data sources/sinks and sources/sinks of information sampled for isochronous transmission) is
{Binary-0, Binary-1}.

The value of the Status-Vector element is a sequence of indications, each of which indicates whether the
value passed in the corresponding symbol member of the Service-Data-Unit element has been determined to
be invalid or not by the functions of the PHY Layer.

When generated

The Ph-DATA indication primitive shall be sent to the service user a fixed number of times during each
successive TDM cycle (of length 125 ps). The number of times that the primitive is sent during a cycle shall
be a function of the transmission speed of the channel corresponding to the PhSAP through which the PHY
service is provided.

Effect of receipt

When the PHY service user receives this primitive, the service user shall append to an information unit
stream any subsequence of symbols in the Service-Data-Unit parameter which contains neither invalid
symbols nor symbols of an idle pattern. The receipt of an invalid symbol indication shall trigger a
notification to the PHY service user’s LME. The receipt of an idle symbol pattern shall cause no action by
the PHY service user. The receipt of a frame-timing value shall be used by a sink of information sampled for
transmission in an isochronous channel (e.g., a sink of digitally encoded video information) to interpret the
incoming symbol stream as an isochronous channel.

Additional comments

In any given Ph-DATA indication primitive, the symbol sequence may include symbols of an idle pattern, as
determined by the application of the PHY service.

The reception of a succession of Ph-DATA indication primitives effectively provides a clock source signal to
all sinks that are PHY service users. This allows a sink of information, sampled for transmission in an
isochronous channel, to interpret the incoming symbol stream as octet aligned and to coordinate its sampling
activity.

The provision of isochronous PHY service user timing, transmit/receive signal coordination, and alignment
of octets is further enhanced by reference to the Ph-DATA indications delivered at PhSAP = '0000'H. These
provide the fundamental 8 kHz timing needed by all other PhSAPs to construct SDUSs for transmission, and
reconstruct the timing and clocks associated with received PHY SDUs.

7.2 Convergence of services

The basic reference model for open systems interconnection [ISO 7498-4:1989 and CCITT
Recommendation X.200 (1988)] specifies layer services in the protocol stack of an open system on the
assumption that the services of the N Layer are provided by one protocol entity, the N Layer entity, to one
user of those services, the N+1 Layer entity. Convergence of OSI layer services is introduced to address the
architectural requirements, within the single protocol stack of an open system, to enable more than one
N+1 Layer user to access a given N Layer service and to enable a given N+1 Layer user to make a selection
among several distinct N Layer services.

The service architectures of the ISLAN MAC and PHY services are unique, among IEEE 802 LAN
specifications, in the introduction of the architectural concept of the convergence of MAC and PHY
services. The ISLAN MAC provides connectionless service for the transfer of LPDUs as well as the PDUs
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of any DL protocol comparable to LLC. The PHY provides a transparent symbol transfer service between
peer ISTEs, regardless of the type of information being transferred (e.g. digitally encoded data, voice, video,
or image).

Within the IEEE 802.9 architecture, provision has been made for convergence of multiple user services at
the three different levels: Data Link Layer convergence (DLC), packetized service convergence (PSC), and
PHY convergence.

DI.C methodologies are outside the scope of IEEE 802.9, but for completeness and comparative purposes in
selecting an appropriate convergence mechanism for specific applications of IEEE 802.9, a description of
DLC over an ISLAN is provided.

PSC is provided in the ISLAN in order to support at the lowest level of OSI Layer 2 facilities to converge
multiple packetized bearer services. These may include: an IEEE 802.9 MAC service in support of IEEE
802 LLC, an LAPD service to provide ISDN conformant signalling and packet services, and an LAPB
service as defined in CCITT Recommendation X.25 (1993). In addition, architectural provision is made for
the conveyance of the fixed length frames (“cells”) employed by B-ISD.

Underneath the IEEE 802.9 MAC, provision is additionally made for the support of isochronous (non-
packetized) services. The packet services (optionally subject to DLC or PSC convergence protocols) are
conveyed in only one of several isochronous bearers known as the P channel. Other channels are converged
(or aggregated) by the PHY HMUX sublayer into a cyclic TDM frame processed in the PHY’s PS sublayer.
The multiple channels supported by the PHY are provided at the PHY isochronous service interface defined
in9.2.4.

Each of these alternative convergence methods are presented in this clause. First an architectural overview
of convergence concepts is used to set in context the descriptions of DLC, PSC, and PHY convergence that
follow.

7.2.1 The concept of convergence
The two general forms of layer or sublayer service convergence are as follows:

a) The many (users)-to-one (provider) convergence of a single N Layer or sublayer data transfer
service provider for various N+1 Layer or sublayer users, each with a distinct protocol

b) The one (user)-to-many (providers) convergence of multiple N Layer or sublayer data transfer
services, each of which has a distinct protocol and is available to each one of a set of N+1 Layer or
sublayer users

Figure 7-3 illustrates the two examples of convergence.
7.2.1.1 Many-to-one service convergence

The many-to-one convergence of an N Layer or sublayer service is the simultaneous provision of a common
N Layer or sublayer service to multiple N+1 Layer or sublayer users of that service in the same open system,
where the users differ in the N+1 Layer (or N+1 sublayer) protocols that they follow.

The many-to-one layer or sublayer service convergence is based upon the character of the N Layer (or
N sublayer) service as the provider of data transfer to which service N+1 Layer (or N+1 sublayer) protocols
are transparent.
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Figure 7-3—Two forms of service convergence

For instance, the LLC sublayer must be able to provide a convergence Logical Link service to an ISO/IEC
8208 Layer 3 user, a TCP/IP user, a CCITT Q.931 user, etc. The Logical Link service has been defined to be
independent of the higher layer protocol elements encoded in the information field of the LPDU.

One mechanism for the provision of a many-to-one N Layer convergence service is the standard assignment
of multiple N Layer SAPs, each corresponding to a different protocol suite of the user. For instance, standard
LSAPs are assigned (see ISO/IEC TR 10178:1992) as follows:

a) z000 0000 Used in ISOMIEC 8802-2:1994 as the null address

b) z1000000 Used by ISO/IEC DIS 15802-2 to indicate LLC sublayer management

¢) z1000010 Used in ISO/IEC 10038:1993 to identify the bridge spanning tree protocol

d) 21010101 Used in ISO/IEC DIS 15802-2 to identify the SNAP SAP

e) z1100000 Used in ARPANET to identify the internet protocol

f) z111 0000 Used in IEC 955:1989 to identify network management maintenance and initialization
g) z1110001 Used in IEC 955:1989 to identify active station list maintenance

h) 21110010 Used in ISO/IEC 9506: 1991 to identify manufacturing message service

i) z111 1110 Used to identify ISO/IEC 8208:1990 as the Network Layer protocol

j)  zl111 1111 Used to identify ISO/IEC TR 9577:1993

However, it is sometimes inappropriate to multiply SAPs for the purpose of many-to-one convergence; for
instance, in the case of the MAC service, a unique MSAP address assignment in a given open system,
corresponding to a single PHY entity (e.g., an adapter card), is a requirement for many applications. To
avoid the need for multiple SAPs, IEEE 802.9 provides an additional mechanism for this architectural
purpose: the identification of the protocol of the N+1 Layer user, of the N Layer convergence service, in
each service primitive which passes across the SAP. In this MAC convergence example, service
identification is provided by the SID parameter specified in the ISLAN MAC.

7.2.1.2 One-to-many service convergence
The one-to-many service convergence in which one N+1 Layer (or N+1 sublayer) user can access a number

of distinct DL protocol service providers requires a way to distinguish various N SAPs, which correspond to
different N Layer (or N sublayer) protocols.
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One-to-many service convergence in the ISLAN is primarily a matter of interest at the DL service boundary.
A number of Layer 3 protocol entities, within the OSI protocol stack of a given open system, can use each of
a number of specific DL services offered at the DL service boundary of that same system. For instance,

a) CCITT Q.931 messages can be exchanged over LLC or LAPD connections.

b) ISO/EC 8208 packets can be exchanged over LLC connection-mode or connectionless data transfer
services or over LAPD connections.

¢) ACCITT X.25 Layer 3 packet can be transmitted over either an LAPD or an LAPB connection.

Since, as described above, a number of standard assigned LSAPs for the LLC service are differentiated by
the user protocol, it is necessary for one-to-many DL service convergence that there be a range of generic
DLSAPs corresponding to the protocol of the service provider, i.e., the specific DL protocol. Thus, to follow
this example, there must be one DLSAP in a one-to-one correspondence with the LLC protocol itself, which,
in turn, defines a number of LSAPs that correspond to the protocol of the Layer 3 user of this specific DL
service. For instance, a TCP/IP user of the generic DL service cannot select the LLC connectionless service
by simply specifying the TCP/IP relevant LSAP (i.e., z110 0000) in passing the DL-UNITDATA request
service primitive, specified in the LLC protocol (ISO/IEC 8802-2: 1994). This is because it cannot be
guaranteed that the identifier of this LSAP is distinct in value from the values of the identifiers of other DL
specific SAPs, corresponding to specific DL protocols other than LLC.

The generic DLSAPs just described must be entirely and logically separate from the range of LSAPs, as well
as the ranges of SAPs of other specific DL protocols, e.g., the service access point identifiers (SAPIs) of
LAPD. ;

7.2.2 DL service convergence in the ISLAN
7.2.2.1 Overview of DL service convergence

DL service convergence in the ISLAN is crucial because this éonvergence is a requirement for the protocol
integration in an open system, in order to access both ISO/IEC 8802 LAN services and ISDN bearer services
and teleservices. '

The specification of DL service convergence shall employ the service definition of ISO/IEC 8886:1992
[which is identical, in all respects relevant to this discussion, to the corresponding sections of CCITT
Recommendation X.212 (1988)]. ISO/IEC 8886:1992 is the only generic DL service specification available.
Although ISO/IEC 8886:1992 is not a superset of other internationally standardized DL service and protocol
specifications (in fact, it is not even a perfect abstraction of any one of them), its service in an ISLAN
protocol stack is mapped into the services of LLC, LAPD, etc., by a DL service convergence function.

It is beyond the scope of this standard to define, in detail, how the mapping from the ISO/IEC 8886:1992
service to the services of specific DL protocols will be accomplished.

7.2.2.2 ISO/IEC 8886:1992 DL service primitives

Each Data-Link-Connection (DLC) service user may make a selection- among a number of available, but
protocol-distinct, DLC connection-mode services. This is done by specifying both the user’s Layer 3
protocol and the provider’s specific DL protocol, in conjunction with (but not included in) the following
ISO/IEC 8886:1992 service primitives:

-— DL-CONNECT (request, indication, response, and confirm)
—  DL-DATA (request and indication)

— DL-RESET (request, indication, response, and confirm)

— DL-DISCONNECT (request and indication)
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The same is true for the DL connectionless service, which uses the following ISO/IEC 8886:1992 service
primitive:

— DL-UNITDATA (request and indication)

Figure 7-4 presents an SDL block model of the provision of the DL convergence service. The
DLC_CONVERGENCE_FUNCTION block contains the function of mapping from the DL service
primitives to the service primitives for each of the LLC, LAPD, and LAPB' service blocks, and vice versa.

7.2.2.3 Detailed specification of the DL service convergence structures

In the material that follows, the information structures are defined, using ASN.1 productions (not taken from
ISO/IEC 8886:1992), which make possible both many-to-one and one-to-many DL service convergence.

The SDL signals, indicated in figure 7-4 as passed in the DLC_SB_1 and DLC_SB_2 channels between DL
service users and DL service providers, are defined here as ASN.1 values.

dlc_p DL-SB-Signal::
dlc_u DL-SB-Signal::

{-- incomplete --}
{-- incomplete --}

The DL-SB-Signal contains both a DL service provider ptotocol specifier and a DL service user protocol
specifier to make possible both many-to-one and one-to-many DL service convergence.

DL-SB-Signal::=
SEQUENCE {
[0] CHOICE {
: [0] :DL-Provider-Service-Primitive,
[1} DL-User-Service-Primitive
E }I
[1] DL-Protocol-Specifier,
[2] DL-User-Protocol-Specifier
} :

DL-Protocol-Specifier::=
ENUMERATED {11c(0),lapd(l),lapb(2)}
DL-User~Protocol-Specifier::=
ENUMERATED {1s8208(0),x25(1),q931(3)}

The DL-Provider-Service-Primitive differs from the DL-User-Service-Primitive in regard to the provider’s
service role. The role of the DL-Provider-Service-Primitive is to deliver an OSI service primitive indication
or an OSI service primitive confirm to the DL service user. The role of the DL-User-Service-Primitive is to
make an OSI service primitive request or an OSI service primitive response to the DL service provider.

DL-Provider-Service-Primitive: :=

SEQUENCE {
[0] DL-Service-Primitive-Descriptor,
[1] Service-Primitive-Role (indication | confirm)
[2] DL-Service-Parameters
}

DL~-User-Service-Primitive: :=

I3Throughout this discussion of the architecture of OSI service convergence in the ISLAN, three DL protocols are referenced: LLC, as
defined in ISO/IEC 8802-2:1994, LAPD, as defined in CCITT Recommendations Q.920 (1993) and Q921 (1993); and LAPB, as
defined in CCITT Recommendation X.25 (1993). However, only LLC and LAPD are supported in the ISTE protocol stack. LAPB is
only one of a number of specific DL protocols which may optionally be implemented in this stack. Other optional DL protocols would
include HDLC, SDLC, or LAPD+.

74
Juniper Ex 1032 - 84
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE

AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994
SUBSTRUCTURE DLC [dlc_p] [dic_p]
DLC_SB_1 DLC_SB_2
[dic_u] [dic_u]
[dic_c] DLC_CONVERGENCE_FUNCTION
DLC_CONVERGENCE_FUNCTION
LM_C
He. o] lapd pl  OTHER sB| oTe-Fl
P LAPD_SB [other_u]
LLC_S
[dic_1] , [ bel | otHER
m A [ flic_u] @
| c ‘ OTHER
LM c| [l LLC LM_| [lapd_u] /
LAPD [mc/_p] [phy/other_p]
LLC [dc] MAC_C/OTHER_SB
LM_C ['LAPD |
MAC_SB
el [mc/d_p]
MAC MAC_C/LAPD_BB
[phy/lapd_p| [me/du]
MAC | §
“[me/_u]
MAC_C/M_SB [me/m-u] /
MAC_CONVERGENCE {| MAC_CONVERGENCE
[mp]
PHY/QTHER_SB
ISLAN_MAC_SB
[mu}
ISLAN_MAC PHY/LAPD_SB
[mc]
ISLAN_MAC
Iphy_p_p] A\ [phy_ac_p] et
P_SAP_SB | AC_SAP_sB [phy/lapd_u] [phy/other_u]
[phy_p_u] y [phy_ac_u]

Figure 7-4—SDL block diagram—DL convergence service provision

SEQUENCE {
[0] DL-Service-Primitive-Descriptor,
[1] Service-Primitive-Role (request | response)
[2] DL-Service-Parameters

}

The DL service primitives fall either into the category of connection-mode primitives or the category of the
connectionless (cnls) service primitive.
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DL-Service~Primitive-Descriptor::=

CHOICE {
dl-cons-service-primitive [0]
SEQUENCE
CEI OPTIONAL,
DL-Service-Primitive-Type
(dl-connect | dl-data |
dl-reset | dl-disconnect)
}
dl-cnls-service-primitive [1]
DL-Service-Primitive-Type (dl-unitdata)
}

DL-Service-Primitive-Type: := ENUMERATED
{
dl- connect(0},
dl-data(l),
dl-reset (2},
dl-disconnect(3),
~dl-unitdata(4)
}

Service~Primitive-Role: := ENUMERATED: {
request (0), indication(l),
response(2), confirm(3)

}

The Connection-Endpoint-Identifier (CEI) is a means of distinguishing a number of connections through one
DLSAP being used to access connection-mode service.

CEI::= OCTET STRING. (SIZE(1l})

The following ASN.1 production defines the parameter sets, for the various DL service primitives, further
qualified by service roles.

DL-Service-Parameters: :=

CHOICE {
[dl-connect-ind] SEQUENCE
{
0] cCalled-Address,
{11 Calling-Address,
[2] QOS-Parameter-Set
} 1
[dl-connect-con] SEQUENCE
{
[0] Responding-Address,
[1] QOS-Parameter-Set
T,
[dl-data-ind] User-Data,
[dl-reset-ind] SEQUENCE
{
[0] Originator,
[1] Reset-Reason
}
{dl-reset-con] NULL,
[dl-disconnect-ind] Originator,
[dl-unitdata-ind] SEQUENCE
{
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}

[0]
[1]
[2]
[3]
}l
[dl-connect-req] SEQUENCE
{
(0]
[1]
[2]
}l
[dl-connect-res] SEQUENCE
{
[0]
[1]
Y,

[dl-data-req] User-Data,
[dl-reset-reg] Reset-Reason,
[dl-reset-res] NULL,

IEEE
Std 802.9-1994

Source-Address,
Destination-Address,
QOS-Parameter-Set,
User-Data

Called-Address,
Calling-Address,
QOS-Parameter-Set

Responding-Address,
QOS-Parameter-Set

[dl~disconnect-reqg] Disconnect-Reason,

[dl-unitdata-req] SEQUENCE
{
) [0]
5o w[1]
= (2]

}

(3]

Source-Address,
Destination-Address,
QOS-Parameter-Set,
User-Data

The following ASN.1 value definitions specify the tag number vaﬁes used by DL-Service-Parameters,

above

dl-connect-ind INTEGER: :
dl-connect-con INTEGER::
dl-data-ind INTEGER::=
dl-reset-ind INTEGER: :
dl-reset-con INTEGER::
dl-disconnect-ina: .-l Li:=
dl-unitdata-ind @ .. . -:
dl-connect-req INTEGER::
dl-connect-res INTEGER::
dl-data-req INTEGER::=
dl-reset-req INTEGER: :
dl-reset-res INTEGER::
dl-disconnect-req INTEGER::
dl-unitdata-req INTEGER::=

i

non
o

WoNNoaUlbhWNERE O

T
e
IS SR

The DLSAP identifiers or addresses are unspecified octet strings. Section 6 of ISO/IEC 8886:1992 states
that DLSAP addresses are not unique in a global address space. They have local significance within a
specific network. The DLSAP-ID could, however, be the one-octet LSAP or the two-octet SAPI.

Called-Address::= DLSAP-Id
Calling-Address::= DLSAP-Id
Responding-Address: : = DLSAP-IA
Source~Address: := DLSAP-Id
Destination-Address::= DLSAP-Id

DLSAP-Id::=

OCTET STRING
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User-Data is the user information component of the DL frame. This field is of variable and unspecified
length; the protocol payload in this field is transparent to the DL service and protocol.

User-Data::= OCTET STRING

The Originator parameter indicates the source of a DL-DISCONNECT indication or a DL-RESET
indication.

Originator::= ENUMERATED
{dls-user(0),dls-provider (1) ,unknown(2) }

The remaining parameters of the DL service primitives need not be defined further here, since the
specification of a full DL service is beyond the scope of this discussion of convergence and the scope of this

standard.
QOS-Parameter-Set: := EXTERNAL
Reset-Reason: := EXTERNAL
Disconnect-Reason: := EXTERNAL

The DL service primitives referenced here are not those of any particular DL protocol (e.g., ISO/IEC
8802-2:1994 LLC); rather they are the generic primitives specified in ISO/IEC 8886:1992.

7.2.2.4 SDL flow in the DLC substructure

In figure 7-4, the SDL channels (LLC_SB, LAPD_SB, and. other_SB) represent the service boundaries
between the specific DL protocol entities [represented by the SDL blocks (LLC, LAPD, and other)] and any
Layer 3 users of that service. As such, these channels carry signals containing the service primitives defined
in each of the respective DL protocol suites, with all associated parameters. The architecture of service
convergence demands that each of these service boundaries of the specific-DL protocol entities have the
SDL block, DLC_CONVERGENCE_FUNCTION; in the N+1 Layer position in the protocol stack. Of
course, DLC_CONVERGENCE_FUNCTION is in the N Layer position with respect to Layer 3 entities. As
indicated above, DLC_CONVERGENCE_FUNCTION carries out the mapping between the generic DL
service primitives exchanged with one or more Layer 3 entities and the service primitives exchanged with
specific DL protocol blocks.

Bach of the DL protocol blocks, in turn, exchanges service primitives using signals carried within the
channels represented, in figure 7-4, as running vertically below the specific DL blocks: MAC_SB, MC_SB,
PHY/LAPD_SB, MAC_C/LAPD_SB, MAC_C/OTHER_SB; and PHY/OTHER_SB.

7.2.3 MAC service convergence
7.2.3.1 Overview of MAC service convergence

At this point, the ISLAN architecture introduces what, with respect to Layer 3 PDU data transfer, may be
characterized as an alternative to DL service convergence.

In figure 7-4, a MAC_CONVERGENCE functional block is situated in the N Layer position with respect to
the specific DL protocol blocks. MAC_CONVERGENCE represents the functions of a new level of service
convergence, i.e., that of the connectionless data transfer service of the ISLAN MAC protocol entity. MAC
service convergence is clearly an example of many-to-one convergence. Since the protocol stack of an ISTE
or an AU shall contain only one MAC protocol entity (i.e., that governing the request/grant access control
protocol, explained in Chapter 5), MAC service convergence cannot have a one-to-many function.

MAC service convergence is required for the LLC/MAC protocol entity, because the IEEE 802.9
architecture has been set up for MAC service provision and other additional Layer 2 protocols. Mapping of
service primitives is required in this case to distinguish IEEE 802 MAC, LAPD, and other protocol frames.
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The device that permits this capability is the service identifier; this is the first field of the payload that carries
the ISLAN MAC frame.

MAC service convergence may be optional for some DL protocol entities (e.g., LAPD or LAPB). The
option is represented in figure 7-4 by the fact that the SDL blocks corresponding to the LAPD and the other
protocol entities have two channels running vertically down from them. For instance, LAPD is connected to
both the PHY/LAPD_SB and the MAC_C/LAPD_SB channels. More abstractly, this means that LAPD (and
similarly LAPB), as represented in figure 7-4, has two service boundaries at which it can access data transfer
service: the PHY service boundary which provides a symbol transfer service and the
MAC_CONVERGENCE functional block which offers encapsulation in octet-aligned MAC frames which
are transferred in a connectionless service as defined above.

For the LAPD or the other entities, the decision between the alternatives offered by the PHY service and the
MAC convergence service is made by layer management intervention.

7.2.3.2 Substructure of the ISLAN MAC service provision

In this standard, only the IEEE 802 MAC service provision is fully specified. Support for LAPD (and other
services) in Py (or other P,) channels is a matter for further study. In figure 7-5 the relationship of the LLC,
MAC, MAC_SERVICE_CONVERGENCE, and ISLAN_MAC blocks is shown.

The LLC/MAC SDL block provides ISO/IEC 10039:1991 service in support of the LLC entity. The
MAC_SERVICE_CONVERGENCE block provides a service multiplexing function to the LLC/MAC, the
LAPD, and other service blocks. The ISLAN_MAC provides ISLAN_MAC SDU frame delimiting and
service access control functions:

Conceptually, in send operations, the MAC SDL block maps the signals from the LLC block (ISO/IEC
10039:1991 service parameters) into an LLC/MAC SDU, as defined in 6.6, and queues this SDU to be sent
via the MAC_SERVICE_CONVERGENCE block to the ISLAN_MAC block. In receive operations, the
LLC/MAC block accepts SDUs routed to it by the MAC_SERV_CONVERGENCE block and transforms
these into ISO/IEC 10039:1991 conformant LPDUs. Note that the integrity of LLC/MAC SDUs is
maintained in the LLC/MAC block by means of IEEE 802 specific CRC generators and checkers.

The MAC_SERVICE_CONVERGENCE block accepts requests, over the LLC/MAC_SID_SB channel, for
transmission of LLC/MAC SDUs. Conceptually, these are queued along with any concurrent send requests
for LAPD or Other SDUs. The MAC_SERVICE_CONVERGENCE block prioritizes such concurrent
service requests, and delivers a sequential stream of ISLAN_MAC SDUs via the ISLAN_MAC_SB channel
to the ISLAN_MAC block. The MAC_SERVICE_CONVERGENCE block passes ISLAN_MAC SDUs to
the ISLAN_MAC block with a prepended service identifier (SID) extended information element.

In receive operations, the MAC_SERVICE_CONVERGENCE block processes the SID information element
with which ISLAN_MAC SDUs commence. It uses the SID to route (demultiplex) the sequentially
delivered ISLAN_MAC SDUs to the appropriate LLC/MAC, LAPD, or other service functional blocks.

Architecturally, the transmit functionality of the ISLAN_MAC block requires it to delimit ISLAN_MAC
SDUs (from P channel idles) by using AC channel signals. Delimitation of the start of ISLAN_MAC frames
uses that start of frame signal in the AC channel service. The end of an ISLAN_MAC SDU is defined by the
size parameter in the ISLAN_MAC_SB channel. AC_PHY_SB signals are also used to synchronize the
transmission of ISLAN_MAC SDUs in accordance with the details of the request/grant protocol defined in
Chapter 8.

The ISLAN_MAC receive functionality requires incoming ISLAN_MAC SDUs to be delimited from the
P channel idle signal.
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MAC_SB LAPD_SB OTHER_SB
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MAC_SERVICE_CONVERGENCE
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ISLAN_MAC

P_PHY_SB AC_PHY_SB

Figure 7-5—SDL block diagram—ISLAN MAC service provision

Since in this IEEE 802.9 architecture there is a complete specification of the LLC/MAC service only, the
functions of the LLC/MAC, MAC._SERVICE CONVERGENCE, and ISLAN_MAC blocks may be
realized in a single block (or “compressed” stack). The model defined here provides the architectural
facilities required to support the additional packetized services (e.g., LAPD, LAPB, “cell,” or Other).

7.2.3.3 Detailed specification of the MAC service convergence structures
The signals carried in the MAC_SERVICE channel are defined here as ASN.1 values.

mac_p MAC-SB-Signal::= {+==~ incomplete --}
mac_u MAC-SB-Signal::= {-- incomplete . --}

The MAC-SB-Signal contains a protocol specifier for the MAC service user, whether or not convergence is
involved.

MAC-SB-Signal::=

SEQUENCE {
[0] CHOICE {
[0] DL-Provider-Service-Primitive,
[1] DL-User-Service-Primitive
},
[1] MAC-User-Protocol-Specifier
}

MAC-User-Protocol-Specifier::=
ENUMERATED {llc (0),lapd(l),lapb(2)}

The ISO/IEC 10039:1991 service definition contains no element corresponding to a MAC service user
protocol specification (defined in MAC-User-Protocol-Specifier above). However, this does not imply that
this standard is extending the MAC service specification. ISO/IEC 10039:1991 defines a core MAC service,
which implies nothing about the existence of supplements to that service. In any case, it would be
impossible to define MAC service convergence appropriately without the protocol specifier for the user of
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the service. Without this user protocol specification in the MAC-SB-Signal, the routing of the signals
presented in figure 7-5 would be impossible. OSI layer management does not provide a function that could
accomplish the same objective.

The MAC-Provider-Service-Primitive differs in data type definition from the MAC-User-Service-Primitive
only in regard to the role of the service primitive. The provider MA-UNITDATA primitive passes
indicatjons only, and the user MA-UNITDATA primitive passes requests only.

MAC-Provider-Service-Primitive: :=
SEQUENCE {

[0] Service-Primitive-Role (indication),
[1] MAC-Service-Parameters

MAC-User-Service-Primitive::=
SEQUENCE {
[0] Service-Primitive-Role (request),

[1] MAC-Service=Parameters
} ’ ,

-- Service-Primitive-Role is defined above.
The elements of the MA-Service-Parameters are explained in 7.1.%.

MA-Service-Parameters::=

SEQUENCE { > ‘
[0] = Destination=Address,.
[1] Source-Address, 4

[2] MSDU,
[3] Priority
}
MSAP-Id: := OCTET STRING (SIZE(G)‘)Q
Destination-Address::= MSAP-Id :

Source-Address: := MSAP-Id

MSDU: := OCTET STRING
Priority::= INTEGER

7.2.3.4 Rationale for MAC service convergence

Both DL service convergence and MAC service convergence are included in the ISLAN service
architecture. However, they may be seen as alternatives to provide very similar Layer 3 PDU data transfer
functions. For instance, the very same CCITT Q.931 signalling message could be transferred either in an
LLC PDU, encapsulated within an MPDU (using DL service convergence), or within an LAPD PDU,
encapsulated within an MPDU (using MAC service convergence).

MAC service convergence is still required if DL service convergence is implemented, and vice versa. The
implementation of DL service convergence involves a different set of considerations (involving issues of
protocol overhead, existing designs, complexity of implementation, etc.) than the implementation of MAC
service convergence. In particular cases, either type of convergence may offer advantages over the other, in
regard to cost, manageability, etc. This standard does not require the implementation of both of these types
of service convergence, or even one of them. The intention in specifying both of them is to provide the most
generally useful architecture.
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In any case, either DL service convergence or MAC service convergence could be used for several key
applications in customer premises equipment design. For instance, through either type of convergence,
CCITT Q.931 signalling could be accomplished by using ISO/IEC 8802 LAN services, instead of or in
addition to physically out-of-band D channel packet services. The use of the ISLAN’s ISO/IEC 8802 LAN
services for signalling, assuming that one or more distributed ISDN PBX modules had a direct connection to
an ISLAN (through their function as AUs presumably), could be a lower cost alternative to D channel
interfaces between an AU and such a PBX. Furthermore, certain key end-user applications in the ISLAN
may only be successful if there is a close application association between signalling information elements
and user data carried through a LAN. This association could be achieved through the use of one or both of
these types of packet-mode service convergence.

7.2.4 PHY service convergence

The DL service convergence (both many-to-one and one-to-many) and the MAC service convergence
(many-to-one only) are concerned exclusively with packet-mode data transfer. On the other hand, the PHY
Layer provides a many-to-one service convergence that is available for both packet-mode and circuit-mode
data transfer at the ISLAN interface.

As explained in 7.1, the PHY service is provided across a range of PhSAPs which make the many-to-one
service convergence possible. Since there is only one PHY protocol available at the ISLAN interface, there
can be no one-to-many PHY service convergence.

The IEEE 802.9 support of isochronous (nonpacketized) services, in which the P channel is a bearer for the
IEEE 802.9 packet services, are converged (or aggregated) within the HMUX sublayer of the PHY into an
isochronous TDM frame that is conveyed from the PHY’s PS sublayer service to its PHY peer for
demultiplexing by the receiving HMUX sublayer.

Other channels are converged (or aggregated) into a cyclic: TDM frame and provided at the PHY
isochronous service interface as defined in 9.2.4. Note that the PHY isochronous service interface provides
“virtual” multiplexing in the sense that each service octet transferred over the interface has an associated
channel identifier distinguishing the separate services supported. This (de)multiplexing functionality is not
so much real as it serves as a logical abstraction of the multiplexing function, which must be explicitly
processed by the service user of the PHY isochronous service interface.

7.3 Management services

7.3.1 LME/MAC service
The term “LM-MA” is used to signify “layer management-to-MAC layer interface.”

This subclause describes the services that the MAC sublayer entity provides to the local MAC layer
management entity (MLME) to accomplish layer management functions. Some of these services enable the
MLME to control the MAC through monitoring and intervention in MAC functioning. In the conceptual
service model, these layer management control functions are accomplished by the exchange of service
primitive messages between the MLLME and the MAC. This service model is not intended to imply any
limitation on implementations.

MAC connectionless communication services are provided to an MLME so that it can exchange MAC layer
management SDUs with peer MLME entities.
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This service specification complies with ISO 7498-4:1989. The following service primitives have been
defined:

— LM-MA-GET

— LM-MA-RETURN

— LM-MA-SET

— LM-MA-ACTION

— LM-MA-STATUS

— LM-MA-NOTIFICATION

— LM-MA-UNITDATA request
— LM-MA-UNITDATA indication

The LM-MA-GET, LM-MA-RETURN, LM-MA-SET, LM-MA-ACTION, LM-MA-STATUS, and
LM-MA-NOTIFICATION service primitives correspond to information elements in the managed object
(MO) class specifications for 8029-AU-MAC-Entity and ISTE-MAC-Entity in Chapter 10.

The LM-MA service primitives and the MO specifications define two separate service boundaries, as shown
in figure 7-6. (Also see figure 10-3.) The service primitives define services provided to the MLME by the
MAC across the LM-MA service boundary. The MO specifications define services provided to a local agent
system management application process (SMAP) across the LMI service boundary.

LM LM-MA
NOTIFICATION NOTIFICATION  |..
f——————————i - ———————|
LOCAL MAC ’ MAC
AGENT LME MANAGED
SMAP OBJECTS
OPERATION OPERATION

Figure 7-6—MLME service boundaries

The LMI services, provided by the MLME to the SMAP, are defined in Chapter 10 of this standard, in
accordance with the OSI structure of management information (SMI) [ISO/IEC 10165-4:1992].

The correspondence between the services at these two boundaries is a reflection of the fact that the services
provided to the MLME by the MAC, at the LM-MA service boundary, are used by the MLME to provide
corresponding services to the SMAP at the LMI.

7.3.1.1 Detailed specifications of LME/MAC service primitives
7.3.1.1.1 LM-MA-GET
This service primitive provides an atomic read request service to the MLME.

Semantics of the service primitive

This service primitive is used to request the value of a single MAC attribute identified by a registered object
identifier.
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LM-MA-GET: : = SEQUENCE {
AttributelId
}

Attributeld: := MACAttributeObjId
MACAttributeObjId::= SEQUENCE OF INTEGER

When generated

This service primitive is passed from the MLME to the MAC when an SMAP requires the value of a
particular MAC attribute for a management application. The SMAP uses the SMI (ISO/IEC 10165-4:1992)
defined GET operation at the LMI to command the MLME to obtain an attribute value, and the MLME, in
turn, passes the LM-MA-GET to the MAC.

Effect of receipt

When the MAC receives this service primitive, it returns the value of the attribute in question to the MLME
as the parameter of an LM-MA-RETURN service primitive.

Additional comments

The LM-MA-GET is an atomic read request operation, meaning that it is performed on a single attribute.
See Chapter 10 for the use of the GET operation in the specification of the attributes of a MAC MO.

7.3.1.1.2 LM-MA-RETURN
This service primitive returns a requested MAC attribute value to the MLME.

Semantics of the service primitive

This service primitive is used to return the value of an attribute identified, in a corresponding LM-MA-GET
service primitive, by a registered object identifier.

LM-MA~RETURN: : = SEQUENCE {
AttributeValue
}

AttributeValue::= ANY

When generated

This service primitive is passed from the MAC to the MLME following the receipt by the MAC of an
associated LM-MA-GET service primitive from the MLME.

Effect of receipt

When the MLME receives an attribute value in an LM-MA-RETURN service primitive, it then satisfies an
outstanding GET service request issued by the SMAP at the LMI.

Additional comments

This service is conceived to be provided instantaneously to the MLME by the MAC, following the MAC’s
reception of an LM-MA-GET service primitive. The LM-MA-GET service primitives are conceived to be
passed across the SAP sequentially. Thus there cannot be multiple outstanding LM-MA-GET requests at the

same time, and so there is no need to include, as a parameter of the LM-MA-RETURN, an identifier of the
attribute the value of which is returned.
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7.3.1.1.3 LM-MA-SET
This service primitive provides an atomic write request service to the MLME.
Semantics of the service primitive

This service primitive is used to change the value of an attribute identified by a registered object identifier to
a specified value.

LM-MA-SET: := SEQUENCE {
[0] AttributeId,
[1] AttributeValue
}
AttributeId::= MACAttributeObjId
AttributeValue::= ANY

When generated

This service primitive is passed from the MLME to-the MAC when an SMAP requires a change of value
in an attribute of the MAC MO, in accordance with a management application. The SMAP uses the SMI
(ISO/IEC 10165-4:1992) defined SET operation at the LMI to command the MLME to set an attribute to a
specified value, and the MLME, in turn, passes the LM-MA-SET to the MAC.

Effect of receipt

When the MAC receives this service primitive, it changes the value of the attribute in question. Neither the
attribute, identified in the service primitive, nor the ability to change it directly, belongs to the MLME.

Additional comments

The LM-MA-SET is an atomic write operation performed on a‘single attribute. See Chapter 10 for the use of
the SET operation in the specification of the attributes of a MAC MO.

7.3.1.1.4 LM-MA-ACTION

This service primitive provides a service to the MLME by which it is able to initiate any of a defined set of
actions in the already initialized MAC, at the direction of an SMAP.

Semantics of the service primitive

The parameter of this service primitive is an action descriptor chosen from a list of those actions that the
MLME can initiate in the MAC to accomplish layer management tasks.

LM-MA-ACTION: := SEQUENCE {
Action

}
Action: := CHOICE {
activate [0] MACattributeSet,
deactivate [1] NULL,
ignoreGrant [2] BOOLEAN,
reset [3] MACAttributeSet,
~- other actions are for further study

MACAttributeSet::= SET OF MACAttributeAssertion
MACAttributeAssertion: := SEQUENCE {
[0] MACAttributeObjId
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[1] MACAttributeValue

}
MACAttributeValue::= ANY

The parameter of this service primitive for the reset action is specified as an unordered list of MAC attribute
value assertions, which define values for the attributes to be set, through the use of this service. Any attribute
of the MAC, not included in this list, will be set to an already specified default value.

Each item in the unordered list, MACAttributeSet, is a pair. The first member of the pair is a registered
attribute identifier, which is defined as a vector of integers. The second member of the pair is the value to
which the attribute is to be set upon initialization.

When generated

This service primitive is passed from the MLME to the MAC when an SMAP requires an intervention in the
operation of the MAC. The SMAP uses one of the SMI (ISO/IEC 10165-4:1992) defined ACTION
operations at the LMI to command the MLME to initiate a specific action. The MLME, in turn, passes an
LM-MA-ACTION service primitive to the MAC with a parameter corresponding to the ACTION operation
requested at the LMI.

Effect of receipt
When the MAC receives the LM-MA-ACTION, it performs the action requested.

The deactivate action causes the affected MAC to suspend functioning so that other SMAP directed actions
can be performed upon the MAC of its station’s transmission peer (i.e., the AU MAC if the suspended MAC
is in the ISTE, or vice versa). The deactivate action might be invoked so that diagnostic procedures could be
executed in the MAC of its station’s transmission peer.

The activate action causes a MAC to resume functioning if it has been in a suspended state due to having
been subject to an earlier deactivate action. If the MAC that receives the LM-MA-ACTION (activate) is not
in a suspended state, then the activate request has no effect upon it.

The ignoreGrant=YES action causes the MAC to ignore grant indications from the remote MAC of its
station’s transmission peer when the local MAC transmits MAC frames. The ignoreGrant=NO action has an
opposite effect upon the affected MAC.

Upon receipt of the LM-MA-ACTION (reset) service primitive, the MAC resets all of its attributes, using
the supplied parameter values and known defaults.

Additional comments

LM-MA-ACTION (reset) is used when the atomic attribute set request, provided above (LM-MA-SET), is
not suitable because all or many of the MAC attributes must be set.

In general, actions invoked by LM-MA-ACTION request services are conceived of as affecting the
whole operation of the MAC, rather than merely one attribute as is the case with the operations initiated by
LM-MA-GET and LM-MA-SET.

7.3.1.1.5 LM-MA-STATUS

This primitive returns to the MLME the result status of an intervention in the MAC initiated by an
LM-MA-ACTION being passed to the MAC.
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Semantics of the service primitive

The parameters of this service primitive identify the action type and the result status returned by the MAC
after an action has been performed.

LM-MA-STATUS: : = SEQUENCE {
{0] ActionId,
[1] Status

}
ActionId: := ENUMERATED {
act(0),
deact (1),
res(3),
-- other actions are for further study.
}
Status: := ENUMERATED {
success(0),
failedNoReason(1l),
-- Other values are for further study.

}

When generated

The MAC passes this service primitive to the MLME after having received and satisfied the request of an
LM-MA-ACTION from the MLME. In order to maintain conceptual simplicity in the service model, it is
assumed that there is no overlapping of actions; no new LM-MA-ACTION is passed by the MCME to the
MAC until any outstanding 1.M-MA-STATUS corresponding to an earlier LM-MA-ACTION has been
returned to the MLME. This single instruction stream feature of the scrvice model is not intended to imply
any limitation on multithreaded implementations.

Effect of receipt

If the status value returned to the MLME is success, then no further action is defined for this service. If it
is anything other than success, then the MAC shall repeat the request for service by passing the associated
LM-MA-ACTION to the MAC again, with a maximum of two retries. If, after this number of retries, there is
still no success status value returned, an appropriate failure notification is delivered by the MLME to the
SMAP, across the LMI.

When the MLME receives an LM-MA-STATUS service primitive indicating success, it then completes the
satisfaction of an outstanding ACTION service request issued by the SMAP at the LMI.

Additional comments

This service is conceived of as synchronous in the sense that, after passing an LM-MA-ACTION, the
MLME remains in a wait state, so far as interactions with the MAC are concerned, until it receives an
associated LM-MA-STATUS with the value success. However, the service specification does not depend, in
any way, upon the realtime bounds (i.e., minimum and maximum timer values) of the wait state.

The synchronous feature of the service model is not intended to limit multithreaded implementations.
7.3.1.1.6 LM-MA-NOTIFICATION

This service primitive notifies the MLLME of events of management significance which occur during MAC
functioning.
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Semantics of the service primitive

LM-MA-NOTIFICATION: := SEQUENCE {
Event

}
Event::= ENUMERATED {
rxResExrxrThr (0),
rxFcsErrThr (1),
invalidCommandReqg(2),
failedaction(3)
-- Other values are for further study.

}

LM-MA-NOTIFICATION (RxResErrThr) is the notification that a threshold has been reached for the
counter which holds the number of occasions in which an MPDU was received when the resources required
for the reception were not available.

LM-MA-NOTIFICATION (RxFcsErrThr) is the notification that a threshold has been reached for the
counter which holds the number of occasions in which an MPDU was received when the calculation of the
frame check sequence indicated one or more errors in the bit sequence received.

LM-MA-NOTIFICATION (InvalidCommandReq) is the notification that the service user has requested a
service that cannot be provided at this point (in processing) by the service provider.

LM-MA-NOTIFICATION (failedAction) is the notification that an LM-MA-ACTION has failed, as
explained above.

When generated

This service primitive is passed to the MLME by the MAC when one of a defined set of events has occurred
in the MAC.

Effect of receipt

When this service primitive is received by the MLME, it generates a corresponding notification to the
SMAP. The syntax and the semantics of the specification of the notification to the SMAP at the LMI are
defined in Chapter 10 of this standard, in accordance with the SMI (ISO/IEC 10165-4:1992).

Additional comments

This service is conceived of as asynchronous to the operation of the MLME (i.e., the MLME does not enter
a prior wait state to receive the notification; rather it is interrupted for this purpose).

7.3.1.1.7 LM-MA-UNITDATA request

This service parameter allows one MLME to address and send MAC layer management SDUs (MLMSDUs)
to the MLLME of its station’s transmission peer (AU or ISTE, as the case may be), using the connectionless
MAC service for the exchange of MPDUs.

In all respects, this service functions in a way identical to the MA-UNITDATA request service specified in
ISO/MEC 10039:1991.

Semantics of the service primitive

LM-MA-UNITDATA request::= SEQUENCE
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[0] DestinationAddress,
[1] SourceAddress,
[2] MLMSDU,
[3] Priority
}
DestinationAddress::= MSAPAddress
SourceAddress: := MSAPAddress
MSAPAddress::= BIT STRING {Lsb{(0),Msb(47)}
MLMSDU: : = OCTET STRING
Priority::= INTEGER

The semantics of this service primitive are the same as those of the MA-UNITDATA request service
primitive, as defined in ISO/IEC 10039:1991 and described above.

When generated

The local MLME passes this service primitive to its MAC when this MLME has a functional requirement to
send an MLMSDU to the MLME of its station’s transmission peer.

Effect of receipt

The MAC creates an MPDU containing the MLMSDU rec¢ived from the MLME and attempts to transmit it
as a bit stream at the MAC/PHY service boundary.

Additional comments

This service is only required for the synchronization of the operations of an MLME and its peer MLME in
its station’s transmission peer. It is not required directly for the management functions of the SMAP. An
LM-MA-UNITDATA request is not passed to the MAC as a consequence of the MLMEs having been
commanded to do so by their local agent SMAP.

In order for peer MLMEs to exchange MLMSDUs, there must be a dedicated, well understood group
MAC address which the sender inserts into both the destination and source address fields of the
LM-MA-UNITDATA request. Ao

7.3.1.1.8 LM-MA-UNITDATA indication

This service parameter allows one MLME to be addressed and to receive MLMSDUs from the MLME of its
station’s transmission peer (i.e., the AU or an ISTE, as the case may be), using the connectionless MAC
service for the exchange of MPDUs.

Semantics of the service primitive

LM~-MA-UNITDATA indication::= SEQUENCE
{
[0] DestinationAddress,
[1] SourceAddress,
[2] MLMSDU,
[3] Priority
}

The semantics of this service primitive are the same as those of the MA-UNITDATA indication service
primitive, as defined in ISO/IEC 10039:1991.
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When generated

The local MAC passes this service primitive to its MLME when this MAC has received an MLMSDU for
delivery to the MLME.

Effect of receipt
There is no further effect in the MLME, defined by this service, after receipt of the MLMSDU.
Additional comments

This service is only required for the synchronization of the operations of an MLME and its peer MLME in
its station’s transmission peer. It is not required for the management functions of the SMAP.

In order for peer MLMEs to exchange MLMSDUs, there must be a dedicated, well understood
group MAC address which the receiver finds in both the destination and source address fields of the
LM-MA-UNITDATA request.

7.3.2 LME/PHY service
The term “LM-PH?” is used to signify the “layer management-to-Physical Layer interface.”

This subclause describes the services which the Physical Layer entity (PHY) provides to the local PHY
Layer management entity (PLME) to -accomplish layer management functions. Some of these services
enable the PLME to control the PHY through monitoring and intervention in PHY functioning. In the
conceptual service model, these layer management control functions are accomplished by the exchange of
primitive messages between the PLME and the PHY. This service model is not intended to imply any
limitation on implementations.

This service specification complies with ISO 7498-4:1989.
The following service primitives have been defined:

— LM-PH-GET

— LM-PH-RETURN

— LM-PH-SET

— LM-PH-ACTION

— LM-PH-STATUS

— LM-PH-NOTIFICATION

The LM-PH-GET, LM-PH-RETURN, LM-PH-SET, LM-PH-ACTION, LM-PH-STATUS, and LM-PH-
NOTIFICATION service primitives correspond to information elements in the MO class specifications for
the IEEE 802.9 PHY-Entity in Chapter 10.

The LM-PH service primitives and the MO specifications define two separate service boundaries, as shown
in figure 7-7. (Also see figure 10-3.) The service primitives define services provided to the PLME by the
PHY across the LM-PH service boundary. The MO specifications define services provided to a local agent
SMAP across the LMI service boundary.

The LMI services, provided by the PLME to the SMAP, are defined in Chapter 10 of this standard, in
accordance with the SMI (ISO/IEC 10165-4:1992).
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The correspondence between the services at these two boundaries is a reflection of the fact that the services
provided to the PLME by the PHY, at the LM-PH service boundary, are used by the PLME to provide
corresponding services to the SMAP at the LMIL.

LMI LM-PH
NOTIFICATION NOTIFICATION
———————| e EEE———
LOCAL PHY PHY
AGENT LME MANAGED
SMAP OBJECTS
e ———
OPERATION OPERATION

Figure 7-7—PLME service boundaries

7.3.2.1 Detailed specification of the LMEIPHY sefvice primitives
7.3.2.1.1 ML-PH-GET

This service primitive provides an'atomic read request service to the PLME.
Semantics of the service primitivé ’

This service primitive is used to request the value of a single attribute of the PHY MO (or of the HMUX, PS,
or PMD MOs) identified by a registered object identifier.

LM-PH-GET: := SEQUENCE {
Attributeld

}
AttributeId::= PHYAttributeObjId
PHYAttributeObjId: := SEQUENCE OF INTEGER

When generated

This service primitive is passed from the PLME to the PHY when an SMAP requires the value of a
particular PHY attribute for a management application. The SMAP uses the SMI (ISO/IEC 10165-4:1992)
defined GET operation at the LMI to command the PLME to obtain an attribute value, and the PLME, in
turn, passes the LM-PH-GET to the PHY.

Effect of receipt

When the PHY receives this service primitive, it returns the value of the attribute in question to the PLME as
the parameter of an LM-PH-RETURN service primitive.

Additional comments

The LM-PH-GET is an atomic read request operation, meaning that it is performed on a single attribute. See
Chapter 7 for the use of the GET operation in the specification of the attributes of a PHY MO (or more
specifically, of the HMUX, PS, or PMD MOs).
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7.3.2.1.2 LM-PH-RETURN
This service primitive returns a requested PHY attribute value to the PLME.

Semantics of the service primitive

This service primitive is used to return the value of an attribute identified, in a corresponding LM-PH-GET
service primitive, by a registered object identifier.

LM-PH~-RETURN: : = SEQUENCE {

AttributeValue

}
AttributeValue::= ANY

When generated

This service primitive is passed from the PHY to the PLME following the receipt by the PHY of an
associated LM-PH-GET service primitive from the PLME.

Effect of receipt

When the PLME receives an attribute value in an LM-PH-RETURN service primitive, it then satisfies an
outstanding GET service request issued by the SMAP at the LMI.

Additional comments

This service is conceived to be provided instantaneously to the PLME by the PHY, following the PHY’s
reception of an LM-PH-GET service primitive. The LM-PH-GET service primitives are conceived to be
passed across the SAP sequentially. Thus there cannot be multiple outstanding LM-PH-GET requests at the
same time, and so there is no need to include, as a parameter of the LM-PH-RETURN, an identifier of the
attribute the value of which is returned.

7.3.2.1.3 LM-PH-SET
This service primitive provides an atomic write request service to the PLME.

Semantics of the service primitive

This service primitive is used to change the value of an attribute identified by a registered object identifier to
a specified value.

LM-PH-SET: := SEQUENCE
{
[0] AttributeId,
[1] AttributeValue
}
AttributeId: := PHYAttributeObjId
AttributeValue: := ANY
When generated

This service primitive is passed from the PLME to the PHY when an SMAP requires a change of value
in a PHY attribute, in accordance with a management application. The SMAP uses the SMI (ISO/IEC
10165-4:1992) defined SET operation at the LMI to command the PLME to set an attribute to a specified
value, and the PLME, in turn, passes the LM-PH-SET to the PHY.
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Effect of receipt

When the PHY receives this service primitive, it changes the value of the attribute in question. Neither the
attribute, identified in the service primitive, nor the ability to change it directly, belongs to the PLME.

Additional comments

The LM-PH-SET is an atomic write operation performed on a single attribute. See Chapter 10 for the use of
the SET operation in the specification of the attributes of a PHY MO (or more specifically, an HMUX, PS, or
PMD MO).

7.3.2.1.4 LM-PH-ACTION

This service primitive provides a service to the PLME by which it is able to initiate any of a defined set of
actions in the already initialized PHY, at the direction of an SMAP application.

Semantics of the service primitive

The parameter of this service primitive is an action descriptor chosen from a list of those actions that the
PLME can initiate in the PHY to accomplish layer management tasks.

LM-PH-ACTION: : = SEQUENCE o .
Action
}
Action::= CHOICE { g
activate [0] NULL
deactivate [1] NULL
reset [21 PHYAttributeSet
localLoopback [3] NULL
remoteLoopback [4] NULL
provideHtemp [5] HTEMP,
setHMC [6] NULL,
provideSynchPattern [7] SynchPattern
-- other actions are for further study.
} s
PHYAttributeSet::= SET OF PHYAttributeAssertion
PHYAttributeAssertion: := SEQUENCE {

[0] PHYAttributeObjId
[1] PHYAttributeValue
}
PHYAttributeValue::= ANY
Htemp: := SEQUENCE OF
SEQUENCE

[0] PhSAP,
[1] Slot-Number,
[2] Channel-Width OPTIONAL

PhSAP::= BIT STRING(SIZE(16))
Slot-Number::= INTEGER (0.2499)
Channel-Width::= INTEGER (0.2499)
SynchPattern::= BIT STRING (SIZE(7))

The parameter of this service primitive for the reset action is specified as an unordered list of PHY attribute
value assertions, which define values for the attributes to be set, through the use of this service. Any attribute
of the PHY, not included in this list, will be set to an already specified default value.
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Each item in the unordered list, PHYAttributeSet, is a pair. The first member of the pair is a registered
attribute identifier, which is defined as a vector of integers. The second member of the pair is the value to
which the attribute is to be set upon initialization.

The Htemp is a complex structure defining the structure of the actual HMUX template, used by the HMUX
to assign symbols to slots of the TDM frame structure. The TDM frame structure is conceived of as a
sequence of fields of varying width.

When generated

This service primitive is passed from the PLME to the PHY when an SMAP requires an intervention
in the operation of the PHY. The SMAP uses one of the SMI (ISO/IEC 10165-4:1992) defined ACTION
operations at the LMI to command the PLME to initiate a specific action. The PLME, in turn, passes an
LM-PH-ACTION service primitive to the PHY with a parameter corresponding to the ACTION operation
requested at the LMI.

Effect of receipt
‘When the PHY receives the LM-PH-ACTION, it performs the action requested.

The deactivate action causes the affected PHY to suspend functioning so that other SMAP directed actions
can be performed upon the PHY of its station’s transmission peer (i.e., the AU PHY if the PHY suspended is
in the ISTE, or vice versa). The deactivate action might be invoked so that diagnostic procedures could be
executed in the PHY of its station’s transmission peer.

The activate action causes a PHY to resume functioning if it has been in a suspended state due to having
been subject to an earlier deactivate action. If the PHY, which receives the LM-PH-ACTION (activate), is
not in a suspended state, then the activate request has no effect upon it.

Upon receipt of the LM-PH-ACTION (reset) service primitive, the PHY resets all of its attributes, using the
supplied parameter values and known defaults.

When the PHY of either of a pair of transmission peers receives an LM-PH-ACTION (localL.oopback), it
proceeds to execute the local loopback requested. When the PHY of the AU receives an LM-PH-ACTION
(remotelL.oopback), it initiates a remote loopback through the PHY of the ISTE. The LM-PH-ACTION
(remoteL.oopback) is not defined for the LM-PH service boundary in the ISTE.

The setHMC action is a valueless command which causes the immediate change of an HMUX template,
assuming that a provideHtemp action has already been performed.

Additional comments

LM-PH-ACTION (reset) is used when the atomic attribute set request provided above (LM-PH-SET) is not
suitable because all or many of the PHY attributes must be set.

In general, actions invoked by LM-PH-ACTION to request services are conceived of as affecting a major
part of the operation of the PHY, rather than merely one attribute as is the case with the operations initiated
by LM-PH-GET and LM-PH-SET.

7.3.2.1.5 LM-PH-STATUS

This primitive returns to the PLME the result status of an intervention in the PHY initiated by an LM-PH-
ACTION being passed to the PHY.
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Semantics of the service primitive

The parameters of this service primitive identify the action type and the result status returned by the PHY
after an action has been performed.

LM-PH-STATUS: : = SEQUENCE {
[0] ActionId,
[1] Status
}
ActionId::= ENUMERATED {
act(0),
deact (1),
res(2),
localLoop(3),
remoteLoop(4),
provideHtemp (5),
setHmc (6),
provideSynch(7)
-- Other values are for further study.

Status: := ENUMERATED {

success (0) ,

failedNoReason(1l).

-- Other values are for further study.

}

When generated

The PHY passes this service primitive to the PLME after having received and satisfied the request of an LM-
PH-ACTION from the PLME. In order to maintain conceptual simplicity in the service model, it is assumed
that there is no overlapping of actions; no new LM-PH-ACTION is passed by the PLME to the PHY until
any outstanding LM-PH-STATUS corresponding to an earlier LM-PH-ACTION has been returned to the
PLME. This single instruction stream feature of the service model is not intended to imply any limitation on
multithreaded implementations. ;

Effect of receipt

If the status value returned to the PLME is success, then no further action is defined for this service. If it is
anything other than success, then the PHY shall repeat the request for service by passing the associated LM-
PH-ACTION to the PHY again, with a maximum of two retries. If, after this number of retries, there is still
no success status value returned, an appropriate failure notification is delivered by the PLME to the SMAP, .
across the LML

When the PLME receives an LM-PH-STATUS service primitive, it then completes the satisfaction of an
outstanding ACTION service request issued by the SMAP at the LMI.

Additional comments

This service is conceived of as synchronous in the sense that, after passing an LM-PH-ACTION, the PLME
remains in a wait state, so far as interactions with the PHY are concerned, until it receives an associated LM-
PH-STATUS with the value success. However, the service specification does not depend, in any way, upon
the realtime boundaries (i.e., minimum and maximum timer values) of the wait state.

The synchronous feature of the service model is not intended to limit multithreaded implementations.
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7.3.2.1.6 LM-PH-NOTIFICATION

This service primitive notifies the PLME of events of management significance that occur during PHY
functioning.

Semantics of the service primitive

LM-PH-NOTIFICATION: := SEQUENCE {
Event
}
Event: := ENUMERATED {
hmcParityError(0),
tdmParityError (1),

lossOfSynch(2),
remoteLoopback-Failure(3),
localLoopbackFailure(4),
pmdInvalid(5),

failedAction(6)

-- Other values are for further study.

}

When generated

This service primitive is passed to the PLME by the PHY when one of a defined set of events has occurred in
the PHY.

Effect of receipt

#When this service primitive is received by the PLME, it may generate a corresponding notification to the
SMAP, depending upon the definition of the PHY sublayer MOs. The syntax and the semantics of the
specification of the notification to the SMAP at the LMI are defined in Chapter 10 of this standard, in
accordance with the SMI (ISO/IEC 10165-4:1992).

Additional comments

This service is conceived of as asynchronous to the operation of the PLME (i.e., the PLME does not enter a
prior wait state to receive the notification; rather it is interrupted for this purpose).

96

Juniper Ex 1032 - 106
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE
AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994

8. Detailed specification of the medium access control (MAC) sublayer

8.1 Overview of the MAC sublayer

The MAC sublayer is responsible for establishing, maintaining, and terminating communication between the
peer MAC sublayer entities. As described in 5.3.1, the MAC is the lower sublayer in the Data Link Layer
(DL). The MAC sublayer provides for the transparent transfer of logical link protocol data units (LPDUs) of
a maximum size of 5101 octets to and from the logical link control (LLC) sublayer. Figure 5-4 illustrates the
relationship between the MAC sublayer and the other layers. The frame structure of the MAC frame is
illustrated in figure 6-14.

The integrated services local area network (ISLAN) MAC sublayer has been described as a “protocol
engine” consisting of several separate functional processes. These processes are:

a)  MAC state control. Governs overall coordination of all MAC processes.

b)  MSDU control. Governs the send/receive of MAC service data units (MSDUs) to/from the upper
layer processes. .

¢) LM message control. Governs request/notification messages to/from layer management.

d)  Access control (AC). Governs the request/grant protocol through which the ISTE and the access unit
(AU) gain access to the P channel for the purpose of transport of a MAC protocol data unit (MPDU).

e) MPDU control. Governs bit stream presentation of the MPDU to the hybrid multiplexer (HMUX)
sublayer and bit stream reception of the MPDU from the HMUX sublayer.

f)  Resource control. Governs allocation of buffer resources for all of the other MAC sublayer
functional modules. ;

g)  Timer control. Governs timer administration for all of the other MAC sublayer functional modules.

8.2 The ISLAN MAC protocol engine model

The sequence and description language (SDL) diagram of the ISLAN MAC protocol engine, presented in
figure 8-1, defines a model of the internal architecture of the MAC protocol processing block. Each of the
octagonal figures represents a concurrent process. within the block. The differentiation of such processes
provides a logical decomposition of the ISLAN MAC architecture. These processes are conceived to interact
either asynchronously or synchronously by the exchange of messages, called “signals” in SDL. These
signals carry information content between processes and between the internal processes and various external
protocol blocks.

The SDL diagram, in figure 8-1, conforms to CCITT Recommendation Z.100 (1993), except for a few small
diagrammatic deviations, such as the explicit representation of intraprocess queues. This model is intended
to be conceptual in nature; it does not restrict the range of implementation architectures.

The following subclauses provide a functional description of the processes.

8.2.1 MSDU_CNTRL process description

This process exchanges the MA-UNITDATA request and indication service primitives [i.e., the ma_ud_req()
and the ma_ud_ind() signals] with the MAC service user. Each signal carries an MSDU, as a parameter, in
one direction or the other. The signal exchange takes place across the bidirectional MSDU_C channel.

After receiving an MSDU in an MA-UNITDATA request [i.e., the ma_ud_req() signal],
MSDU_CNTRL creates the corresponding MPDU and sends it, as a parameter of a pdu_to_send() signal, to
MAC_STATE_CNTRL. This signal sequence is conceived of as immediate; no MPDU queue is maintained
in MSDU_CNTRL.
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BLOCK_ISLAN_MAC_PROTOCOL_ENGINE [ma_ud_ind(sdu)]

[ma_ud_req(sdu)]

LM_MSG_CNTRL

[reports]

[pdu_received(pdu)]

[commands]

[error_reports}]

L Tl
M_CNTRL_C PDU_Q.C

ti
[actions) [pdu_to_send(pdu),
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[gr_received, AC_TRANS_C
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[phy_srv_p(symbol, cei)]
PH_SRV_C

[phy_srv_u(symbol, cei)]

Figure 8-1—ISLAN MAC protocol engine SDL diagram

After receiving an MPDU from MAC_STATE_CNTRL, as the parameter of a pdu_received() signal,
MSDU_CNTRL creates the corresponding MSDU, by extracting the data field from the MPDU, and sends
the MSDU, as a parameter of an ma_ud_ind() signal, to the MAC service user.

The signal exchange between MSDU_CNTRL and MAC_STATE_CNTRL takes place across the
bidirectional PDU_Q_C channel.

8.2.2 LM_MSG_CNTRL process description

This process provides an intermediary between the layer management entity (LME), representing the system
management application process (SMAP), both of which are external to the current block, and the control of
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the internal states of the ISLAN_MAC_PROTOCOL_ENGINE. The LM_MSG_CNTRL process is
basically a message handler between the manager and the MO. '

From the LME (and ultimately the external SMAP), LM_MSG_CNTRL receives layer management
commands. It also returns reports to the LME (and the SMAP), including the following:

a)  Attribute values requested in the layer management commands.

b) Reports on the results of layer management actions initiated by SMAP commands originated from
outside the ISLAN_MAC_PROTOCOL_ENGINE block.

¢)  Unsolicited, asynchronous notifications to the LME (and the SMAP). This signal exchange of
commands and reports takes place across the bidirectional LM_C channel.

As the foregoing description indicates, “commands” and “reports,” in figure 8-1, are identifiers for SDL
signal lists, the constituents of which are not specified here in detail.

Corresponding to the commands and reports flowing between LM_MSG_CNTRL and the SMAP, there are
error_report and action signals flowing between LM_MSG_CNTRL and MAC_STATE_CNTRL, across the
bidirectional LM_CNTRL_C channel. ; .

The action signals cause MAC_STATE_CNTRL to initiate functions which correspond to the management
semantics of the SMAP commands.

“Error_reports” and “actions” are identifiers for SDL signal lists, the constituents of which are not specified
here in detail. ‘

8.2.3 MAC_STATE_CNTRL process description

This process exercises the central contivl funclions of the request/grant protocol. It effectively coordinates
all of the other concurrent processes in the ISI AN_MAC_PROTOCOL_ENGINE block, so far as the
request/grant protocol is concerned.

The finite state machines (FSMs) described in 8.3 define the state changes of the MAC_STATE_CNTRL
process.

The MAC_STATE_CNTRL process controls an internal queue of MPDU, i.e., those which have been
passed from the MSDU_CNTRL process for transmission outbound to the transmission peer [i.e., terminal
equipment (TE) MAC or access unit (AU) MAC], subject to the request/grant protocol.

This outbound MPDU queue is one of two internal queues within the
ISLAN_MAC_PROTOCOL_ENGINE block required by the request/grant protocol. The second is an
inbound MPDU queue maintained in the MPDU_TRANS_CNTRL process (see 8.2.6).

8.2.4 RES_CNTRL process description

This process monitors the availability of internal processing resources required for the sending and receiving
of MPDUs. The primary resource in question is a set of buffers for the transient holding of one or more
MPDUs in the internal queues controlled by the MAC_STATE_CNTRL process and the
MPDU_TRANS_CNTRL process, respectively.

Whenever there is a change between the availability and the unavailability of this type of resource for the
queue of incoming MPDUs controlled by MPDU_TRANS_CNTRL, this change is indicated to MAC_-
STATE_CNTRL by RES_CNTRL sending it either a res_avail or a res_unavail signal. In regard to buffer
space, receipt of res_avail means that there is enough buffer space so that at least one incoming MPDU can
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be buffered in MPDU_TRANS_CNTRL until it can be passed to MAC_STATE_CNTRL. Receipt of
res_unavail means that there is no longer at least this much buffer space available for the incoming queue
controlled by MPDU_TRANS_CNTRL.

The availability of buffer space in the inbound queue that is controlled by MPDU_TRANS_CNTRL is one
of the primary determinants of whether a GRANT=YES will be sent to the transmission peer. Availability of
space in the inbound queue may indirectly be a function of the amount of buffer space allocated for the other
internal queues; however, this functional effect is implementation dependent.

The res_avail and the res_unavail signals are sent across the unidirectional (RES_CNTRL==>MAC_-
STATE_CNTRL) RESOURCE_C channel.

8.2.5 TIMER_CNTRL process description

This process controls all internal timers required for the operation of the request/grant protocol and related
functions within the ISLAN_MAC_PROTOCOL_ENGINE. No timer controlled by TIMER_CNTRL
provides any function other than countdown.

A timer is set by a request from MAC_STATE_CNTRL, and is sent as the set_time(t,v) signal, where t
designates a specific timer and v is a nonnegative integer which is requested to be the countdown value (i.e.,
the starting number of ticks) of the timer.

The time-out event of a specific timer, t, is indicated to the MAC_STATE_CNTRL process by its receipt of a
time_out(t) signal from TIMER_CNTRL.

The set_time() and the time_out() signals are passed between MAC_STATE_CNTRL and TIMER_CNTRL
across the bidirectional TIMER_C channel.

8.2.6 MPDU_TRANS_CNTRL process description

This process controls the serialization of an MPDU for outbound transmission to the corresponding
transmission peer and the reverse function of assembling an inbound MPDU from a symbol stream.

In order to assemble an MPDU from an inbound symbol stream, buffer space is required for concatenation
of the octets that constitute the MPDU. The availability of this buffer space is a necessary and sufficient
condition for the sending of a GRANT=YES. This buffer space is also referred to above as an inbound
MPDU queue.

The MPDU_TRANS_CNTRL process has two signalling channel interfaces:

a) The MAC_STATE_CNTRL process
b) The SYMBOL_FLOW_CNTRL block

Across item a) the bidirectional MPDU_TRANS_C channel between MAC_STATE_CNTRL and
MPDU_TRANS_CNTRL, signals carry inbound MPDUs [i.e., as the parameters of the rx() signals] and
outbound MPDUs [i.e., as the parameters of the tx() signals].

Across item b) the bidirectional MPDU_SYMBOL_FLOW_C channel between MPDU_TRANS_CNTRL
and SYMBOL_FLOW_CNTRL, signals carry inbound symbols [i.e., as the parameters of rx() signals] and
outbound signals [i.e., as the parameters of the tx() symbols]. Across this signalling interface
MPDU_TRANS_CNTRL always responds synchronously to the receipt of an rx(symbol) signal by
immediately passing a tx(symbol) signal to SYMBOL_FLOW_CNTRL. In order to make asynchronous
transmission of MPDUs possible, the symbol may have a value of the Idle-Symbol whenever there are no
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data symbols to be transmitted because there is no MPDU to be serialized. This synchronization corresponds
to the synchronous PHY service, explained in 7.1.5.4.1.

8.2.7 ACCESS_CNTRL process description

This process controls the encoding, in symbols, of requests for permission to transmit an MPDU, and grants
of this permission.

The ACCESS_CNTRL process has two signalling channel interfaces:

a) The MAC_STATE_CNTRL process
b) The SYMBOL_FLOW_CNTRL block

Across step a) the bidirectional AC_TRANS_C channel between ACCESS_CNTRL and MAC_STATE_-
CNTRL,

1) Asignal (i.e, send_gr) indicates that permission is to be sent to the transmission peer for it to
send an MPDU :

2) Asignal (ie., send_req) indicates that a request is to be sent to the transmission peer to be
allowed to send an MPDU to that peer

3) A signal (i.e., gr_received) indicates that a grant of permission to send an MPDU to the
transmission peer has becn received from the transmission peer

4) Asignal (i.e., rq_received) indicates that a request for permission has been received from the
transmission peer-for it to send an MPDU

Across step b) the bidirectional "AC_.SYMBOL_FLOW_C channel” between ACCESS_CNTRL and
SYMBOL_FLOW_CNTRL, signals (i.e., rx_r(symbol) and rx_g(symbol)) are passed carrying, as
parameters, request and grant symbol values inbound from the transmission peer. Across the same channel
interface, signals (i.e., tx_r(symbol) and tx_g(symbol)) are passed carrying, as parameters, request and grant
symbol values outbound to the transmission peer:

Request and grant symbol values must be either Binary-1 (encoding YES); or Binary-0 (encoding NO). The
Idle-Symbol cannot be used.

8.2.8 SYMBOL _FLOW_CNTRL process description

SYMBOL_FLOW_CNTRL is not a process, but an SDL block, the internal structuré of which will not be
presented here.

However, the general function of this block is to maintain the correspondence between a symbol flow and a
PHY Connection Endpoint Identifier (CEI). Outside the ISLAN_MAC_PROTOCOL_ENGINE block, each
CEI is mapped into a specific PASAP, but the distinctions between the PhSAPs and their correlation to PHY
channels known at the HMUX sublayer should be unknown to the internal structures and FSMs of the
ISLAN_MAC_PROTOCOL_ENGINE block. This is a requirement of proper protocol layering, and it is a
requirement that is supported by the use of CEIs.

As explained above, symbol exchanges go on between SYMBOL_FLOW_CNTRL, on the one hand, and
MPDU_TRANS_CNTRL and ACCESS_CNTRL, on the other. Associations of a symbol and a CEI are
exchanged across the bidirectional PH_SRV_C channel, using the phy_srv_p() signal (passed from the PHY
service provider) and the phy_srv_u() signal (passed from the PHY service user).

LM_MSG_CNTRL provides an array of CEIs for the symbol flows, using the cei_array signal.
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8.3 P channel access control

This standard defines a packet channel, the P channel, through which each ISTE has access to the LAN
services. This clause describes the access control method by which the AU and the ISTE request access to
the P channel for the purpose of transport of an MPDU.

8.3.1 Overview

The IEEE 802.9 interface defines a point-to-point full-duplex channel, a P channel, between each ISTE and
the AU to which it attaches. The bandwidth of this P channel may vary among ISTEs in service. Figure 8-2
illustrates a sample configuration in which “n” ISTEs are attached to an AU where Pi indicates the P channel
between the i-th ISTE and the AU. In general, the bandwidth of the P channel, Pi, varies and depends on
how much of the interface bandwidth has been allocated to the isochronous C channel(s) and B channel(s) in
the given 802.9 channel between the ISTE and the AU. A sample configuration of multiple ISTEs connected
to an AU is illustrated in figure 8-2.

ISTE 1 — P1 —

ACCESS UNIT
ISTE 2 ~4— P2 —P= (AU)
ISTEn ~— Pn —P

Figure 8-2—Sample configuration of ISTEs connected to the AU

The usage of each P channel is governed by the ISTE and the AU using a control protocol known as the
request/grant protocol.

8.3.1.1 Characteristics of request/grant protocol

The following is a summary of the characteristics of the request/grant protocol procedure.

a)  The request/grant protocol is associated with the transmission and reception of MPDU.

b)  The transmission of a request signal set to “1” (R=1) requests permission for the station to send one
complete MPDU.

¢) The transmission of a grant signal set to “1” (G=1) indicates that receive resources are available to
receive one MPDU.

d) The reception of a grant signal set to “1” (G=1) allows the station to send one complete MPDU.

€)  The transmission of MPDUs from an ISTE to the AU (“upstream” transmission) is governed and
controlled by the AU.
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f)  The transmission of MPDUs from the AU to an ISTE (“downstream” transmission) may or may not
be governed and controlled by the ISTE. If the AU’s management entity has set the
IGNORE_GRANT variable to “1,” then the AU shall not await for a Grant=1 signal from an ISTE
before transmitting an MPDU to it.

8.3.1.2 Definitions of internal signals, external signals, and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this AC method. Positive logic is used as a convention; therefore, “1” and “TRUE” are
equivalent.

8.3.1.2.1 External signals

The following primitive signals appear as external stimulus to the request/grant FSM and the transmit/
receive FSM:

LM-MA-SET(IGNORE_GRANT) This is a management request. If possible, it will set
IGNORE_GRANT to the indicated state, “1” or “0.”

LM-MA-ACTION(activate) When this management request is issued, the MAC state machine
will initialize all state variables and timers. Upon the completion of
this task, the MAC state machine shall enter its operational states.

LM-MA-ACTION(deactivate) When this management request is issued, the MAC state machine
will stop all functional processing and return to an inactive state.

LM-MA-ACTION(reset) When this management request is issued, the MAC state machine
will reset all state variables and timers to the default values. Upon the
completion of this task, the MAC state machine shall return to its
normal functional state.

8.3.1.2.2 Internal signals

The following internal signals are generated by the functional processes within the request/grant FSM and
the transmit/receive FSM. They are commonly referred to as “flags” and “event/error counters.”

DECREMENT_RCV_QUEUE This internal signal is used to remove one resource from the pool of
receive buffers in the MPDU receive control queue. This results in
the formation of the RX(pdu) signal that is sent up to the MAC state
control module.

DECREMENT_XMT_QUEUE This internal signal is used to remove one PDU (which is queued)
that is awaiting transmission in the MPDU transmit control queue.

GRANT_BIT This signal bit appears in the AC field of the TDM frame. This bit
carries the grant signals. This is set to “1” by the granter/receiver
whenever it is ready to receive an MPDU. Note by definition, the
receive buffer shall be equal to the maximum size of the MPDU plus
a reserve buffer that has sufficient capacity to receive one TDM
frame payload field. The size of this reserve buffer may be set so as
to accommodate part of the payload that is delivered between AC
fields for the situation in which the aggregate stream has delivered its
payload field in a multiple row format.

GRANT_RECVD This is a Boolean status indicator. This variable is set to value “1” if
the state of the last received GRANT_BIT was set to “1.” Otherwise
it is set to “0.”
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RX_REQUEST
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TX_GRANT
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This is a Boolean status indicator. If this value is “1,” the AU or ISTE
may send an MPDU without receiving a GRANT_BIT="1." The
design of a node may be such that this bit is always *“1.” Note that the
AU management entity shall set this flag to “1” as the default opera-
tional mode. The ISTE management entity shall set this flag to “0.”

This is a Boolean status indicator. This indicates whether or not there
are one or more MPDUs ready for transmission (excluding the one
being transmitted). It is set to “1” if there is at least one complete
MPDU ready for transmission in the queue that exists between the
MSDU control module and the MAC state control module. Other-
wise, this variable is set to “0.”

This is a Boolean status indicator. This indicates whether or not an
MPDU is currently being sent/transmitted by the MPDU transmit
control module. It is set to “1” if an MPDU is being sent. Otherwise,
this variable is set to “0.”

This is a Boolean status indicator. This indicates whether or not an
MPDU is currently being received by the MPDU receive control
module. It is set to “1” if an MPDU is being received. Otherwise, this
variable is set to “0.”

This is a signal that appears in the AC field of the TDM frame. This
bit carries the request signals.

This is a binary indicator. The value “1” indicates the receive end of
PDU.

This is a Boolean status variable that indicates the arrival of an
incoming MPDU.

This is a Boolean status variable used to store the most recently
received request signal. This variable is set to “1” when
REQUEST_BIT=“1” has been received. Otherwise this variable is
set to “0.”

This is a binary indicator. The value “1” indicates a receive resource
is available.

This is a binary indicator. The value “1” indicates the receive start of
PDU.

This is a Boolean status variable used to store the transmiffed
GRANT_BIT status.

This is a Boolean status indicator. This indicates whether or not there
are one or more MPDUs ready for transmission. It is set to “1” if
there is at least one complete MPDU ready for transmission in the
queue that exists between the MAC state control module and the
MPDU transmit control module.
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8.3.1.2.3 State names for request/grant FSM
The following are definitions of the states used in the functional model for the request/grant FSM.

The request/grant transmitter FSM states are as follows:

AWAIT_MPDU The AWAIT_MPDU state is reached upon activation by the LME. In
this state, the transmitter FSM is awaiting work requests from the
MAC entity to send PDUs.

INACTIVE The INACTIVE state is the deactivated condition. In this state, the

transmitter FSM will not respond to any stimulus except for
messages from its LME.

REQUEST The REQUEST state is the state in which the transmitter FSM sends
a REQUEST_BIT=1 to the peer entity in accordance with the
REQUEST_TIME_SLOT indication from the PHY Layer, because
there is at least one MPDU queued to be sent. The transmitter FSM
shall stay in this state and repeat sending REQUEST_BIT=1 until the
variable GRANT_RECVD turns to “1” or until the transmit request
timer (TX_REQ_TIMER) expires. When GRANT_RECVD turns to
“1,” the MPDU queued to be sent is set in the process of start sending
in the P channel payload of the TDM frame. Upon the occurrence of
this event, the transmitter FSM will vector back to the AWAIT_PDU
state so that another request cycle may be repeated. In the event of
TX_REQ_TIMER EXPIRED, the FSM will notify layer
management of the error event.

The request/grant receiver FSM states are as follows:
AWAIT_RES The AWAIT_RES state is reached upon activation by the LME. In

this state, the receiver FSM is awaiting availability of resources in
order that it may send a GRANT to the peer entity.

INACTIVE The INACTIVE state is the deactivated condition. In this state, the
receiver FSM will not respond to any stimulus except for messages
from its LME.

GRANT THE GRANT state is the state in which the receiver FSM sends a

GRANT_BIT=1 to the selected peer entity in accordance with
the GRANT_TIMER_SLOT indication from the PHY Layer,
because there is a resource available to receive at least one MPDU
plus one P channel payload equivalent buffer. The receiver FSM
shall stay in this state and repeat sending GRANT_BIT=1 until
RX_INDICATION(PDU) turns to “1” or until receive grant timer
(RX_GRANT_TIMER) expires. Upon the occurrence of these
events, the receiver FSM will vector back to the AWAIT_RES state
so that another grant cycle may be repeated. In the event of plural
RX_GRANT_TIMER_EXPIRED, the FSM will notify layer
management of the error event.
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8.3.1.2.4 State names
The following are definitions of the states used in the functional model for the MPDU transmit/receive FSM.

The MPDU transmitter FSM states are as follows:

IDLE The IDLE state is reached upon activation by the LME. In this state,
the transmitter FSM is awaiting work requests from the MAC entity
to send PDUs.

INACTIVE The INACTIVE state is the deactivated condition. In this state, the
transmitter FSM will not respond to any stimulus except for
messages from its LME.

SEND The SEND state is the state in which the transmitter FSM sends an
MPDU. The transmitter FSM shall stay in this state until after the last
bit of the PDU has been sent. Upon the occurrence of this event, the
transmitter FSM will vector back to the IDLE state so that another
transmit cycle may be repeated.

The MPDU receiver FSM states are as follows:

IDLE The IDLE state is reached upon activation by the LME. In this state,
the receiver FSM is awaiting the receipt of a start of incoming packet
(RX_SOP=1) indication, coupled with the availability of a receive
buffer.. Once this event occurs, the FSM will vector to the
“RECEIVE” state and begin the process of receiving an incoming

PDU.

INACTIVE The INACTIVE state is the deactivated condition. In this state, the
receiver FSM will not respond to any stimulus except for messages
from its LME.

RECEIVE The RECEIVE state is the state in which the receiver FSM will begin

to store incoming bits of information until an end of PDU
(RX_EOP=1) indication is received. The MPDU receive control
FSM will be responsible for counting incoming bytes. Following the
complete reception :0of an incoming PDU, the FSM will be
responsible for conducting minimum/maximum PDU error checking.
Upon detection of a complete incoming PDU, the MPDU receive
control FSM will vector back to the IDLE state so that another
receive cycle may be repeated.

8.3.1.2.5 Managed objects

The following objects within the FSM are controlled or “managed” by the management entity within the
ISTE and AU:

max_mpdu_size_received This managed variable indicates the maximum length of MAC frame
that will be received. The maximum size MAC frame allowed is
5100 octets (see 6.5.11.2).

min_mpdu_size This integer is the minimum number of octets in an MPDU. The
minimum size MAC frame allowed is 19 octets (LEN, FC, DA, SA,
FCS). See 6.5.11.2.
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rx_octet_count This is an integer count of the number of octets received in an
MPDU.

rX_grant_timer This managed 16-bit timer indicates how long a grant will be

asserted without having received a start of packet indication.

rx_gtimer_errcnt This managed 16-bit counter is incremented each time a REQUEST
GRANT timer has reached its expiry condition.

rX_max_errcnt This managed counter is incremented if a received MPDU length
exceeds the maximum transmitted unit length.

rx_max_err_cnt_thresh This is a threshold counter for management action.

rX_min_errcnt This managed integer counter is incremented if a received MPDU is
received that is undersize.

rx_res_errcnt This managed 16-bit counter is incremented on the condition that a
received start of packet has occurred but no receive buffer resources
are available.

tx_req_timer This managed 16-bit timer indicates how long a request will be
asserted without having received a grant.

tx_req_errent This managed 16-bit counter is incremented when a grant is not

6690

received while the TX_REQ timer has expired “n” times.
8.3.1.2.6 Request/grant procedures and timing diagram

The AC field of the TDM frame consists of three request bits: REQ3, REQ2, and REQ1 (figure 6-7). These
bits supports multiple priority requests. The use of multiple priorities of requests is implementation
dependent. It is assumed that higher priority MAC frames (MPDUSs) arc processed prior to lower priority
MAC frames. Priority 3 is the highest. When priority 3 MPDU requires service, REQ3 is sent for a grant;
when priority 2 MPDU requires service, REQ2 is sent; and for priority 1 (the lowest priority) MPDU, REQ1
is sent.

When multiple ISTEs connected to an AU send requests of different priorities, the AU will provide grant to
the highest priority request first as part of resource allocation and flow control. The nature of the resolution
algorithm for flow control and resource allocation is dependent on the AU implementation. The normal
operation mechanism is for the ISTE to only set one priority request at a time. The procedures for
simultaneously issuing multiple request priorities at the ISTE is to only set one priority request at a time.

The request (R) and grant (G) subfields of the AC field of the TDM frame are used to synchronize the MAC
frame ready for transport between the ISTE and the AU.

The following definitions apply to the use of the request (R) and grant (G) signals:

R=0 No request outstanding for MPDU transmission.

R=1 Request outstanding for pending MPDU transmission.

G=0 No resource is available in the 802.9 device (either AU or ISTE) to
receive an MPDU.

G=1 Resource is available for receiving an MPDU in the AU. The G=1 is

issued by the receiver (either AU or ISTE) whenever it has a resource
available to receive this MPDU. This action is independent of the
request that was issued from the peer device.
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The resource must be equal to the combination of one maximum
length MPDU plus one TDM frame’s payload. Allocating this
resource size is also appropriate for the situation in which multiple
short length MPDUs are to be sent, since these packets could be
received in successive TDM frames without the need for request/
grant protocol exchange introducing delay in the pending
transmission.

RES This is a receive storage resource that can accommodate one MPDU.
Whenever the AU issues a G=1, it has allocated a receive resource
that has a length equal to the maximum MPDU size plus one reserve
buffer equal to one TDM frame size. The AU expects to receive one
MPDU (of length less than or equal to one maximum MPDU).

The G=1 is sent by the AU to the ISTE if it has the resources to receive one MPDU plus one TDM frame.
Whenever the ISTE has an MPDU ready for transport, it will assert R=1 in the next available TDM frame
and await a G=1 from the AU in the return TDM frame. However, if G=1 is received while the MPDU is
ready for transport, the ISTE will immediately initiate transport of the MAC frame without sending R=1.
Once G=1 is received, the ISTE will send the entire MAC frame to the AU. This MAC frame will be sent in
the P channel of consecutive TDM frames.

The start of frame (SOF) is set to “1” in the TDM frame period wherein the first octets of the MPDU pending
transmission are sent. The SOF field is interpreted in the request/grant procedure for distinguishing different
grants (e.g., G1, G2, etc.) from the AU as follows:

a) The G=1 received in successive incoming TDM frames is to be interpreted as the grant for the
pending MPDU.

b) If the MPDU transmission has begun in a TDM frame, the SOF is set to “1” in the AC field of that
frame.

The G=1 which is received in the return TDM frame (after the SOF=1 frame was transmitted) is interpreted
as a grant for the next MPDU pending transmission. This handshaking provides stability in handling grant
errors and in coordinating the realtime availability of the buffer resources in the AU. Thus the use of the SOF
provides for a robust request/grant protocol.

If the AU has a MAC frame ready for transport to the ISTE, it will send the frame whenever it has the TDM
frame’s P channel slot available. From a network management perspective, the AU will not wait for G=1
from the ISTE prior to transmission of the MAC frame. In other words, G=1 is always asserted (in the AC
field of the TDM frame) for the direction of frame transmission from the ISTE toward the AU.

‘When multiple ISTEs are connected to a single AU and resources are commonly shared, the requests from
each of these ISTEs are used by the AU for resolving contention for resources. The contention resolution
procedure within the AU is implementation dependent.

The following examples illustrate the request/grant protocol with respect to MAC frame transport from the
ISTE to the AU. The examples illustrate two cases:

— The single request case
— The multiple request case

The timing relationship between the TDM frame transmissions exchanged between the ISTE and the AU is
dependent on the IEEE 802.9 network environment. A detailed description is presented in Chapter 9.
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8.3.1.2.6.1 Single request case

In this situation, the ISTE has a single MPDU queued to be sent to the AU. The ISTE gains access to the
physical medium in two possible sequences using the request/grant protocol:

a)
b)

MPDU is ready to be sent and G=0 is asserted by the AU
MPDU is ready to be sent and G=1 is asserted by the AU

Single request case with initial grant = 0
Figure 8-3 illustrates the example of a single request that is queued in the ISTE and initially G=0 has been
received from the AU. When the MPDU is ready for transmission at the ISTE, R=1 is sent by the ISTE in the

AC field of the next available TDM frame. The ISTE awaits the G=1 from the AU in order to send the
MPDU.

O

TE AU
R=X, G=0
MPDU READY FOR
TRANSMISSION /
PDU_TO_SEND(1) R=X, G=0
R=1, G=X, SOF=0
" T SOP RESOURCE ALLOCATED
@ =1, G=X, SOF=0 oy oo FOR 1 MAC FRAME
GRANT_RCVD(1) ~ RX_RES_AVAIL(1)
- R=0,G=X, SOF=1  R=¥, G=1
SE/'\\IRT 3 MPDU i
DIN :
MPDU R=0,G=X,80F=0 o "3 B @
MPDU '
R=0, G=X, SOF=0 R=X, G=0
MPDU .
R=0,G=X, SOF=0 ===y
MPDU
0, G=X, SOF=0 F=X G=0
125 HS{ MPDU
NOTES:

R: REQUEST BIT IN TDM FRAME
R=1 FOR REQUEST
R=0 FOR NO REQUEST
R=XFOR DON’T CARE

G: GRANT BIT IN TDM FRAME
G=1 FOR GRANT
G=0 FOR NO GRANT
G=XFOR DON’T CARE

Figure 8-3—Single request timing diagram with initial grant state, G=0

The steps for exchange of request/grant information are as follows:

a)  When an MPDU is ready for transmission at the ISTE, the request bit is set to “1” (R=1) in the next
AC field that is transmitted from ISTE toward AU. This request is received at the AU within 125 us.
b)  In the next AC frame period, the AU asserts the grant bit set to “1” (G=1) if resources are available

to receive the MPDU (of maximum length).
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¢) Since no further MPDUs are ready for transport, the ISTE will assert R=0 and will proceed to
“construct” the TDM frame by setting SOF=1 in the AC field of the pending TDM frame and then
proceeding to transmit the TDM frame.

d) Since the permission to send was only for one MPDU, the AU will immediately assert G=0 and send
this TDM frame to the ISTE.

Single request case with initial grant = 1

Figure 8-4 illustrates the example of a single request that is queued in the ISTE and initially G=1 has been
received from the AU (i.e., the AU has resources available to receive one MPDU).

The ISTE will begin transmission of the MPDU in the next available TDM frame and will set SOF=1 in that
frame. Since only one MPDU is queued for transmission (in this example), the ISTE will immediately set
R=0 in the next TDM frame period, since it has already received permission to send one MPDU. If the
MPDU transmission continues in the subsequent TDM frame periods, then the ISTE will continue to send
R=0 and SOF=0.

TE AU

R=X, G=1
| il

MPDU READY FOR RESOURCE ALLOCATED

FOR 1 MAC FRAME
TRANSMISSION =g
PDU_TO_SEND(1) RX_RES_AVAIL(1)

125 ps {

R=0, G=X, SOF=1
MPDU
R=X, G=

R=0, G=X, SOF=0

NOTES:
R: REQUEST BIT IN TDM FRAME  G: GRANT BIT IN TDM FRAME
R=1 FOR REQUEST . G=1 FOR GRANT
R=0 FOR NO REQUEST G=0 FOR NO GRANT
R=X FOR DON’T CARE G=X FOR DON’'T.CARE
Figure 8-4—Singie request timing diagram with initial grant state, G=1
8.3.1.2.6.2 Multiple request case

When more than one MPDU is readied at the ISTE by different applications, there will be more than one

request that needs to be serviced. These requests will be arbitrated within the ISTE and a particular request
will be processed.

The ISTE gains access to the physical medium in two possible sequences using the request/grant protocol:

a) MPDUs are ready to be sent and G=0 is asserted by the AU
b) MPDUs are ready to be sent and G=1 is asserted by the AU
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Multiple request case with initial grant = 0

Figure 8-5 illustrates the example of multiple requests that are gueued in the ISTE and initially G=0 has
been received from the AU. When the MPDU is ready for transmission at the ISTE, R=1 is sent by the ISTE
in the AC field of the next available TDM frame. The ISTE awaits the G=1 from the AU in order to send the

MPDU.
TE AU
R=X, G=0
@ = = =l R=X, G=0
R4 4 B2 MDY BERCY T
RESOURGE ALLOCATED
@ R=1, G=X, SOF=0 R=X, G=1 S ‘(_I\?IE{DL"\II;AC FRAME
GRANT RECEIVED
- R=1, G=X, SOF=1 H=X.G=
R1 MPDU
Y7 i1 ——
& ASSERT R=1 R1 MPDU , (MPDU2)
FOR R2 MPDU o ISSUE 2ND GRANT
R=1, G=X, SOF=0 2=
M
— R=0, G=X, SOF=1 ____— 195 us
FINISH 5 pe
SENDING R2 MPDU
R1 MPDU >
START SENDING
R2 MPDU
NOTES:

R: REQUEST BIT IN TDM FRAME

" G: GRANT BIT AN TDM FRAME
' G=1 FOR GRANT
G=0 FOR NO GRANT
G=XFOR DON’T CARE

R=1 FOR REQUEST
R=0 FOR NO REQUEST
R=X FOR DON’T CARE

Figure 8-5—Multiple request timing diagram with initial grant state, G=0

The steps for exchange of request/grant information are as follows:

2)

b)

)

When MPDUs are ready for transmission at the ISTE, the request bit is set to “1” (R=1) in the next
TDM frame that is transmitted from the ISTE toward the AU. This request is received at the AU
within 125 ps. The ISTE continues to send R=1 in subsequent TDM frames until G=1 is received
from the AU.

In the next TDM frame period, the AU sends the grant bit set to “1” (G=1) if resources are available
to receive one MAC frame (MPDU1). The AU will maintain G=1 in subsequent TDM frames until it
receives an incoming TDM frame which contains SOF=1 in the received AC field. The status of
SOF=1 designates that this received TDM frame’s payload field contains the start of MPDU1.

Upon reception of G=1 for the MPDU1 that is queued for transmission, the ISTE will start
transmitting MPDUT1 in the very next available TDM frame. At this current moment, the SOF field
will be set to “1,” and the R bit will be set to “1” to designate that there is another MPDU pending
for transmission (MPDU?). If the MPDU (MPDU1) requires multiple payload periods to be sent, the
ISTE will continue to send R=1 and SOF=0 in each delivered frame.
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d) Upon reception of SOF=1 from the incoming TDM frame, the AU will detect R=1 which requests
another available resource. If the resource is available to receive a second MPDU (MPDU?2), then
the AU will send a TDM frame with G=1. The AU will continue to send G=1 in subsequent TDM
frames to acknowledge the request for MPDU?2 reception until it receives another TDM payload unit
with the SOF=1.

e) Once the MPDU1 frame has been completely transmitted, the ISTE will begin sending MPDU?2
since it has already received the grant permission. Note that in the first payload component of
MPDU2, ISTE will set SOF=1. If MPDU?2 is continued to be transmitted across subsequent TDM
frames, the SOF bit will be set to “0” in these frames.

Multiple request case with initial grant = 1

This case assumes that there is only one AC field per TDM frame and only one request priority is used. Since
the ISTE has more than one MPDU ready for transmission, multiple requests are required to be sent to the
AU.

Figure 8-6 illustrates the example of multiple requests that are queued in the ISTE and initially G=1. Since
G=1 has been received, the ISTE will begin transmission of the first MPDU (MPDU1) in the next available
TDM frame and will set SOF=1 to indicate that the frame transmission has started. Also, since MPDU?2 is
ready for transmission, the ISTE will send R=1 in the same TDM frame. While MPDUT is continued to be
transmitted in subsequent TDM frames, R=1 is still maintained. However, SOF=0 will be sent in these TDM
frames.

TE AU
R=X, G=1

| <¢——— RESOURCE ALLOCATED
FOR 1 MPDU (MPDU1)

MPDU 1 & 2 READY
FOR TRANSMISSION
AND START - R=1, G=X, SOF=1
SENDING MPDU 1

AND ASSERT R=1 R1 MPDU

FOR MPDU2
R=1, G=X, SOF=0 R=X, G=1

R1 MPDU
R=X, G=1

-t — . RESOURCE ALLOCATED
FOR 1 MPDU (MPDU2)

FINISH SENDING R=1, G=X, SOF=0
MPDU 1 AND

START SENDING |1} MPDU
MPDU2 R=0, G=X, SOF=1

R2 MPDU END OF RECEIVING
R1 MPDU RESOURCE
ALLOCATED FOR

1 MPDU (MPDU3)

R=0, G=X, SOF=0

MPDU2

125 us {

@ FINISH SENDING  |R2 MPDU
R=0, G=X, SOF=0

R2 MPDU

- END OF RECEIVING

R=0, G=X, SOF=0 R2 MPDU

NOTES:

R: REQUEST BIT IN TDM FRAME  G: GRANT BIT IN TDM FRAME
R=1 FOR REQUEST G=1 FOR GRANT
R=0 FOR NO REQUEST G=0 FOR NO GRANT
R=XFOR DON'T CARE G=XFOR DON'T CARE

Figure 8-6—Multiple request timing diagram with initial grant state, G=1
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The AU may issue G=1 in subsequent frames for the next MPDU transmission. However, the ISTE will send
MPDU2 after it has completely transmitted MPDU1. The AU continues to send G=1 in the TDM frames for
MPDU2 reception until the ISTE begins sending MPDU?2 with SOF=1 in a TDM frame. As long as there is
a resource available in the AU to receive another MPDU, the AU will continue to send G=1 in subsequent
TDM frames. If no more MPDUs are pending for transmission, the ISTE will send R=0 in subsequent
frames.

The steps for exchange of request/grant information are as follows:

a)  Since the AU has resources available for receiving an MPDU, it will send G=1 in the next available
TDM frame to the ISTE. This grant is received at the ISTE in approximately 125 ps.

b) The ISTE shall start transmitting the MPDUT in the next available TDM payload frame and shall set
SOF=1 in the AC field of that TDM frame. Since a second MPDU (MPDU?2) is ready for transport,
the ISTE will assert R=1 in that same frame period that SOF was set to “1.” If MPDUT1 is continued
to be transmitted in subsequent TDM frames, the ISTE will continue to also set SOF=0 and R=1 for
those TDM frames carrying the MPDU1 payload.

¢)  Upon receiving SOF=1 for the frame carrying the first fragment of MPDU1, and the R=1 requesting
delivery for MPDU?2, the AU shall set the grant bit to “1” indicating that a resource is available to
also receive MPDU?2. The AU shall continue to send G=1 in subsequent TDM frames as long as
fragments of MPDU1 arrive with SOF=0.

d) The ISTE will finish sending the last fragment of the MPDU, and will commence to send the first
fragment of the second MPDU (MPDU2). This first fragment of the MPDU?2 shall have the
accompanying SOF bit set to “l” to indicate the start of a new MPDU. Since there are no more
MPDUs queued for transmission, the ISTE will assert R=0 as it delivers payload fragments of
MPDU?2. The SOF bit will be set to “0” in these subsequent deliveries of the payload fragments for
MPDU2.

e)  Upon receiving the last payload fragment of MPDUI and observing that the SOF=1 has been set to
indicate the start of another frame transmission, the AU will transmit G=1 in the next TDM frame
period to indicate that it has another resource available (potentially for MPDU3).

f)  The ISTE will finish sending MPDU?2, and since no further MPDUs are pending transmission, the
ISTE shall send R=0 and SOF=0 in subsequent “idle” TDM payload frames.

g) As the AU completes the reception of the second MPDU, since it has another receive resource
available, it asserts G=1 in the next TDM frame sent back toward the ISTE.

8.3.1.2.7 Priority requests

The prioritization of requests in each ISTE facilitates users to accommodate multiple media service
priorities. Functionally, user service prioritization is outside the scope of this standard. However,
architecturally the IEEE 802.9 interface will support notification of the priority of the ISTE requests toward
the AU. This is particularly useful for the architecture wherein multiple ISTEs are connected to a single AU,
and there is contention for the AU receive buffer resources. The AU architecture requires resolving
contention based upon the individual request priority.

For single attached AUs (i.e., only one ISTE is connected to the AU), the request priority has no significance
within the IEEE 802.9 environment. The timing diagram for the request/grant protocol remains the same
even for the prioritized requests, since the IEEE 802.9 AU will receive only one request from each ISTE at
any given time. The position of the request priority bits is illustrated in figure 6-7.
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8.3.1.2.8 No grant issued case

There may be the situation where the AU does not have an available receive resource. In this case, the AU
will respond with the grant bit set to “0.” If the AU does not respond with a grant bit set to “1” over several
TDM frame periods, eventually the request transmitter FSM’s TX_REQ timer will expire. Upon expiration
of the TX_REQ timer, the FSM will increment the TX_REQ_ERR counter. Next, the FSM will check to see

if the value of this counter has exceeded a threshold.

a) If the TX_REQ_ERR counter has not exceeded the threshold, the FSM will issue another request
and it will restart the TX_REQ timer.

b) If the TX_REQ_ERR counter has now exceeded the threshold, the FSM will issue an
LM_MA_NOTIFICATION to the management entity to alert it of the situation.

Figure 8-7 illustrates the timing diagram for the situation when the AU does not issue a grant.

©

MPDU READY FOR

TRANSMISSION gy

PDU_TO_SEND(1)
START TX_REQ
TIMER

TX_REQ
TIMER
EXPIRED

————

IF TX_REQ_ERR_CNT

< THRESHOLD ———»

{RESTART TX_REQ
TIMER}

TX_REQ

TIMER

EXPIRED

——y

IF TX_REQ_ERR_CNT
= THRESHOLD NOTES:
{LM_MA_ R: REQUEST BIT IN TDM FRAME
NOTIFICATION}

TE

R=1, G=X

R=1, G=X

R=1 FOR REQUEST

R=0 FOR NO REQUEST
R=X FOR DON’T CARE

AU

e
E
RX_RES_AVAIL(0)

R=X, G=0

RESOURCE NOT
<—— AVAILABLE

RX_RES_AVAIL(0)
} 125 us

G: GRANT BIT IN TDM FRAME
G=1 FOR GRANT
G=0 FOR NO GRANT
G=XFOR DON’T CARE

Figure 8-7—No grant is issued for a request timing diagram
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8.3.1.2.9 Grant receive in error case

Whenever the AU sends a grant bit set to “1” (G=1) in a TDM frame, the ISTE can send an MPDU in the
next frame period. However, due to channel errors, if the ISTE receives G=0 (even though the AU sent
G=1), this will cause MPDU transmission to be delayed by one TDM frame period. The ISTE will have to
wait until the next incoming TDM frame period before it observes the G=1.

If the AU has sent G=0 indicating that there is no resource available for receiving an MPDU, but the ISTE
actually received a TDM frame with G=1 (due to an error in transmission), and begins transmitting an
MPDU payload fragment, this MPDU is likely destined to be ignored by the AU. Retransmission of the lost
frame will be handled by the error detection and retransmission procedures.

Handling of the “grant received in error” situation is part of the functionality of the MAC sublayer protocol
and is not necessarily a layer management action. However, repeated grant failures will be handled as part of
the management actions.

The tx-reg-timer is used to keep track of how long R=1 is being sent without receiving the G=1 from the AU.
When this timer expires, the tx-req-errcnt is incremented. If the tx-req-errcnt timer expires, then a
management action is required. ;

8.3.1.2.10 Start of frame (SOF) received in error

When the AU has issued a G=1, the ISTE will start sending the MPDU in the next available TDM frame. It
will simultaneously issue the SOF=I. If, due to link facility errors, the SOF bit is received as a “0,” the new
MPDU, which has begun transmission, is lost. Similarly, if the SOF=0 signal is sent during transmission of
subsequent payload delivery of the MPDU, but the SOF is received as a logic “1,” then the MPDU will be
received incorrectly. Retransmission of the lost MPDU will be handled by the error detection and
retransmission procedures.

Handling of the “SOF received in error” situation is part of the MAC sublayer protocol and is not a layer
management action. However, repeated reception of SOF errors will be handled as part of the management
actions. '

The rx-grant-timer keeps track of how long the grant is asserted without receiving the SOF. When the timer
expires, then a management action is required.

8.3.1.2.11 Resource allocation resolution for multiple ISTEs connected to a single AU

When shared resources are allocated to multiple ISTEs based on requests for MPDU transmission, the AU
has to resolve contention if a common resource needs to be allocated to MPDU transmissions from multiple
ISTEs. The contention resolution algorithm employed by the AU may be based on enabling higher priority
requests to be processed prior to lower priority requests. If more than one request is of the same priority, the
AU may employ a local contention mechanism that is dependent on the AU implementation.

8.3.1.2.12 Request/grant protocol using muitiple AC fields in a TDM frame

When higher rate physical channels between the ISTE and the AU are used, it is possible to negotiate
multiple AC fields to be distributed across the TDM frame. The detailed procedures for negotiation and the
number of AC fields in a single TDM frame are a function of the HMUX sublayer. Figure 8-21 illustrates a
representative example of the timing diagram and the request/grant protocol operation when multiple
MPDUs are transmitted in a single TDM frame. This figure assumes that the TDM frame transmissions
between the AU and the ISTE are such that the AC fields are synchronized in time.
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The following steps are useful in describing the request/grant procedure using multiple AC fields:

a) The first AC field of the TDM frame from the AU to ISTE has G=1 indicating that the AU has
resources available to receive one MPDU.

b) The ISTE sets SOF=1 to start transmitting MPDUT1 following the AC field. It will also set R=1 to
indicate that MPDU?2 is ready for transmission.

c¢) The AU will continue to place G=1 in the second AC field for MPDUT1 since it has not received
SOF=1 yet.

d) The ISTE sets SOF=0 and R=1 in the third AC field since the MPDU1 transmission will further
continue following this AC field.

e) The AU sets G=1 in the third AC field indicating that it has resources available to receive MPDU?2.
Note that the transmission of MPDUT from the ISTE to the AU has completed before the fourth AC
field in the TDM transmission from the ISTE to the AU.

f)  The ISTE sets SOF=1 in the fourth AC field to begin transmitting MPDU?2 since G=1 was received
in the third AC field of the TDM frame from the AU. It also sets R=1, since the MPDU3 is ready for
transmission.

g) The AU sets G=1 in the fourth AC field in the TDM transmission to the ISTE.

h) Note that the MPDU?2 transmission continues even after the fifth AC field of the TDM frame from
the ISTE. However, since MPDU3 transmission is about to begin in the payload field that follows
the fifth AC field, the ISTE sets SOF=1. Also, since there are no pending MPDUs awaiting
transmission, the ISTE will set R=0 in the AC field.

The issue of transmission delay between the TDM frame transmissions between the ISTE and the AU and
between the AU and the ISTE is discussed in 8.4.

8.3.1.3 Transmitter/receiver model for request/grant FSM

For purposes of simplification, the FSM for the request/grant protocol procedures has been modeled with the
transmitter functions separate from the receiver functions. The transmitter FSM and the receiver FSM
(within a peer entity) are interconnected by the internal signals. In practice, the receiver and transmitter
circuits within a given peer entity (either AU or ISTE) will be tightly interconnected. Figure 8-8 illustrates
this relationship. Note that the transmitter functional module actually has responsibility for sending the
stream consisting of request and grant bits, However, only the request bit is formed by the transmitter
control functional module. The grant bit is formed by the receiver control functional module within a given
peer entity.

8.3.2 FSM for sending request signals

Figure 8-9 illustrates the state transition diagram. Tables 8-1a and 8-1b describe the state transitions for the
FSM which controls the transmission of the request signals (REQUEST BIT) in the AC field, and initiates

the transmission of an MPDU. The basic operation of the state machine can be modeled as an FSM
consisting of three states:

a) INACTIVE
b) AWAIT_MPDU
¢) REQUEST

The following three subclauses contain a description of the actions, events, and transitions of the FSMs.
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Figure 8-8—Transmitter/receiver model for request/grant FSM

8.3.2.1 INACTIVE state operation

The INACTIVE state is the deactivated condition. In this state, the transmitter FSM will not respond to any
stimulus except for messages from its LME. While in this state, there is no data exchange permitted from the
ISTE to the AU.

Upon receipt of the management signal, LM-MA-ACTION(activate), the FSM is transitioned to the
AWAIT_MPDU state. The LM-MA-ACTION signal contains a complete set of information for the setting
of variables and timers associated with this FSM.

8.3.2.2 AWAIT_MPDU state operation

In this state, the FSM continues to scan the PDU_TO_SEND signal. This signal is an indication of whether
there are MPDUSs queued for transmission. This signal is set to “0” when the transmit queue is empty. When
an MPDU is queued for transmission, the PDU_TO_SEND is set to “1.”
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Once the FSM is in the AWAIT_MPDU state, it will remain in this state as long as the PDU_TO_SEND
variable is “0.” When the PDU_TO_SEND is set to “1,” the FSM will vector to the REQUEST state.

LM-MA-ACTION
(deactivate)

LM-MA-ACTION
(deactivate)
LM-MA-ACTION
(activate)

PDU_TO_SEND (0) PDU_TO_SEND (1)

or
TX-REQ-TIMER_
expired

and
TX-REQ-ERRCNT
= threshold

TX-REQ-TIMER
expired and
TX-REQ-ERRCNT
< threshold

Figure 8-9—FSM state transition diagram for the internal request control

In the AU, when the management status flag IGNORE_GRANT = “1,” there is no need to send a request
signal in response to PDU_TO_SEND(1). Instead, the FSM shall remain in the AWAIT_MPDU state and it
will issue a BEGIN_TX(PDU) signal toward the MPDU transmit control.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.

8.3.2.3 REQUEST state operation

The REQUEST state is utilized only for ISTE implementations. This state is not required for AU
implementations. g

The REQUEST state is the state in which the FSM sends an R=1 to the peer entity in accordance with the
PDU_TO_SEND signal from the upper layer. If GRANT_RCVD is “0,” the FSM sends a REQUEST bit set
to “1” (R=1) to the peer entity. However, if the GRANT_RCVD signal is set to “1,” the first queued MPDU
will be transmitted immediately. At this point in preparing the first fragment of the MPDU for transmission,
if the request FSM sees that there is more than one MPDU queued for transmission, the FSM will set the
REQUEST bit to “1” in the TDM frame. The request transmitter will stay in this state until there are no more
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MPDUs queued for transmission or until the management error counter, TX_REQ_ERRCNT, reaches the
threshold value. Upon the event of first setting R=1, the FSM will start the TX_REQ timer.

Table 8-1a—FSM state transition table for the internal request control for
INACTIVE and AWAIT_MPDU states

Current state Event Action(s) Next state
INACTIVE LM-MA-ACTION (activate) SET_VARIABLES_AND_ AWAIT_MPDU
TIMERS
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
PDU_TO_SEND(x) NO_ACTION INACTIVE
GRANT_RECVD(x) NO_ACTION INACTIVE
AWAIT_MPDU LM-MA-ACTION (activate) LM-MA-NOTIFICATION AWAIT _MPDU
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION AWAIT_MPDU
(RESET)
PDU_TO_SEND(0) NO_ACTION AWAIT_MPDU
PDU_TO_SEND(I) and SEND_A_REQUEST REQUEST
IGNORE_GRANT=0 RESTART_TX-REQ-TIMER
PDU_TO_SEND(1) and TX(PDU) AWAIT_MPDU
IGNORE_GRANT=1 (Increment Transmit queue)
GRANT_RECVD(x) NO_ACTION AWAIT_MPDU

Table 8-1b—FSM state transition table for the internal request control for

REQUEST state
Current state Event Action(s)? Next state
REQUEST LM-MA-ACTION (activatc) LM-MA-NOTIFICATION REQUEST
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) STOP_TX-REQ-TIMER INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION REQUEST
(INVALID_COMMAND)
PDU_TO_SEND(0) STOP_TX-REQ-TIMER AWAIT_MPDU
PDU_TO_SEND(1) NO_ACTION REQUEST
GRANT_RECVD(0) SEND_A_REQUEST REQUEST
RESTART_TX-REQ-TIMER
GRANT_RECVD(1) STOP_TX-REQ-TIMER AWAIT_MPDU
TX(PDU)
(Increment Transmit Queue)
TX-REQ-TIMER_EXPIRED and | TX-REQ-ERRCNT:=TX-REQ- REQUEST
TX-REQ-ERRCNT<THRESOLD | ERRCNT+1
RESTART_TX-REQ-TIMER
TX-REQ-TIMER_EXPIRED and | LM-MA-NOTIFICATION AWAIT MPDU
TX-REQ-ERRCNT=THRESOLD | (TX-REQ-ERR-CNT) -

the signal GRANT_RECVD(1).

2 In the REQUEST state, the AC will continue to set REQUEST_BIT=1 in each successive AC subfield until receipt of
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If the GRANT=1 signal is not received before the TX_REQ timer expires, the FSM shall restart the timer
TX_REQ, increment the management error counter TX_REQ_ERRCNT, and stay in the REQUEST state.
While in the REQUEST state, if the TX_REQ_ERR_CNT counter reaches its threshold, the FSM will send
a signal to management, LM-MA-Notification(TX_REQ_ERRCNT), clear the TX REQUEST flag, and
return to the AWAIT_MPDU state.

While in the REQUEST state, if the condition PDU_TO_SEND turns from “1” to “0” before the grant is
received, the FSM shall stop timer TX_REQ, and return to the AWAIT _MPDU state. The request transmitter
FSM will vector back to the AWAIT MPDU state. An example of this event would be when layer
management decides to stop transmission and rebuild the queue.

As long as the GRANT signal is not received, the variable GRANT_RCVD will remain set to “0.” While in
this state, if the GRANT bit = 1 is received in the TDM frame, the signal GRANT_RCVD is set to “1.”

GRANT_RCVD will be reset to logic “0” only after a TDM frame is received which contains a grant bit
equal to “0.”

The GRANT_RCVD signal may be involved in the following situations:

a) If GRANT_RCVD=0 and PDU_TO_SEND=1, it indicates that there is an outstanding MPDU
awaiting a grant bit = “1.”

b) If GRANT_RCVD=1 and PDU_TO_SEND=1, it indicates that an MPDU is being transported. The
transmit queue may contain more than one MPDU.

c¢) If PDU_TO_SEND=0, it indicates that there is no pending MPDU awaiting transmission.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.

Note that in figures 8-5 and 8-6 (the multiple request case), the signal PDU_TO_SEND will continue to be
set to 1 and TX_REQUEST=1 will remain. After the first MPDU transmission is completed, the TX- REQ-
TIMER is restarted, and the variable TX-REQ-ERR-CNT is reset. In addition, the REQUEST bit in the
TDM frame is set to “1” for requesting the ability to transmit another MPDU. The peer entity may issue
GRANT= 1 in every TDM frame, independent of the actions of this FSM. The identification of the GRANT
signal for different MPDUs is in accordance with the procedures described in 8.3.1.2.6.

8.3.3 FSM for sending grant signals at the ISTE

Figure 8-10 and tables 8-2a and 8-2b describe the FSM which controls the transmission of the grant signals
at the ISTE. The basic operation of the state machine consists of three states:

a) INACTIVE
b) AWAIT_RES
¢) GRANT

Upon receipt of the management signal, LM-MA-ACTION(activate), the FSM vectors to the AWAIT _RES
state. The LM-MA-ACTION signal contains a complete set of information for the setting of variables and
timers associated with this FSM.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.
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Figure 8-10—FSM state transition diagram for the internal grant control

Table 8-2a—FSM state transition table for the internal grant control for

INACTIVE and AWAIT_RES states

Current state Event Action(s) Next state
INACTIVE AWAIT_RES
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
RX_RES_AVAIL(x) NO_ACTION INACTIVE
AWAIT_RES LM-MA-ACTION (activate) LM-MA-NOTIFICATION AWAIT_RES
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION AWAIT _RES
(RESET)
RX_RES_AVAIL(0) NO_ACTION AWAIT_RES
RX_RES_AVAIL(1) SEND_A_GRANT GRANT
RX-INDICATION(PDU) INCREMENT_RX-RES- AWAIT_RES
ERRCNT
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Table 8-2b—FSM state transition table for the internal grant control for

GRANT state
Current state Event Action(s) Next state
GRANT LM-MA-ACTION (activate) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
LM-MA-ACTION (reset) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
RX_RES_AVAIL(0) and INCREMENT_RX-RES- AWAIT_RES
RX-INDICATION(PDU) ERRCNT
RX_RES_AVAIL(1) and DECREMENT_RCV_QUEUE GRANT
RX-INDICATION(PDU)

Each ISTE will be initialized such that RX_RES_AVAIL is set to “1.” Thus the state machine stays in the
GRANT state all the time. This initialization allows the AU to transmit an MPDU to the ISTE whenever it
has an MPDU to transmit to the ISTE.

As long as a resource is available to receive an MPDU, i.e.; RX_RES_AVAIL = 1, the FSM moves to and
stays in the GRANT state.

‘When resource becomes not available to receive an MPDU, i.e., RX_RES. AVAIL = 0, the FSM moves to
and stays in the AWAIT_RES state.

Note that the relationship of the TX_GRANT flag and the GRANT bit of the AC field is as follows:

—  Whenever TX_GRANT = “0,” the GRANT bit in the AC field is set to “0”
—  Whenever TX_GRANT = “1,” the GRANT bit in the AC field is set to “1”

While in the GRANT state, upon detection of a start of an incoming MPDU, the status indicator
RX_INDICATION(PDU) will be set to “1.” At this time there will be one of two actions that the FSM will
follow: -

— If there is a receive resource -available (RX_RES_AVAIL=1), the receive byte counter
(RX_BYTE_CNT) will be cleared and the receive queue will be decremented by one. The FSM will
remain in the GRANT state.

— If there is no receive resource available (RX_RES_AVAIL=0), the receive resource error counter
(RX_RES_ERRCNT) will be incremented by one. The FSM will return to the AWAIT_RES state.

Note that layer management cannot direct that the FSM leave the GRANT state. This is because once a
GRANT="1" is issued, the FSM must await the allowed time for the peer-to-peer response to be completed.

8.3.4 FSM for sending grant signals at the AU

This subclause describes examples of the FSMs for the request/grant protocols at the AU. The exact FSM for
the AU is dependent on the model assumed for the AU. This subclause describes FSMs for the following two
AU models:

a)  Shared buffer model. Grants signals used for resource allocation.
b)  Dedicated buffer model. Grants signals used for flow control.
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8.3.4.1 Arbitration at the AU—Shared buffer model
This AU model assumes that the resources at the AU are shared by all ISTEs attached to it.

Figure 8-11 illustrates the AU which is based on the shared buffer. The AU’s access controller (ACC) and
the Buffer Manager manage the allocation and deallocation of buffers to particular ISTEs. The basic request/
grant protocol operations in this model are as follows:

a)  Each ISTE, which has one or more MPDUs to transmit, sends the request signals to the ACC.

b) The ACC arbitrates the requests from the ISTEs and sends the grant signal to the ISTE to which the
associated Buffer Manager allocated some resources for PDU reception. It is possible that more than
one ISTE could be transmitting an MPDU to the AU at the same moment in time.

¢) The ISTE which has received the GRANT_BIT=1 signal may transmit one complete MPDU toward
the AU starting in the P channel. The relationship between MPDUs, the GRANT bit, and the SOF is
in accordance with the description in 8.3.1.2.6.
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Figure 8-11—Shared buffer model

8.3.4.1.1 FSM for sending grant signals at shared buffer (AU)

Figure 8-12 and tables 8-3a and 8-3b describe the FSM which controls the transmission of the grant signals
at the AU. The basic operation of the state machine consists of three states:

a) INACTIVE
b) AWAIT_RES
c¢) GRANT
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Figure 8-12—FSM state diagram for éending grant—Shared buffer model

For the shared buffer model of the AU, it is important to note that the FSM described in figure 8-12 and
tables 8-3a and 8-3b will exist for every active ISTE attached to the AU (i.e., there will exist one ‘state
machine instance for each ISTE port).

Upon receipt of the management signal, LM-MA-ACTION(activate), the FSM is transitioned to the
AWAIT_RES state. The LM-MA-ACTION signal contains a complete set of information for the setting of
variables and timers associated with this FSM.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.

With the shared resource model, the AU may or may not have receive resources available. When a resource
becomes available (RX_RES_AVAIL=1), the AU’s FSM will set the status indicator, TX_GRANT, to “1”
for that ISTE instance and vector to the GRANT state. Since the AU does not want to keep these resources
allocated forever, it will associate a timer with the GRANT token signal that is issued. When this timer
expires, the AU will revoke the GRANT token and stop the timer record. At the end of the timer period, if
the ISTE has not sent a packet that would require a receive buffer, then the AU is free to put that resource
back into its pool of common receive resources.

As long as a resource is available to receive an MPDU, i.e., RX_RES_AVAIL = “1,” the FSM moves to and
stays in the GRANT state. As mentioned above, the FSM will start a timer, RX_GTIMER(n), for each grant
that is issued.
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If a RX_GTIMER(n) expires, the AU will expect that the resource was unused. At this point, the unused
GRANT token will be put back into the free receive resource pool. The error counter,
RX_GTIMER_ERRCNT, is incremented by one at this point.

Table 8-3a—FSM state transition table for sending grant—Shared buffer model for
INACTIVE and AWAIT_RES states

Current state Event Action(s) Next state
INACTIVE LM-MA-ACTION (activate) SET_VARIABLES_AND_ AWAIT_RES
TIMERS
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
RX_RES_AVAIL(x) NO_ACTION INACTIVE
AWAIT_RES LM-MA-ACTION (activate) LM-MA-NOTIFICATION AWAIT_RES
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION AWAIT_RES
(RESET)
RX_RES_AVAIL(0) NO_ACTION AWAIT_RES
RX_RES_AVAIL(1) |.SEND_A_ GRANT GRANT
RESTART_TIMER-RX_
GTIMIER)
RX-INDICATION(PDU) INCREMENT. RX-RES_ AWAIT_RES
ERRCNT

Table 8-3b—FSM state transition table for sending grant—Shared buffer model for

GRANT state
Current state Event Action(s) Next state
GRANT LM-MA-ACTION (activatc) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
LM-MA-ACTION (dcactivalc) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
LM-MA-ACTION (reset) LM-MA-NOTIFICATION GRANT
(INVALID_COMMAND)
RX_RES_AVAIL(0) and STOP_RX_GTIMER(n) AWAIT_RES
NO_RX_INDICATION(PDU))
RX_RES_AVAIL(0) and INCREMENT_RX_RES_ AWAIT_RES
RX_INDICATION(PDU)) ERRCNT
STOP_RX_GTIMER(n)
RX_RES_AVAIL(1) and NO_ACTION GRANT
NO_RX_INDICATION(PDU))
RX_RES_AVAIL(1) and DECCREMENT_RCV_QUEUE AWAIT_RES
RX_INDICATION(PDU)) STOP_RX_GTIMER(n)
RX_GTIMER(n)_EXPIRED INCREMENT_RX_GTIMER _ AWAIT _RES
ERRCNT
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The relationship of the TX_GRANT status flag and the grant bit of the AC field is as follows:

—  Whenever TX_GRANT = “0,” the grant bit in the AC field is set to “0” (for that ISTE instance)
—  Whenever TX_GRANT = “1,” the grant bit in the AC field is set to “1” (for that ISTE instance)

8.3.4.2 Flow control at the AU—Dedicated buffer model

This AU model assumes that for each ISTE attached to it, there is a dedicated buffer allocated with
additional functions such as the address filtering (ADF). This model is illustrated in figure 8-13. Since
buffers are allocated to each ISTE, it is not necessary for the AU to wait for a request from the ISTE before
issuing a GRANT, thus minimizing the packet latency.

REQG——>
<—— GRANT
€ mm s m e e —— >
BUFFER
ISTE P1 AND ACC
se 7T T TT] " T BUFFER
A o3 AND ACC
DR e
ISTE o AND ACC
n FH———— Pn

Figure 8-13—AU—Dedicated buffer model

The basic operations are as follows:

a) The AU sets TX_GRANT = “1” if there is sqfﬁéient buffer space available
b) The AU sets TX_GRANT = “0” if there is not sufficient buffer space available

In this case the FSM is identical with that of the ISTE GRANT generation. Figure 8-10 shows the FSM state
diagram. For a complete description of operation, refer to 8.2.3.

8.3.5 Management initialization procedures for IGNORE_GRANT

The initialization of IGNORE_GRANT differs between the ISTE and the AU. This was done to allow the

greatest range of cost/performance designs for AUs, as well as to minimize the impact on the AU of not
getting GRANT from an ISTE during periods of high traffic.

8.3.5.1 AU initialization procedure for IGNORE_GRANT

By default, the AU management entity directs the AU to initialize to a state where it will ignore GRANT.
This means the AU can send packets to the ISTE without waiting for a GRANT.
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8.3.5.2 ISTE initialization procedure for IGNORE_GRANT

By default, the ISTE management entity directs the ISTE to initialize to a state where it pays attention to the
GRANT bits coming from the AU. The AU must send a GRANT to the ISTE before the ISTE can send an
MPDU.

8.3.6 FSM for sending MPDUs

Figure 8-14 and tables 8-4a and 8-4b describe the FSM which controls the transmission of an MPDU. The
basic operation of the state machine can be modeled as an FSM consisting of three states:

a) INACTIVE
b) IDLE
c) SEND
LM-MA-ACTION
(deactivate)
LM-MA-ACTION
(deactivate)

LM-MA-ACTION
(activate)

TX_PDU_TO_SEND=1

PDU_BEING_SENT=0

Figure 8-14—FSM state transition diagram for sending MPDUs

Upon receipt of the management signal, LM-MA-ACTION(activate), the MPDU transmit control FSM is
transitioned to the IDLE state. The LM-MA-ACTION signal contains a complete set of information for the
setting of variables and timers associated with this FSM.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.

Once the FSM is in the IDLE state, whenever the MAC access control has an MPDU queued for
transmission and has received a GRANT_BIT=1, the FSM sends the message TX(pdu) which serves to
increment the transmit queue that is serving the MPDU transmit control module. Whenever there is one or
more PDUs queued, this activates the internal signal TX_PDU_TO_SEND to logic value “1.” In response,
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the MPDU transmit control FSM will vector to the state SEND. It stays in this state as long as the
PDU_BEING_SENT = “1” condition is valid.

While in the SEND state, when the last bit of the PDU has been sent, the variable PDU_BEING_SENT turns
from “1” to “0.” In response to this event, the MPDU transmit control FSM shall stop transmitting, clear the
PDU_BEING_SENT flag, decrement the transmit queue, and return to the IDLE state.

While in the SEND state, upon the receipt of the management signal, LM-MA-ACTION(deactivate), the
MPDU transmit control FSM is transitioned to the INACTIVE state.

Table 8-4a—FSM state transition table for sending MPDUs for
INACTIVE and IDLE states

Current state Event Action(s) Next state
INACTIVE LM-MA-ACTION (activate) SET_VARIABLES_AND_ IDLE
TIMERS
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
TX_PDU_TO_SEND=x NO_ACTION INACTIVE
PDU_BEING_SENT=x NO_ACTION INACTIVE
IDLE LM-MA-ACTION (activate) LM-MA-NOTIFICATION IDLE
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION IDLE
(RESET)
TX_PDU_TO_SEND=0 NO_ACTION IDLE
TX_PDU_TO_SEND=1 START_TRANSMIT_PDU SEND
PDU_BEING_SENT:=1
PDU_BEING_SENT=x NO_ACTION IDLE
Table 8-4b—FSM state transition table for sending MPDUs for
SEND state
Current state Event Action(s) Next state
SEND LM-MA-ACTION (activate) LM-MA-NOTIFICATION SEND
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) STOP_TRANSMIT_PDU INACTIVE
PDU_BEING_SENT:=0
LM-MA-ACTION (reset) LM-MA-NOTIFICATION SEND
(INVALID_COMMAND)
TX_PDU_TO_SEND=x NO_ACTION SEND
PDU_BEING_SENT=0 STOP_TRANSMIT_PDU IDLE
DECREMENT_XMT_QUEUE
PDU_BEING_SENT=1 CONTINUE_TRANSMIT SEND
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8.3.7 FSM for receiving MPDUs

Figure 8-15 and tables 8-5a and 8-5b describe the FSM which controls the reception of an MPDU. The basic
operation of the state machine can be modeled as an FSM consisting of three states:

a) INACTIVE
b) IDLE
¢) RECEIVE
LM-MA-ACTION
(deactivate)
LM-MA-ACTION
(deactivate)

LM-MA-ACTION
(activate)

RX_RES_AVAIL(x)
nd

. a
RX_EOP=1 RX_SOP=1

Figure 8-15—FSM state transition diagram for receiving MPDUs

Upon receipt of the management signal, LM-MA-ACTION(activate), the MPDU receive control FSM is
transitioned to the IDLE state. The LM-MA-ACTION signal contains a complete set of information for the
setting of variables and timers associated with this FSM.

Upon receipt of the management signal, LM-MA-ACTION(deactivate), the FSM is transitioned to the
INACTIVE state.

Once the MPDU receive control ESM is in the IDLE state, whenever the MAC access control has an
available buffer and has received an RX_SOP=1 indication, the FSM begins the reception process. In
response, the MPDU receive control FSM will vector to the RECEIVE state. It stays in this state until the
RX_EOP=1 indication is received or a packet length violation is reached.

While in the RECEIVE state, once the reception process has started, the MPDU receive control FSM will
scan for the presence of an end of packet (RX_EOP=1) indication. The MPDU receive control FSM will be
responsible for counting bytes and storing that count in RX_BYTE_CNT.
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Table 8-5a—FSM state transition table for receiving MPDUs for
INACTIVE and IDLE states

Current state Event Action(s) Next state
INACTIVE LM-MA-ACTION (activate) SET_VARIABLES_AND_ IDLE
TIMERS
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
RX_RES_AVAIL=x NO_ACTION INACTIVE
RX_SOP=x NO_ACTION INACTIVE
RX_EOP=x NO_ACTION INACTIVE
IDLE LM-MA-ACTION (activate) LM-MA-NOTIFICATION IDLE
(INVALID_COMMAND)
LM-MA-ACTION (deactivate) NO_ACTION INACTIVE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION IDLE
(RESET)
RX_SOP=0 NO_ACTION IDLE
RX_RES_AVAIL=0 and INCREMENT_RX_RES_ IDLE
RX_SOP=1 ERRCNT
RX_RES_AVAIL=1"and RX_BYTE_CNT:=0 RECEIVE
RX_SOP=1 DECREMENT-RCV_QUEUE
RX_EOP=x NO_ACTION IDLE
Table 8-5b—FSM state transition table for receiving MPDUs for
RECEIVE state
Current state Event Action(s) Next state
RECEIVE LM-MA-ACTION (activate) LM-MA-NOTIFICATION RECEIVE
§ (INVALID_COMMAND)
LM-MA-ACTION (deactivate) STOP_RECEIVE_PDU INACTIVE
DISCARD_PDU_BEING_
RECEIVED
RESET-RECEIVE_QUEUE
LM-MA-ACTION (reset) LM-MA-NOTIFICATION RECEIVE
(INVALID_COMMAND)
RX_RES_AVAIL=x NO_ACTION RECEIVE
RX_SOP=x NO_ACTION RECEIVE
RX_EOP=0 CONTINUE_TO_RECEIVE RECEIVE
RX_EOP=1 STOP_RECEIVE IDLE
IF(RX_BYTE_CNT>RX_MAX_
MPDU)
THEN_INCREMENT RX_
MAX_ERRCNT
IF(RX_BYTE_CNT>RX_MIN_
MPDU)
THEN_INCREMEN-
T_RX_MIN_ERRCNT
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Once the RX_EOP indication is set, the receiver will then check the received byte count. Errors will be
counted as follows:

a) If the received byte count (RX_BYTE_CNT) is greater than the maximurn MPDU size, the error
counter RX_MAX_ MPDU will be incremented.

b) If the received byte count (RX_BYTE_CNT) is less than the minimum MPDU size, the error
counter RX_MIN_MPDU will be incremented.

At the end of error checking, the MPDU received indication will be raised and the MPDU receive control
FSM will vector back to the IDLE state.

While in the RECEIVE state, upon receipt of the management signal, LM-MA-ACTION(deactivate), the
MPDU receive control FSM is transitioned to the INACTIVE state.

8.4 Timing relationship of TDM frames exchanged between the ISTE and the AU

If the transmission of the request bits of the AC field in the TDM frame from the ISTE to the AU is
accomplished after the reception of the grant bit in the AC field in the TDM frame sent by the AU to the
ISTE, there may be specific advantage with respect to the performance of the request/grant protocol.
However, this requires that the TDM frame transmission from the ISTE to the AU may be delayed with
respect to the TDM frame from the AU to the ISTE. The amount of the delay is a function of the propagation
delay between the ISTE and the AU, and is implementation dependent. As such, the exact delay is not
specified as part of this standard.

The basic request/grant protocol will function on both implementations whether or not delay is
implemented.

1t should be noted that delay of ISTE TDM frame transmission to the AU may impact the performance of the
AU if IGNORE_GRANT is not implemented in the AU.

Figure 8-16 illustrates the use of multiple AC fields in a single TDM frame.
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ISTE-TO-AU TDM FRAME

R=1 R=1 R=1 R=1 R=0 | i
SOF=0 SOF=0 SOF=0 SOF=0 SOF=1 | !
AC AC AC AC ac | i
\ MPDU3
MPDUT MPDU

AU-TO-ISTE TDM FRAME

G=1 G=1 G=1 G=1 G=1

AC AC AC AC AC

Figure 8-16—Request/grant protocol with multiple AC fields in a TDM frame
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9. Detailed specification of the Physical (PHY) Layer

9.1 Overview

The PHY Layer is responsible for establishing, maintaining, and terminating communication between the
peer PHY Layer entities. As described in 5.3.2, the PHY Layer is subdivided into hybrid multiplexing
(HMUX), physical signalling (PS), and physical medium dependent (PMD) sublayers. An overview of the
functions at each sublayer and the signals that cross the sublayer boundaries, to adjacent sublayers and to
management, are shown in figure 9-1. In this chapter, detailed specifications related to those sublayer
functions and sublayer signals are presented. The IEEE 802.9 interface specifies two particular PMD
sublayers:

a)  APMD for the lower rate (4.096 Mb/s) and longer reach (450 m) applications
b) APMD for the higher rate (20.48 Mb/s) and shorter reach (135 m) applications

Future IEEE 802.9 ISLAN architectures are expected to support other line rates and PMDs that will encom-
pass line rates that are other multiples of 4.096 Mb/s. .

This chapter also specifies the connector, the medium cable characteristics, the PHY Layer initialization and
maintenance procedures, and the environmental specifications.

9.2 HMUX sublayer

Figure 9-2 shows a detailed model of the transmitter/receiver for the HMUX sublayer in the ISTE.
Figure 9-3 shows a detailed model of the transmitter/receiver for the HMUX sublayer in the access unit
(AU).

9.2.1 Multiplexing

The multiplexing and demultiplexing shall be performed based on the masked clock signals appropriately
generated and timed with respect to the physical time division multiplexer (TDM) frame structure defined in
6.5.2. The service information being multiplexed and demultiplexed are the P, D, B, and C channels. The
overhead fields [the P channel access control (AC), hybrid multiplexer control (HMC), and TDM_MTN]
and the D and B channels are multiplexed into the leading fixed portion of the TDM frame, whereas the P
and C channels are variably assigned within the P/C payload of the TDM frame (see figure 9-2).

The PHY service primitives defined in 7.1.1.5 have associated arguments. One argument, SDU, corresponds
to those data bits that are multiplexed and demuitiplexed, where the symbol could be either a Binary 0 or a
Binary 1. A second argument, Status-Value, designates the validity (or invalidity) of the received
data_symbol. The third PhASAP-Id argument provides at the PHY isochronous interface (see 9.2.4) a value
that may be used by the PHY service user to multiplex and demultiplex separate user service channels. Note
that the HMUX sublayer does not support actual channel multiplexing. It offers through the PHY
isochronous interface, received and transmitted channel identifiers a “virtual” channel multiplexing service.
The time slot mapping from PhSAP to physical (isochronous timed) channel bandwidth may be either of the
following:

a)  Prefixed through some initial management configuration agreement
b) Dynamically determined through the exchange of management information

The service primitives also pass isochronous information relative to isochronous clock synchronization.

The external interfaces of the HMUX sublayer are illustrated in figure 9-4.
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Figure 9-1—General model of the PHY Layer

9.2.2 Hybrid multiplexer control (HMC) field summary

The IEEE 802.9 integrated services LAN (ISLAN) interface supports multiple isochronous applications as
well as provides an IEEE 802-based packet service and other framed services over the P channel. The
principal negotiation mechanism for providing configuration management of this payload component is
through the use of the CCITT Q.93x family of signalling protocols (see Chapter 11). However, it is
important to note that the reconfiguration of the bandwidth in the TDM frame must be synchronized between
the AU and the ISTE. The HMC field contains the control information that effects the synchronization and
determines the D channel rate (16 kb/s or 64 kb/s).
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Figure 9-2—Model of the transmitter/receiver for the terminal equipment HMUX sublayer

With the exception of the information that is processed by the PHY Layer, the complete received TDM
information, including the SYN and TDM maintenance fields, is passed over the PHY isochronous interface
with the appropriate channel ID values.

This HMC field resides in the third octet of the TDM frame. The field is encoded as shown in figure 9-5. The
summarized list of functions is given in table 9-1. The functionality of these bits of the HMC field is
described in the following subclauses.
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Figure 9-3—Detailed model of the transmitter/receiver for the AU HMUX sublayer
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Figure 9-4—HMUX sublayer external interfaces
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Figure 9-5—TDM frames’s HMC field

Table 9-1—Functionality of HMC field

Bit Name Function Value
7 DCR D channel rate select 0=Dy4
1=6¢4

6,5 RESERVED Reserved Transmitted as O and
: ignored upon receipt

4,3,2 MODE Template identification 0=Mode 0
MODE bits s 1=Mode 1
e 2 =Mode 2
3 =Mode 3
4 = Reserved
5 =Reserved
6 = Reserved
7 = Reserved
1 TXC Template exchange 0 = Keep templates
notification 1 = Exchange templates
0 HMF HMUX multiframing 0 = No multiframing bit

1 = Multiframing bit

9.2.2.1 Signal hysteresis to protect the MODE, DCR, and reserved bits

Together the hybrid multiplexer multiframing (HMF) and the template exchange notification (TXC) signals
form part of a dynamic bandwidth management process, and their integrity is contained within this process.
The other signals within the HMC field (MODE, DCR, RESERVED) are protected from the impact of link
errors by a hysteresis mechanism in which there must be three identical signals in consecutively received
HMC fields to effect a change of status at the receiver.
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9.2.2.2 D channel rate

The D channel rate select (DCR) bit is a single control bit employed in the HMC field to notify the HMUX
sublayer as to whether the D channel operates at a 16 kb/s (D1¢) or a 64 kb/s (Dg4) rate. When the Dy 4 option
is selected, the HMUX sublayer shall apply the transmitted information in the two least significant bits of the
D channel. The six more significant bits of the D channel shall be set to “0” as this bit stream is applied
toward the PMD transmitter. The transmitted DCR bit is sent by the HMUX sublayer under the control of
the layer management signal, LM_TX_DCR. The received DCR bit is sent by the HMUX sublayer to layer
management via the signal, LM_RX_DCR.

9.2.2.3 RESERVED bits

These bits are reserved for future standardization use by the IEEE 802.9 ISLAN Working Group. Since the
entire HMC field is considered to be delivered to the peer entity as part of the service agreement of the
HMUX sublayer to its layer management entity (LME) and its adjoining Layer 2, the contents of this field
shall be delivered to the peer entity. These bits shall be transmitted as a logic “0,” and ignored upon receipt
by both the ISTE and the AU.

The use of these bits for a proprietary application may lead to incompatibilities with future versions of this
standard.

The transmitted values are passed across the LME interface to the HMUX sublayer by the signal,
LM_TX_RSRV. Received HMC field bits are passed to layer management by the signal, LM_RX_RSRV.

9.2.2 4 Template identification MODE bits

Template identification MODE bits are used to designate a bandwidth allocation format or “mode” by which
the ISTE and AU communicate for the allocation of bearer service across the IEEE 802.9 interface. The
modes describe degrees of flexibility with respect to how bandwidth is allocated. These modes vary from a
single service (IEEE 802 only) to a more involved, fully dynamic CCITT Q.93x message-based approach
for bandwidth management.

The purpose of the modes is to allow lower functionality equipment to enjoy the utilization of the channel
structures without having to engage in a fully dynamic network management scheme.

Each mode of operation can be described as a template of the channel configuration of the IEEE 802.9 TDM
frame operation. The location of the Cchannel(s) isochronous bandwidth effectively determines the
P channel bandwidth since the unallocated isochronous bandwidth may revert to the P channel MAC
transport.

A functional description of the modes is given in annex E.

The use of these reserved bits for a proprietary application may lead to incompatibilities with future versions
of this standard.

The transmitted values are passed across the LME interface to the HMUX sublayer by the signal,
LM_TX_MODE. Received HMC field bits are passed to layer management by the signal, LM_RX_MODE.

The application to hysteresis (reception of three identical values) significantly reduces the effects of link
errors.
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9.2.2.5 Template exchange notification bit—(Bit 1)

The template exchange notification (TXC) bit is a single-status bit employed in the HMC field to notify the
peer HMC entity that it has effected a reconfiguration of channel bandwidth assignment as specified by the
CCITT Q.93x management/signalling messages from the AU.

9.2.2.6 HMUX multiframing bit—(Bit 0)

The HMUX multiframing (HMF) bit is used to guard template exchange timing integrity. The HMF bit is
asserted in the HMC field of every eighth TDM frame. It provides a multiframing pattern by which peer
HMUX sublayers can synchronize their actions. The procedures for this multiframe operation are defined in
9.14 through 9.16.

9.2.3 HMUX modes

Four bearer service notification values have been defined. Together, these “modes” of bearer service permit a
wide range of ISTE and AU functionality to be supported. The range of equipment spans rudimentary
integrated services digital network (ISDN) basic rate-only services, IEEE 802 only services, and equipment
that supports a dynamic bandwidth management (including C channel services).

In the most simple network topology, the payload space of the TDM frame is entirely allocated to the
P channel (Mode 0). This is the defauit configuration.

In the most encompassing network topology, the payload space may be mapped in a completely dynamic
manner into multiple sets of channels, each bearing a different service and operating at a different
transmission rate. When the lfayer management interface sends an LM_TX: MODE signal to the HMUX
sublayer, the mode of operation is loaded into both the transmitter and receiver circuits.

9.2.3.1 HMC MODE interworking
The value in the MODE field identifies a particular.bearer service that the ISTE is capable of supporting.
Table 9-2 is an interworking matrix that describes combinations of equipment types and whether there is

bearer service interworking across an IEEE 8029 subnetwork. The exchange of MODE information
between the AU and the ISTE establishes which forms of bearer service are possible.

Table 9-2—ISTE and AU mode interworking matrix

ISTE

AU Mode 0 (Bl‘é;’_‘}g]lm Mode 2 Mode3 | Mode 47

(802 only) only) (802 & BRI) (Full dynamic) | (Reserved)
0 (802 only) 802 services No interworking | 802 services 802 services Reserved
1 (BRI-ISDN only) | No interworking | BRI services BRI services BRI services Reserved
2 (802 & BRI) 802 services BRI services Both 802 & BRI | Both 802 & BRI | Reserved
3 (Full dynamic) 802 services BRI services Both 802 & BRI | Full dynamic Reserved
4-7 (Reserved) Reserved Reserved Reserved Reserved Reserved
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9.2.3.2 ISTE and AU interworking descriptions

To ensure interworking, the mode of operation of peer HMUX sublayers must be compatible for both the
transmit and the receive operations. This compatibility is ensured by setting the HMUX MODE register via
the LME interface.

In situations wherein an ISTE or an AU is capable of flexible control of its operational modes, the actual
operational mode that is configured may be a matter for negotiation over the D channel signalling service.

Reselection of mode operation over the IEEE 802.9 interface requires explicit management action.
9.2.3.2.1 Mode 0—IEEE 802 service only

This mode is used by IEEE 802.9 compatible terminal equipment and terminal adaptors (TE/TAs) that
implement only IEEE 802 LAN services. The MODE bits are set to “000.” The entire payload space of the
TDM frame is allocated to the P channel.

The use of Mode 0 indicates that there is no support for any other bearer service over the TDM frame. This
limitation includes the ISDN signalling service over the D channel. Consequently, there can be no
reselection of mode of operation over the IEEE 802.9 interface, and the Mode 0 service is maintained via
signal exchange across the IEEE 802.9 interface.

The use of Mode O implies that an HMUX is not required to perform dynamic bandwidth management
functions. This mode permits the implementation of simple and economical IEEE 802 service only TEs/TAs.

9.2.3.2.2 Mode 1—BRI ISDN service only

This mode is used by IEEE 802.9 compatible ISTEs that implement only the basic rate ISDN interface
services. The MODE bits are set to “001” indicating that there is no support for IEEE 802 services.

The use of Mode 1 implies that an HMUX is not required to support any form of dynamic bandwidth
management. This mode permits the implementation of simple and economical BRI-ISDN TAs. In this
mode, it is not necessary to implement an IEEE 802.9 MAC.

9.2.3.2.3 Mode 2—802 and BRI ISDN service only

This mode is used by IEEE 802.9 compatible ISTEs that implement only the IEEE 802 LAN services and
basic rate ISDN services. The MODE bits are set to “010” indicating that there is no support for C channel
services. Consequently, the entire payload space of the TDM frame is allocated to the P channel. The
support for BRI-ISDN included in this mode implies that there is support for a D channel service. The use of
Mode 2 implies that an HMUX is not required to support dynamic bandwidth management procedures for
the C channel, as described in Chapter 11.

The use of this mode permits a minimal HMUX to be implemented. It does not require the HMUX
multiframing nor the support of the dynamic bandwidth management procedures.

9.2.3.2.4 Mode 3—Dynamic bandwidth management service

This mode is used by IEEE 802.9 compatible ISTEs that implement both the IEEE 802 LAN services, and
the ISDN basic rate ISDN interface services, and that can support an arbitrary number of additional
wideband C channels. The MODE bits are set to “011.” This mode requires more functionality to be capable
of negotiating for the establishment and release of wideband channels.
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The establishment and release of channels are subject to negotiation over the D channel in order to allocate
the payload space, as described in Chapter 11.

9.2.3.2.5 Modes 4 through 7—Reserved
Modes 4 through 7 are reserved for future definition as operational bearer services.
9.2.4 PHY isochronous interface signal set

The HMUX higher layer interface provides a set of channels (P, AC, B1, B2, D, and multiple C channels)
both to the IEEE 802.9 MAC Layer and to the isochronous services interface. The interface to the IEEE
802.9 MAC is defined in Chapter 8. The application uses of the isochronous bearer channels are beyond the
scope of this standard. Consequently, multivendor implementations could easily become sufficiently varied
as to create serious interworking problems. It is highly desirable, therefore, that there should be a common
physical interface specification (input/output signals).

Adherence to the following subclauses will ensure that there is significant vendor independence over the
HMUX (PHY) user interface. The set of logical signal specifications detailed below may usefully serve as a
guide for implementation, and in fact, create the nucleus around which implementations are built.

The IEEE 802.9 PHY Layer offers an octet-based bearer service (see Chapter 7). Although the following
interface specification is defined as bit serial, the TDM_Frame_Time signals provide a timing reference by
which groups of eight contiguous serial bits can be aligned correctly as octets. The use of this bit serial
interface is consistent with the serial conveyance of information within the PHY and with interface signal
minimization. The grouping of eight serial bits into time slots is illustrated in table 9-3 and figure 9-6. The
following is a description of the complete set of signals that constitutes a working HMUX sublayer to an
application type of interface.

9.2.4.1 PHY_Active

This output signal asserts that the PHY Layer entity is operational and is able to engage in the reception/
transmission of PDUs from Layer 2. This means that the PMD entity is operational, the PS sublayer is fully
locked (synchronized), and the HMUX is properly functional.

9.2.4.2 Received_Data
This output signal represents a bit serial stream passing the entire TDM frame across the PHY interface.
9.2.4.3 Received_Clock

This output signal is the recovered clock signal that the PHY detects as part of the data information reception
process. This is a continuous PMD recovered clock signal, at the IEEE 802.9 aggregate line rate. One edge
of this clock signal is centrally located within the bit cell.

9.2.4.4 Received_TDM_Frame_Time

This output signal is active over a period of eight Receive_Clock signals that are aligned with the transfer of
the Sync field information in the incoming Received_Data stream. This signal permits the isochronous user
to obtain octet alignment of the received bit stream.

141
Juniper Ex 1032 - 151

Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE

Std 802.9-1994 INTEGRATED SERVICES (iS) LOCAL AREA NETWORK (LAN) INTERFACE

moooc | LI LTI L LS LT

RX_FRAME ___i

RN 0 020:0:0:0:0:0.0:0:0 000004

. 0000000000000 00

RX_SLOT_NO. >< 0

X

X

KEY:

RX_CLOCK = Receive_Clock

RX_FRAME = Receive_TDM_Frame_Time
RX_DATA = Receive_Data

RX_CHANNEL = Receive_Channel_ldentifier
RX_SLOT_NO = Receive_Slot_ldentifier

Figure 9-6—Timing relationships of received PHY signals

Table 9-3—PHY Layer signals

Signal name AU ISTE Sg"n:lfs
PHY_Active Output Output 1
Receive_Data Output Output 1
Receive_Clock Output QOutput 1
Receive_TDM_Frame_Time Output Output 1
RX_Ch_ID_LSB Output Output 1
RX_Ch_Id_MSB Output Output 1
Receive_Invalid Output Output 1
Transmit_Data Input Input 1
Transmit_Clock Input Output 1
Transmit_TDM_Frame_Time Input Output 1
TX_Ch_Id_LSB Output Output 1
TX_Ch_Id_MSB Output Output 1
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9.2.4.5 Received_Channel_ldentifier

This pair (least and most significant bytes) of output signals provide a Channel_Identifier value presented in
two separate binary sequentially-encoded octets. The Channel_Identifier identification is exactly aligned
with the Receive_Data octet established by the Receive_ TDM_Frame_Time signal. These two signals can
therefore support up to 65 536 separate isochronous channels or PhSAPs. The relationship of these signals is
shown in figure 9-6.

9.2.4.6 Received_Invalid

This output signal is aligned with the Receive_Data signal. This signal indicates whether the Receive_Data
stream can be considered valid. The “validity” of the bit stream is influenced by the PMD, the PS, and the
HMUX sublayer functions that monitor and inspect the error/synchronization aspects of the incoming bit
stream. When this signal is asserted, the internal operations of the PHY sublayers may additionally cause the
PHY-LM signals to be generated, but still allow the isochronous bearer service users to interpret the received
data stream.

9.2.4.7 Transmit_Data

This input signal is offered to the PHY at the line rate, as determined by the Transmit_Clock signal. It must
be offered to all isochronous service interface users, including any P, AC, B1, B2, D or C channels. The
individual service bit streams must be offered to the PHY at the aggregate line transmission rate, as
determined by the Transmit_Clock signal, and in accordance with the Transmit_Channel_Identifier signal
(see 9.2.4.10). s

9.2.4.8 Transmit_Clock

This signal may be used either as an input or an output. The use of this signal is dependent upon a PHY LME
that controls the PHY Layer functionality and asserts the correct operation in both the AU and the TE/TA
modes of operation. In the AU, this signal is an input that determines the link line rate and ensures that an
ISTE can be synchronized to the host ISDN wide arca network (WAN) to which the AU is attached. In the
ISTE modes of PHY operation, this signal is an-output signal that provides timing for Transmit_Data such
that it is synchronous with the Receive_Clock signal. In this way, the ISTE isochronous user service is able
to supply Transmit_Data at the correct times to ensure that the ISDN synchronous digital hierarchy
requirements can be offered to the user of the IEEE 802.9 PHY.

9.2.4.9 Transmit_TDM_Frame_Time

This signal may be used either as an input or an output. The use of this signal is dependent upon a PHY LME
that controls the PHY Layer functionality and asserts the correct operation in both the AU and the TE/TA
modes of operation. In the case of an AU, this signal is an input that sets the IEEE 802.9 TDM frame
alignment. It is required to permit proper allocation of channels within the PHY Layer, and to adhere to
ISDN timing requirements. In the case of the ISTE modes of PHY operation, this signal is an output that
provides the timing for alignment of the Transmit_Data to match the IEEE 802.9 TDM frame alignment.

9.2.4.10 Transmit_Channel_ldentifier

This pair (least and most significant bytes) of output signals provides a Channel_Identifier value presented in
two separate binary sequentially-encoded octets. The Channel_Identifier information provided by these
signals specifies the Transmit_Data that should be presented to the HMUX. The timing relationship that
should exist between the Transmit_Channel_Identifier signal and the presentation of the Transmit_Data is
determined by the state of the loop TDM frame option (see 9.2.11). These two signals can support up to
65 536 separate isochronous channels or PhSAPs. The relationship of these signals is shown in figure 9-7.
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Figure 9-7—Timing relationship of transmitted PHY signals

At the ISTE in which the TDM_Loop_Delay has been specified as two octets, the timing relationship of the
receive and transmit PHY interface is illustrated in figure 9-8. For a given TDM slot, the TX_Data is delayed
by two octets relative to the RX_Data octet. Note that the RX_Channel_Id and the TX_Channel_Id signals
are also delayed by two octets. This delay is an optional mechanism that is implementation dependent. It
should be further noted that both figures 9-7 and 9-8 are shown for the situation where there is a 4.096 Mb/s
PMD. Therefore the “slot numbers” are enumerated from 0 to 63.

9.2.5 HMUX sublayer initialization procedures
9.2.5.1 General

This subclause describes the initialization procedure for the HMUX sublayer. The HMC field is described in
9.2.1. In this model, the PHY Layer is in the powered-on condition. Therefore, the following procedure
specifies the initialization procedure after power-up, the initialization of the PS sublayer (PS_LOCK), and
the error recovery procedure for the PHY Layer connection. The HMUX sublayer executes a handshake
procedure with the peer entity’s HMUX sublayer as described in the finite state machine (FSM) in the
following subclauses.

9.2.5.2 Transmitter initialization

After power-on, the default status of the HMUX transmitter is that it sends no multiframe signal, no TXC
signal, nor any DCR information. The MODE is set to IEEE 802 only. Thus the HMC is sent as “00000000.”
On command by the LME, the HMUX transmitter executes in the mode of operation dependent upon the
HMUX mode bits. The status of the DCR bit is also set by an exchange with the LME interface.

9.2.5.3 Receiver initialization

After power-on, the default status of the HMUX receiver is that it passes received HMC field information on
toward layer management. But the receiver does not act upon any received TXC, MODE, or DCR signals
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Figure 9-8—Timing relationship of PHY signals with loop TDM frame option

detected in the received HMC field. The HMUX receiver FSM immediately searches for HMUX multiframe
lock by scanning the received HMC fields for the HMF bit. When the HMUX receiver detects this condition,
it will assert the MF_LLOCK signal. Upon command by the layer management, the HMUX receiver executes
in the mode of operation that is selected by the HMUX mode bits. The status of the DCR bit is also signalled
over the layer management interface toward the HMUX.

9.2.5.4 Definition of external signals and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this initialization procedure. Positive logic is used as a convention; therefore, “1” and “TRUE”
are equivalent.
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9.2.5.4.1 External signals
These are the primitive signals that appear as external stimulus to the HMUX control FSM:

LM_PH_ACTION(activate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are activated and the PHY Layer HMUX control
state machine will enter the AWAIT_PS_LOCK state.

LM_PH_ACTION(deactivate) When this management request is issued, the PMD, the PS, and the
HMUZX sublayers are deactivated and the PHY Layer HMUX control
state machine will enter the INACTIVE state.

LM_PH_ACTION(reset) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are initialized and the PHY Layer HMUX control
state machine will enter the AWAIT_PS_LOCK state.

LM_TX_MODE This is a specific management request for setting the HMUX mode.
It is independent of the LM-PH-ACTION request. When this is
issued, the HMUX control state machine will enter the correct mode
of operation.

PS_LOCK This signal from the PS sublayer indicates the status of the PS
initialization (i.e., if it is in synchronization with the remote PS peer).

9.2.5.4.2 State names
These are the definitions of the states used in the functional model for the PHY initialization FSM:

INACTIVE The INACTIVE state is the deactivated condition. The PHY HMUX
control FSM will vector into the AWAITING_PS_LOCK state when
it receives the LM-PH-ACTION(activate) signal (i.e., power-up). In
this state, the FSM will not respond to any stimulus except for
messages from its LME.

AWAITING_PS_LOCK The AWAITING_PS_LOCK state is a state in which the HMUX
sublayer is awaiting a signal from the PS sublayer indicating that it is
synchronized with the remote PS sublayer. The PHY HMUX control
FSM will vector into the SEEK_MF_LOCK state upon receipt of the
PS_LOCK=1 " signal if the mode does require multiframing
(MODE>2). The PHY HMUX control FSM will vector into the
MEFE_LOCK state upon receipt of the PS_LOCK=1 signal if the mode
does not require multiframing (MODE<3).

SEEK_MF_LOCK The SEEK_MF_L.OCK is a state in which the HMUX sublayer is
receiving a TDM frame with the multiframe pattern but the correct
number of multiframe signals has not been received. The PHY
HMUX control FSM will vector into the MF_LOCK state when it
receives the RX HMF_FAW=1 signal. If the FSM detects a loss of
multiframing (RX_HMF_FAW=0) and it is operating in a mode that
requires this (MODE>2), then it will vector into the
AWAITING_PS_LOCK state.

MF_LOCK The MF_LOCK state is the state in which the HMUX control
sublayer FSM is in the frame synchronization condition and is
receiving the multiframing signal (RX_HMF_FAW=1). If the FSM
detects a loss of multiframing (RX_HMF_FAW=0) and it is
operating in a mode that requires this (MODE>2), then it will vector
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into the AWAITING_PS_LOCK state. If the FSM detects a loss of
multiframing (RX_HMF_FAW=0) and it is operating in a mode that
does not require this (MODE<3), then it will stay in the MF_LOCK
state.

9.2.5.4.3 Managed objects

The following MO within the FSM is controlled or “managed” by the management entity within the ISTE
and AU:

RX_HMF_ERRORS This managed 8-bit up/down counter is used as a hysteresis
mechanism to monitor the multiframe signal from the remote peer. It
is incremented upon receipt of an incorrect multiframe signal. It is
decremented upon receipt of a good multiframe signal until it reaches
a count of value “0.”

9.2.5.5 FSM for HMUX control initialization

Figure 9-9 and tables 9-4a and 9-4b describe the FSM for the HMUX control initialization procedure.

-

AWAITING
PS

LM-PH-ACTION -
(ACTIVATE)

LM:PH-ACTIO
(DE-ACTIVATE)

PS_LOCK (0

LM_TX_MODE>R
AND
PS_LOCK (1)

LM-RH-ACTION

LM, TX_MODE<3
AND
_LOCK (1)

LM_TX_MODE<3
AND
RX_HMF_ERRORS (1

RX_HMF_FAW (1)

PS_LOCK (0)

LM-PH-ACTION
(DE-ACTIVATE)

Figure 9-9—FSM state diagram for HMUX control initialization
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Table 9-4a—FSM state table for HMUX control initialization for
INACTIVE, AWAITING_PS_LOCK, and SEEK_MF_LOCK states

Current state Event Action(s) Next state

INACTIVE LM-PH-ACTION(activate) SET_VARIABLES_ AND_ AWAITING_PS_

TIMERS LOCK
SEND_HMC (0)
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) SET_VARIABLES_AND__ INACTIVE
TIMERS_TO_DEFAULT

AWAITING_PS_ | LM-PH-ACTION(activate) LM-PH-NOTIFICATION AWAITING_PS_

LOCK (NVALID_COMMAND) LOCK
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION AWAITING_PS_

(RESET) LOCK
PS_LOCK (1) and SEND_HMC (0) SEEK _
LM_TX_MODE>2 MF_LOCK
PS_LOCK (1) and SEND_HMC (hmc) MF_LOCK
LM_TX_MODE<3 LM-PH-NOTIFICATION

(HMC_LOCK)

SEEK_MF_ LM-PH-ACTION(activate) LM-PH-NOTIFICATION SEEK_

LOCK (INVALID_COMMAND) MF_LOCK
LM-PH-ACTION(deactivate) NO-ACTION INACTIVE
LM-PH-ACTION(deactivate) SET_VARIABLES_AND_TIME SEEK _

RS_TO_DEFAULT MF_LOCK
PS_LOCK (0) SEND_HMC (0) AWAIT_
PS_LOCK
9.2.6 Dynamic link bandwidth allocation

In Mode 3, there is provision for dynamic allocation of channels in support of multiple concurrent services
through the use of a hybrid template control mechanism. In this mode, a template descriptor is loaded into
the background template register via the HMUX LME interface.

In Modes 0O, 1,and 2 there is no requirement for the implementation of a hybrid template FSM in the HMUX
sublayer. This permits minimal mode functionality to be built into terminal equipment (TE) because neither
the HMUX template exchange FSM procedures nor the CCITT Q.93x based bandwidth management

negotiation procedures are required.

In Mode 3, it is possible to dynamically reallocate the bandwidth of the payload field of the TDM frame
through the use of the TXC control signal, the multiframing synchronization protection, and the internal
organization of the HMUX channel multiplexer module. In order to effect changes in the allocation of
channels (establishment and release), the TDM slot to channel mapping must be altered. To avoid service
disruption to any given channel, it is essential that the reallocation of bandwidth take place without
corrupting any channel that is already in use. The HMUX sublayer achieves this in Mode 3 operation
through the use of the hybrid template functional module. The hybrid template functional module contains
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Table 9-4b—FSM state table for HMUX control initialization for

Current state Event Action(s) Next state
SEEK RX_HMF_FAW (0) SEND_HMC (0) SEEK _
MF_LOCK MF_LOCK

RX_HMF_FAW (1) SEND_HMC (hmc) MF_LOCK
LM-PH-NOTIFICATION
(HMC_LOCK)

LM-PH-ACTION SEND_HMC (hmc) MF_LOCK

(MODE<3) LM-PH-NOTIFICATION
(HMC_LOCK)

MF_LOCK LM-PH-ACTION(activate) LM-PH-NOTIFICATION MF_LOCK

(INVALID_COMMAND)

LM-PH-ACTION(deactivate) NO_ACTION INACTIVE

LM-PH-ACTION(reset) LM-PH-NOTIFICATION MF_LOCK
(INVALID_COMMAND)

LM-PH-ACTION SEND_HMC (hmc) MF_LOCK

(MODE<3)

PS_LOCK (0) SEND_HMC (0) AWAIT_
LM-PH-NOTIFICATION PS_LOCK
(FIMC_UNLOCK)

LM_TX_MODE>2 and SEND_HMC (hmc) MF_LOCK

RX_HMF_ERRORS ()

LM_TX_MODE<3 and SEND_HMC (0) SEEK_

RX_HMF_ERRORS (1) LM-PH-NOTIFICATION MF_LOCK
(HMC_UNLOCK)

two stores for foreground and background descriptors of the PS slot to HMUX channel mapping. The
foreground descriptor is used to control the (de)multiplexing of the information stream and the background
descriptor is used as a temporary store for a new descriptor describing a new allocation of channel
bandwidth. The structure of the descriptor registers may vary both according to the mode that has been
selected and by the choice of channel capabilities designed into a given implementation. However, the
architecture of the bandwidth allocation mechanism remains the same in all situations. Figure 9-10

illustrates the template exchange from background to foreground descriptor registers.

9.2.6.1 Bandwidth reallocation process

The mechanism of altering the allocation of bandwidth takes place in two phases:

— The background templates at both the transmitter and the receiver must be loaded with the same
model of the slot to channel mapping.

— The exchanging of the background and the foreground templates at the transmitter and the receiver
must be performed synchronously.

The first phase is effected by means of the extended CCITT Q.93x protocol exchange over the D channel of
the IEEE 802.9 interface. These procedures and messages are described in Chapter 11 and annex D.
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Figure 9-10—Foreground and background template descriptor exchange

In summary, the first phase is comprised of the following series of steps:

a) Use of CCITT Q.93x signalling protocol to establish the need for a change of link bandwidth
allocation. This may be initiated either by an ISTE or the AU for the establishment/release of a
channel.

b)  Allocation by the AU bandwidth manager for a particular template (slot to channel mapping).

c) Transmission of this allocation assignment via the CCITT Q.93x extended channel identification
and extended bearer capability information elements as part of the signalling SETUP message. This
information is exchanged via the D channel.

d) Transformation of the contents of the CCITT Q.93x template description into implementation-
specific HMUX layer management information.

e)  The separate loading of this information by a layer management coordination function into both the
ISTE HMUX sublayer and the AU HMUX sublayer.

f)  (Optional) AU notification by an ISTE CCITT Q.93x message that the background loading task is
complete.
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Details of the relevant CCITT Q.93x messages may be found in annex D and in Chapter 11. The rules for the
construction of the templates, as they are loaded into the background template store and then parsed by the
foreground task, are described in 9.2.9.2.

The second phase requires that both an AU and its peer ISTE change over their background and foreground
templates at identical points in the transmitted and received TDM frames. This demands a common timing
reference for both the AU and the ISTE. This is under the functional control of the HMUX multiframing
procedures detailed in 9.2.7 through 9.2.10.

9.2.6.2 Template structure rules

Rules for the construction of the templates, as they are loaded into the background template store and then
subsequently parsed from the foreground template by the HMUX sublayer, are essential to permit
implementation independent interworking.

The first eight octets of all TDM frames, independent of the HMUX operational mode, are statically defined.
To support these there is no need for any form of foreground or background template storage. However, in
the case of Mode 3, in which multiple channel allocations may be dynamically established, there are
numerous channel-to-TDM slot mapping structures that. may be defined to describe the organization of the
remainder of the TDM frame, i.e., the “payload.”

In the course of multiple C channel establishments and releases, a situation may arise in which it is no longer
possible to allocate contiguous slots to fully establish the requested bandwidth. These dynamically
established channels comprised of two or more slots can still be realized from two or more blocks on one or
more contiguous slots which together provide all of the slots needed. The sequential (monotonic) ordering of
slots within the TDM frame sequence must be maintained. This arrangement leads to the concept of channel
fragments. Channel fragments are the disjoint sequentially ordered set of slots that together comprise the
mutltisiot (128 kb/s or more) bearer channel within the payload part of the TDM frame. Using this concept,
the degree of flexibility that can be accommodated by a given template structure is bounded only by the
maximum number of channel fragments supportable by the template descriptor. Note that when channel
fragmentation occurs, there are more channel fragments than there are distinct channels.

The actual structure of the templates in the HMUX sublayer may take many forms. However, by the use of
the channel fragmentation concept and adherence to the following rules, it is possible to achieve vendor
independent interworking and a degree of implementation flexibility. The strict definition of the channel
allocation messages at the CCITT Q.93x level may be transformed into implementation-dependent HMUX
template store data structures in appropriate device drivers, without impairing vendor independence. Only
one implementation-dependent parameter is required to achieve this. It is the Maximum_Number_Of_
Fragments value.

During the CCITT Q.93x initialization procedures, there shall be a negotiation process in which the ISAU
and the ISTE establish a maximum number of channel fragments that can be supported by particular
interworking devices.

For this capability to be obtained, adherence to the following template structuring rules is essential:

a) Identical channel identifiers may be associated with one or more channel fragments.
b) Channel fragments are comprised of either one or a set of contiguous slots within the TDM frame.

c¢) Slots within channel fragments and channel fragments with the channel sequentially ordered
constitute the complete channel.
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d) An HMUX sublayer MO, Maximum_Number_Of_Fragments, shall be provided to identify the
maximum number of channel segments that a given instance of the HMUX sublayer can support.

e) The minimum size of any channel fragment or channel shall be one octet (64 kb/s).

f)  The maximum size of any channel fragment shail be 256 octets (16.384 Mb/s).

In line with the architectural constraint on the number of channels (65 536) that shall be supported, the
maximum number of channel fragments is limited to 65 536.

9.2.7 HMUX mutltiframes

The HMUX multiframing technique predicts the time at which the next multiframe boundary will occur. It
identifies a contiguous set of TDM frames that can be used as a frame of reference to ensure that errored
TXC signals are correctly interpreted.

Common AU and ISTE timing is established by an HMUX specific TDM multiframe that is used to control
the operation of template logic in the HMUX sublayer. The sequential delivery of the HMF bit in
consecutive HMC fields constitutes a multiframe alignment word. The predictive qualities of the cyclically
occurring HMUX multiframe signals are used to protect the precise timing of template exchange operations
against the effects of receive PMD and link errors.

The HMUX multiframe (HMF) bit in the HMC field is distinct from bit 7 of the SYN field (see 6.5.3). It is
used to signal the occurrence of an HMUX multiframe boundary. The HMF bit drives a multiframe FSM
which synchronizes peer-to-peer HMUX operations over the IEEE 802.9 interface.

When enabled by the HMUX’s layer management, the transmit HMF FSM asserts HMF=0 for seven
consecutive TDM frames and the HMF bit is set to'a *“1”” on every eighth TDM frame. If the HMUX’s LME
does not enable the HMF FSM, the HMF bit =1 signals will not be sent.

The receive HMC FSM, when enabled by the HMUX LME, acquires and maintains the HMUX multiframe
lock based on the use of the HMC field HMF bit .and hysteresis built into the HMF FSM. The RX_HMF
FSM searches in the sequence of received HMF bits (bit “0” of the HMC field) for the frame alignment
pattern, “100000001.” Subject to detecting this pattern, HMF_LOCK state is established.

The HMF_LOCK state is lost when there'has been an accumulation of three error bits in the repeated HMF
sequence of “10000000.” The running total of errors is accumulated by counting the detection of received
HMF bits that are not consistent with the cyclic “10000000” pattern, with every correctly received value
decrementing the running error count until the count reaches value “0.” This hysteresis mechanism tolerates
infrequent HMF receiver bit errors without loss of HMF_LOCK status. The HMF_LOCK state is lost when
the PS sublayer Frame_lock state is lost. This will be the most probable and usual cause of losing
HMC_LOCK status.

Note that the ISTE aligns its TX-HMF=1, and thus its transmit HMUX multiframe with the receipt of the
AU HMF bit. This ensures that it is possible to exchange the ISTE templates synchronously in both the send
and receive directions of the interface.

9.2.8 HMUX transmit multiframe FSM
9.2.8.1 General

An AU in Mode 3 operation transmits the HMF FAW “10000000” bit by bit in the HMF subfield of the
HMC field.
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While an AU generates the timing for transmission of the HMUX multiframe FAW, the ISTE synchronizes
the transmission of its TX_HMF_FAW with timing obtained from the RX_HMF FAW sent by the AU.

9.2.8.2 Definition of external signals and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this HMUX control initialization procedure. Positive logic is used as a convention; therefore,
“1” and “TRUE” are equivalent.

9.2.8.2.1 External signals
The following primitive signals appear as external stimulus to the HMUX transmit multiframe FSM:

LM_PH_ACTION(activate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are activated.

LM_PH_ACTION(deactivate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are deactivated and the PHY Layer HMUX control
state machine will enter the INACTIVE state.

LM_PH_ACTION(reset) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are initialized and the PHY Layer HMUX control
state machine will stay in the same state.

LM_TX_MODE . When this management request is issued, the HMUX control state
machine will enter the correct mode of operation.

PS_LOCK This is a signal from the PS sublayer indicating the status of the PS
initialization (i.e., if it is in synchronization with the remote PS peer).

AU_MODE(0) This is the mode of operation that the Jayer management has
authorized. This designates IEEE 802 service only.

AU_MODE(1) This is the mode of operation that the layer management has
authorized,. This designates BRI ISDN service only.

9.2.8.2.2 State names

The following are definitions of the states used in the functional model for the HMUX transmit multiframe
FSM:

INACTIVE The INACTIVE state is the deactivated condition. The PHY HMUX
transmit multiframe FSM will vector into the AU_SEND state when
it receives the LM-PH-ACTION(activate) signal (i.e., power-up)
combined with the AU_MODE=1 (signifying that this device is the
AU), and the layer management signal, LM_TX MODE>2. For
these same conditions but with the AU_MODE=0, the FSM will
vector into the TE_AWAIT_MF state.

AU_SEND_MF The AU_SEND_MF state is a state in which the AU’s HMUX
transmit multiframe FSM is sending the multiframing pattern. In
this state, there is a recirculating 3-bit binary up counter, FR_CNT,
that is used to keep track of the state of the HMF bit. Upon receipt
of the LM-PH-ACTION(deactivate) signal (i.e., power down), the
FSM will vector to the INACTIVE state.

TE_AWAIT_MF The TE_AWAIT_MF is a state in which the ISTE’s HMUX transmit
multiframe FSM is awaiting receipt of a synchronization signal,
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PS_LOCK(1), from the PS sublayer to signal that the PS sublayer
has achieved synchronization with its remote PS peer. Upon
notification of this event, the FSM will vector to the TE_SEND_MF
state. Upon receipt of the LM-PH-ACTION(deactivate) signal (i.c.,
power down), the FSM will vector to the INACTIVE state.

TE_SEND_MF The TE_SEND_MF state is a state in which the ISTE’s HMUX
transmit multiframe FSM is sending the multiframing pattern. In
this state, there is a recirculating 3-bit binary up counter, FR_CNT,
that is used to keep track of the state of the HMF bit. Upon receipt
of the LM-PH-ACTION(deactivate) signal (i.e., power down), the
FSM will vector to the INACTIVE state.

9.2.8.2.3 Managed objects

The following MO within the FSM is controlled or “managed” by the management entity within the ISTE
and AU:

FR_CNT This resettable recirculating 3-bit binary counter is used to keep track
of the state of the HMF bit for transmission.

9.2.8.3 FSM for HMUX transmit multifréme

Figure 9-11 and tables 9-5a and 9-5b describe the FSM for the HMUX transmit multiframe.

LM-PH-ACTION

(deactivate)

LM-PH-ACTIOQ
(deactivate,

LM
(A

H-AGTION
TIVATE)
AND

-PH-ACTION
(ACXQ/STE) LM_TX_MODE>2

PS_LOGK (0)

LM-PH-ACTION
(deactivate)

Figure 9-11—FSM state diagram for HMUX transmit multiframe
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Table 9-5a—FSM state table for HMUX transmit multiframe for
INACTIVE and AU_SEND_MF states

Current state Event Action(s) Next state
INACTIVE LM-PH-ACTION(activate) and SET_VARIABLES_AND_TIMERS | TE_AWAIT_MF
LM_TX_MODE> (2) and SEND_HMF=0
AU_MODE(0) SET_FR_CNT=0
LM-PH-ACTION(activate) and SET_VARIABLES_AND_TIMERS | AU_SEND_MF
LM_TX_MODE>(2) and SEND_HMF=1
AU_MODE (1) SET_FR_CNT=0
LM-PH-ACTION (deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
AU_SEND_MF | LM-PH-ACTION(activate) LM-PH-NOTIFICATION AU_SEND_MF
(INVALID_COMMAND)
LM-PH-ACTION(deactivate) SEND_HMF=0 INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION (RESET) | AU_SEND_MF
FR_CNT#7 SET_FR_CNT=FR_CNT+1 AU_SEND_MF
SEND_HMF=0
FR_CNT=7 SET_FR_CNT=0 AU_SEND_MF
SEND_HMF=1
Figure 9-5b—FSM state table for HMUX transmit multiframe for
TE_AWAIT_MF and TE_SEND_MF states
Current state Event Action(s) Nest state
TE_AWAIT _ L.M_PH-ACTION LM-PI-NOTIFICATION TE_AWAIT_MF
MF (activate) (INVALID_COMMAND)
LM-PH-ACTION(deactivate) SEND_HMF=0 INACTIVE
LM-PH-ACTION(reset) SET_VARIABLES_AND_ TE_AWAIT_MF
TIMERS_TO_DEFAULT
PS_LOCK (0) SET_FR_CNT=0 TE_AWAIT_MF
SEND_HMEF (0)
PS_LOCK (1) SET_FR_CNT=FR_CNT+1 TE_SEND_MF
SEND_HMF (1)
TE_SEND_MF LM-PH-ACTION(activate) LM-PH-NOTIFICATION TE_SEND_MF
(INVALID_COMMAND)
LM-PH_ACTION(deactivate) SEND_HMEF (0) INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION TE_SEND_MF
(INVALID_COMMAND)
PS_LOCK (0) SET_FR_CNT=0 TE_AWAIT_MF
SEND_HMF (0)
FR_CNT#7 SET_FR_CNT=FR_CNT+1 TE_SEND_MF
SEND_HMEF (1)
FR_CNT=7 SET_FR_CNT=0 TE_SEND_MF
SEND_HMF (1)
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9.2.9 HMUX received multiframe FSM
9.2.9.1 General

The receive multiframe FSM is driven by the reception of the HMC field of the TDM physical frame. It
operates on the HMF bit in the HMC field of the IEEE 802.9 TDM frame. The operation is identical for both
the AU and the ISTE. The output of this FSM is used by both the HMUX transmit multiframe FSM and the
HMUX control FSM.

When activated by the LM-PH-ACTION(activate) signal, the receive multiframe FSM enters the
SEEK_FAW state and searches for a correct incoming frame alignment pattern (FAW=100000001) in the
HMF bit of the received HMC field. Upon detection of this pattern, the HMUX receive multiframe FSM
signals the HMUX multiframe lock condition by activating the LM_MF_LOCK signal to layer
management. The receive multiframe FSM then vectors to the MF_ACTIVE state where it continues to
monitor the HMF bit stream for proper frame alignment. If frame alignment is lost, the receive multiframe
FSM vectors back to the SEEK_FAW state where it begins searching for proper frame alignment.

9.2.9.2 Definition of external signals and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this initialization procedure. Positive logic is used as a convention; therefore, “1” and “TRUE”
are equivalent.

9.2.9.2.1 External signals
The following primitive signals appear as external stimulus to the HMUX receive HMF FSM:

LM_PH_ACTION(activate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are activated and the PHY Layer HMUX control
state machine will enter the SEEK_FAW state.

LM_PH_ACTION(deactivate) When this management request is issued, the PMD, the PS, and the
HMUZX sublayers are deactivated and the PHY Layer HMUX control
state machine will enter the INACTIVE state.

LM_PH_ACTION(reset) ‘When this management request is issued, the PMD, the PS, and the
HMUX sublayers are initialized and the PHY Layer HMUZX control
state machine will stay in the same state. This is a single-bit stream
signal from the received HMC field’s HMF bit.

RX_HMF This is delivered once every TDM frame period (frame period is
125 ps).

9.2.9.2.2 State names
The following are definitions of the states used in the functional model for the PHY initialization FSM:

INACTIVE The INACTIVE state is the deactivated condition. The PHY HMUX
receive multiframe FSM will vector into the SEEK_FAW state when
it receives the LM-PH-ACTION(activate) signal (i.e., power-up).

SEEK_FAW The SEEK_FAW state is a state in which the AU’s HMUX receive
multiframe FSM is searching for the reception of a valid FAW
(FAW=100000001). Upon receipt of a valid FAW, the receive
multiframe FSM will set the signal LM_MF_LOCK=1 to notify
layer management that multiframe lock has been reached. The
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FSM will then vector to the state MF_ACTIVE. Upon receipt of the
LM-PH-ACTION(deactivate) signal (i.e., power down), the FSM
will vector to the INACTIVE state.

MF_ACTIVE The MF_ACTIVE state is a state in which the HMUX receive
multiframe FSM is searching for a continued good pattern of frame
alignment. In this state there is a resettable up/down 2-bit binary
counter, MF_ERR_CNT, that is used to keep track of the reception of
bad frame alignment patterns. Upon receipt of three bad multiframe
patterns, the FSM will vector back to the SEEK_FAW state. Upon
receipt of the LM-PH-ACTION(deactivate) signal (i.e., power
down), the FSM will vector to the INACTIVE state.

9.2.9.2.3 Managed objects

The following MO within the FSM is controlled or “managed” by the management entity within the ISTE
and AU:

MF_ERR_CNT This resettable up/down 2-bit binary counter is used to keep track of
the state of the HMF bit for keeping account of the multiframe frame

alignment word.

1 9.2.9.3 FSM for HMUX received multiframe

Figure 9-12 and tables 9-6a and 9-6b describe the FSM for the HMUX receive multiframe.

LM-PH-ACTION

LM-PH-ACTION (activate)

(deactivate)

RX_HMFI=TX_HM
AND
MF_ERR_CNT=2

RX_HMF=100000001

LM-PH-ACTION
(deactivate)

Figure 9-12—FSM state diagram for HMUX receive multiframe
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Table 9-6a—FSM state table for HMUX receive multiframe for
INACTIVE and SEEK_FAW states

Current state Event Action(s) Next state
INACTIVE LM-PH-ACTION(activate) SET_VARIABLES_AND_TIMERS | SEEK_FAW
LM_MF_LOCK=0
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
SEEK_FAW LM-PH-ACTION(activate) LM-PH-NOTIFICATION SEEK_FAW
(INVALID_COMMAND)
LM-PH-ACTION(deactivate) LM_MF_LOCK=0 INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION (RESET) | SEEK_FAW
RX_HMF=100000001 LM-PH-NOTIFICATION MF_ACTIVE
(MF_ACTIVE)

LM_MF LOCK=1
MF_ERR_CNT=0

Table 9-6b—FSM state table for HMUX receive multiframe for
MF_ACTIVE state

Current state Event Action(s) Next state
MF_ACTIVE | LM-PHY-ACTION(activate) LM-MA-NOTIFICATION MF_ACTIVE
(INVALID_COMMAND)
LM-PHY-ACTION(deactivate) LM_MF_LOCK=0 INACTIVE
LM-PHY-ACTION(reset) LM-MA-NOTIFICATION MF_ACTIVE

(INVALID_COMMAND)

RX_HMF=TX_HMF and MF_ERR_CNT=MF_ERR_CNT-1 MF_ACTIVE
MF_ERR_CNT!=0

RX_HMF!=TX_HMF and MF_ERR_CNT=MF_ERR_CNT+1 | MF_ACTIVE
MF_ERR_CNT=2

RX_HMF!=TX_HMF and LM_MF_LOCK=0 SEEK_FAW
MF_ERR_CNT=2%

2This event is reached when there is an accumulated error count of 2, and a third multiframe alignment error is
reached.

9.2.10 HMUX template exchange FSM

9.2.10.1 General

The template exchange notification bit (TXC) is conveyed across the IEEE 802.9 interface via the TDM
frame. This bit is normally transmitted as a “0” by both the ISTE and the AU. In order that a reallocation of
payload field can be negotiated, AU layer management must issue the LM_TX_TXC signal to effect the
following sequence of actions:

a) The AU issues a layer management command via the signal LM_TX_TXC to its HMUX sublayer.
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b) The AU’s HMUX sublayer awaits the commencement of the next HMUX transmit multiframe
event.

¢) The AU’s HMUX sublayer sends a TXC=1 signal in each of the eight TDM frames contained within
one HMUX multiframe period. The ISTE will return the received TXC signal back toward the AU in
its next available HMC field.

d) Subject to link errors, the ISTE’s HMUX sublayer receives eight TXC=1 signals in the received
HMC field during this HMUX multiframe period. Upon the occurrence of the TDM SYN field in the
ninth incoming TDM frame, the ISTE exchanges its foreground template with its background
template.

e) The AU’s HMUX sublayer monitors the received TXC bit in the received HMC field, and subject to
an accumulated total of six TXC=1 bits in the received HMC stream, and the reception of the TDM
SYN field in the ninth TDM frame, the HMUX will exchange its foreground template with its back-
ground template. The significance of the ninth frame is to ensure that there is multiframe alignment.
Note that the multiframe is determined over a sequence of eight frame periods.

The effect of link errors that may corrupt the value of the TXC bits in the HMC field are reduced by the
hysteresis of six “good” TXC bits. If there are five or less TXC=1 bits in any HMUX multiframe period, the
receiving ISTE shall not exchange templates. The AU is able to detect the probable failure to exchange
templates at the ISTE due to a lack of response from the ISTE.

The process of AU-to-ISTE and ISTE-to-AU template exchange may be seen as a symmetrical process.
However, the above description is clearly asymmetric. This has the advantage that there is a single, full-
duplex template (foreground/background pair) in the AU and also in the ISTE. If a symmetrical arrangement
is required then there is a doubling of the amount of template storage and an increase in the amount of
CCITT Q.93x message exchange required.

If an asymmetric scheme is deployed, thereby providing savings in terms of template storage and message
processing, it is vital to have a TDM frame timing loopback (see 9.2.11). This will ensure that the total loop
delay from AU-to-ISTE and back from ISTE-to-AU does not exceed eight TDM frames slots.

9.2.10.2 Definition of external signals, internal signals, and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this initialization procedure. Positive logic is used as a convention; therefore, “1” and “TRUE”
are equivalent.

9.2.10.2.1 External signals

The following primitive signals appear as external stimulus to the HMUX template exchange FSM:

AU_MODE When this management request is issued, the HMUX sublayer is
notified as to whether it is to operate in an AU mode or in an ISTE
mode.

LM_PH_ACTION(activate) When this management request is issued, the PMD, the PS, and the

HMUX sublayers are activated and the PHY Layer HMUX control
state machine will enter the AWAIT_PS_LOCK state.

LM_PH_ACTION(deactivate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are deactivated and the PHY Layer HMUX control
state machine will enter the INACTIVE state.
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LM_PH_ACTION(reset) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are initialized and the PHY Layer HMUX control
state machine will stay in the same state.

LM_TX_MODE When this management request is issued, the HMUX control state
machine will enter the correct mode of operation.

LM_TX_TXC When this management request is issued, the AU’s HMUX is
instructed to send the template exchange control bit.

PS_LOCK This signal from the PS sublayer indicates the status of the PS
initialization (i.e., if it is in synchronization with the remote PS peer).

RX_MF This internal signal communicates the state of the received HMF bit
from the incoming HMC field.

RX_TXC This internal signal communicates the state of the received TXC bit
from the incoming HMC field.

START_OF_MF When this signal from the HMUX internal module is issued, the

FSM is alerted that there is a start of a new multiframe period.
9.2.10.2.2 State names
The following are definitions of the states used in the functional model for the PHY initialization FSM:

INACTIVE The INACTIVE state is the deactivated condition. The PHY HMUX
template exchange FSM will vector into the AU_AWAIT_TXC state
when it receives the LM-PH-ACTION(activate) signal (i.e., power-
up) combined with the AU_MODE-=1 (signifying that this device is
the AU), and the layer management signal, LM_TX_MODE>2. For
these same conditions but with the AU_MODE=0, the FSM will
vector into the TE_AWAIT_TXC state.

AU_AWAIT _TXC The AU_AWAIT TXC state is a state in which the AU’s HMUX
template exchange FSM is awaiting the proper conditions before
transmitting the template exchange control information as part of a
template exchange synchronization handshake. Upon receipt of the
LM-PH-ACTION(deactivate) signal (i.e., power down), the FSM
will vector to the INACTIVE state.

AU_SEND_TXC The AU_SEND_TXC state is a state in which the AU’s HMUX
template exchange FSM is sending the template exchange control
information. In this state, there is a 3-bit binary up counter,
TXC_CNT, that is used to keep track of the state of the TXC bit.
Upon receipt of the LM-PH-ACTION(deactivate) signal (i.e., power
down), the FSM will vector to the INACTIVE state.

TE_AWAIT_TXC The TE_AWAIT_TXC state is a state in which the ISTE’s HMUX
template exchange FSM is awaiting the proper conditions before
transmitting the template exchange control information as part of a
template exchange synchronization handshake. Upon receipt of the
LM-PH-ACTION(deactivate) signal (i.e., power down), the FSM
will vector to the INACTIVE state.
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9.2.10.2.3 Managed objects

The following MO within the FSM is controlled or “managed” by the management entity within the ISTE
and AU:

TX_CNT This resettable 3-bit binary up counter is used to keep track of the
state of the TXC bit for transmission.

9.2.10.3 FSM for HMUX template exchange

Figure 9-13 and tables 9-7a, 9-7b, and 9-7¢ describe the FSM for the HMUX template exchange.

LM-PH-ACTION
(deactivate)

or LM-PH-ACTION
LM_TX_MODE(<3

(deactivate)
or
_MODE(<3)

LM-PH-ACTION
(activate) and

an
AU_MODE (1)
and
LM_TX_MODE (<2)

. and
. LM_TX_MODE{>2)

TE_AWAIT_
\ TXC

AU_AWAIT .
TXC

LM_TX_MODE (>2)
and
LM_TX TXC (1)
and
START_OF_LIF (1)

or
LM_TX_MOR

Figure 9-13—FSM diagram for HMUX template exchange

9.2.11 Loop TDM frame option

The uncertainties of the delays associated with the ISTE and the AU interworking functions, that arise from
an arbitrary phase relationship of the transmit and receive TDM frames at an ISTE, impose some constraints
on interworking and cost effective designs.

IEEE 802.9 channel allocations are symmetrical and full-duplex. This is advantageous because only a single
template descriptor is required for the multiplexing functionality on the transmit and receive information
streams. This economy of template storage buffers can also help reduce the layer management interface
signals required.

Providing that there is a fixed slot (two-octet) delay between the transmit ISTE TDM frame and the TDM
frame that it receives, the receive channel identifier is identical to the transmit channel identifier.
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Table 9-7a—FSM state table for HMUX template exchange for
INACTIVE and AU_AWAIT_TXC states

Current state Event Action(s) Next state
INACTIVE LM-PH-ACTION(activate) and SET_VARIABLES_AND_TIMERS | TE_AWAIT_
LM_TX_MODE (>2) and SEND_TXC (0) TXC
AU_MODE (0) HMUX_TXC=0
TXC_CNT=0
LM-PH-ACTION(activate) and SET_VARIABLES_AND_TIMERS | AU_AWAIT _
LM_TX_MODE (>2) and SEND_TXC (0) TXC
AU_MODE (1) HMUX_TXC=0
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
AU_AWAIT_ LM-PH-ACTION(activate) LM-PH-NOTIFICATION AU_AWAIT_
TXC (INVALID_COMMAND) TXC
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION AU_AWAIT_
(RESET) TXC
LM_TX_MODE (<3) NO_ACTION INACTIVE
PS_LOCK (0) NO_ACTION INACTIVE
LM_TX_MODE (>2) and SEND_TXC (0) AU_AWAIT_
LM_TX_TXC (1) and HMUX_TXC=0 TXC
START_OF_MF (0) i
LM_TX_MODE (>2) and SEND_TXC (1) AU_SEND_TXC
LM_TX_TXC (1) and HMUX_TXC=0

START_OF_MF (0)

Furthermore, it is advantageous at the PHY service interface to receive data that is accompanied by the
receive channel identifier, while passing the transmit channel identifier ahead of the data that is to be
transmitted. ‘

Note that the fixing of the ISTE delay to two slots can ensure that the total AU-to-AU delay does not exceed
eight slots.

9.3 PS sublayer

Figure 9-14 illustrates the detailed model of the transmitter for the PS sublayer. Figure 9-15 illustrates the
detailed model of the receiver for the PS sublayer. In the transmit direction, the reserved field and the TDM
MTN field are appended to the multiplexed data received from the HMUX sublayer. Then, through a gating
function (which may cause the output of the PS to be set to the logic “1” level as required for initialization
and maintenance procedures), data is acted upon by the scrambler function. The parity calculation is
performed upon the scrambled data. The output of the parity calculation (the parity bits) are appended to the
scrambled data stream. Finally, the SYN field is appended to constitute a complete TDM frame. This frame
is sent on to the PMD sublayer for transmission.

The functional block diagram for the PS sublayer transmitter shows an input control signal,
TX_TDM_VALID, serving as a gating function on the bit stream leaving the top MUX module. This reflects
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Table 9-7b—FSM state table for HMUX template exchange for

AU_SEND_TXC and TE_AWAIT_TXC states

Current state Event Action(s) Next state
AU_SEND_TXC | LM-PH-ACTION(activate) LM-PH-NOTIFICATION AU_SEND_TXC
(INVALID_COMMAND)
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION AU_SEND_TXC
(INVALID_COMMAND)
LM_TX_MODE (<3) NO_ACTION INACTIVE
PS_LOCK (0) NO_ACTION INACTIVE
START_OF_MF (0) SEND_TXC (1) AU_SEND_TXC
START_OF_MF (1) SEND_TXC (0) AU_SEND_TXC

HMUX_TXC=1
LM-PH-NOTIFICATION
(hmg_exchange)

TE_AWAIT_TXC

LM-PH-ACTION(activate)

LM-PH-NOTIFICATION
(INVALID_COMMAND)

TE_AWAIT_TXC

LM-PH-ACTION(dcactivate)

NO_ACTION

INACTIVE

LM-PH-ACTION(reset)

LM-PH-NOTIFICATION
(INVALID_COMMAND)

TE_AWAIT_TXC

LM_TX_MODE (<3)

NO_ACTION

INACTIVE

PS_LOCK (0)

NO_ACTION

INACTIVE

Table 9-7c—FSM state table for HMUX template exchange for
TE_AWAIT_TXC state

Current state

Event

Action(s)

Next state

TE_AWAIT_TXC

START_OF_MF (0) and

SEND_TXC (rx_txc)

TE_AWAIT_TXC

RX_TXC (0)

START_OF_MF (0) and SEND_TXC (rx_txc) TE_AWAIT_TXC
RX_TXC (1) TXC_CNT=TXC_CNT+1

START_OF_MF (1) and SEND_TXC (rx_txc) TE_AWAIT_TXC

RX_MF_BIT (0) and
TXC_CNT (<6)

TXC_CNT=0
HMUX_TXC=0

START_OF_MF (1) and
RX_MF_BIT (1) and
TXC_CNT (>5)

SEND_TXC (rx_txc)
TXC_CNT=0
HMUX_TXC=1

TE_AWAIT_TXC

the ability to choke or disable the output bit stream. The input control signal, PARITY DIAGNOSTIC,
enters the parity generator and serves to force a diagnostic pattern into the transmitted bit stream. Both of
these signals are an implementation extension.

In the receive direction, TDM framing is performed upon the incoming data stream as delivered from the
PMD sublayer. First, the receiver must achieve clock timing synchronization by detecting the pattern in the

163

Juniper Ex 1032 - 173
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE
Std 802.9-1994

INTEGRATED SERVICES (IS) LOCAL AREA NETWORK (LAN) INTERFACE

SYN field of the TDM frame. Next the parity is checked. If there is a parity error, the management entity is
informed. The data is then sent on to the descrambler. From there, the received data is demultiplexed so that
the TDM MTN and the reserved field information may be reported to management. The remaining data
stream is gated by RX_TDM_VALID and transferred to the HMUX sublayer.

RESERVED FIELD
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HMUX SUBLAYER

A

—

TX_PS_DATA

TDM_MTN FIELD

1
TX_TDM_VALID
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MANAGEMENTY | 5opBACK DATA
|

i

i
i
!
i
!
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REMOTE |
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1
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!
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Figure 9-14—Detailed model of the transmitter for the PS sublayer
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Figure 9-15—Detailed model of the receiver for the PS sublayer
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9.3.1 Frame synchronization

Framing shall be performed based on the synchronization pattern provided within the SYN field of the TDM
frame. This SYN field occupies the first octet of the TDM frame. The synchronization pattern is illustrated
below:

7 6 5 4 3 2 1 0

Reserved Frame alignment word

The synchronization pattern transmitted by the AU to the ISTE is asymmetric to the pattern transmitted by
the ISTE to the AU so that the data stream will avoid misalignment caused by crosstalk noise. The FAW
transmitted by the AU to the ISTE shall be:

where the least significant bit of the FAW (bit 0) is transmitted first. The FAW transmitted by the ISTE to the
AU shall be:

where the least significant bit of the FAW (bit 0) is transmitted first.

Bit 7 is reserved for future standardization use. It shall be transmitted as a logic “0,” and ignored upon
receipt by both the ISTE and the AU.

9.3.1.1 Synchronization procedure

Except for the encoding of the synchronization pattern, the synchronization procedures of the ISTE and the
AU are equivalent.

While in the disabled state, the PS sublayer’s transmitter. shall not operate. When the PS transmitter is

activated, the transmit frame shall continuously generate the appropriate synchronization pattern in the FAW
field of each TDM frame.

While in the powered down or disabled state, the PS sublayer’s receive framer shall not operate. When
initialized, the receive framer enters the unsynchronized state, in which it shall search for the appropriate
FAW pattern in the received bit stream. Upon correctly receiving three consecutive FAW patterns at TDM
frame length intervals, the receive framer shall enter the synchronization or LOCK state. The multiplexed
data stream, except for the SYN field, is scrambled to reduce the probability of false synchronization.

‘While in the LOCK state, the receive framer shall compare each received synchronization pattern with the
expected value. If three consecutive synchronization patterns are received in error, the receive framer shall
return to the unsynchronized state.

The current state of the PS sublayer’s receive framer shall be reported to the far end in each transmitted
TDM maintenance field, as part of the local receiver frame status bit.
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9.3.2 Scrambling

Scrambling distributes the transmitted spectrum, thus reducing EMI and facilitating receiver functions such
as clock recovery and adaptive equalization.

A self-synchronizing (or feed-through) type scrambler shall be employed at a transmitting side and a
corresponding descrambler shall be provided at a receiving end. The scrambling shall not apply to the SYN
field of the TDM frame. The generator polynomial shall be 1 + x18 4+ x23 and the corresponding scrambler/
descrambler configurations are as shown in figure 9-16.

SCRAMBLER

a

SN S S S,
Ak-18
A + +
AN 823
8 =0, @ ay 15D ay03

DESCRAMBLER

1

di=a,® a_1g® ay
k=8P 84189 823 NOTE: ©=EXCLUSIVE OR
D=1-BIT POSITION DELAY

Figure 9-16—Self-synchronizing type scrambler and descrambler

9.3.3 Parity bits

Two parity bits shall be provided for monitoring the bit errors at the PHY Layer. These bits are located in the
lower two bits of the TDM_MTN field.

9.3.3.1 Odd parity bit

These bits are separate from the functionality expressed by the remainder of TDM_MTN field. The odd
parity bit, PODD, occupies the bit 1 position of the TDM_MTN field. This bit is transmitted, in TDM frame

[ 1}

n,” as the modulo two sum of the contents of each odd-numbered bit position in TDM frame “n-1”
(see 9.3.4).

9.3.3.2 Even parity bit

The even parity bit, PEVN, occupies the bit O position of the TDM_MTN field. This bit is transmitted, in
TDM frame “n,” as the modulo two sum of the contents of each even-numbered bit position in TDM frame
“n-1" (see 9.3.4).
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9.3.4 Parity generation and checking procedures

Transmission errors are estimated in the PS sublayer by generating parity in transmitted TDM frames, and
by checking parity in received frames. Detected errors are reported locally through the management
interface to layer management, and remotely through the TDM maintenance field (TDM_MTN).

The parity generator shall operate only while the PS sublayer’s transmitter is in the enabled state.
The parity checker shall operate only while the PS sublayer’s receive framer is in the LOCK state.

Parity shall be calculated over the entire TDM frame, including the contents of the SYN field. Parity shall be
calculated independently for the odd and even numbered bits within each TDM frame. For purposes of
parity calculations, the “zero,” “2nd,” “4th,” etc., bit positions of the TDM frame, in time order of
transmission, are even-numbered bits. The contents of the odd bit parity position of TDM frame “n” shall be
transmitted as the sum, modulo two, of the contents of each odd-numbered bit position in TDM frame ‘“n-1,”
starting with the second transmitted bit position of the SYN field, and ending with the last transmitted bit of
frame “n-1.”

Similarly, the contents of the even bit parity position of the TDM frame “n” shall be transmitted as the sum,
modulo two, of the contents of each even-numbered bit position of the TDM frame “n-1,” starting with
the first transmitted bit position of the SYN field, and ending with the second to last transmitted bit of frame
“n-l '7’

The states of the odd and even bit parity positions in the first transmitted TDM frame shall be set to “0.”

The receiver shall independently calculate the sums, modulo two, of the contents of each odd and even
numbered bit position in each frame “n” and compare the calculated results with the values received in the
odd and even bit parity positions of each frame “n+1.”

If either of the results calculated for frame “n” differs from the value received in frame “n+1,” the next
transmitted parity error bit in the TDM maintenance field shall be set to logic “1.” Otherwise, it will be set to
logic “0.”

Alocal parity error counter shall be incremented for each received TDM frame “n+1” in which the contents
of either or both of the odd or even bit parity positions differs from the results calculated for frame “n.”

A remote parity error counter shall be incremented for each received TDM frame in which the contents of
the parity error bit in the TDM_MTN field is set to logic “1.”

9.3.5 Maintenance

In reference to the PS sublayer’s transmit and receive functional diagrams (see figures 9-14 and 9-15), the
TDM_MTN field is provided by the management entity and the PS sublayer transmitter circuit multiplexes
this into the bit stream TX PS_DATA and sends this combined stream down to the PMD sublayer as the bit
stream TX PMD_DATA.

In the receiver, the TDM_MTN field is demultiplexed from the incoming bit stream RX PMD_DATA and is
presented to management.
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The second octet of each TDM frame, the TDM maintenance (TDM_MTN) field, is used to transmit local
PHY Layer status and control information to the far end of the link. The field is encoded as follows:

7 6 5 4 3 2 1 0

RSRV RLBRESP | RLBREQ LLB LOCK PERR PODD PEVN

The summarized list of functions is given in table 9-8.

Table 9-8—Functions of TDM maintenance fields

Bit Name Function Value
7 RSRV Reserved Transmitted as 0 and
ignored upon receipt
6 RLBRESP | Remote loopback response 0 = Deactivated
1 = Activated
5 RLBREQ Remote loopback request 0 = Deactivate request
1 = Activate request
4 LLB Local loopback status 0 = Deactivated
1 = Activated
3 LOCK Local receiver frame status 0 = Unlocked
1 = Locked
2 PERR Local parity check status 0 = Passed
1 = Failed
1 PODD Cumulative odd bits parity checksum (x)
0 PEVN Cumulative even bits parity checksum (x)

The functionality of these bits of the TDM_MTN field is described in the following subclauses.
9.3.5.1 Remote loopback response

This bit is transmitted as a logic “1,” in response to the reception of a remote loopback request, to indicate
that the remote loopback path is active.

A station receiving this bit as a logic “1” can assume that the contents of a received TDM frame, exclusive
of the SYN and TDM_MTN fields, are being retransmitted by the remote station as received.

9.3.5.2 Remote loopback request

This bit is transmitted as a logic “1” to request that the remote station activate or maintain a remote loopback
function.

A station receiving this bit as a logic “1” should respond at the earliest opportunity by transmitting the
remote loopback response bit as a logic “1,” and by retransmitting the contents of the TDM frame, exclusive
of the SYN and TDM_MTN fields, as received. The loopback path shall include the scrambler and
descrambler, and exclude the parity check and generation circuit functions. As a recommendation, this

loopback should be as close to the PS-to-HMUX service boundary as possible.
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A station receiving this bit as a logic “0” should transmit the remote loopback response bit as a logic “0” and
disable its remote loopback circuit.

9.3.5.3 Local loopback status

This bit is transmitted as a logic “1” while any local loopback function is active. It is transmitted as a logic
“0” otherwise. A station receiving this bit as a logic “1” can assume that the sending station is not delivering
incoming TDM frames across its PMD to the IEEE 802.9 line interface.

When the local LME decides to invoke a local loopback function, it will send the signal'
LOCAL_LOOP_ON to the PMD sublayer transmitter (see figure 9-14). This will cause the PMD_DATA
stream to be routed back to the PMD sublayer receiver (see figure 9-15); it will not be transmitted onto the
physical medium. It is recommended that this loopback be exercised at as close a point to the physical
medium attachment point as possible. The transmitter function will transmit the SYN and TDM_MTN fields
as part of the information stream delivered. Note that the placement of the physical loopback module is an
implementation choice.

9.3.5.4 Local receiver frame status

This bit is transmitted as a logic “0” while the receive framer is in the disabled or unsynchronized states, and
a logic “1” while the receive framer is in the synchronized state.

A station receiving this bit as value “0” can assume that the sending station is unable to acquire or reacquire
frame synchronization, and therefore cannot process the contents of incoming TDM frames, including the
TDM maintenance field.

9.3.5.5 Local parity check bit resuit

This bit is transmitted as a logic “1” if the result of the parity check on the previously received TDM frame
failed. It is transmitted as a logic “0” if the result of the parity check on the previously received TDM frame
passed.

If this bit is received as a logic “1,” a transmitted parity error counter is incremented by one. This counter is
an MO, and supports the operations of GET and SET (to default), which return the current value of the
counter and reset it to logic “0,” respectlvely

9.3.5.6 Cumulative odd parity bit

The cumulative odd parity bit, PODD, occupies the bit 1 position of the TDM_MTN field. This bit is
transmitted, in TDM frame “n,” as the modulo two sum of the contents of each odd-numbered bit position in
TDM frame “n-1.”

9.3.5.7 Cumulative even parity bit

The cumulative even parity bit, PEVN, occupies the bit 0 position of the TDM_MTN field. This bit is
transmitted, in TDM frame “n,” as the modulo two sum of the contents of each even-numbered bit position
in TDM frame “n-1.”

9.3.5.8 Hysteresis

Each of the four TDM_MTN field bit positions, LOCK, LLB, RLBREQ, and RLBRESP, is protected from
transmission errors by hysteresis.
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In the receiver, each of these four bit positions is associated with an M-stage counter and a Boolean flag
variable. Each counter is initially set equal to value M/2, and each flag variable is set to False. It is
recommended that M/2 be set to value “3.”

For each LOCK, LLB, RLBREQ, or RLBRESP bit received as a logic “1,” the associated counter, if not
equal to “M-1,” is incremented by one. When the counter becomes equal to “M-1,” the associated flag
variable, if False, becomes True (or if True, remains True).

For each bit received as a zero, the associated counter, if not equal to zero, is decremented by one. When the
counter becomes equal to zero, the associated flag variable, if True, becomes set to False (or if False,

remains False).

If a counter is incremented to a value less than “M-1,” or decremented to a value greater than “0,” the
associated variable retains its current value.

Figure 9-17 illustrates the up/down counter and the flag register.

UP/DOWN COUNTER

“RECEIVE-LOCK”

0 M-1

Rules: Increment by 1 the counter, RECEIVE-LOCK.
upon receipt of valid TDM frame [TDM_MTN (LOCK=1)].
Decrement by 1 the counter, RECEIVE-LOCK,
upon receipt of invalid TDM frame [TDM_MTN (LOCK=-1)].

FLAG REGISTER

“FRAME-SYNC-LOCK”

Rules: Set FRAME-SYNC-LOCK to 1 when counter reaches (M—1)
Set FRAME-SYNC-LOCK to 0 when counter reaches 0.

Figure 9-17—Model of counter operation

9.3.6 RESERVED field

The RESERVED field occupies the third octet in the TDM frame. This field is provided by the management
entity and the PS sublayer transmitter circuit multiplexes this into the bit stream TX PS_DATA and sends
this combined stream down to the PMD sublayer as the bit stream TX PMD_DATA.

In the receiver, the reserved field is demultiplexed from the incoming bit stream RX PMD_DATA and is
presented to management and passed up to a higher layer.

9.3.7 PS sublayer initialization procedures
9.3.7.1 General

This subclause describes the initialization procedure for the PHY Layer. The frame synchronization field is
described in 9.3.1. In this model, the PHY Layer is in the powered-on condition. Therefore, the following
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procedure specifies the initialization procedure after power-up, and the error recovery procedure for the
PHY Layer connection. The PS sublayer executes a handshake procedure with the peer entity’s PS sublayer
as described in the FSM in the following subclauses.

9.3.7.2 Definition of external signals, internal signals, and state variables

The following is a glossary of terms used to describe internal control registers and signals employed in the
execution of this initialization procedure. Positive logic is used as a convention; therefore, “1” and “TRUE”
are equivalent.

9.3.7.2.1 External signals
The following primitive signals appear as external stimulus to the PHY initialization FSM:

ILM_PH_ACTION(activate) When this management request is issued, the PMD, the PS, and the
BMUX sublayers are activated and the PHY Layer initialization state
machine will enter the AWAITING_LOCAL_LOCK state.

LM_PH_ACTION(deactivate) When this management request is issued, the PMD, the PS, and the
HMUX sublayers are deactivated and the PHY Layer initialization
state machine will enter the INACTIVE state.

LM_PH_ACTION(reset) ‘When this management request is issued, the PMD, the PS, and the
HMUX sublayers are reinitialized and the PHY Layer initialization
state machine will enter the AWAITING_LOCAL_LOCK state.

TDM_MTN(LOCK=0) This indicates that the PS sublayer has received a TDM frame with
the LOCK indication bit of the TDM maintenance field set to logic
“0” (i.e., unlocked).

TDM_MTN(LOCK=1) This indicates that the PS sublayer has received a TDM frame with
the LOCK indication bit of the TDM maintenance field set to logic
“1” (i.e., locked).

FRAME_SYNC(0) This indicates that the PS sublayer has lost frame synchronization
according to the criteria of the frame protection defined in 9.3.1.1.
FRAME_SYNC(1) This indicates that the PS sublayer has established the frame

synchronization following the procedure defined in 9.3.1.1.
9.3.7.2.2 Internal signals

These are the internal signals that are generated by the functional processes within the PHY initialization
FSM.

9.3.7.2.3 State names

These are commonly referred to as “flags” and “‘event/error counters.” The following are definitions of the
states used in the functional model for the PHY initialization FSM:

INACTIVE The INACTIVE state is the deactivated condition. The PHY
initialization FSM will vector into the AWAITING_LOCAL_1.OCK
state when it receives the LM-PH-ACTION(activate) signal (i.e.,
power-up). In this state, the FSM will not respond to any stimulus
except for messages from its LME.
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AWAITING_LOCAL_LOCK The AWAITING_LOCAL_LOCK state is a state in which the PS
sublayer is in the loss of frame synchronization condition. In this
state, the ISTE can send the TDM frame using its local clock. But
once the ISTE has successfully extracted the clock for the received
bit stream sent from the AU, it must use this clock to send the TDM
frame. The PHY initialization FSM will vector into the
AWAITING_REMOTE_LOCK state when it detects frame
synchronization.

AWAITING_REMOTE_LOCK The AWAITING_REMOTE_LOCK is a state in which the PS
sublayer is receiving a TDM frame with the LOCK bit set to logic
“0” from the peer PS sublayer entity. The PHY initialization FSM
will vector into the ESTABLISHED state when it receives
TDM_MTN(LOCK=1) a certain number of times (to satisfy the
hysteresis counter RECEIVE_LOCK). If the FSM detects a loss of
frame synchronization, then it will vector into the
AWAITING_LLOCAL_LOCK state.

ESTABLISHED The ESTABLISHED state is the state in which the PS sublayer FSM
is in the frame ‘synchronization condition and is receiving the
TDM_MTN(LLOCK=1) from the peer entity’s PS sublayer. The PHY
initialization FSM will vector back into the
AWAITING_ILOCAL_LOCK state when it detects a loss of frame
synchronization. The = FSM will vector back into the
AWAITING_REMOTE_LOCK state when it receives
TDM_MTN(LOCK=0) a certain number of times (to satisfy the
hysteresis counter RECEIVE_LOCK).

9.3.7.2.4 Managed objects

The following MO within the FSM is controlled or “managed” by the management entity within the ISTE
and AU:

RECEIVE_LOCK This managed 8-bit up/down counter is used as a hysteresis
mechanism to monitor the LOCK signal from the remote peer. It is
incremented upon receipt of a TDM_MTN(LOCK=1) signal. It is
decremented upon receipt of a TDM_MTN(LOCK=0) signal.

9.3.8 FSM for PS sublayer initialization

Figure 9-18 and tables 9-9a and 9-9b describe the FSM for the PHY initialization procedure.

9.3.9 PHY Layer maintenance

9.3.9.1 Overview

The PHY Layer maintenance consists of a local loopback procedure and a remote loopback procedure.
These loopback procedures are described in the following subclauses. The PHY Layer maintenance request/

status functionality is transported via the TDM_MTN field which is described in 9.3.

9.3.9.2 Loopback

The TDM_MTN field (see 9.3.5) contains maintenance status for the purpose of exchanging local loopback
status and to exchange remote loopback invocation request/response information with the peer PHY entity.
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LM-PH-ACTION

LM-PH-ACTION (ACTIVATE)

(DEACTIVATE)

AWAITING
LOCAL
LOCK

‘ AWAITING ‘

REMOTE
LOCK

ESTABLISHED

Figure 9-18—FSM state diagram for PS sublayer initialization

FRAME_SYNC (0)
FRAME_SYNC (1)

TDM_MTN (LOCK=0)
and
RECEIVE-LOCK=0

TDM_MTN (LOCK=1)
and
RECEIVE-LOCK<(M-1)

LM-PH-ACTION

(DEACTIVATE) FRAME_SYNC (0)

9.3.9.2.1 Local loopback procedure

In a maintenance inquiry, it is possible for either the AU or the ISTE to invoke a local loopback operation.
Figure 9-19 illustrates this loopback operation. In the AU, a network management task could initiate a local
loopback test. The AU would respond by providing a loopback of the TDM informatijon stream in the PMD
sublayer. The location of the loopback function is an implementation choice. The sequence of steps used in
the management invocation of the loopback is also a function of the implementation approach. The AU
provides the clock timing to support this loopback. The only portion of the aggregate TDM stream that is
sent or received from the physical medium during this test is the SYN field and the TDM_MTN field. The
PS sublayer, within the AU, shall set the logical loopback status (LLB) bit to a logic “1” in the TDM_MTN
field to notify the ISTE of the maintenance outage.

While honoring a local loopback request, the endpoint (ISTE or AU) shall operate as follows:

a)  Transmit framer operation is normal; i.e., the received SYN field is not looped back. This prevents
the requesting endpoint from having to reconfigure its receive framer to search for the
complementary synchronization pattern.

b) Transmit TDM maintenance field generation is normal; i.e., the received TDM maintenance field is
not looped back, and the transmitted TDM maintenance field reflects current local conditions. This
provides the requesting endpoint with continuous monitoring of parity errors in each direction, and
the remote synchronizer state during remote loopback.
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Table 9-9a—FSM state table for PS subiayer initialization for
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INACTIVE, AWAITING_LOCAL_LOCK, and AWAITING_REMOTE_LOCK states

Current Event Action(s) Next state
INACTIVE LM-PH-ACTION(activate) SET_VARIABLES_ AWAITING_
AND TIMERS LOCAL_LOCK
SEND_TDM_MTN (LOCK=0)
LM-PH-ACTION NO_ACTION INACTIVE
LM_PH_ACTION(reset) SET_VARIABLES_AND_ INACTIVE
TIMERS_TO_DEFAULT
AWAITING_ LM-PH-ACTION(activate) LM-PH-NOTIFICATION AWAITING_
LOCAL_LOCK (INVALID_COMMAND) LOCAL_LOCK
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION AWAITING_
(RESET) LOCAL_LOCK
FRAME_SYNC (0) SEND_TDM_MTN (LOCK=0) AWAITING_
) LOCAL_LOCK
FRAME_SYNC (1) SEND_TDM_MTN (LOCK=1) AWAITING_
RECEIVE-LOCK:=(M/2) REMOTE_LOCK
AWAITING_ LM-PH-ACTION(activatc) LM-PH-NOTIFICATION AWAITING_
REMOTE_LOCK (INVALID_COMMAND) REMOTE_LOCK
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) SET_VARIABLE_AND_ AWAITING_
TIMERS_TO_DEFAULT REMOTE_LOCK
FRAME_SYNC (0) SEND_TDM_MTN (LOCK=0) AWAITING_
LOCAL_LOCK
FRAME_SYNC (1) ‘NO_ACTION AWAITING_
REMOTE_LOCK

Optionally, a maintenance application within the ISTE may invoke the local loopback procedure. The ISTE
will effect a loopback of the aggregate TDM stream within its PMD sublayer. The location of this loopback
function is an implementation choice. The ISTE shall provide a local clock timing source for this loopback
operation. No portion of the aggregate information stream is sent or received from the physical cable
medium. The PS sublayer within the ISTE shall set the LLB bit to a logic “1” in the TDM_MTN field to
notify the AU of the maintenance condition.

9.3.9.2.2 Remote loopback

The TDM_MTN field supports the exchange of a remote loopback request bit to request that the remote
station activate or maintain a loopback function. Associated with this request is a response bit to allow the
remote station to affirm this maintenance request. This protocol is symmetrical in that either the ISTE or the
AU may invoke this request. The invocation of the request is optional. However, the support of the response
is mandatory in the sense that a response (either “1” or “0”) is required. For example, upon receipt of an
activated (logic “1”’) remote loopback request, the receiving PHY entity must respond with an appropriate
response on the RLBRESP bit of the TDM_MTN field.
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Table 9-9b—FSM state table for PS sublayer initialization for
AWAITING_REMOTE_LOCK and ESTABLISHED states

Current state Event Action(s) Next state
AWAITING_ TDM_MTN (LOCK=0) DECREMENT _RECEIVE LOCK | AWAITING_
REMOTE_LOCK REMOTE_LOCK

TDM_MTN (LOCK=1) and INCREMENT_RECEIVE-LOCK | AWAITING_
RECEIVE-LOCK<(M-1) REMOTE_LOCK
TDM_MTN (LOCK=0) and INCREMENT_RECEIVE-LOCK | ESTABLISHED
RECEIVE-LOCK=(M-1) LM-PH-NOTIFICATION
(ESTABLISHED)
ESTABLISHED LM-PH-ACTION(activate) LM-PH-NOTIFICATION ESTABLISHED
(INVALID_COMMAND)
LM-PH-ACTION(deactivate) NO_ACTION INACTIVE
LM-PH-ACTION(reset) LM-PH-NOTIFICATION ESTABLISHED
(INVALID_COMMAND)
FRAME_SYNC (0) SEND_TDM_MTN (LOCK=0) AWAITING_
LM-PH-NOTIFICATION LOCAL_LOCK
(released)
FRAME_SYNC (1) NO_ACTION ESTABLISHED
TDM_MTN (LOCK=1) and INCREMENT-_RECEIVE-LOCK | ESTABLISHED
RECEIVE_LOCK<(M-1)
TDM_MTN (LOCK=0) and DECREMENT_RECEIVE-LOCK | ESTABLISHED
RECEIVE_LOCK>(0):
TDM_MTN (LOCK=0) and LM-PH-NOTIFICATION AWAITING_
RECEIVE-LOCK=(0) (released) REMOTE_LOCK
ACCESS UNIT ISTE
HMUX PS PMD PMD PS HMUX ®
(O aalinliall il N -=n | == et el
DATA DATA
! {EEE 802.9 \
LO&E[)'EACK : CABLE MEDIUM :_ LO(?A%EIACK >
SR P FLICAL S o R R S A RS

1. Network management requests local loopback.

2. AU supplies local clock in support of data
loopback.

1. ISTE application requests local loopback.

2. ISTE supplies local clock in support of data
loopback.

Figure 9-19—Data loopback path under local loopback

Figure 9-20 illustrates the optional situations in which

— The AU has initiated the remote loopback procedure.
— The ISTE has initiated the loopback procedure.

For the event in which a network management process, associated with the AU, initiates the
remote loopback operation, it will set the RLBREQ bit to a logic “1” in the TDM_MTN field. Upon receipt
of this command, the ISTE’s PS sublayer will effect a loopback of the data stream at a point close to the
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REMOTE LOOPBACK-AU INITIATED

ACCESS UNIT IEEE 802.9 ISTE
CABLE MEDIUM
HMUX PS PMD ‘2 PMD PS HMUX
S e N R AN T
LOOPBACK! 1
PATH S !
<_ T Y TS g ]
1. Network management requests remote loopback.
2. AU supplies local clock in support of data 2. ISTE uses AU supplied clock in
loopback. support of data loopback.

REMOTE LOOPBACK-ISTE INITIATED

ACCESS UNIT IEEE 802.9
CABLE MEDIUM
HMUX PS PMD ‘ J PMD PS HMUX
:"" """"""" T T T T T  bAaaT T T T Tt
' 4—@—‘> LOOPBACK
L VRV UGS U P éTl-l _______ - - >

1. ISTE application requests remote loopback

2. A) AU is not connected to network 2. A) ISTE supplies local clock in support
and uses ISTE supplied clock. of data loopback.
or or
B) AU is connected to network and B) ISTE uses AU supplied clock in support
supplies the clock. of data loopback.

Figure 9-20—Data loopback path under remote loopback

HMUZX-to-PS sublayer service interface. The location of this loopback function is an implementation
choice. The ISTE shall use the extracted clock from the received data stream as the source of the transmitted
data clock. Upon the enabling of this loopback operation, the ISTE shall set the RLBRESP bit to a logic “1”
in the transmitted TDM_MTN field to acknowledge this maintenance request. A second usage of the remote
loopback would be the ISTE initiated procedure. In this case, the ISTE would set the RLBREQ bit to a logic
“1.” Upon receipt of this command, the AU will effect a Joopback of the data stream at a point close to the
HMUX-to-PS service boundary. The location of this loopback function is an implementation choice. There
are two options for the ISTE to use as the transmitter timing source:

—  For bringing up a portion of a network from a “cold” starting point, the ISTE may choose to supply
the clock.

— If the AU is connected to the network clock hierarchy, the ISTE shall use as its transmitter clock that
timing which is derived from the received data stream (AU clock).

Upon the enabling of this loopback operation, the ISTE shall set the RLBRESP bit to a logic “1” in the
transmitted TDM_MTN field to acknowledge this maintenance request. If the implementation in either the
AU or the ISTE does not support the remote loopback procedure, it has the requirement that it respond with
the RLBRESP bit set to a logic “0.”

In the event that the AU and the ISTE simultaneously request the remote loopback function (by transmitting
RLBREQ = 1), the AU shall have the priority. That is, the ISTE shall respond to the AU request by
activating the remote loopback path and transmitting RLBRESP = 1. The ISTE may continue to transmit
RLBREQ =1 in this condition, but should not consider the AU’s failure to respond with RLBRESP = 1 as an
error condition.
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While honoring a remote loopback request, the endpoint (ISTE or AU) shall operate as follows:

— Receive framer operation is normal to maintain the state of the local synchronization variable.
— Receive descrambling operation is normal to allow processing of the TDM maintenance field.

— Received TDM maintenance field checking is normal; i.e., received parity errors continue to be
detected and counted, remotely reported parity errors continue to be counted, and the state of the
remote receive framer and loopback variables are maintained.

—  Transmit framer operation is normal; i.e., the received SYN field is not looped back. This prevents
the requesting endpoint from having to reconfigure its receive framer to search for the
complementary synchronization pattern.

— Transmit scrambling operation is normal.

— Transmit TDM maintenance field generation is normal; i.e., the received TDM maintenance field is
not looped back, and the transmitted TDM maintenance field reflects current local conditions. This
provides the requesting endpoint with continuous monitoring of parity errors in each direction, and
the remote synchronizer state during remote loopback.

— The remainder of each received descrambler. TDM frame is looped back to the scrambled,
rescrambled, and retransmitted without modification. This provides the requesting endpoint with an
opportunity to inject arbitrary patterns into arbitrary channels (except for the SYN and TDM
maintenance fields), for example to perform bit error rate (BER) testing.

— If local frame synchronization is lost while honoring the remote loopback request, an endpoint shall
continue to honor the request until synchronization is reacquired and the presence or absence of the
request can be redetermined. When local frame synchronization is lost, the data being looped-back
may be indeterminate.

9.4 PMD sublayer for 4.096 Mb/s application

Figure 9-21 illustrates the detailed functional model for the transmitter circuit for the 4.096 Mb/s PMD
sublayer. Figure 9-22 illustrates the detailed functional model for the receiver circuit for the 4.096 Mb/s
PMD sublayer.

9.4.1 Bit rate

The bit rate at the PMD sublayer/PS sublayer service boundary shall be 4.096 Mb/s. This assumes two
unshielded twisted-pair wires between the ISTE [or the integrated services terminal adapter (ISTA)] and the
AU. The 4.096 Mb/s includes all the required overhead fields such as those required for frame
synchronization, maintenance, and parity bits.

The clock rate of the AU shall be within +32 ppm and the clock rate of the ISTE without receiving any
signal from the AU shall be within 100 ppm.

9.4.2 Line code

The line code for the ISLAN interface between the PMD sublayer and the physical medium of 4.096 Mb/s
shall be Binary Partial Response Class IV.
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Figure 9-21—Model of the transmitter for the 4.096 Mb/s PMD sublayer

9.4.2.1 Precoding

The incoming bit stream is first precoded so that the decision at the receiving end may be made regardless of
the previous decision result, thus avoiding the error propagation effect. Let the incoming bit sequence
(referred to as “the input data to the transmitter” hereafter) be denoted as ay, where the subscript k indicates
discrete time measured in T, the signalling interval. The precoding operation can be expressed as converting
the input sequence, ay, to the output sequence, by, by the following equation:

bk = ak ExOr bk_z
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Figure 9-22-—Model of the receiver for the 4.096 Mb/s PMD sublayer

The structure of the precoder is shown in figure 9-23. The output sequence of the precoder is still binary.

9.4.2.2 Encoding

The encoding is operated on the precoded sequence such that the encoded sequence, ¢y, has the following
relation with the recoded sequence, by:

Ck = by - by
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c) Finite state machine

Figure 9-23—Precoder and encoder

The encoding shall be done at the transmitting end. The structure of the encoder is shown in figure 9-23
together with the precoder.

9.4.2.3 Decoding

The decoding for the precoded Partial Response Class IV is done by a combination of sample/slice (three
level) and modulo 2 operation. A typical decoder may be implemented by a full wave rectifier followed by a
comparator. Provisioning of maximum likelihood sequence decoding or other techniques are outside of the

scope of this standard.
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9.4.3 Transmitter characteristics

The transmitter output signal is measured at the connector of the transmitter to medium cable. All of the
reference models of medium cable, which are defined in this subclause, shall be used as loads to the
transmitter. Unless otherwise indicated, the differential output signal and the common mode output signal
shall be measured respectively using the setup shown in figures 9-24 and 9-25.

The reference model circuits of medium cables are constructed as shown in figures 9-26 through 9-28. Those
circuits are the models of a few medium cables whose lengths are different from each other. The
circuit illustrated in figure 9-26 is the model of a 150 m length of 24 gauge D-type inside wire (DIW). Figure
9-27 shows the model of a 300 m length of 24 gauge DIW, and figure 9-28 shows the model of a 450 m
length of 24 gauge DIW.

Unless otherwise indicated, the value of resistance is in ohms (Q), the value of inductance is in microhenries
(uH), and the value of capacitance is in farads (F). The direction of signal flow is from left to right.

9.4.3.1 Transmitter output signal pulse shape

The isolated pulse of the differential output signal shall be defined as an output of the transmit filter. The
input of the filter is a 50% duty return-to-zero pulse whose rise and fall times are within 20 ns in length. The
transmit filter is a second-order Butterworth low-pass filter whose cutoff frequency is 2 MHz. The errors of
the cutoff frequency and the Q-value should be less than 10%. The frequency characteristics of the transmit
filter are shown in figure 9-29 and table 9-10.

()
j( 1000

REFERENGE MODELS
DIFFERENTIAL
O—— OUTPUT SIGNAL OF MEDIUM CABLE
INPUT TERMINATION
— RESISTANCE
N —

TRANSMITTER

Figure 9-24—Measurement set of differential output signal

The typical pulse shape, as observed at the output of the transmit filter, is illustrated in figure 9-30 for the
case where the input data series into the precoder is *...10001000...".

In figure 9-30, the critical points are measured in units of time (T) and amplitude (A).
9.4.3.2 Transmitter amplitude

The amplitude of the differential output signal is 3 Vpp
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Figure 9-25—Measurement set of common mode output signal
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Figure 9-26—Reference model of 150 m medium cable length
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Figure 9-27—Reference model of 300 m medium cable length
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Figure 9-28—Reference model of 450 m medium cable length
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Figure 9-29—Frequency characteristics of transmit filter for 4.096 Mb/s

9.4.3.3 Transmitter output impedance

The differential output impedance of the transmitter, Zz shall be such that the reflection attenuation, defined
as
ol |Z;+100|
20lo ——
¢ 1l |Z,~ 100
exceeds 15 dB at 1.024 MHz with 100 €2 termination.

The common mode to differential mode impedance balance of the transmitter is defined as
Ecm

20log 4, { 1

dif
where E_,, is an externally applied ac voltage as shown in figure 9-31.

The impedance balance shall exceed 44 dB at 1.024 MHz.
9.4.3.4 Transmitter output power spectrum density

The power spectrum of the differential output signal for a pseudo-random sequence shall be below the upper
trajectory of figure 9-32. The lower curve of this figure shows the result of calculation under the condition of
the typical pulse shape shown in figure 9-30. The power spectrum of common mode current for a pseudo-
random sequence shall be below the upper trajectory of figure 9-33. The lower curve is the result of
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calculation under a typical condition. The pseudo-random sequence is to be generated by applying binary 1’s
to the IEEE 802.9 scrambler specified in 9.3.2.

[~ (0.4T,1.15A) - - -~ (IT.1.154)
I ) \
A=15V
A
M (0.7T7.0.85)
P .
L
I
T
g ', @T.0.154)
E = NN
0
(Amps) - y T
— (0.2T.-0.15A) (15T.-0.15A)

—_1IIIOIIIIJIVJJI!|JII'3,‘]IILJ_LI!II
_)‘ ‘e‘T=244nSec ‘

TIME

Figure 9-30—Pulse shape of 4.096 Mb/s transmitter output
9.4.3.5 Transmitter output jitter

The transmitted signal zero-crossings shall deviate from the idealized zero-crossings by no more than
+10 ns. The input data series into the precoder is ““...1111....”

9.4.3.6 Transmitter common mode requirement

The transmitter shall meet the requirements of 9.4.3.1 and 9.4.3.4 even in the presence of common mode
sinusoidal voltage E_,, as shown in figure 9-10. The amplitude of E,, O-to-peak voltage shall be:

a) 100V for dc to 100 kHz
b) 1;3 (MHz) V for 100 kHz to 10 MHz

9.4.3.7 Transmitter fault tolerance

The transmitter shall withstand, without damage, a £1000 V common-mode impulse applied at £, The
shape of the impulse shall be 0.3 per 50 ps (300 ns virtual front-time, 50 ps virtual time of half value) as
defined in IEC Publication 60.
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Figure 9-31—Transmitter impedance balance and common mode rejection

9.4.3.8 Transmitter output pulse unbalance
A single frequency power spectrum measured at the first transmitted spectrum null frequency other than dc

(2.048 MHz in 4.096 Mb/s bit rate case) shall be less than —34 dB with respect to the power spectrum
measured at the spectrum peak (1.024 MHz in 4.096 Mb/s bit rate case) for logical “1” input to the precoder.

Table 9-10—Frequency characteristics of 4.096 Mb/s transmit filter

Frequency (Hz) Gain (dB)
02M 0.00
0.6 M 0.04
1L.OM -0.26
14M -0.93
20M -3.00
3.0M -7.83
40M -12.30
6.0M -19.14
8OM -24.10

9.4.4 Receiver characteristics

The transmitter and the reference model circuits of medium cable (specified in 9.4.3), and a receiver to be
tested shall be arranged as shown in figure 9-34 for deriving receiver characteristics. A 23 stage pseudo-
random pattern shall be used as an input to the transmitter, i.e., scrambled “1.”
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Figure 9-32—Differential output power spectrum of 4.096 Mb/s transmitter

9.4.4.1 BER requirement

The receivers shall meet the condition that the BER requirement is less than 103, The BER is measured by
the count of decoded binary O’s at the output of the decoder described in 9.4.2.3 with the frame
synchronization bits excluded divided by the number of binary 1’s input to the IEEE 802 9 scrambler
defined in 9.3.2. The measurement period shall be long: enough to count more than 10° bits. Detailed
measuring conditions are given below.

9.4.4.2 Noise immunity

The receivers shall meet the BER requirement defined in 9.4.4 under the presence of the specified crosstalk
noise, the impulsive noise, and other noises when tested separately. These noises are added to the signal at
the input point of the receiver.

9.4.4.2.1 Crosstalk noise immunity

The receiver shall meet the BER requirement under the presence of simulated crosstalk noise as defined in
figure 9-35. Table 9-11 lists the gain characteristics at the critical frequency points. The error rate
measurement setup is defined in figure 9-36. In the absence of a transmitted signal, the applied crosstalk
shall be 12 mV, at the receiver input (Vj,) and the white noise source should have at least 10 MHz
bandwidth. Note that the cable must be terminated in the effective output impedance of the transmitter in
order to conduct this crosstalk measurement. The formula of frequency characteristics for the crosstatk filter
is expressed by the following equation:

188

Juniper Ex 1032 - 198
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS

sin (E) 3
P = kx%x 2{" X 12 4Xsin2(y)x
© () ) ()

where f;=4 MHz

fo

9.4.4.2.2 Impulse noise immunity
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The receiver shall meet the BER requirement under the presence of impulse noise as defined in 9.8.5.
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Figure 9-33—Common mode output power spectrum of 4.096 Mb/s transmitter
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Figure 8-34—Receiver test set

9.4.4.3 Receiver input level range
The receiver shall not process an input signal whose amplitude is less than 200 mV peak-to-peak.
9.4.4.4 Receiver input impedance

The differential input impedance of the receiver, Zp, shall be such that the reflection attenuation, defined as
|Z +100)

|Z — 100|

exceeds 15 dB at 1.024 MHz with a termination impedance of 100 Q.

20log (5 {

The common mode to differential mode impedance balance of the receiver is defined as

E
20log 4, {Ei”f}
dif
where E_, is an externally applied ac voltage as shown in figure 9-36. The impedance balance shall exceed
44 dB at 1.024 MHz.

9.4.4.5 Receiver common mode rejection

The receivers shall meet the BER requirement defined in 9.4.4 even in the presence of common mode,
sinusoidal voltage E,.,, applied as shown in figure 9-38. The amplitude of E,,, zero-to-peak voltage shall be:

a) 100V fordc to 100 kHz
b) L}? (MHz) V for 100 kHz to 10 MHz

9.4.4.6 Receiver fault tolerance

The receiver shall withstand, without damage, a £1000 V common-mode impulse applied at E,,,,. The shape
of the impulse shall be 0.3 per 50 ps (300 ns virtual front-time, 50 s virtual time of half value) as defined in
IEC Publication 60.

9.5 PMD sublayer for higher rate (20.48 Mb/s) application

The PMD sublayer for the high rate 20.48 Mb/s applications shall use 4-point Carrierless AM/PM (4-CAP).
Carrierless AM/PM is a general modulation scheme using changes in both the amplitude and phase of the
signal states. The simple 4-point scheme to be used for the 20.48 Mb/s PMD sublayer uses only phase
modulation. Figure 9-39 shows a block diagram of the PMD sublayer transmitter circuit and figure 9-40
shows a block diagram of the PMD sublayer receiver circuit. These diagrams are provided as models to be
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used in describing the various functions and one possible method of implementation. Other implementations
can provide identical functionality and are line compatible.

+/-3dB
+/-3 dB

Error=+/-3dB +/-1dB \|,+/' 1dB

3
1+
_\

104 105 106 107

FREQUENCY (HZ) ~ : —

Figure 9-35—Frequency characteristics of crosstalk filter

9.5.1 Bit rate

The bit rate at the PMD sublayer/PS sublayer service boundary shall be 20.48 Mb/s. This assumes two
unshielded twisted-pair wires between the ISTE (or ISTA) and the AU. The 20.48 Mb/s includes all of the
required overhead fields such as those required for frame synchronization, maintenance, and parity bits. The
clock rate of the AU shall be within £32 ppm and the clock rate of the ISTE without receiving any signal
from AU shall be within £100 ppm.

9.5.2 Line code

The line code for the ISLAN interface between the PMD sublayer and the physical medium for 20.48 Mb/s
shall be 4-point Carrierless AM/PM (4-CAP) operating at a symbol rate of 10.24 MBd.
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Table 9-11—Frequency characteristics of crosstalk filter

INTEGRATED SERVICES (IS) LOCAL AREA NETWORK (LAN) INTERFACE

Permitted range (dB)
Frequency (Hz) Gain (dB)
Minimum Maximum
20K -55.46 -58.46 -52.46
100 K -31.04 -34.04 -28.04
300K -14.65 -15.65 -13.65
500 K ~1.52 -8.52 -6:52
1000 K -0.41 -1.41 0.59
1160 K -0.00 -1.00 1.00
1300 K -0.31 -1.31 0.69
1500 K -1.99 -2.99 -0.99
2000 K <-20.0
2300K -6.96 -7.96 -5.96
2500 K -3.77 -4.77 ~2.77
2820K -2.32 -3.32 -1.32
3000 K -2.70 -3.70 -1.70
3300K —4.98 -5.98 -3.98
3500K -7.86 -8.86 -6.86
4000 K <-20.0
4300 K -15.39 =16.39 ~14.39
4500 K -12.50 -13.50 -11.50
4760 K -11.41 -12.41 -10.41
5000 K -12.01 -13.01 -11.01
5300 K -14.63 -15.63 —13.63
5500 K -17.77 -18.77 -16.77
6000 K <-20.0 .
6400 K —25.31 -26.31 -24.31
6640 K -24.13 +25.13 -23.13
7000 K -26.16 -27.16 -25.16
7400 K -33.38 -34.38 -32.38
8000 K <-20.0

9.5.2.1 Overview

The structure of the CAP transmitter is shown in figure 9-41. The bit stream is first scrambled and then
passed through an encoder, which generates real (a,) and imaginary (b,) symbols in each symbol period T,
where the subscript n refers to symbol period nT. The encoder in figure 9-39 performs a bit-to-symbol map-
ping, which is explained in detail in 9.5.2.2. Each symbol (a, and b,) can take values equal to 0 or =1. The

four possible values taken by the complex symbols (a, b)) are shown in figure 9-42.

The symbols a, and b, in figure 9-41 are fed to passband in-phase and quadrature shaping filters. These
filters are intended to limit the bandwidth occupancy of the transmitted signal and to generate orthogonal
in-phase and quadrature passband signals. The two filters have the same amplitude characteristic and phase

characteristics that differ by 90°.
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Figure 9-36—Measurement set for crosstalk noise immunity

The outputs of the two shaping filters in figure 9-41 are added and the result is fed to a low-pass filter. Where
the shaping filters are realized digitally, the result would first be fed to a D/A converter, then followed by the
low-pass filter.

9.5.2.2 Differential encoding and mapping

The incoming bit stream from the PS sublayer is first differentially encoded. Differential encoding is not
required for reliable transmission of the 4-CAP signal since there are no phase impairments in the medium.
However, to allow for possible 180° phase reversals due to medium connection errors and to allow for the
possibility of more sophisticated receivers, which may introduce 90° phase shifts, a 90° differential
encoding scheme shall be used.

The data stream to be transmitted shall be divided into groups of two consecutive bits, Q1, and Q2,, where
the subscript n designates the sequence number of the group, and the digits 1 and 2 refer to the first and
second bits occurring in the data stream as they enter the encoder and mapper of the PMD sublayer,
respectively. These two bits shall be differentially encoded into complex symbols (a,, b,) according to the
signal constellation shown in figure 9-42 and as listed in table 9-12. At the receiver, the groups of two bits
shall be decoded and the bits shall be reassembled in correct order.
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Figure 9-37—Receiver impedance balance and common mode rejection
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Figure 9-38—Common mode requirement of the receiver
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Figure 9-39—Detailed model of the transmitter for the 20.480 Mb/s PMD sublayer

9.5.2.3 Passband pulse shaping

The differentially encoded symbols shall then be passed through the passband pulse-shaping filters. These
filters shall be defined as 100% excess bandwidth in-phase and quadrature passband raised cosine filters with
a center frequency of 10.24 MHz and a bandwidth of 20.48 MHz.
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Figure 9-40—Detailed model of the receiver for the 20.480 Mb/s PMD sublayer
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Figure 9-41—Carrierless AM/PM—Transmitter model
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Figure 9-42—Carrierless AM/PM: ,reéei\iér model

Table 9-12—4-CAP Dibit phase encoding

Previous -
Inputs outputs Phase Outputs
quadrant
change
an an ay_ b n-1 8 a, bn
0 0 1 0 +90° 0 1
0 0 0 1 -1 0
0 0 0 -1 1 0
0 0 -1 0 0 -1
0 1 1 0° 1 0
0 1 0 1 0 1
0 1 0 -1 0 -1
0 1 -1 0 -1 0
1 0 1 0 +180° -1 0
1 0 0 1 0 -1
1 0 0 -1 0 1
1 0 -1 0 1 0
1 1 1 0 +270° 0 -1
1 1 0 1 1 0
1 1 0 -1 -1 0
1 1 -1 0 0 1
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9.5.3 Transmitter characteristics

The transmitter output signal is measured at the connector of the transmitter to medium cable. All of the
reference models of medium cable, which are defined in 9.5.3.1, shall be used as load to the transmitter.
Unless otherwise indicated, the differential output signal and the common mode output signal shall be
measured using the setups shown in figures 9-43 and 9-44, respectively.

N\

'
\f 100 Q

O DIFFERENTIAL REFERENCE MODELS
OUTPUT SIGNAL OF MEDIUM CABLE
INPUT TERMINATION
RESISTANCE

T

TRANSMITTER

Figure 9-43—Measurement set of differential output signal

0 [
100 Q
680 Q
REFERENCE MODELS

INPUT OF MEDIUM CABLE

680 Q

COMMON MODE SIGNAL
Note—Impedance imbalance due to the tolerance variation of the system

TS co?nponents should not introduce a common mode rejectiony

degradation greater than +60 dB.

Figure 9-44—Measurement set of common mode output signal

9.5.3.1 Reference models of medium cables for 20 Mb/s data rate

The reference model circuits of medium cables are constructed as shown in figures 9-45 and 9-46. The
higher rate PMD is affected by the horizontal subsystem of reach up to 135 m. Consequently, the two
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reference lengths used are 50 m and 100 m. The circuit illustrated in figure 9-45 is a model of a 50 m length
of 24-gauge D-type inside wire (DIW) and figure 9-46 is a model of a 100 m length of 24-gauge DIW.

Unless otherwise indicated, the value of resistance is in chms (Q2), the value of inductance is in microhenries
(uH), and the value of capacitance is in farads (F). The direction of signal flow is from left to right.

7.8k 11.3k
,..9\/\/\/\—_—(‘625?53 €
0.5 0.14

47.65 4765 47.65 47.65

47.65

4765 4765 47.65 47.65
o€ 0002 _—¢
0.5 0.11 0.5 0.14
67.0 1.16k 7.8k 11.3k

Figure 9-45—Reference mode’i of 50 m medium cable

9.5.3.2 Transmitter output signal spectrum

The frequency characteristics of the transmit filter are shown in figure 9-47. Table 9-13 lists the gain
characteristics at the critical frequency points. The transmit filter is a seventh-order, elliptic, low-pass filter
whose frequency cutoff is at 20 MHz. The errors of the cutoff frequency and the Q-value should be less than
10%. The power spectrum of the differential output signal and that of the common mode output signal for a
pseudo-random sequence shall be within the mask shown in figure 9-48. A pseudo-random sequence can be
generated by applying binary 1’s to the IEEE 802.9 scrambler specified in 9.3.2.

9.5.3.3 Transmitter amplitude

The amplitude of the differential output signal is 3 V peak-to-peak.
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Figure 9-46—Reference model of 100 m medium cable

9.5.3.4 Transmitter output impedance

The differential output impedance of the transmitter, Z, shall be such that the reflection attenuation, defined
as

|Z+ 100]

201 LS.
Olos 10{|ZT— 100|

exceeds 15 dB at 10.24 MHz with 100  termination.
The common mode to differential mode impedance balance is defined as

E
20log o {——1}
diff
where E_,, is an externally applied ac voltage as shown in figure 9-49. The impedance balance shall exceed
44 dB at 10.24 MHz.

9.5.3.5 Transmitter output timing jitter

The transmitter output jitter shall be no more than 10 ns.
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9.5.3.6 Transmitter common mode requirement

The transmitter shall meet the requirements of 9.5.3.2 even in the presence of common mode sinusoidal
voltage, E,,, as shown in figure 9-49. The amplitude of E,, zero-to-peak voltage shall be:

a) 100V fordc to 100 kHz
b) %’ (MHz) V for 100 kHz to 10 MHz

20

0 e T

2200 b e
G
A
I
N 40
(dB)

G0 e e

B0 b L LN S

-100 U ]

1.0 5.0 10.0 50.0 100.0

FREQUENCY (MHz)

Figure 9-47—Frequency characteristics of transmit filter for 20.48 Mb/s

9.5.3.7 Transmitter fault tolerance

The transmitter shall withstand, without damage, a £1000 V common-mode impulse applied at E,,,. The
shape of the impulse shall be 0.3 per 50 ps (300 ns -virtual front-time, 50 ps virtual time of half value) as
defined in IEC Publication 60.

9.5.4 Receiver characteristics

The transmitter and the reference model circuits of medium cable (both defined in 9.5.3), and a receiver to
be tested are arranged as shown in figure 9-50 for deriving receiver characteristics. A 23-stage pseudo-
random pattern shall be used as input to the transmitter, i.e., scrambled “1” using the scrambler of 9.3.3.

9.5.4.1 BER requirement

The receiver shall have a BER requirement of less than 10", The BER is measured by the count of decoded
and descrambled binary 0’s at the output of the descrambler described in 9.3.2, with the frame
synchronization bits excluded divided by the number of binary 1’s input to the IEEE 802.9 scrambler
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defined in 9.3.3. The measurement period shall be long enough to count more than 10° bits. Detailed

measuring conditions are given in 9.5.4.2 through 9.5.4.6.

Table 9-13—Frequency characteristics of 20.48 Mb/s transmit filter

Frequency (MHz) Gain (dB)
1.00 0.13
1.15 0.18
1.32 0.23
1.51 0.30
1.74 0.39
2.00 0.50
2.29 0.65
2.63 0.82
3.02 1.03
3.47 1.25
3.98 1.45
4.57 1.55
5.25 1.46
6.03 1.04
6.92° 029
7.94 ~0.65 -
9.12 -1.48

10.47 -1.74
12.02 -0.73
13.80 2.26
15.85 0.84
18.20 047
20.89 ~21.95
23.99 —41.74
27.54 —68.78
31.62 -71.30
36.31 —87.99
41.69 -77.35
47.86 -75.07
54.95 -77.70
63.10 -87.04
72.44 -85.67
83.18 -76.83
95.50 -72.96
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Figure 9-48—Differential output power spectrum of 20.48 Mb/s transmitter

9.5.4.2 Noise immunity

The receiver shall meet the BER requirement defined in 9.5.4.1 under the presence of the specified crosstalk
noise, the impulsive noise, and other noises. These noises are added to the signal at the input point of the
receiver.

9.5.4.2.1 Crosstalk noise immunity

The receiver shall meet the BER requirement under the presence of simulated crosstalk noise defined in
figure 9-23. Table 9-14 lists the gain characteristics at the critical frequency points. The error rate
measurement setup is defined in figure 9-52. In the absence of a transmitted signal, the applied crosstalk
shall be 150 mV,, at the receiver input (V;,) and the white noise source should have at least 20 MHz
bandwidth. Note that the cable must be terminated in the effective output impedance of the transmitter in
order to conduct this crosstalk measurement.

The formula for the squared magnitude of the amplitude characteristic of the crosstalk filter is expressed by
the following equation:

3

2,0 _ Kk . W fe ? 2
X () = Ex‘:l+smf—c(f—5)} x|G(Hl sz 0<f<30MHz

c
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where f, = 10 MHz and G (f) is the transfer function of the low-pass filter described in table 6-24 and
table 9-13. The amplitude characteristic of the crosstalk filter’s transfer function is given in figure 9-51 and
table 9-14. This amplitude characteristic follows the above expression up to 30 MHz. For higher
frequencies, the gain of the filter shall be at least 70 dB below the maximum gain.

7 N—

TRANSMIW} E gt 100

e

5

680
O

680
E cm
O

M
()

— components should not introduce a common mode rejection

degradation greater than +60 dB. Unless otherwise specified, all
values of resistance are in ohms.

Note—Impedance imbalance due to the tolerance variation of the system

Figure 9-49—Transmitter impedance balance and common mode rejection
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N

Figure 9-50—Receiver test set

9.5.4.2.2 Impulse noise immunity

DEMUX.

MEASURING
POINT

The receiver shall meet the BER requirement, defined in 9.5.4.1, under the presence of impulse noise as

defined in 9.8.5 and 9.9.5.

9.5.4.3 Receiver input level range

The receiver shall not process an input signal whose amplitude is less than 300 mV peak-to-peak.
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The differential input impedance of the receiver, Zg, shall be such that the reflection attenuation, defined as

| Zg + 100|

2010g 10 {l—Z—R:ﬁ)_l

exceeds 15 dB at 10.24 MHz with a termination impedance of 100 Q.

Table 9-14—Frequency characteristics of 20.48 Mb/s crosstalk filter

Permitted range
Fr(i‘}‘;fz';cy Gain (dB) — gMin
0 84.33 81.33 87.33
1 54.84 51.84 57.84
2 36.03 33.03 239.03
3 22529 2229 2829
4 S17.97 J14.97 2097
5 J12.60 11,60 13.60
6 854 754 954
7 545 445 645
8 314 ~14 414
9 151 2051 251
10 2047 0.53 147
T 0.00 1.00 2100
12 20.10 0.90 3110
13 0381 0.19 181
14 218 2118 318
15 436 336 536
16 757 2657 .57
17 “12.28 1128 1328
18 19.55 116,55 2255
19 3276 22976 3576
20 8433 8133 37.33
21 4122 3822 4422
2 36.46 3346 -39.46
23 3764 34.46 40.64
% 4137 3837 4437
25 46.58 43.58 4958
2% 52.80 49.80 55.80
27 ~59.80 56.80 ~62.80
23 Z67.43 “64.43 27043
29 75.62 7262 78.62
30 Z84.33 81.33 87.33
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The common mode to differential mode impedance balance of the receiver is defined as
E
20log o {—"1}

diff
where E_, is an externally applied ac voltage as shown in figure 9-53.

The impedance balance shall exceed 44 dB at 10.24 MHz.
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Figure 9-51—Frequency characteristics of 20.48 Mb/s crosstalk filter
9.5.4.5 Receiver common mode rejection

The receiver shall meet the BER requirement defined in 9.5.4 even in the presence of common mode
sinusoidal voltage E.p, applied as shown in figure 9-54. The amplitude of E_, zero-to-peak voltage shall be:

a) 100V for dc to 100 kHz
b) ? (MHz) V for 100 kHz to 10 MHz

9.5.4.6 Fault tolerance

The receiver shall withstand, without damage, a 1000 V common-mode impulse applied at E ;. The shape

of the impulse shall be 0.3 per 50 us (300 ns virtual front-time, 50 ps virtual time of half value) as defined in
IEC Publication 60.
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Figure 9-52—Measurement set for crosstalk noise immunity

9.6 Connector

The recommended connector is the 8-position (pole) modular jack. This connector, shown in figure 9-55, has
been previously specified by the ITU-T for the ISDN basic rate interface and by ISO/IEC 8802-3 for the
10BASE-T interface. The mechanical characteristics of this connector are specified in ISO/IEC 8877:1992.
It is recognized that another implementation of the AU could be a multiport device and other connector types
may be appropriate for this environment. However, even under these circumstances, the ISTE connector
shall be the 8-position modular jack. In the industry nomenclature, this jack is referred to as an RJ45-type.

9.6.1 Pin-pair assignments

The recommended grouping of pins as functional pairs for the ISTE and AU is shown in figure 9-55. Also
note that provision has been made for powering across the interface. See 9.7 for further discussion of this
issue.
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Figure 9-53—Receiver impedance balance and common mode rejection
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Figure 9-54—Common mode requirement of the receiver
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Figure 9-55—Recommended connector
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Figure 9-56—Recommended pin-pair assignments

9.6.2 Functional assignments

As shown in figure 9-56, pins 1 & 2 of the modular jack have been designated as ISTE transmit and pins
3 & 6 have been designated as ISTE receive. In addition, pins 7 & 8 have been reserved for powering
applications.

9.7 Powering considerations

Interface powering of the ISTE is not a requirement of this standard, but provision of connector pins has
been made for this purpose. Specifically, pins 7 & 8 have been reserved for the purpose of remote power
feeding of the ISTE. In addition, the use of phantom powering (using pin-pairs 1 & 2 and 3 & 6) is not
precluded, but is not included in this standard.

Any further work on powering should, to the extent possible, maintain consistency with that done for the
ISDN basic rate interface in CCITT Recommendation 1.430 (1993).
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9.8 Medium cable characteristics—4.096 Mb/s PMD

9.8.1 Definition and maximum length of the medium cable

The medium cable for the IEEE 802.9 ISLAN interface for the 4.096 Mb/s line rate should be unshielded
telephone twisted pairs (UTTP). Both horizontal and backbone wiring are defined in ANSI/EIA/TIA 568-91
as 100 Q horizontal and backbone UTTP. The maximum length of a set of horizontal and backbone wiring
shall be 450 m.

The length of applicable cable may be restricted by the result of the testing defined in 9.8.2.

9.8.2 Medium transmission characteristics—4.096 Mb/s PMD

Medium cables shall meet the condition that the eye opening through at least one of the standard equalizers
is greater than 70%. In the measurement, the transmitter (defined in 9.4.3), the medium cable, and a standard

equalizer are arranged as shown in figure 9-57.

FRAME SYNCHRONOUS BITS

I {
MEDIUM CABLE — 0
UNDER TEST STANDARD EQUALIZER MEASURING
INPUT POINT

TRANSMITTER

Figure 9-57—Medium cable test set-4.096 Mb/s PMD

The characteristics of three different types of the standard equalizer are defined by the following equation:
(+7)
5i
. . 2
(1 + i ) X (1 + i j
f 2 f 3

The three types of equalizers have the following frequency coefficients:

Type Fi f2 3

150 m 700 kHz 1.7MHz 6.9 MHz
300 m 550 kHz 3.5 MHz 9.3 MHz
450 m 350 kHz 8.5 MHz 9.9 MHz

The error of cutoff frequency should be less than 5%. Figures 9-58 through 9-60, and table 9-15 show the
frequency characteristics of three different types of standard equalizer for cable medium tests to be
conducted against the 4.096 Mb/s PMD. Figure 9-58 corresponds to the frequency characteristics for a
150 m length of DIW. Figure 9-59 corresponds to the frequency characteristics for a 300 m length of DIW.
Figure 9-60 corresponds to the frequency characteristics for a 450 m length of DIW.
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Figure 9-58—Frequency characteristics of standard equalizer at 150 m for 4.096 Mb/s
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Figure 9-59—Frequency characteristics of standard equalizer at 300 m for 4.096 Mb/s
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Figure 9-60—Frequency characteristics of standard equalizer at 450 m for 4.096 Mb/s

9.8.3 Medium characteristics impedance—4.096 Mb/s PMD

The commercial cable model used as a reference for this standard recommends that the magnitude of the
differential characteristics impedance at 1.024 MHz of the medium cable shall be 100 Q +15% as defined in
ANSI/EIA/TIA 568-91.

9.8.4 Crosstalk noise—4.096 Mb/s PMD

It is recommended that the pair-to-pair and multiple disturber crosstalk attenuation shall be at the minimum
values defined in ANSI/EIA/TIA 568-91.

9.8.5 Impulse noise—4.096 Mb/s PMD

The noise voltage on wire pairs terminated at both ends in 100 €, as measured through the following
specified filters, shall not exceed the corresponding threshold voltages more than 9 times per 1800 s interval.
Following the start of any particular impulse that is counted, any additional impulse shall be ignored (i.e.,
not be counted) for a period of 100 ps. Each filter is a 2-pole Butterworth low-pass filter with the indicated
cutoff (3 dB point) frequency, as defined by Section 12 of ISO/IEC 8802-3:1993.

Cutoff frequency Threshold

2 MHz 170 mV
4 MHz 275 mV
10 MHz 560 mV
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Table 9-15—Frequency characteristics of standard equalizer for 4.096 Mb/s

Gain (dB)
Frequency
150 m 300 m 450 m

200K 0.274 0.52 1.22
600 K 1.82 3.24 5.90
1000K 3.36 5.90 947
2000 K 5.15 9.91 14.70
3000K 5.22 11.60 17.40
4000 K 4.60 12.20 19.00
5000 K 3.65 12.20 19.90
6000 K 2.54 11.80 20.20
7000 K 1.35 11.20 20.30
8000 K 1.48 10.50 20.10
9000 K -1.05 9.74 19.70
10000 K -2.22 - 891 19.20
11000 K -3.36 8.07 18.70
12000 K —4.46 7.21 18.10

The impulse noise occurrence rate changes inversely by one decade for each 7 dB change in the threshold
voltage. If a count rate of N counts per 1800 s period is measured on a specific cable and filter at the
specified voltage threshold, the media noise margin is 7 logy (9/N) dB.

9.9 Medium cable characteristics—20.48 Mb/s PMD

9.9.1 Definition and maximum length of the medium cable

The medium cable for the IEEE 802.9 ISLAN interface for the 20.480 Mb/s line rate should be UTTP. Only
horizontal wiring is defined for this application in ANSI/EIA/TIA 568-91 as 100 Q horizontal UTTP. The
maximum length shall be 135 m.

The length of applicable cable may be restricted by the result of the testing defined in 9.9.2.

9.9.2 Medium transmission characteristics—20.48 Mb/s PMD

Medium cables shall meet the condition that the eye opening through the transceiver is greater than 70%.

In the measurement, the transmitter (defined in 9.5.3), and the medium cable are arranged as shown in
figure 9-61. No equalization is required for the 20.48 Mb/s PMD.

MEDIUM CABLE O
UNDER TEST MEASURING
POINT

INPUT

TRANSMITTER

Figure 9-61—Medium cable test set—20.48 Mb/s
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9.9.3 Medium characteristics impedance—20.48 Mb/s PMD

The magnitude of the differential characteristics impedance at 1.024 MHz of the medium cable shall be
100 £15% as defined in ANSI/EIA/TIA 568-91.

9.9.4 Crosstalk noise—20.48 Mb/s PMD

It is recommended that the pair-to-pair and multiple disturber crosstalk attenuation shall be at the minimum
values defined in ANSI/EIA/TIA 568-91.

9.9.5 Impulse noise—20.48 Mb/s PMD

The noise voltage on wire pairs terminated at both ends in 100 , as measured through the following
specified filters, shall not exceed the corresponding threshold voltages more than 0.2 times per second.
Following the start of any particular impulse that is counted, any additional impulse shall be ignored (i.e.,
not be counted) for a period of 1 ps. Each filter is a 3-pole Butterworth low-pass filter with the indicated
cutoff (3 dB point) frequency, as defined in ISO/IEC 8802-3:1993.

The implementation of the 3-pole Butterworth low-pass filter shall have the characteristics in table 9-16.

Table 9-16—Filter characteristics

Characteristic Value
Cutoff frequency (3 dB) 15 MHz
Insertion loss (5—10 MHz) <1.0dB
Attenuation (30 MHz) 17.5 dB min.
Input impedance (5-10 MHz) 100 Q
Return loss with 100 Q load (5-10 MHz) >20dB

The impulse noise occurrence rate changes inversely by one decade for each 7 dB change in the threshold
voltage. If a count rate of N counts per I's period is measured on a specific cable and filter at the specified
voltage threshold, the media noise margin is 7 log ;o (0.2/N) dB.
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10. ISLAN layer management

10.1 Introduction

The specification of the management functions at the integrated services (IS) local area network (LAN)
interface involves the definition of ISLAN managed objects (MOs), with their attributes, operations, and
notifications, as required by management applications specific to the integrated transmission services and
application environment. However, in all management specifications, the management of the ISLAN shall
be fully conformant with operating systems interconnection (OSI) standards for systems and layer
management. Since the ISLAN interface also provides access to IS digital network (ISDN) bearer services
and teleservices, the management of the interface shall also be conformant to standards defined for the
management of the ISDN user/network interface.

10.2 Characteristics of the ISLAN interface relevant to management

It is important to understand the distinctive characteristics of the ISLAN environment that are relevant to its
management. The following is a list of the most significant points.

a)  The ISLAN is, at the same time, an IEEE 802 AN, a local access arrangement for connection to a
variety of backbone network technologies [e.g., an IEEE 802.6 metropolitan area network (MAN)],
and an ISDN local access interface. Therefore, ISLAN management shall coordinate the
management requirements of the various architectures of its local access services.

The management of the communication between an ISTE and any other open system, whether the
latter is located on the same ISILAN, or on some backbone network, or on some remote subnetwork,
shall encompass both the scenario in which theaccess unit (AU) is simply used as a local access
bridge to other networks and the scenario in which the AU is used to provide local LAN services for
its connected IS terminal equipment (ISTE).

b) The AU shall play the role of a packet-switching and circuit-switching server for the information
flow to or from the ISTEs attached to it. Consequently, the AU has management functions that
monitor and control the functioning of the ISTEs:

¢) The ISTE is an information flow and control termination for IEEE 802 LAN services, ISDN bearer
services, and possibly a variety of other backbone LAN services. This means that the ISTE shall
meet the standard management requirements of each of the types of terminal architectures it
embodies.

d) The ISTE has a hybrid architecture. Above the PHY service boundary, the ISTE shall support at
least three types of protocol stacks:

1)  An OSI standard protocol stack above the IEEE 802.9 medium access control (MAC) service
boundary, beginning with the logical link control (LLC) entity.

2) An OSI standard protocol stack, beginning with a link access procedure for the D channel
(LAPD) entity.

3) Any other protocol stack, whether it be standard or proprietary, used for communication in an
isochronous channel.

Coordination of parallel information flows through these stacks shall be a management requirement.

e¢) In the ISLAN, each ISTE shall coordinate with its AU in their use of MAC services so that the
management of each side of the interface is aware of whether the other side is ignoring grant
indications in its transmission of MAC frames. This coordination involves peer-to-peer
communication by the MAC layer management entities (LMEs) of the ISTE and the AU, using the
connectionless service of the MAC.
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f)  The ISLAN between the AU and its connected ISTEs does not use physical broadcast of MAC
protocol data unit (MPDU) frames, in the way, for instance, that a CSMA/CD bus transmission
system does. Since the AU reads the MAC service access point (MSAP) in each incoming MPDU to
permit routing of the frame to the correct exit port on the AU, the AU can elect to address filter the
relayed frames and deliver them only to another attached ISTE or via a bridge to a backbone
network. Thus, one option is that local ISTE management may elect to treat as an error the receipt by
a particular ISTE of an MPDU frame not addressed to it.

This feature of address filtering has the desirable consequence of avoiding one of the security
concerns about IEEE 802 L AN, i.e., their use of promiscuous receptions, leaving it to the receiving
station to decide whether a frame is addressed to it and should, therefore, be processed.

Alternatively in some configurations, more conventional IEEE 802 policies in which each LAN
attachment filters incoming frames, based upon its MAC address and the frames’ destination
addresses can be useful as part of this filtering process. If, for example, the IEEE 802.9 LANs are
configured as a set of hierarchical subnetworks “root,” AU ports may be treated as connections to
virtual ISTEs, although they are actually IS-AU to IS-AU connections. In this case, there will be a
clear need for a “sibling” IS-AU to accept MPDUs with several multiple addresses each for further
relaying to their ultimate ISTE destination.

There is therefore, a MAC LME that provides the facility to optionally report to layer management
the receipt of an MPDU frame not addressed to a particular MAC. The default state of the option is
that all valid MAC frames are accepted without reporting incorrectly addressed MPDU frames to
layer management.

10.3 OSI network management framework
10.3.1 Distributed OSI network management

In the OSI management framework, an MO is conceived to be an abstraction from a real resource, such as a
protocol layer entity implementation, an active virtual circuit, or a piece of physical communication
equipment (e.g., a LAN interface adapter in a workstation). An MO is thought of as contained in the open
system to which the real resource represented by the MO belongs.

The MO is, in effect, an abstract representation of a real resource. As an abstract representation, the MO is
an aggregation of information and functions, which can be created and destroyed by a managing process.
However, the real resource represented by the MO is not itself created or destroyed by these management
operations. Nevertheless, the information elements of the MO are taken directly from the real resource, and
the functions directly affect the real resource. Otherwise, the managing process’ interactions with an MO
would not have any relationship with, and thus could not manage, the corresponding real resource.

In OSI network systems management, MOs are subject to management operations originated from a systems
management application process (SMAP), and the MOs, in turn, send management notifications to the
SMAP. The managing SMAP may be local to the open system in which MOs have been abstractly defined
from real resources, or remotely located across a network from the open system containing the MOs. The
SMAP that manages objects is referred to as a “managing process.” If the managing process is not local to
the open system of an MO, that process cannot directly interact with the MO because of the separation of the
open systems across a network. Therefore, a remote managing process shall depend upon a local agent
SMAP to directly apply operations to and receive notifications from an MO. In that case, the managing
process and the agent process shall exchange messages containing the content of the operations and the
notifications, across a network, using the application layer specifications of the common management
information services and protocols (CMIS/CMIP). See figure 10-1.
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Reprinted with permission from ISO/IEC 10040:1992, figure 1.
Figure 10-1—Systems management interactions

Examples of management operations performed by an agent SMAP, on behalf of a managing SMAP, are the
retrieval of the value of an error counter which is the attribute of a layer entity MO or the initiation of a reset
of a PHY entity MO. Examples of notifications sent from an MO, via the agent SMAP, would be a notice
that a threshold on a counter of corrupted packets has been exceeded or a notice that a PHY diagnostic self-
test has failed. " A

The managing SMAP and the agent SMAP are users of the management information services (MIS) which
provide specific management information at MO boundaries. The agent SMAP processes management
information in order to serve the application purposes of the managing SMAP. The latter uses specific
management information elements and facilities to perform functions in the five OSI management functional
areas, which are fault, configuration, accounting, performance, and security;

The agent SMAP is conceived of as interacting with a set of MOs in-4 managed open system. The agent
SMARP initiates management operations on these local MOs in response to requests from the managing
SMAP sent via CMIP protocols. The agent SMAP also receives-notifications from these local MOs, which
may be forwarded using CMIP protocols to one'or more managing SMAPs. However, the interface or other
mechanisms, which are used locally by the agent SMAP to interact with its MOs, are beyond the limits of
OSI systems management standards. ‘

The agent SMAP performs two additional functions in its role as mediator between the managing SMAP
and the MOs in the agent’s local open system: access control (AC) and notification dissemination (see
figure 10-2). .2 = B

MANAGED OPEN SYSTEM

COMMUNICATING PERFORMING
ACCESS MANAGEMENT o
MIS-USER MANAGEMENT OPERATIONS CONTROL OPERATIONS ~
(MANAGER > 0O O
ROLE) P NOTIFICATIONS NOTIFICATION NOTIFICATIONS
~ DISSEMINATION|[S EMITTED
MANAGED
MIS-USER OBJECTS
(AGENT ROLE)
Reprinted with permission from ISO/IEC 10040:1992, figure 3.
Figure 10-2—Access control and notification discrimination
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The agent SMAP is not a dependent entity that serves all managing SMAPs regardless of identity. The agent
can deny access by certain managing SMAPs to the information elements and functions of specific MOs.
The AC function of the agent SMAP is specified in ISO/IEC 10164.

The agent SMAP also performs the function of sending all and only those notifications generated
asynchronously by the MOs in the managed open system. The way in which the discrimination of
notifications is carried out so that they are routed to the appropriate managing SMAP is specified in ISO/
IEC 10164-5:1993.

The agent SMAP performs a variety of other functions as well, but the only additional function to be
commented upon here is that of building and maintaining a log, which is an MO consisting of records of
operations on an MO, state changes of an MO, and event notifications received from an MO. The
specification of logging such records is given in ISO/IEC 10164-6:1993.

10.3.2 The management information base

The collection of MOs in an open system is conceptually aggregated into a management information base
(MIB), which is the persistent object store for the SMAPs, both agent and managing. The MIB contains two
types of MOs: layer MOs and systems MOs (see figure 10-3).

There is a set of MOs in the MIB corresponding to each OSI Layer. These objects are related by a contain-
ment relationship; for instance, a layer entity MO may contain an SAP MO for that layer or a connection
MO controlled by that layer. In addition, there may be a set of systems MOs in the MIB that differ from the
layer MOs because the systems MOs are relevant to more than one layer. For instance, there may be a
systems MO for the whole station containing the OSI protocol stack. Systems MOs may also be related in a
containment hierarchy.

A managing process can request information from an agent process concerning one or more of the MOs in
the MIB by exchanging management application protocol data units (MAPDUs), encapsulated within the
CMIP data units (CMIPDUEs). See figure 10-4.

This exchange of PDUs is governed by an Application Layer protocol. CMIPDUs are exchanged over
associations, which are mapped by the association control service element (ACSE), via the Presentation
Layer connection environment, onto session (and transport) connections for end-to-end reliable delivery.
Remote operations initiated by a remote managing process are communicated to the local agent process
using the command association services of the remote operations service element (ROSE).

The OSI systems management framework, as presented in figure 10-4, assumes that CMIS/CMIP services
are provided over a full 7-layer OSI protocol stack. However, the LAN/MAN management service (LMMS)
and the LAN/MAN management protocol (LMMP), as defined in ISO/IEC DIS 15802-2, provide a more
efficient approach in which CMIPDUs can be exchanged between managing and agent SMAPs over a
connectionless LLC service.

10.3.3 The function of the managing and agent SMAPs in the ISLAN

In the ISLAN, the typical management configuration will involve the AU hosting one or more managing
SMAPs and the ISTEs hosting the agent SMAPs. This arrangement is certainly not a requirement, but is
attractive for the reason given in 10.2, item b). The protocol, management, and signalling architectures
required in the ISLAN favor the building of the AU as a hub for centralized OSI management and CCITT
Q.93x signalling (see Chapter 11).
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Figure 10-3—The management information base
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SMASE Systemns Management Application Service Element

Figure 10-4—Exchange of MAPDUs between management

information service users

10.3.4 The relationship between OSI systems management and layer management

The OSI systems management framework defines a distributed management architecture for open systems.
A local SMAP uses LMEs to monitor and interact with the attributes of the layer entities, which belong to
them as MOs. A centralized managing SMAP accesses information on both the layer MOs and the systems
MOs in a remote open system by exchange of operations requests and notifications with the remote agent.

The layer management interface (LMI) of each LME provides access to the attributes and methods of
specific layer MOs. The LMI may be thought of as an abstraction presenting only certain, management-
relevant features of the layer entities. '

The LMEs may be conceived of as a set of tools for access to the abstract layer entity MO.

10.4 Relationship of IEEE 802.9 subnetwork management entities

Figure 10-5 illustrates the management entities that participate in a comprehensive and complete system
management operation across a subnetwork consisting of the IEEE 802.9 ISTE, IEEE 802.9 AU, and

existing backbone LAN and ISDN networks.
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Figure 10-5—Relationship of IEEE 802.9 subnetwork management entities

The IEEE 802.9 ISTE contains four management functional modules:

— Managed information base (MIB)

~— Network management communication interface
— OSI system/layer management agent

— ISDN bandwidth management agent

The ISTE has been modeled with two separate management agents for the reason that the OSI system/layer
manager is separate from the ISDN network manager under the present deployment configurations. Since
the OSI (LAN) network management system is separate from the ISDN wide area network (WAN)
management system, there will be two separate agents. Each agent has the ability to independently perform
set/get procedures on the MIB within the ISTE. In order to guarantee correct access of control information
and status, there must be some interlock coordination between these two ISTE management agents as they
access the ISTE’s MIB.

The ISTE and the AU each has a communication interface entity for actual exchange of information across
the IEEE 802.9 access interface. The network management communication interface is responsible for the
presentation of management information to a given channel for transport across the local 802.9 interface.
The AU has two separate communication interfaces for the communication with the LAN network manager
and the ISDN network manager. The OSI system/layer manager entity has a dual responsibility:

a)  Itserves as an agent for communication with the backbone network manager.
b) It serves as a manager for the communication with the ISTE.
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The three internal management coordination interfaces within the IEEE 802.9 AU are as follows:

Coordination role between the OSI system/layer agent and the OSI system/layer manager
Coordination role between the ISDN bandwidth agent and the ISDN bandwidth manager

Coordination between the ISDN management entity and the OS] system/layer management entity as
they interface to the AU MIB

These three internal interfaces are outside the scope of this standard, and are a matter for further study.

10.5 ISDN network management information exchange

The ISDN network management entities in the ISDN WAN, the AU, and the ISTE use the CCITT Q.93x/
Q.94x protocol suites for the purpose of message exchange. Figure 10-6 illustrates the exchange of
management information in an IEEE 802.9 subnetwork. This figure illustrates multiple CCITT Q.93x
signalling streams as follows:

a)

b)
c)

The dashed line illustrates the CCITT Q.93x flow from the AU to the ISTE, wherein CCITT Q.93x
Codeset 7 is used as a private network signalling protocol along with CCITT Q.93x standard
Codeset 0 messages to provide for the negotiation of channel assignment between the AU and the
ISTE. (See 11.4.4.1 for a complete description of the codeset usage philosophy.)

The solid line between the ISDN WAN and the AU represents the standard Codeset 0 message flow.

The dotted line illustrates the CCITT Q.93x flow from the ISDN WAN backbone to the ISTE ISDN
application, for the use of channel assignment for ISDN service. In particular, private codesets such
as Codeset 6 information may be transparently conveyed to the ISTE in order to support
supplementary network management procedures.
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Figure 10-6—ISDN network management information exchange
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10.6 Management transport channels within the |IEEE 802.9 interface

Figure 10-7 illustrates the transport of the OSI layer management information and the ISDN layer
management information across the IEEE 802.9 interface.

The OSI layer management information is communicated between the AU and the ISTE as part of the MAC-
based services over the P channel. Note that the specific MAC address to be used for OSI layer management
exchange is a matter for further study.

The ISDN layer management information is communicated between the AU and the ISTE as part of the
CCITT Q.93x/Q.94x services over the D channel. Specifically, this information is conveyed over the LAPD
logical channel of SAPI="“63.” This would be Codeset 0 information.

The IEEE 802.9 dynamic bandwidth management information is communicated between the AU and the
ISTE as part of the CCITT Q.93x services over the D channel. Specifically, this information is conveyed
over the LAPD logical channel of SAPI="0". This would be Codeset 7 information.

The integration of the OSI and ISDN layer management information streams over a single channel is a
matter for further study. There are two possible configurations:

a)  Shared use of the D channel wherein the OSI layer management information is sent over a distinct
CCITT Q.93x/Q.94x management message.

b)  Shared use of the P channel wherein the OSI layer management information would use the reserved
LAN MAC address (SID=01010101), while the ISDN layer management information would be sent
a separate convergence specifier (SID=01010110). This would be referred to as the Pp channel.
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Figure 10-7—Detailed view—Management transport channels within the 802.9 interface
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10.7 The structure of 0S| management information

The standard for the definition of the data type structure of MOs, specified in ISO/IEC 10165, relies heavily
on the theory of object-oriented definition. This object-orientation derives from the theory of object-oriented
design and programming. However, the OSI structure of management information (SMI) makes use of no
specific object-oriented programming or design language.

SMI is fundamental to management application development since the MO interface provides: the

information and control that the management application program shall exercise over OSI entities, defined
as MOs.

10.7.1 Object-oriented concepts of the structure of MOs

This subclause presents the object-oriented concepts of OSI systems management as a basis
for understanding the specifications of the MOs at the ISLAN interface. The concept of the MO is crucial to
the three types of management protocols identified in the OSI management framework: systems
management, layer management, and N Layer protocols. The definition of the MO is provided in ISO/
IEC 10165.

The abstract definitions of classes of MOs define the abstract data types of the objects in the MIB for the use
of various management applications. Layer management specifications are concerned with the subset of the
MIB that constitutes the layer information base required for layer management. Systems management is
concerned with the entire MIB of an open system.

10.7.1.1 Abstraction

An OSI MO is an abstraction of a real entity, e.g., a MAC entity implemented in a real open system. The
abstraction is a selection of the characteristics of the real resource to which the MO corresponds. The
selection is usually much smaller than the property set of the real resource, because the selection is made on
the basis of the limited information requirements of management applications.

MOs are specified by data type, i.e., by reference to the class to which the object belongs, along with all
similar objects. The class is defined in an abstract declaration of a data type. It is important to keep clear the

distinction between an abstract class of objects and the particular instances, i.e., objects, belonging to that
class.

The abstract specification of the MO, i.e., its class, defines what an SMAP is, whether it is local or remote,
and whether it can “see” at the abstract boundary of the object. Specifically, three types of information are
visible at the management boundary of an object:

a)  Attributes of the object (e.g., a counter belonging to a MAC entity)

b)  Methods for the manipulation of the object, which are typically read and write operations on the
attributes of an object (e.g., an operation to get the present value of a MAC counter)

¢) Notifications from the MO of various events of management significance (e.g., a notice that a MAC
counter has reached a threshold)

Thus MOs are limited views of particular real resources. These views may be defined and may be
represented in the MIB even if the real resources do not exist. However, in that case, the MO ceases to have
any significance for management applications.
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10.7.1.2 Encapsulation

Data hiding, in the abstract conception of an MO, is achieved through the specification, in the definition of a
class, of methods and attributes that are all and only what is exported to client objects. Objects belonging to
client classes contain an object from or a reference to an object in the exporting class. The client object can
only access those attributes and methods of the contained object that have been exported. All other
information content of the contained object is hidden. If a MAC MO provides methods for reading counters
of MPDUs that have been rejected because of a failed cyclic redundancy check (CRC) test, counters of the
number of MPDUs correctly received, etc., other information about the functioning of the MAC (e.g., the
size of the transmit and receive buffers) remains hidden from the agent and the managing SMAPs, which are
clients of the MOs.

Encapsulation is the mechanism that ensures that there is no access by objects of a client class to contained
objects and their attributes, other than through exported methods.

The attributes of an object are not directly accessible. Their manipulation requires the sending of messages
to the object to which they belong. The object receiving the messages is the actual agent of the operation on
its attributes. The ways of sending these messages are-called the methods of the object. An object’s defined
methods are the only access to the object and its attributes,

10.7.1.3 Filters

A filter is a Boolean test on the value of an attribute of an MO that determines whether an operation may be
performed on that MO. For instance; an integer valued attribute of an MO mxght be reset to a default value,
e.g., 0, if its current value is nega’uve

IF attribute < 0 THEN set attribute to default O.
As this example suggests, the filter is specified as an attribute assertion; in this case, attribute < 0.
10.7.1.4 Notifications

Notifications of events in one object are messages sent to another object, which acts as a manager of the
object that emits the notifications. Notifications are sent on the satisfaction of conditions that are defined
algorithmically in the definitions of appropriate methods of an object.

A PHY MO, for instance, might send the agent SMAP (for relay to the MO in a CMIP message structure) a
notification that a threshold on a counter of instances of loss of carrier has been exceeded.

10.7.1.5 Inheritance

Object-oriented specification defines abstract data structures or classes, and specifically (in the OSI
management framework) classes of MOs, through the use of the logical technique of refinement. Through
refinement, more general classes of objects are logically related to more specific classes by inheritance. The
relationship of inheritance is structured as a graph structure (typically a tree) of classes, in which each node
MO class is connected to one or more immediate parent MO classes.

The specification of classes must locate them in an inheritance directed graph. A class inherits all of the
attributes and methods (i.e., routines) from its immediately superior parent(s) and more ancestral classes.
This is called “strict inheritance.” In the descent of strict inheritance from parent(s) to child, additional
attributes and methods are specified that distinguish child classes from their parent(s) and more remote
ancestors.
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The definition of a MAC MO class might be a refinement from a parent MO class, layer entity, which might
in turn be the child of the ultimate MO class, Top. From its immediate parent, layer entity, such a MAC MO
class might inherit the attributes of a service boundary by which it provides communication services for
SDUs from the LLC, a counter of PDUs received, etc. Layer entity would inherit from Top, among other
attributes, an attribute containing the name of instances of the class. On the other hand, the definition of the
MAC MO class would add attributes not found in the ancestor classes, e.g., a counter of PDUs rejected
because of a failed CRC test.

Inheritance in the classes of the SMI is usually single (i.e., no descendant class has more than one immediate
parent); however, there may be cases where multiple inheritance will be conceptually required.

10.7.1.6 Containment

As noted above, a class the member objects of which contain an object belonging to another class, or which
contain a reference to an object in another class, is said to be a “client” of the latter class. This containment
relationship allows the construction of a containment tree of classes of objects that contain objects from
other classes. This tree may be isomorphic with the composition of the attributes of real entities (e.g.,
implementations of an ISTE containing a PHY entity, a MAC entity, an LLC entity, etc.).

10.7.1.7 Allomorphism and polymorphism

Allomorphism is a feature of the type compatibility rules of the SMI theory of object-oriented design by
which one class is compatible with another, meaning that the objects of the first class can be managed as
though they were objects of the second class. Polymorphism is.a special form of allomorphism.
Polymorphism is a feature of the type compatibility rules of an object-oriented notation by which any
descendent class is type compatible with any of its ancestors. This means that'any descendent object may be
the polymorphic value of a variable reference to an-objectin one of its ancestral classes. Allomorphism does
not require that the compatible classes be in an ancestor-descendant relationship.

Polymorphism is the form in which allomorphismkwill be used in the specification of the MOs of the
ISLAN.

Although it may not be immediately apparent, polymorphism is the most fundamental feature of the theory
of object-oriented definition. By virtue of its incorporation in a system of notation, the methods of an
ancestral class, executed by its clients, may actually be routines defined in a descendant class. This allows
for a powerful way to define general (ancestral) algorithms, and refine incrementally the actual methods
executed depending upon the descendant object assigned to .an ancestral class variable. Because of
polymorphism, the process of refining classes from ancestral classes does not require any corresponding
changes in the ancestral methods and the methods of other classes containing variable references to ancestral
objects.

Using a pseudo-code resembling C++, the fundamental mechanism of polymorphism can be expressed as

follows:
class Ancestor_Type {public: virtual void operation( int ) ; };
Ancestor_Type::operation( int ) { ... };
class Descendant_Type : public Ancestor Type
{ public: void operation( int ); };
Descendant_Type::operation( int ) { ... };
Ancestor_Type object,ancestor_object;
Descendant_Type descendant_object;
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int 1 = some_constant_value;
if ( boolean_test )

object = descendant_object
else object = ancestor_type;

object.operation ( i );

As shown, Descendant_Type is a class that inherits from the class, Ancestor_Type, and operation is declared
to be a virtual method in Ancestor_Type. The characterization “virtual” means that the method can be
redefined in descendant types. In the definition of Descendant_Type, operation is redefined, e.g., to take
advantage of some optimization made possible by the attributes of the descendant.

Whether the operation is applied to an ancestor_object or a descendant_object, depends upon boolean_test.
The actual routine executed by object.operation( i ) depends upon whether object is of ancestor_type or
descendant_type. If boolean_test is satisfied, then the actual method used when object.operation( i ) is
executed will be the redefinition of operation for the Descendant_Type. Otherwise, it will be the original
method as specified in the definition in Ancestor_Type. Thus, polymorphism achieves generalization
through the definition and redefinition of virtual methods.

The importance of allomorphic generalization to OSI MO specifications is that through class refinement new
protocols may be defined in the descendant classes of older protocol MO classes. However, the specification
of routines [comparable to object.operation( i )] in management applications may remain the same, although
covering an ever growing number of protocols. This provides a powerful way of developing successive
generations of protocols for different MO classes without breaking management applications.

Another important aspect of allomorphism is that it makes it possible, for instance, for the same SMAPs to
manage IEEE 802.3 or IEEE 802.5 protocol objects, as well as IEEE 802.9 protocol objects. The
introduction of IEEE 802.9 systems into customer premises installations will often involve the construction
of an ISLAN for interworking with other existing [EEE 802 LANs. The feasibility of this integration of
different LAN technologies will depend in part on the provision of integrated management of all LANs
using existing management applications.

10.7.2 Services for the systems management application process (SMAP)

Abstract templates are defined in ISO/IEC 10165-4:1992 as formal meta-linguistic productions that specify
how MOs shall be defined in layer management specifications.

However, the template may also be viewed as a specification of a generic service interface for access by
SMAPs to all MOs in the MIB, including the managed layer entity itself. This MO service interface is the
LMI.

The key aspects of the syntax and semantics of the templates used in this standard are presented below in
this chapter, in order to define the information elements contained in the templates as service access points
(SAPs) for SMAPs. More specifically, the templates for the MO class and the package are defined here. For
further details on these and other templates, see ISO/IEC 10165-4:1992.

10.7.2.1 The MANAGED OBJECT CLASS template
<class-label> MANAGED OBJECT CLASS

[ DERIVED FROM<class-label>[,<class-label>]*; ]

[ CHARACTERIZED BY<package-label>[,<package-label>]*; ]
[ CONDITIONAL PACKAGES<package-label>

PRESENT IF condition-definition
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[,<package-label>
PRESENT IF condition-definition]*;
1

REGISTERED AS object-identifier;
supporting productions
condition-definition -> delimited-string

The MANAGED OBJECT CLASS template provides an information service to SMAPs by specifying four
types of information about the MO class:

a) The parent MO class (introduced by “DERIVED FROM”) of the MO class being defined. All MO
classes have parents, with the exception of Top, the ultimate MO class in the inheritance hierarchy
(see 10.9). It is essential for the SMAP that will use this information service to know the parent MO
class in order to know whether the child class has attributes and methods that are not specified in the
current definition. These unspecified attributes and methods would belong either to the parent class
or some more remote ancestor class of the parent and child.

b) The set (introduced by “CHARACTERIZED BY”) of one or more packages of attributes and
methods (i.e., operations on attributes, actions, and notifications) that must be present in members of
the MO class. As the meta-linguistic syntax of the production indicates, the specification of this set
or list of sets is itself optional.

¢)  The set (introduced by “CONDITIONAL PACKAGES”) of one or more packages of attributes and
methods that are present in members of the MO class, only if a Boolean condition is satisfied. As the
meta-linguistic syntax of the production indicates, the specification of this set or list of sets is itself
optional.

d) The ASN.1 registered object identifier (introduced by “REGISTERED AS”) for the MO classes
defined by this production. This integer vector uniquely identifies the data type of the objects in the
class being defined. Combined with a name binding, this mechapnism allows for the unique
identification of all MOs. The delimited string supporting production is used here, but is also used in
other templates. For the purpose of the MO specifications in this standard, delimited strings shall be
delimited by “character pairs™ at the beginning and end of the string.

10.7.2.2 The PACKAGE template
<package-label> PACKAGE

[ BEHAVIOR<behavior-definition-label>
[ ,<behavior-definition-label> 1*; n ]

[ ATTRIBUTES<attribute-label> propertylist [<parameter-label>]1*
[ ,<attribute-label> propertylist
[ <parameter-label> 1* 1*; ]

[ ATTRIBUTE GROUPS<group-label> [ <attribute-label> ]1*
[ ,<group-label> [ <attribute-label> ]* ]*; ]

[ ACTIONS<action-label> [ <parameter-label> ]*
[ ,<action-label> [ <parameter-label> 1%* 1%*; ]

[ NOTIFICATIONS<notification-label> [ <parameter-label> ]*
[ ,<notification-label> [ <parameter-label> ]* ]%*; ]
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[ REGISTERED AS object-identifier 1;
supporting productions

propertylist -> [ REPLACE-WITH-DEFAULT ]

[ DEFAULT VALUE value-specifier ]
[ INITIAL VALUE value-specifier ]
[ PERMITTED VALUES type-reference ]
[ REQUIRED VALUES type-reference ]
[get-replace ]

[ add-remove ]

value-specifier-> value-reference |

DERIVATION RULE <behavior-definition-label>
get-replace GET | REPLACE | GET-REPLACE
add-remove ADD | REMOVE | ADD-REMOVE

The PACKAGE template provides an information service to SMAPs by specifying six types of information
about the unconditional and conditional package components of an MO class specification:

a)  An optional description (introduced by “BEHAVIOR”) of the behavior of the information element
constituents of the package. Behavior here means a specification of a variety of detailed
considerations about the constituents, which are relevant for management application purposes.

These might include, among other things, the following:

1) The semantics of the constituents

2) The state-specific circumstances in which notifications are produced by the MO
3) Dependencies between the values of various attributes

4) Consistency constraints on attributes

5) Synchronization properties of the MO

For further description of the concept of behavior in this OSI management context, see
Section 5.1.2.4 of ISO/IEC 10165-1:1993.

b) An optional specification (introduced by “ATTRIBUTES”) of the names and properties of the
individual attributes of the MO.

¢)  An optional specification (introduced by “ATTRIBUTE GROUPS”) of the names and constituents
of groups of individual attributes.

d)  An optional specification (introduced by “ACTIONS”) of actions that an MO, which instantiates the
package, may be requested to perform on itself by an agent SMAP. Where required, parameters are
also specified for the actions.

e) An optional specification (introduced by “NOTIFICATIONS”) of the notifications that an MO,
which instantiates the package, can deliver to an agent SMAP. Where required, parameters are also
specified for the notifications.

f)  An optional specification of the ASN.1 registered object identifier (introduced by “REGISTERED
AS”) for the package defined by this syntax. Detailed information about the semantics of the
PACKAGE template can be found in Section 9.4.3 of ISO/IEC 10165-4:1992.
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10.8 OSI management functional areas in the ISLAN environment

The OSI systems management framework defines five functional areas, one or more of which a specific
systems management application might address. The current functional areas defined in the framework are
as follows:

a)  Fault management

b) Accounting management
¢) Configuration management
d) Performance management
e)  Security management

The following subclauses define the special systems management functions and issues that arise in the
ISLAN context, regarding each of the five functional areas. Wherever such functions are directly tied to the
LMI of the ISLAN MAC or PHY, this is noted.

10.8.1 Fault management in the ISLAN

OSI fault management is concerned with the detection, diagnosis, and correction of faults, where a fault is
any event in an open system that results in abnormal operation. Specific functions include mainterance and
examination of error logs, actions upon receipt of a notification of an error, and diagnostic testing.

The range of error events is defined by the systems management applications and can include any OSI
protocol-related function, element, or service.

In the ISLAN context, the AU is architecturally well placed to support fault management applications. Thus
the AU may conduct connectivity testing to determine whether the point-to-point physical links connecting
it to its ISTEs allow both packet communication, within a time-out period, and information flow in
isochronous channels. The AU may perform MAC protocol tests to determine whether grant indications
transmitted by the AU are being properly observed by the ISTEs. Also PHY Layer loopbacks from the AU to
some of the ISTEs can be conducted at the request of a local or remote managing process. The AU itself
shall be subject to fault management, either by an ISTE or an open system external to the ISLAN, which
hosts a managing SMAP.

10.8.2 Accounting management in the ISLAN

OSI accounting management is concerned with the procedures for determining, logging, and reporting the
end-user’s or end-system’s resource consumption in any given instance of communication. This functional
area will be of importance both for organizational managers and end-users. Accounting information might,
for instance, form the basis for cost distribution in an organization.

The architecture of LANS, unlike public networks, does not lend itself to the type of operation that depends
upon accounting for resource consumption. Use of LAN services would be difficult or impossible to account
for precisely, because the IEEE 802 LAN architecture has no requirement for a central processor that can
create accounting records.

However, in the ISLAN, access will typically be provided to public ISDN networks and other backbone
networks in which services are provided on a charged basis. Therefore, accounting management will usually
be most important for the operation of the ISLAN.

Although the accounting of usage of external backbone network services may be handled by an external
integrated services private branch exchange (ISPBX), the ISLAN, because its architecture is centered
around an intelligent AU, has a natural basis for account management. Of course, there is nothing in the
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PHY or MAC architectures of the ISLAN interface that requires that the AU have the resources to maintain
accounting data and carry out local or remote accounting functions.

10.8.3 Configuration management in the ISLAN

OSI configuration management is concerned with the creation, definition, naming, and deletion of MOs; the
modification of the states of MOs; the modification of the values of the attributes of the MOs; and the
creation, modification, and deletion of relationships between MOs.

There are a number of ISLAN-specific configuration management functions:

a) The management of the table in the AU that identifies the ISTEs directly connected to it. The table is
modified as TE is added or removed from the ISLAN. The table will be used, among other things, to
allow the AU to perform its role of address filtering. This table management is a MAC layer
management function, since the TEs will be identified by MSAP addresses.

b) The management of the attribute of the AU MAC and the ISTE MAC that determines whether the
transmission peer ignores grant indications when transmitting an MPDU. At initialization or reset,
this attribute is set to IGNORE_GRANT=YES for the AU MAC and to IGNORE_GRANT=NO for
the ISTE MAC. However, a systems management application can perform the configuration
management function of reversing this setting in either the AU MAC or the ISTE MAC.

10.8.4 Performance management in the ISLAN

OSI performance management is concerned with measuring and tuning the performance of communication
between open systems. The relevant measures include overloading of communication resources, throughput,
waiting times for availability of resources, end-to-end transmission time for a frame, and measures of quality
of service (QOS). '

ISLAN performance covers both packet communication through a P or D channel and communication
through an isochronous channel. So, as examples, not only MPDU frame throughput but also nonblocking
access for circuit-switched voice conversations maintained in B channels and video and other transmission
through C channels shall be considered in the performance monitoring of the ISLAN.

In the ISLAN context, almost all performance issues are beyond the scope of standardization, since they
relate to the internal, implementation-dependent design of the AU. The way in which the AU is provisioned
with transmit and receive buffers and internal communication links (e.g., a high-speed bus between line
interfaces and buffers) will determine the performance of ISLAN packet communication, as well as
nonblocking access for isochronous communication.

10.8.5 Security management in the ISLAN

OSI security management is concerned with the issues of managing security policy, security services (e.g.,
ACQ), and security mechanisms (e.g., AC mechanisms) in a network of open systems. These functions are not
substantially different in the ISLAN context than those of other LAN architectures, so far as traditional data
communication is concerned. However, the ISLAN also provides services for voice, video, facsimile, and
other digital information transmission. Security requirements for multimedia applications, and the
management of these requirements, remain to be defined.

10.9 Inheritance hierarchy for ISLAN management

The MO classes of the ISLAN form a conceptual inheritance hierarchy that explains the information
structures that define what can be managed in this network environment. Figure 10-8 represents the
inheritance hierarchy of the systems of the ISLAN.
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It is necessary to define the ISTE unit (e.g., an IS workstation) as a managed system so that it can be
managed by an SMAP. Similarly, management requirements lead to the definition of the AU system. The
iste-system and the au-system MO classes derive by inheritance from the OSI generic system MO class,
which in turn derives by inheritance from the supreme MO class, top. The detailed specification of these
ISLAN system MO classes is given in 10.13.

In figures 10-8 and 10-9, the standards responsible for the specifications of the MO classes in these
hierarchies are named to the side of the box representing the classes.

Figure 10-9 represents the inheritance hierarchy of the ISLAN layer MO classes.

The detailed specifications of the ISLAN layer MO classes will be given in 10.13. The ultimate root of every
inheritance tree of MO classes, the MO class Top, contains several important attributes that are inherited by
all MO classes, including those in the ISLAN management environment.

top MANAGED OBJECT CLASS

-- As defined in Subsection 5.15 of ISO/IEC 10165-2:1992, slightly
-- revised in conformity with ISO/IEC 10165-4:1992.

CHARACTERIZED BY topPackage

REGISTERED AS { joint-iso-ccitt(2) ms(9) émi(3) part2(2)
managedObjectClass (3) 'smi2MObjectClass(15)};

10.9.1 The topPackage package definition
topPackage PACKAGE

BEHAVIOR DEFINITIONS topBehavior; .

ATTRIBUTES
allomorphs: GET,
name: L GET;
nameBindings: GET,
objectClass: GET,
packages: GET;

REGISTERED AS { joint-iso-ccitt(2) ms(9) smi(3) part2(2)
package (4) smi2Package(0) };

10.9.2 The topBehavior behavior definition
topBehavior BEHAVIOR
DEFINED AS

This is the top level of the Managed Object Class
Hierarchy, and every other Managed Object Class is a
specialization of either this generic class (top) or a
specialization of a subclass of top. *;

f

232
Juniper Ex 1032 - 242
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE

AT THE MEDIUM ACCESS CONTROL (MAC) AND PHYSICAL (PHY) LAYERS Std 802.9-1994
ISO/IEC 10165-2:1992 TOP
ISONEC 10165-2:1992|  SYSTEM
IEEE STD ISTE IEEE AU
802.9-1994| SYSTEM 8%%.9%34 SYSTEM
Figure 10-8—Inheritance hierarchy of ISLAN systems
ISO/IEC 10165-2:1992 TP
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ENTITY- 802.9-1994 ENTITY- 802.9-1994
ISLAN
IEEE STD
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ENTITY- 802.9-1994
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ENTITv. | 80291894 ENTITv. | 80291994
Figure 10-9—The ISLAN MO inheritance hierarchy
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10.9.3 Attributes of the top MO
allomorphs ATTRIBUTE

WITH ATTRIBUTE SYNTAX Attribute-ASN1Module.Allomorphs;
MATCHES FOR Set Comparison, Set Intersection;
BEHAVIOR allomorphsBehavior;

REGISTERED AS { joint-iso-ccitt(2) ms(9) smi(3) part2(2)
attribute(7) smi2AttributeID(84) };

allomorphsBehavior BEHAVIOR
DEFINED AS

“The allomorphs attribute appears in every Managed
Object and indicates the list of allomorphic superclasses
(if any) supported by the Managed Object instance.”
Subsection 9.7.4.2, ISO/IEC 10165-2:1992. *;

name ATTRIBUTE

WITH ATTRIBUTE SYNTAX
InformationFramework.RelativeDistinguishedName;
~- Defined in ‘the CCITT.Recommendation-X.500 OSI Directory
standards.
MATCHES FOR Equality;
BEHAVIOR nameBehavior;:

REGISTERED AS { joint-iso-ccitt(2). ms(9) smi(3) part2(2)
attribute(7) smi2AttributeID(97) };

nameBehavior BEHAVIOR
DEFINED AS

“The name attribute type appears,in every Managed

Object and indicates the generic reference to the name of
a Managed Object relative to a superior Object.”
Subsection 9.7.4.15, ISO/IEC 10165-2:1992. *;

nameBindings ATTRIBUTE

WITH ATTRIBUTE SYNTAX Attribute-ASN1Module.NameBindings;
MATCHES FOR Set Comparison, Set Intersection;
BEHAVIOR nameBindingsBehavior;

REGISTERED AS { joint-igo-ccitt(2) ms(9) smi(3) part2(2)
attribute(7) smi2AttributeID(98) };

nameBindingsBehavior BEHAVIOR

DEFINED AS
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“The nameBindings attribute type appears in every
Managed Object and indicates the list of name bindings
supported by the Managed Object instance.” Subsection
9.7.4.16, ISO/IEC 10165-2:1992. *;

objectClass ATTRIBUTE

WITH ATTRIBUTE SYNTAX CMIP-1.0bjectClass;
MATCHES FOR Equality, Ordering;
BEHAVIOR objectClassBehavior;

REGISTERED AS { joint-iso-ccitt(2) ms(9) smi(3) part2(2)
attribute(7) smi2AttributeID(100) };

objectClassBehavior BEHAVIOR
DEFINED AS

“The objectClass attribute type appears in every
Managed Object and indicates the Object class to which the
Object belongs.” Subsection 9.7.4.18, ISO/IEC 10165-2:1992.%*;

packages ATTRIBUTE

WITH ATTRIBUTE SYNTAX Attribute-ASN1Module.Packages;
MATCHES FOR Set Comparison, Set Intersection;
BEHAVIOR packagesBehavior; i

REGISTERED AS { joint-iso-ccitt(2) ms(9) smi(3) part2(2)
attribute(7) smi2AttributeID(101) };

packagesBehavior BEHAVIOR
DEFINED AS

“The packages attribute type appears in every Managed
Object and indicates the type of conditional packages (if
any) supported by the Managed Object.” Subsection
9.7.4.19, ISO/IEC 10165-2:1992. *;

10.10 The containment hierarchy for ISLAN management

Figure 10-10 presents, in a tree structure, the containment model for protocol elements of the ISLAN
interface.

The ISTE system, as an MO, contains layer entity MOs and their corresponding LMEs. In addition, the
ISTE system MO contains a CCITT Q.93x signalling controller MO. The MAC MO contains, as MOs, the
processes (SDL symbols) as specified in annex F. The PHY MO is not subdivided into HMUX, PS, and
PMD MOs, because these are simply logical packages of management information as far as OSI
management is concerned. See the Guidelines for the Definition of Managed Objects (GDMO)
specifications of the PHY MO class in 10.2. The specification of the management information elements of
the AU system, defined as an MO, is presented in figure 10-11. Although the containment trees are similar,
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Figure 10-10—The ISTE MO containment tree

the AU system tree structure differs in some respects from that of the ISTE MO. Specifically, the AU line
interface does not have layer MOs above Layer 3.

This containment model for the AU system-implies that the SMAP(s) in the AU must use the LMMS/LMMP

communication service for the exchange of management messages, since there is not a seven-layer protocol
stack in the AU to support the CMIS/CMIP exchanges.

10.11 The OSI registration hierarchy for ISLAN layer management

The registration of MO classes and their information elements (e.g., attributes) is required so that an SMAP
(either the agent or the manager) can identify the type of resource that is the focus of systems management
functions. Registration involves the assignment of an integer vector (i.e., an ASN.1 object identifier) that
encodes the hierarchy of authority for the standard designation of MOs and their information elements.

Figure 10-12 presents the registration authority tree, as it is currently understood.

The stub “islan” will be used, in all registration vectors in this text, to represent the highest authorization
node that represents the IEEE 802.9 domain.

The second element of the hierarchy description for MOs has an identification plan as follows:

managed-object-class  (3)

package “)
parameter 5)
name binding 6)
attribute @)
action ®
notification (10)
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Figure 10-11—The AU line interface MO c6:ntaiﬁﬁﬁ|ent tree
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However, in order to complete the |IEEE 802.9 MIB specification, this L
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Figure 10-12—The OSI registration hierarchy
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10.12 The definition of the ISLAN systems MOs

OSI systems management of the ISLAN concerns itself with the attributes and methods of MOs relevant to
the various layer entities implemented in the ISTE and the AU. However, the physically independent
systems, represented by the ISTE and the AU, shall also be managed. To provide the information services
needed for the management of ISLAN systems, the MO classes for the systems need_\ to be defined.

iste-gystem: MANAGED OBJECT CLASS
DERIVED FROM: “ISO/IEC 10165-2:1992": gystem;
CHARACTERIZED BY: iste-system-package;
REGISTERED AS:{ islan, system(2), iste-system(0) };
au-system: MANAGED OBJECT CLASS
DERIVED FROM: “ISO/IEC 10165-2:1992": system;
CHARACTERIZED BY: au-system-package;

REGISTERED AS:{ islan, system(2), au-system(l) };

The specification of iste-system-package and au-system-package is a matter for further study. These
packages will provide additional attributes and methods, beyond those of the system MO class.

Several of the attributes of the system MO class, defined in ISO/IEC 10165-2:1992, are of particular
significance in the management of the ISLAN systems:

administrativeState GET-REPLACE;
operationalState GET;
usageState GET;

administrativeState ATTRIBUTE

WITH ATTRIBUTE SYNTAX
Attribute-ASN1Module.AdministrativeState;
MATCHES FOR EQUALITY;

REGISTERED AS { smi2AttributeID 66 };
operationalState ATTRIBUTE
WITH ATTRIBUTE SYNTAX

Attribute-ASNl1Module.OperationalState;
MATCHES FOR EQUALITY;

REGISTERED AS { smi2AttributeID 71 };

usageState ATTRIBUTE

WITH ATTRIBUTE SYNTAX
Attribute-ASN1Module.UsageState;
MATCHES FOR EQUALITY;

REGISTERED AS { smi2AttributelID 73 };
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Corresponding to these GDMO are the following ASN.1 specifications (of the attribute syntaxes) of the
three attributes:

AdministrativeState ::=
ENUMERATED { locked(0),unlocked(l),shuttingDown(2) }

OperationalState ::=
ENUMERATED { disabled(0),enabled(1l) }

UsageState ::=
ENUMERATED { idle(0),active(l),busy(2),unknown(3) }

These ASN.1 specifications present generic state values characterizing the system as a whole. The detailed
description of the generic state management model is defined in ISO/IEC 10165-2:1992. The specific
ISLAN system state values require further study.

10.13 Definition of the ISLAN layer MO classes

The MAC and PHY entities and their corresponding LMEs in the ISTE and in the AU are MOs from the
abstract standpoint of OSI systems management. These MOs, in turn, contain various constituent MOs.

The following subclauses define these ISLAN MOs, in conformance with the GDMO specified in ISO/IEC
10165-4:1992.

10.13.1 ISLAN MAC MO classes

As indicated above, the MO class specification defines a service interface for a local SMAP (referred to as
the agent) or a remote SMAP (referred to as the manager). The following MO class specifications define all
of the services provided directly to the local agent, at the ISLAN interface, for the management of the MAC
sublayer.

10.13.1.1 MSAP MO specification

The MAC service access point (MSAP) is specified as an MO, following the recommendation of ISO/IEC
10165-4:1992 (Section 9.7). The MSAP MOs are contained within a MAC entity MO.

NOTE—The ASN.1 object identification values, specified in this standard, for various elements of management
information are a matter for further study. Wherever possible, arc values have been employed that have already been
assigned by an appropriate registration authority.

msap MANAGED OBJECT CLASS

DERIVED FROM “ISO/IEC DIS 10165-5":sap2;
CHARACTERIZED BY msap-package;

REGISTERED AS { islan mac(0) managedObjectClass(3) msap(0) };
10.13.1.1.1 msap-package package
msap-package PACKAGE

BEHAVIOR DEFINITIONS msap-behavior;
ATTRIBUTES mac-address GET,
mac-service-user GET;
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REGISTERED AS { islan mac{0) package(4) msap-package(0)};
The information elements of and relevant to the MSAP MO are fully specified in C.2.
10.13.1.2 Generic MAC entity MO specification
Before specifying the ISLAN MAC entity MO, it is necessary to first define a generic MAC entity MO,
corresponding to the generic service specification presented in ISO/IEC 10039:1991. The commonly useful
information types specified in the GDMO in IEEE Std 802.1F-1993 have been used to specify some

management information elements of the generic MAC MO.

The ISLAN MAC entity MO is a specialization of this generic MAC entity MO, and therefore inherits all of
its management characteristics.

generic-mac-entity MANAGED OBJECT CLASS

DERIVED FROM “ISO/IEC DIS 10165-5~: communicationSEntity;
CHARACTERIZED BY generic-mac-characteristics;

REGISTERED AS { islan mac(0) managedObjectClass(3)
generic-mac(l) };

10.13.1.2.1 Generic-mac-characteristics package
generic-mac-characteristics PACKAGE

BEHAVIOR DEFINITIONS. generic-mac-behavior;

ATTRIBUTES

mac-entity-id GET,

manufacturer-id GET,

manufacturer-product-id GET,

manufacturer-product-version GET,

nmax-mpdu-size GET

; INITIAL VALUE 0O

REQUIRED VALUES 5119,

nmax-mpdu-size-received GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (19...5119),

max-priority-requested GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...7),

min-mpdu-size GET

INITIAL VALUE 19
REQUIRED VALUES 19,
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min-priority-requested GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...7),

mpdu-octets-received-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

mpdu-octets-sent-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

mpdu-received-count GET
: REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

mpdu-received-in-error-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

mpdu-received-in-error-thres GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (0...1023),

mpdu-sent-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

priority-last-requested GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
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PERMITTED VALUES
INTEGER (0...7),

gos-profile-last-requested GET
PERMITTED VALUES
~- For further study

resource-type GET,

rx-max-err-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...4294967295),

rx-max-err-count-thres GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (0...1023),

rx-min-err-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...4294967295),

rx-min-err-count-thres GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER(0...1023),tab(:); 1 1.

rx-size-last-mpdu GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...5119),

rx-grant-timer-err-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...4294967295),

rx-grant-timer-err-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 16
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rx-res—-err

max-request-time

max-reg-err-count

max-reg-err-count-thres

standard-revision

ATTRIBUTE GROUPS

IEEE
Std 802.9-1994

INITIAL VALUE 16
PERMITTED VALUES
INTEGER (0...1023),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0

INITIAL VALUE 0
PERMITTED VALUES

INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0

INITIAL VALUE 0
PERMITTED VALUES

INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0

INITIAL VALUE O
PERMITTED VALUES

INTEGER (0...4294967295),

GET;

-- The following group attribute corresponds to the
-~ ResourceTypelD object defined in IEEE Std 802.1F-1993.

resource-type-id
manufacturer-id

attribute
-- for LME specific optional attributes.
ACTIONS
activate-mac initial-activation-values,
deactivate-mac,
reset-mac initial-reset-values;
NOTIFICATIONS

manufacturer-product-id
manufacturer-product version
resource-type
standard-revision;

-- IEEE Std 802.1F-1993 also

nb-mpdu-received-in-error-thresh-not,
rx-max-err-count-thres-not,

an options
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rx-min-err-count-thres-not;
rx-grant-timer-thres-not;
max-reg-err-count-thres-not;

REGISTERED AS { islan mac(0) package(4) generic-mac-char(l) };
The information elements relevant to the generic MAC entity MO are specified fully in C.2.3.
10.13.1.3 ISLAN MAC entity object specification
The ISLAN MAC MO has two forms: that which represents the MAC in the ISTE and that which represents
the MAC in the AU. They differ primarily in the packages of attributes that characterize the different roles of
the two transmission peers on each point-to-point link.
islan-mac-entity MANAGED OBJECT CLASS

DERIVED FROM generic-mac-entity;

ALLOMORPHIC SET generic-mac-entity;

CHARACTERIZED BY core-islan-mac-characteristics;

CONDITIONAL PACKAGES

iste-mac-characteristics PRESENT IF value( islan-mac-type )=iste ¥,
au-mac-characteristics PRESENT IF value( islan-mac-type )=au *;

REGISTERED AS { islan mac(0) managedObjectClass(3) islan-mac(2) };
10.13.1.3.1 Packages of the ISLAN MAG entity MO
The following subclauses define the core and conditional packages of the ISLAN MAC entity MO.
10.13.1.3.1.1 Core ISLAN MAC entity package

The package, core-islan-mac-characteristics, contains the characteristics that belong to all ISLAN MAC
entities.

core-islan-mac-characteristics:  PACKAGE

BEHAVIOR DEFINITIONS core-islan-mac-behavior;

ATTRIBUTES

islan-mac-type GET
PERMITTED VALUES
Generic-MAC-Attribute-Module.
IslanMacTypes,

max-grant-time GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 100 ms.
PERMITTED VALUES for further study.
INITIAL VALUE 100 ms,

mpdu-to-send GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
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PERMITTED VALUES
BOOLEAN (0-FALSE, 1-TRUE),

hmux-mac-address-enable GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
BOOLEAN (0-ENABLE, 1-DISABLE),

rx-grant-time GET-REPLACE

REPLACE-WITH-DEFAULT

DEFAULT VALUE 500 ms

INITIAL VALUE 500 ms

PERMITTED VALUES
INTEGER(O0...16383);

REGISTERED AS { islan mac(0) package(4) core-islan-mac-char(2) };
The information elements relevant to the core-islanmac-characteristics package are specified fully in C.2.4.

10.13.1.3.1.2 ISTE MAC specific package

The package, iste-mac-characteristics, contains the characteristics that are distinctive of all ISTE MAC
entities. ‘

iste-mac-characteristics PACKAGE

BEHAVIOR DEFINITIONS “iste-mac-behavior;

ATTRIBUTES
iste-type-id ~ GET,
iste-manufacturer-id k 'GET,

iste-aged-mpdu-discard-count
GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...127),

iste-aged-mpdu-discard-thres
GET-REPLACE
REPLACE WITH
DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
PERMITTED VALUES
INTEGER (0...1023),
iste-max-send-mpdu-g-age
GET-REPLACE
REPLACE WITH DEFAULT
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DEFAULT VALUE 20ms
INITIAL VALUE 20ms
PERMITTED VALUES
INTEGER (0...128ms);

iste-ignore-grant GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
BOOLEAN (0-not-ignore-grant,
l-ignore-grant),

NOTIFICATIONS
iste-aged-mpdu-discard-not;

REGISTERED AS { islan mac(0) package(4) iste-mac-char(3) };
The information elements relevant to the iste-mac-characteristics package are fully specified in C.2.5.

10.13.1.3.1.3 AU MAC specific package

The package, au-mac-characteristics, contains the characteristics that belong to AUs, by contrast with
ISTEs.

au-mac-characteristics PACKAGE

BEHAVIOR DEFINITIONS au-mac-behavior;
ATTRIBUTES
au-type-id GET,
au-manufacturer-id GET,
au-aged-mpdu-discard-count GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...511),

au-aged-mpdu-discard-thres GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 511
INITIAL VALUE 511
PERMITTED VALUES
INTEGER (0...1023),

au-max-send-mpdu-g-age GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 20mS
INITIAL VALUE 20mS
PERMITTED VALUES
INTEGER (0...127mS)
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au-ignore-grant GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 1
INITIAL VALUE 1
PERMITTED VALUES
BOOLEAN (0~not-ignore,
l-ignore),
nb-trans-peers GET-REPLACE
REPLACE WITH DEFAULT
DEFAULT VALUE 1
PERMITTED VALUES
INTEGER (0...16),

NOTIFICATIONS
au-aged-mpdu-discard-not;

REGISTERED AS { islan mac(0) 'package (4) au-mac-char(4) };
The information elements relevant to the au-mac-characteristics package are fully specified in C.2.6.
10.13.2 ISTE PHY MO class

The following MO class specifications define all of the services provided directly to the local agent SMAP,
at the ISLAN interface, for the management of the PHY Layer sublayers (HMUX, PS, and PMD).

islan-phy-entity MANAGED OBJECT CLASS
DERIVED FROM “ISO/IEC DIS 10165-5":communicationsEntity;
CHARACTERIZED BY hmux-characteristics,
ps-characteristics,
pmd-characteristics;
REGISTERED AS { islan phy(1l) managedObjectClass(3) islan-phy(0) };
The standards for the ISLAN PHY entity are not spread across different standards, by sublayer, as is the case
with the data link entity. Therefore, there is no administrative or technical requirement to view the PHY
entity MO as containing three sublayer MOs. However, clarity is improved by logically dividing the

attributes and methods of the PHY MO class into three packages, as is done above.

The ISLAN PHY entity has been specified in terms of three sublayers: HMUX, PS, and PMD. The
following subclauses provide the detailed specifications of these three sublayers.

10.13.2.1 HMUX characteristics package
hmux-characteristics PACKAGE

BEHAVIOR hmux-char-behavior;

ATTRIBUTES
hmux-type-id GET,
manufacturer-id GET,
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manufacturer-product-id GET,
manufacturer-product-version-id

tx-mode-control

PERMITTED VALUES

rx-mode-status

PERMITTED VALUES

248

mode

mf-error-count

mf-error-thres

d-chan-rate-control

d-chan-rate-status

nb-ac-fields

GET,

GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE O
INITIAL VALUE 0

INTEGER(O0...7),
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O

INTEGER (0...7),
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER " (0...7),

GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255),

GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 16
INTTIAL VALUE 16
PERMITTED VALUE (16),
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 16 kb/s
INITIAL VALUE 16 kb/s
PERMITTED VALUES (16 kb/s,

GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 16 kb/s
INITIAL VALUE 16 kb/s
PERMITTED VALUES (16 kb/s,

GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 1
INITIAL VALUE 1

64 kb/s),

64 kb/s),
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PERMITTED VALUES
INTEGER (1...5),

secure-control GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
BOOLEAN
(0-no security,l-invoke security),

ACTIONS
set-d-chan-rate-control;
set-d-chan-rate-status;

NOTIFICATIONS
mf-error-thres-exceeded;

REGISTERED AS { islan phy (1) péckage(4) hmux-char(0) };
10.13.2.2 PS characteristics package
ps-characteristics PACKAGE

BEHAVIOR ps-char-behavior;

ATTRIBUTES )
rem-loopback-status GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
BOOLEAN (O-inactive, l-active),

rx-tdm-parity-error-counter
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...1023),

rx-tdm-parity-error-thres
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (255...1023),

synch-loss-counter GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O,
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synch-loss-thres GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
PERMITTED VALUES
INTEGER (127...1023),

synch-status GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
BOOLEAN (0-no sync, l-sync),

parity-check-fail-counter
GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0

parity-check-fail-thres GET<REPLACE
REPLACE-WITH-DEFAULT
DEFAULT “VALUE 15
- INITIAL VALUE“15
PERMITTED VALUES
INTEGER (0...255),

rem-parity-check-status GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
BOOLEAN (O0-FALSE, 1-TRUE),

ACTIONS Lo -
initiate-remote-loopback;
force-parity-check,
force-PHY-shutdown;

NOTIFICATIONS
rem-loopback-failure;
rx-tdm-parity-error-thres-exceeded;
synch-loss-thres-exceeded;
parity-check-fail-thres-exceeded;
rem-parity-check-status;

REGISTERED AS { islan phy(1l) package(4) ps-char(l) };
10.13.2.3 PMD characteristics package
pmd-characteristics PACKAGE

BEHAVIOR pmd-char-behavior;
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ATTRIBUTES
phy-entity-id GET,
manufacturer-id GET,
manufacturer-product-id GET,

manufacturer-product-version GET,

loc~loopback-status GET~REPLACE
REPLACE~WITH-DEFAULT
INITIAL VALUE 0
DEFAULT VALUE 0
PERMITTED VALUES
BOOLEAN (0O-inactive,l-active),

invalid-decode-counter GET~REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023),

invalid-decode-thres GET-REPLACE
REPLACE-WITH-DEFAULT
DEFAULT VALUE 511
INITIAL VALUE 511
PERMITTED VALUES
INTEGER (0...1023),

aggregate~trans-speed GET~-REPLACE
. REPLACE-WITH-DEFAULT
< DEFAULT VALUE 1
INITIAL VALUE 1
RANGE (1...15)
PERMITTED VALUES
INTEGER (1, S)

ACTIONS .
initiate-local-loopback;

NOTIFICATIONS
decode-invalid-thr-exceeded;

REGISTERED AS { islan phy(l) package(4) pmd-char(2) };

10.14 Management of the ISDN user/network interface in the ISLAN

The ISTE is, from the standpoint of ISDN bearer service and teleservice provision, an ISDN TE. As such it
can be subject to ISDN management functions, as defined in CCITT Recommendation Q.940 (1988) and
elsewhere. The ISDN management functional actions may originate from within the ISDN
telecommunication network or from the user side of the ISDN user/network interface. In any case, there is a
major requirement to coordinate OSI and ISDN management architectures and applications, in so far as they
are intended to manage the same or different features of one ISTE.
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The specification of the reconciliation and harmonization of OSI and ISDN management functions is a
matter for further study, as is the definition of the relationship between OSI management, ISDN
management, ISDN signalling, and private network signalling within the ISLAN. It is important to note that
the IEEE 802.9 ISLAN standard supports provision of ISDN services to the desktop. Thus, there is a
requirement of specifying at least some of the MOs’ specification which is useful for the ISDN management.
It is not within the scope of this standard to specify all of the necessary MOs for ISDN services. The
following text provides a general guideline for MO specification for ISDN-related service provision. This
text is necessary to understand ISDN service provisioning via IEEE 802.9, but is not sufficient for the
overall implementation of ISDN management.

10.14.1 MOs specific to LAPD protocol

The LAPD MOs are contained within an LAPD entity MO. For an understanding of the specification of the
MO class and registration methods, refer to the appropriate ISO, CCITT, and ANSI documents on ISDN
management. The PHY Layer MOs specified for HMUX, PS, and PMD sublayers in 10.13 are also
applicable to ISDN management. In the following subclauses, only LAPD MOs are specified.

10.14.1.1 Generic LAPD characteristics package

The generic LAPD characteristics are inherited by the ISLAN LAPD entity MO.

generic-lapd-entity MANAGED OBJECT CLASS

DERIVED FROM GENERIC LAPD:communications .entity;
CHARACTERIZED BY generic-lapd-characteristics;

REGISTERED AS { islan lapd(2)® managedObjectClass(4)
generic-lapd(0):};

hmux-characteristics PACKAGE

BEHAVIOR generic-lapd-behavior;

ATTRIBUTES

lapd-entity-id i GET,

manufacturer-id GET,

manufacturer-product-id GET,

manufacturer-product-version GET,

feg~-error-count GET,
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255),

invalid-frame-count GET,
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...255),

max-lapd-size GET,

REPLACE WITH DEFAULT
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max-lapd-size-received

lapd-octets-received

lapd-octets-sent

lapd-receive

lapd-sent

aged-lapd-discard-count

aged-lapd-discard-thres

IEEE
Std 802.9-1994

DEFAULT VALUE 256
INITIAL VALUE 256
REQUIRED VALUE 256,

GET,
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
{in accordance with CCITT
Q.921},

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0

INITIAL VALUE 0
PERMITTED VALUES

INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE O

INITIAL VALUE 0
PERMITTED VALUES

INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES

"INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0

INITIAL VALUE 0
PERMITTED VALUES

INTEGER (0...4294967295),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...511),

GET

REPLACE WITH DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
PERMITTED VALUES
INTEGER (0...511),
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max-send-lapd-g-age GET
REPLACE WITH DEFAULT
DEFAULT VALUE 20 ms
INITIAL VALUE 20 ms
PERMITTED VALUES
INTEGER ( 0...127ms),

ACTIONS
activate-lapd;
deactivate-lapd;
reset-lapd;

NOTIFICATIONS
aged-lapd-discard-thres-not;

REGISTERED AS { islan lapd(2) package(4) generic-lapd(0) };
10.14.1.2 ISLAN LAPD address package
The lapd-address characteristics are inherited by the ISDN LAPD entity MO.
lapd-address MANAGED OBJECT CLASS

DERIVED FROM GENERIC LAPD:communications entity;
CHARACTERIZED BY lapd-address;

REGISTERED AS { islanlapd(2) managedQbjectClass(4)
lapd-address(1l). };

islan-lapd-address-characteristics. PACKAGE
BEHAVIOR DEFINITIONS lapd-address-behavior

ATTRIBUTES
usable-sapi-control GET
: REPLACE: WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023),

TEI-assign-fail-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023),
TEI-assign-fail-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (0...1023),
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TEI-DISC-request-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023),

TEI-DISC-request-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (0...1023),

link-reestablishment-counter
GET
REPLACE WITH DEFAULT
"DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...1023),

link-reestablishment-thres \
GET ™
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE-31
PERMITTED VALUES
INTEGER (0...1023),

buffer-overflow-counter GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023),

buffer-overflow-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...1023),

lapd-retransmit-counter GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...4294967295),

lapd-retransmit-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
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INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...4294967295),

unknown-tei-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255),

unknown-tei-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...255),

unknown-sapi-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255),

unknown-sapi-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...255),

NOTIFICATIONS
tei-assign-fail-thres-not;
tei-digc-reg-thres-not;
link-reestablishment~thres-not;
buffer-overflow-thres-not;
lapd-retransmit-thres-not;
unknown-tei-receive-thres-not;
unknown-sapi-receive-thres-not;

REGISTERED AS { islan lapd(2) package(4) lapd-address(l) };
10.14.2 MOs specific to CCITT Q.93x

This subclause provides a set of MOs pertaining to the ISDN CCITT Q.93x protocol layer as applicable to
IEEE 802.9 ISLAN architecture. Specific requirements of management functionality at this layer require
consideration of all of the aspects of CCITT, ANSI, and ISO for CCITT Q.93x layer management, including
specification of MOs to various timers.

The q93x-entity characteristics are inherited by the ISLAN CCITT Q.93x entity MO.

g931l-entity MANAGED OBJECT CLASS
DERIVED FROM GENERIC Q931:communications entity:;
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CHARACTERIZED BY @931-characteristics;

REGISTERED AS { islan g931(3) managedObjectClass(4)
generic-q931(0) };

islan-g93x-operations-characteristics PACKAGE

BEHAVIOR DEFINITIONS g93x-operations-address-behavior

ATTRIBUTES
signalling-entity-id GET,
manufacturer-id GET,
manufacturer-product-id GET,

manufacturer-product-version GET,

valid-calls-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
“INTEGER (0...255),

invalid-13-msgs-gount GET"
e . REPLACE WITH DEFAULT
4 i . oy DEFAULT VALUE 0
' YINITIAL VALUE 0O
PERMITTED VALUES
INTEGER (0...255),

invalid-fail-thres. . GET
“. ..+ . REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...255),

all-channels-busy-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255),
all-channels-busy-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...255),

invalid-info-elements-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
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INTEGER (0...255),
invalid-info-elements-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
PERMITTED VALUES
INTEGER (0...255),
NOTIFICATIONS
invalid-fail-thres-not;
all-channels-busy-thres-not;
invalid-info-elements-thres-not;

10.14.2.1 MOs specific to call setup phase
islan-g93x-callsetup-characteristics PACKAGE
BEHAVIOR DEFINITIONS g93x-operations-address-behavior

ATTRIBUTES
13-setup-received-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...127),

13-setup-aged-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...1023ms),

13-setup-aged-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 511 ms
INITIAL VALUE 511 ms
PERMITTED VALUES
INTEGER (0...1023ms),

MO:s for timers must be specified in accordance with the CCITT Recommendations Q.931 (1993) and Q.932
(1993); as such, the details are not within the scope of this standard.

NOTIFICATIONS:
13-setup-aged-thres-not;
10.14.2.2 MOs specific to call termination phase
islan-g93x-calltermination-characteristics PACKAGE
BEHAVIOR DEFINITIONS islan-g93x-calltermination

ATTRIBUTES
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13-disconnect-aged-count GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...255),

13-disconnect-aged-thres GET
REPLACE WITH DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
PERMITTED VALUES
INTEGER (0...255),

l3-release-received-counter GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...127),

13-codeset-type GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
RANGE (0. ..15)
PERMITTED VALUES
INTEGER (0...7),

13-codeset-type-receive-error-count

GET

~REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0O
PERMITTED VALUES
INTEGER (0...127),

1l3~codeset-type-receive-error-thres
GET
REPLACE WITH DEFAULT
DEFAULT VALUE 31
INITIAL VALUE 31
PERMITTED VALUES
INTEGER (0...127),

13-information-element-error GET
REPLACE WITH DEFAULT
DEFAULT VALUE O
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...127),

NOTIFICATIONS
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13-disconnect-aged-thres-not;
13-codeset-type-receive-error-thres-not;
13-information-element-error-not;

REGISTERED AS { islan g931(3) package(4)* @931l-entity(0) };

Note: All Q931 attributes in 10.14.2, 10.14.2.1, and 10.14.2.2 belong to this package.

10.14.2.3 MOs specific to information phase
The information channel characteristics are inherited by the ISLAN channel entity MO.
isdn-chan-entity MANAGED OBJECT CLASS

DERIVED FROM GENERIC ISDN:communications entity;
CHARACTERIZED BY isdn-chan-entity-characteristics;

REGISTERED AS { islan isdn chan(4) managedObjectClass(4)
isdn-chan-entity(0) };

islan-information-characteristics PACKAGE
BEHAVIOR DEFINITIONS islan-information

ATTRIBUTES

Bl-chan-service-type GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
BOOLEAN (0O-circuit mode,
1l-packet mode),

B2-chan-service-type GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL: VALUE O
PERMITTED VALUES
BOOLEAN (0-circuit mode,
l-packet mode),

C-channels-allocated-count
GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...255),

C-channels-allocated-thres
GET
REPLACE WITH DEFAULT
DEFAULT VALUE 127
INITIAL VALUE 127
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PERMITTED VALUES
INTEGER (0...255),

max-~bw-Ci-channel GET
REPLACE WITH DEFAULT
DEFAULT VALUE 255
INITIAL VALUE 255
PERMITTED VALUES
INTEGER (0...320)
{bandwidth constructed in increments
of 64 kb/s},

max~bw-Ci-channel-assigned
GET
REPLACE WITH DEFAULT
DEFAULT VALUE 0
INITIAL VALUE O
PERMITTED VALUES
INTEGER (0...255)
{bandwidth constructed in increments
of 64 kb/s},

min-bw-Ci-channel-assigned
L GET W
4 REPLACE WITH DEFAULT
5 DEFAULT VALUE 0.
INITIAL VALUE-0
PERMITTED VALUES
INTEGER (0...255),

C-channel-service-type' GET
" REPLACE WITH DEFAULT
.. DEFAULT VALUE 0

INITIAL VALUE 0
PERMITTED VALUES
INTEGER (0...15)
{0 = circuit mode;
1 = packet mode data},

P-channel -bw GET
REPLACE WITH DEFAULT
DEFAULT VALUE 1
INITIAL VALUE 1
PERMITTED VALUES
INTEGER (1...20)
{1 =1Mb/s; 2 =2 Mb/s, ...},
NOTIFICATIONS
c-channels-allocated-thres-not;

REGISTERED AS { islan isdn-chan(4) package(4) isdn-chan-
entity(0) 1};

261

Juniper Ex 1032 - 271
Juniper v Chrimar
IPR2016-01399

Authorized licensed use limited to: lan Crayford. Downloaded on June 16,2017 at 18:25:45 UTC from IEEE Xplore. Restrictions apply.



IEEE
Std 802.9-1994 INTEGRATED SERVICES (IS) LOCAL AREA NETWORK (LAN) INTERFACE

10.15 MIB tables

The following tables provide a summary of the MOs for the IEEE 802.9 ISLAN interface specification (see
tables 10-1 through 10-13). The MOs have been grouped into categories for easier inspection (e.g., ISTE vs.
AU MOs). .

The MO specification requires identification of the current values, default values, and initial values
according to the following definition:

Current values Describes the current state of the system variable.

Default values Describes the default value that system management will use as the
operational value if none other is specified.

Initial values Describes the operational value that system administration will configure
at system startup.

LAN or ISDN Mgr, or both Describes whether the element is managed by the central LAN
management system or the central ISDN management system, or both.

Mandatory or optional Describes whether the support of this element is mandatory (M) or
optional (O).

All counters for the MOs are 32-bit counters. For implementations using one AC field per TDM frame
period, all timers shall have 125 pus granularity. For implementations using multiple AC fields, all timers
shall have granularity equivalent to the rate of occurrence of AC fields in a TDM frame.

Table 10-1—System-level MOs

LAN
Managed object Current | Default | Initial ISOI;N Mand:tory C "
MO) value value value o omments
Megr, optional
or both
1ste-type-id - - - Both M Specifies the ISTE manu-
factarer ID, ISTE type and
version.
hmux-type-id - - - Both M Specifies the HMUX manu-

facturer ID, HMUX type
and version.

mac-entity-id - - - LAN M Specifies the MAC
manufacturer ID, MAC type
and version.

phy-entity-id - - - Both M Specifies the PHY manufac-
turer ID, PHY type and ver-
S10n.

lapd-entity-id - - - ISDN M Specifies the version of
ISDN Layer 2.
signalling-entity-id - - - ISDN M Specifies the version of
ISDN Layer 3.
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Table 10-2—MAC protocol MOs—Specific to MPDU

LAN
Managed object Current | Default | Initial IS(;;N Man((l):tory Comments
MO) value value value Mgr, optional
or both

max-mpdu-size 5119 5119 0 LAN M Macx size in octets.
max-mpdu-size- 0 0 0 LAN M Max MPDU size received
received in a session.
max-priority- 0 0 0 LAN (6] Permitted values:
requested 0 (min) — 7 (max)
min-mpdu-size 19 19 19 LAN M Min size in octets.
min-priority- 0 0 0 LAN (6] Permitted values:
requested 0 (min) — 7 (max)
mpdu-octets- 0 0 0 LAN M Counts the number of octets
received-count received continuously.

32-bit counter.
mpdu-octets-sent- 0 0 0 LAN M Counts the number of octets
count ’ transmitted continuously.

32-bit counter.
mpdu-received- 0 0 0 LAN M Counts the number of
count MPDUs received over a

period of time.

32-bit counter.
mpdu-received-in- 0 0 0 LAN M Counts the number of
error-count MPDUs received in error.

32-bit counter.
mpdu-received-in- 0 255 255 LAN M Threshold set for
error-thres management action.
mpdu-sent-count - 0 0 LAN M Indicates how many

MPDUs were sent.
priority-last- - 0 0 LAN Priority levels:
requested 0 (min) — 7(max)
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Table 10-3—MAC protocol MOS—Specific to resource allocation

LAN
Managed object | Current | Defanlt | Initial | (¢ | Mandatory c ©
MO) value value value or ormmen
Mgr, optional
or both
X-max-err-count _ 0 0 LAN M Specifies error if received
MPDU length exceeds 5119
octets. 32-bit counter.
IX-max-err-count- _ 255 255 LAN Threshold for management
thres action.
rx-min-err-count _ 0 0 LAN Incremented if length of the
received MPDUs is less
than 19 octets.
rx-min-err-count- _ 255 255 LAN M Threshold for management
thres action. )
rx-size-last-mpdu - 0 0 LAN 0} Size of last MPDU
received (19-5119).
IxX-grant-timer-err- _ 0 0 LAN O Incremented each time
count Grant-timer has expired.
rx-grant-timer-err- _ 16 16 LAN o} Threshold for management
thres action. .
IX-Tes-err _ 0 0 LAN (@) An error flag that specifies
that SOF has been received
but no receive buffers are
available.
max-req-time _ 0 0 LAN M Indicates how long a
request is asserted without
having received a grant.
32-bit counter.
max-req-efr-count - 0 0 LAN M Incremented each time the
‘ tx-req-timer has expired.
32-bit counter.
max-req-err-count- _ 0 0 LAN M Threshold for management
thres action. 32-bit counter.
Table 10-4—MAC protocol MOs—Core ISLAN MAC characteristics
_ LAN
Managed object Current | Default | Initial ISODrN Man((l:tory Comments
MO) value value value . men
Mgr, optional
or both
max-grant-time - 100 ms 100 ms LAN M Default = 10x (max frame
transmission time for
4 Mb/s) and 20x (max
frame transmission time for
20 Mb/s).
mpdu-to-send - 0 0 LAN M 0 =False, 1 =True
MPDU is ready to be sent
(value = 1).
hmux-mac-address- - 0 0 LAN M This is for MAC filtering.
enable 0 = Enable, 1 = Disable
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Table 10-5—MAC protocol MOs—Specific to ISTE MAC

LAN
. Initial or Mandatory
Mamage hiec | Corent | Defult |l | gy | or Comments
Mgr, optional
or both
iste-aged-mpdu- - 0 0 LAN O Permitted value: 0-127
discard-count MPDU may be discarded
or treated as new.
iste-aged-mpdu- - 127 127 LAN (@) Threshold for management
discard-thres action.
iste-max-send- - 20 ms 20 ms LAN Value: 0-27 ms
mpdu-g-age
iste-ignore-grant - 0 0 LAN M 0 = Not ignore grant
1 = Ignore grant

Table 10-6—MAC protocol MOs—Specific to AU MAC

LAN
’ . . f: o or Mandatory
Managedoplect | Cutent | Dt | Tl | DN | "or Comments
Mgr, optional
or hoth
au-aged-mpdu- - 0 0 LAN (o) Permitted value: 0-511
discard-count MPDU may be discarded
or treated as new.
au-aged-mpdu- - 51 511 LAN (6] Threshold for management
discard-thres action.
au-max-send-mpdu- - 20 ms 20 ms LAN Value: 0-127 ms
q-age
au-ignore-grant - I 1 LAN M 0 = Not ignore grant
1 = Ignore grant
AU ignores grant for
request/grant protocol.

NOTE—The MOs for the AU’s MIB are a matter for further study.
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Table 10-7—MOs specific to PHY Layer—HMUX sublayer

LAN
Managed object Current | Default | Imitial ISODrN Mandatory C ts
MO) value value value or ommen
: Megr, optional
or both

tx-mode-control - 0 0 Both M Range of values: 0~ 7;
Modes 0, 1, 2, 3 are
specified.

rx-mode-status - 0 0 Both M Range of values: 0-7;
Modes 0, 1, 2, 3 are
specified.

mode - 0 0 Both M Mode 0 is the default.
Modes 0, 1, 2, 3 are
specified.

mf-error-count - 0 0 Both Number of MF errors. Man-
datory use only in Mode 3.

mf-error-thres - 16 16 Both MF error threshold. Manda-
tory use only in Mode 3.

d-chan-rate-control - 16 kb/s | 16kb/s Both Specifies rate supported
(16 kb/s or 64 kb/s).
Used with DCR field.

d_chan-rate-status - 16kb/s | 16 kbfs Both Specifies rate supported
(16 kb/s or 64 kb/s).

nb-AC-fields - 1 1 Both Specifies number of AC
fields in the TDM frame.
Permitted values: 1-5.

secure-control - 0 0 Both O Specifies secure field.
0 = No security
1 = Invoke security

Table 10-8—MOs specific to PHY Layer—PS sublayer

LAN
Managed object Current | Default | Initial ot Mandatory
MO) value value value ISDN 9r Comments
Mgr, optional
or both
rem-loopback-status - 0 0 Both M Specifies status of remote
loopback.
0 = Inactive, 1 = Active
rx-tdm-parity-error- - 0 0 Both M Range: 0-1023.
counter
rx-tdm-parity-error- - 255 255 Both M Permitted values: 0-1023.
thres
synch-loss-counter - 0 0 Both M Specifies number of sync
failures.
synch-loss-thres - 127 127 Both M Range: 0-1023.
synch-status - 0 0 Both M 0 =No sync, 1 =Sync
parity-check-fail- - 0 0 Both O Specifies number of parity
counter check failures.
parity-check-fail- - 15 15 Both (0] Permitted values: 0-255.
thres
rem-parity-check- - 0 0 Both M 0 =False
status 1 =True
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Table 10-9—MOs specific to PHY Layer—PMD sublayer

LAN
or Mandatory
Managed object Current | Default | Initial ISDN or Comments
MO) value value value Mer, optional
’
or both
loc-loopback-status - 0 0 Both M Specifies status of local
loopback.

0 = Inactive, 1 = Active
invalid-decode- - 0 0 Both M Keeps track of missed PMD
counter synchronization.

Range: 0-1023.
invalid-decode-thres - 511 511 Both Threshold for missed

synchronization counter.
aggregate-trans- - 1 1 Both Range: 1-15 with each
speed integer representing

N X (4Mb/s) bandwidth.

Permitted values: N =

1,2,3,4,5. Higher values are

a matter for further study.

Table 10-10—MOs specific to LAPD—Generic LAPD

LAN

. : § " or Mandatory

Managed object Current | Default | Initial ISDN or Comments

MO) value value value .

Magr, optional
or both
fcs-error-count - 0 0 ISDN M FCS bad frame count

threshold. Range: 0-255.

invalid-frame-count - 0 0 ISDN Invalid frame count
. threshold. Range: 0-255.
max-lapd-size - 256 256 ISDN M In accordance with CCITT

Recommendation Q.921.

Indicates max size of LAPD
max-lapd-size- - 0 0 ISDN (0] Indicates max LAPD size
received ~ reccived.
lapd-octets-received - 0 0 ISDN M Counts the number of octets

received. 32-bit counter.
lapd-octets-sent - 0 0 ISDN M Counts the number of octets

sent. 32-bit counter.
lapd-received - 0 0 ISDN M Counts the number of

LAPDs received.
lapd-sent - 0 0 ISDN M Indicates how many LAPDs

have been sent.

32-bit counter.
aged-lapd-discard- - 0 0 ISDN O Permitted values: 0~511.
count Aged LAPD frame may be

discarded or treated as new.
aged-lapd-discard- - 127 127 ISDN o Threshold for management
thres action, Range: 0-511.
max-send-lapd-g- - 20 ms 20 ms ISDN Value: 0-127 ms.
age
all timers-Q.921 - - - ISDN M All MOs used with timers

shall be in accordance with

CCITT Recommendation

Q.921.
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LAN
Managed object Current | Default | Initial or Mandatory
MO) value value value ISDN or Comments
Mgr, optional
or both
usable-sapi-control - 0 0 ISDN M Definition of SAPI values.
Range: 0-1023.
tei-assign-fail-count - 0 0 ISDN M Counts the number of times
the assignment of TEI is not
possible. Range: 0-1023.
tei-assign-fail-thres - 255 255 ISDN Threshold for management
action. Range: 0-1023.
tei-disc-request- - 0 0 ISDN Counts the number of
count requests for link
termination. Useful for link
failure identification.
tei-disc-request-thres - 255 255 ISDN M Threshold for the above
link-reestablish- - 0 0 ISDN O Counts the number of times
ment-counter the Data Link Layer is
reestablished.
link-reestablish- - 31 31 ISDN 0 Threshold for management
ment-thres action. Range: 0-1023.
buffer-overflow- - 0 0 ISDN O Counts the number of
counter receive frame overflows.
Range: 0-1023.
buffer-overflow- - 31 31 ISDN O Threshold for management
thres
lapd-retransmit- - 0 0 ISDN O Counts the LAPD frame
counter retransmissions.
32-bit counter.
lapd-retransmit-thres - 31 31 ISDN (0] Threshold for management
unknown-tei-count - 0 0 ISDN (6] Useful for monitoring the
number of wrong TEIs
being received.
unknown-tei-thres - 31 31 ISDN O Threshold for management
action. Range: 0- 255.
unknown-sapi-count - 0 0 ISDN O Useful for monitoring the
number of unknown LAPD
unknown-sapi-thres - 31 31 ISDN O Threshold for management
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Table 10-12—MOs specific to ISDN CCITT Q.931 protocol

LAN
ed obiect C . or Mandatory
Mamgedbict | Carent | Defl | ntal | s | "o Comments
Mgr, optional
or both

valid-calls-count - 0 0 ISDN (6] Useful for resource mgmt.

invalid-13-msgs- - 0 0 ISDN M Counts the no. of invalid

count SET-UP messages from
ISTE to NT. See Note 1.

invalid-fail-thres - 31 31 ISDN M Threshold for mgmt. action.

all-channels-busy- - 0 0 ISDN O Counts the no. of attempts

count to set up a call, but all
channels in ISDN network
are busy.

all-channels-busy- - 127 127 ISDN (6] Threshold for mgmt. action.

thres

invalid-info- - 0 0 ISDN M Counts the no. of invalid

elements-count info. elements for alarm.

invalid-info-thres - 127 127 ISDN M Threshold for mgmt. action.
13-setup-received- - 0 0 ISDN M Counts the no. of setup
count messages received.
13-setup-aged-count - 0 0 ISDN M No sctup acknowledgments
received (granularity in ms).
13-setup-aged-thres - 511 511 ISDN M Threshold for mgmt. action
(granularily in ms).
Q.931 timers - ISDN (@) All MOs associated with
; timers for call control shall
be used in accordance with
the CCITT Q.93x Recom-
mendations. See Note 2.
13-disconnect-aged- - 0 0 "ISDN (6} No release has been

count received.

13-disconnect-aged- - 127 127 ISDN O Threshold for mgmt. action.

thres

13-release-received- - 0 0 ISDN 0 1 =Truc (releasc received),

counter 0 = False (releasc not
received)

Q.93x timers - M All MOs associated with
timers for call control shall
be used in accordance with
the CCITT Q.93x
Recommendations.

13-codeset-type - 0 0 ISDN M Identifies the current code-
set in use. Range 0-15.
Codeset 0 and Codeset 7 are
permitted.

13-codeset-type- - 0 0 ISDN M Codeset received in error or

receive-error-count unknown codeset.

13-codeset-type- - 31 31 ISDN M Threshold for mgmt. action.
receive-error-thres

13-information- - 0 0 ISDN M Identifies information

element-error element in error.

NOTES

1—A double counting takes place between invalid CCITT Q.93x messages and invalid information elements. This is
because interworking problems are anticipated with respect to erroneous codeset usage.
2—CCITT Q.93x refers to the use of the protocol family which includes CCITT Q.931, Q.932, and Q.933.
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LAN
. . or Mandator
Managed object Current | Default | Initial ISDN or y Comments
MO) value value value M .
er, optional
or both
B1-chan-service- - 0 0 ISDN 0 Usage of B1 channel.
type 0 = Circuit mode
1 = Packet mode
B2-chan-service- - 0 0 ISDN 6] Usage of B2 channel.
type 0 = Circuit mode
1 =Packet mode
C-channels- - 0 0 ISDN M Specifies number of
allocated-count C channels allocated.
Range: 0320 where
O=none.
C-channels- - 127 127 ISDN M Specifies the max number
allocated-thres of C channels that can be
assigned. Range: 0-320.
max-bw-Ci-channel - 255 255 ISDN M Max bandwidth permitted
for any given C channel.
Range = 0-320.
max-bw-Ci- - 0 0 ISDN 0O Max bandwidth of a cur-
channel-assigned rently assigned C channel.
‘Where n = 0-320.
min-bw-Ci-channel- - 0 0 ISDN (0] Min bandwidth of a cur-
assigned rently assigned C channel.
Where n = 0-320.
C-channel-service- - 0 0 ISDN O Identifies circuit mode (0).
type
P-channel-bw - 1 1 Both O Identifies the current

P channel bandwidth.
Range 1-15, where it is
n X 64 kb/s.
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11. Signalling and ISDN management scope

11.1 Introduction

This chapter, in conjunction with annex D, conveys the recommended signalling requirements for the IEEE
802.9 architecture. Signalling specifies the procedures for establishing, maintaining, and clearing calls
between the IS user application (or TE) and the network or access unit (AU). It conveys information that
identifies which potential payload time slots (octets) in the IEEE 802.9’s TDM frame are to be allocated to
specific B, C, or Pchannel service access points (SAPs). Therefore, a recommended set of signalling
procedures is required for the coordination of connection management between the ISTE and the
IEEE 802.9 AU.

The signalling procedures are defined in terms of messages and information elements carried in these
messages, which are exchanged over the D channel, for creation, monitoring, and deletion of point-to-point
variable bandwidth channels. These messages provide the stimuli for provisioning dynamically C and
B channels, by signalling the station management entities within the ISTE and the AU. These management
entities, in turn, signal the hybrid multiplexer (HMUZX) template setup, enabling the embedded channels and
coordinating the two network management procedures. The station management entities in the ISTE and the
AU are in fact management agents capable of dialog with an IEEE 802 style LAN management. The station
management entity signals the control center AU for the purpose of configuration, accounting, fault,
performance, and security management functions as shown in figure 11-1.

ISTE ACCESS UNIT
MANAGEMENT MANAGEMENT
CONNECTION CONNECTION CONNECTION
CONTROL CONTROL CONTROL
NETWORK ,
T AVER Q.931 Q.931 Q.931
Ll/—\IyIIE(R LAPD LAPD LAPD
HYBRID HYBRID
MUX MUX \
PHYSICAL f Ps
LAYER PS : / PS /
PMD PMD PNMD
L 5
IEEE 802.9 TO NETWORK
D CHANNEL SIGNALLING PROVIDER

Figure 11-1—Signalling protocol model

In providing signalling for the IEEE 802.9 architecture, this standard uses CCITT Recommendation Q.931
(1993) as its basic message structure. CCITT Recommendations Q.930 (1993) and Q.931 (1993) have been
developed and accepted by the International Telecommunications Union (ITU-T) as a Layer 3 call control
protocol for configuration management of ISDN networks. This chapter and annex D recommend the
utilization of CCITT Q.931 and a methodology of information element extensions to CCITT Q.931
Codeset 0. Those extensions and message structures are the subject of this chapter and annex D.
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As shown in figure 11-1, CCITT Q.931 utilizes the services provided by the Data Link Control (DLC)
Layer, which have been defined in CCITT Recommendations Q.920 (1993) and Q.921 (1993). Link access
procedure on the D channel (LAPD) provides functions for establishment of data link connections, error
protected in-sequence transmission of data, and reestablishment of data link connections.

The CCITT Q.931 ISTE management entity is responsible as a management agent for:

— Negotiation of bandwidth (configuration) management, fault management, performance
management, and security management of the local interface between the ISTE and the AU

— Negotiation of service provisioning over the local ISTE interface in order to access both LAN and
ISDN.

The ISLAN AU will need to negotiate with the ISDN network for the provisioning of service in order to
access the wide area network (WAN). The types of service the AU may negotiate on behalf of the ISTE are
as follows:

— Isochronous circuit mode for the transport of voice/data/video for the B and C channels as they are
transported across the ISDN WAN

— Isochronous packet mode for the transport of data for the B, C, and D channels as they are
transported across the ISDN WAN

— ISDN management information in support of the negotiation and status of services provided for the
B, C, and D channels

Therefore, the ISTE must support the CCITT Q.931 management protocol for establishment and
maintenance of transmission services. The AU must support the local subnetwork isochronous management
functions. The AU must also provide a gateway function allowing adaption (transformation) from the local
IEEE 802.9 subnetwork into the ISDN WAN. The definition of the extent of this ISDN interworking
function is a matter for future study.

In utilizing the CCITT Q.931 information element extensions in such a manner, IEEE 802.9 signalling
remains compatible with existing international network basic signalling methods, as specified by ANSI
T1S1 and CCITT Study Group XI, thereby allowing the backbone ISDN network to provide some of the
switching responsibility for limited architecture AU products. For more sophisticated AU architectures, the
extended message set allows for a superset of signalling methods to be localized within the IEEE 802.9
subnetwork. These superset messages would provide multimedia interconnections between ISTEs,
providing dynamic bandwidth call connections to certain WAN providers that provide such extended
SE€rvices.

11.2 General overview of the service

CCITT Q.931 is a “Layer 3" protocol which provides the means to establish, maintain, and terminate
network connections across an ISDN network between communication application entities. As such, it
provides the user-to-network signalling function particular to certain user applications that require the
following functions:

— Process primitives to and from the Data Link Control (DLC) Layer protocol

— Generation and interpretation of Layer 3 peer-to-peer 