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CHAPTER 5

THE REGULATION OF

MEDICAL PRODUCTS

ANUP MALANI AND

TOMAS PHILIPSON

IMPROVEMENTS in health have been a major component of overall gain in eco-

nomic welfare in the last century (Cutler and Richardson 1998; Murphy and Tape]

2006). Part of these health gains are attributable to medical research (Cutler and

McClellan 2001; Murphy and Topel 2003; Lichtenberg 2003; Cutler et a1. 2007). hi

the same time, the cost of health care has tripled in real terms since 1965 and new

accounts for more than 17 percent ofthe gross dornestic product (GDP). Evidence

3 exists to suggest that a large share of this cost growth is driven by technologi-

cal innovation (Newhouse 1992), including the cost ofmedical products such as

drugs. The large role of innovation in explaining both improvements in health
and health care cost growth suggests that it is important to understand the medi‘
cal research and development (R&D) process and how it is regulated.

i In virtually all developed countries and many developing countries, the 3°“
ernment provides regulatory oversight over the quality of products generated bl
medical innovation. In the United States, this oversight is conducted by the US
Food and Drug Administration (FDA), which regulates drugs, medical devices»
biologics (products made from living organisms, such as vaccines and blood pIGd'
ucts), cosmetics, radiation-emitting electronic products, veterinary products. and
f90ds' According to the FDA: the products it regulates account for more than 0116'

! filth of US consumer spending. In the area of medical products, the agency review
! w ether drugs and many deVices are safe and effective both before and after lhfl
l have been cleared for sale.

has :2:;::::;:: in which the FDA regulates the qualit),r of drugs and‘devilclt‘:
Impact on the cost of their development. The FDA “3‘1"”est a

 .4‘
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companies conduct clinical trials to demonstrate that their medical products are

safe and effective. These trials account for a large portion of the total development
costs of these products (DiMasi et al. 2003; Adams and Brantner 2006). In addi-

tion, completion of trials does not guarantee that a product will be approved. This

risk of nonapproval compounds the cost of product development (DiMasi et al.
2003}.

Despite the central role of the FDA in regulating the quality and R&D costs of

medical products, economists have conducted relatively little theoretical or empir-

ical research on the efficiency of FDA policies. Ironically, if a product application

Were presented to the FDA with the scant amount of evidenCe that currently exists I
on the efficiency of the policies of the agency itself, such an application would I

likely be rejected on the basis of insufficient evidence. In this chapter, we synthew
size and extend, in a nontechnical manner, recent research on the FDA. Our aim is

to shed light on whether the policies ofthe agency itselfare safe and effective when

measured in terms of economic efficiency.

The first section provides an overview of the role of the FDA in regulating =

pharmaceutical drugs and medical devices. The second section surveys the exist- '
I

1

|

ing efficiency rationales for government regulation of the information about and

the quality of medical products and then canvasses the literature for empirical

studies on the effects of FDA regulation on innovation and costs. The final section

examines the growing role of tort law—specifically, products liability litigation—in

supplementing FDA regulation of drug quality.

To understand the relationship of this chapter to others in this book, it is

helpful to break government influence on medical product innovation into five

parts. The first is the use of property rights over innovation to encourage invest-

ment in R&D. The second is direct government spending on R&D. The third

is premarketing screening of new drugs and devices by the FDA. The fourth is

postmarketing regulation of medical products by courts (and perhaps the FDA).

The last is demand for medical products by government-run health insurance

systems such as Medicare and Medicaid. This chapter focuses on the third and

fourth categories; that is, the role of quality and safety regulation in directing
innovation.

FDA REGULATION OF DRUGS, DEVICES, __

AND BIOLOGICS -_ 
Drugs

The US government began regulating drugs with the 1906 Food and Drug Act.

That statute prohibited companies from selling misbranded or adulterated

I
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drugs. Using a modern example, aspirin would be misbranded ifits label stated

that it was ibuprofen. A drug is adulterated ifit is tainted with a poison or some

other dangerous substance. The 1906 Act was targeted mainly at quack pat-

ent medicines and regulated drugs largely after they had already been sold to
consumers.

The United States government did not screen drugs before permitting them to

be Sold to consumers until the enactment of the Federal Food, Drug, and Cosmetic

Act (FD8:C Act) in 1938. That statute required that drugs be proved safe before they

could be sold to consumers. Companies did not have to prove drugs were effective,

though the FDA could prevent marketing of a drug if the agency could demon-

strate it did not work. In practice, however, there was no premarket screening of

drugs for efficacy. In 1962, following a public health scare in which a number of
children were born with serious birth defects after their mothers used thalido—

mide to reduce morning sickness during pregnancy, the US Congress amended

the FDStC Act to require that a company provide substantial evidence that its new

drug is both safe and effective before it could sell that drug (FD&C Act, §§505(a)
and (d)).1

Since 1962, drug development can be broken down into two parts. The first

is in vitro and animal testing. If this proves successful, a company may apply to

the FDA for permission to conduct clinical trials on humans. The application is

called an Investigational New Drug (IND) application (FD8IC Act, §505(i)). The

FDA uses the power to approve human testing to regulate the nature of trials con—

ducted by a company. The FDA works with companies to determine appropriate

endpoints for clinical evaluation and the sample size required for trials. It may also

provide guidance on the level ofefficacy or safety that would help clear the way for
drug approval.

Clinical testing in turn has three phases. Phase 1 involves studies to determine

the toxicology ofa drug. A small number of healthy humans2 are gradually given

increasing doses of a drug to determine how toxic it is. If the dosage can be raised

to pharmacologically effective closes with tolerable side effects, the drug passes

phase 1. Phase 2 involves medium—sized studies to identify early evidence that the

drug is effective in humans. These studies often do not have a control group. Ifthe
drug demonstratésefficacy relative to historical controls or the expectations of
the company and the FDA, the drug passes phase 2. In phase 3, the company must

typically conduct two large, well—controlled trials of a drug’s safety and efficacy.

. This is also the standard now applied to biologics, which are defined by the Public
Health Service Act §351(i) as “any virus, therapeutic serum, toxin, antitOXin, vaccine,

blood, blood component or derivative, allergenic product, or analogous product
applicable to the prevention, treatment or cure ofa disease or c0ndition ofhuman

beings.” That Act states that biologics are to be regulated under the FD8ZC Act, and the

FDA has interpreted the term “drug” in the FD&C Act to cover biologics.

. An exception is cancer drugs. Phase 1 studies of these drugs, because they are

extremely toxic, are performed on terminally ill cancer patients.
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Figure 5.1 Overview of the drug development process.
Source: From Philipson and Sun, zoos.

The trials are typically randomized and blinded and use placebos or conventional
treatments as controls.

Ifa new drug passes phase 3 with significant evidence of efficacy and a reason- :
able safety profile, the company may file a New Drug Application (NDA) to obtain 5 _' :
approval from the FDA to market the drug. The FDA reviews the data to ensure 5 I
that there is substantial evidence of efficacy and that the drug has been demon—

strated to be safe. In practice, the FDA balances the value of efficacy from the
drug against the cost in terms of side effects when deciding to approve a drug. For _ _
example, the agency may tolerate greater side effects from a drug that treats a more -
serious medical condition or a drug that dramatically improves health outcomes. '
The overall review process, from preclinical testing to NBA approval, is illustrated
in Figure 5.1, which is reproduced from Philipson and Sun (2008}.

Drugs are approved for particular uses. This does not prevent doctors from
prescribing an approved drug for alternative uses. Such “off-label” uses are quite
common, for example, in oncology. Use—specific approval does, however, prevent

companies from advertising unapproved uses to doctors and patients.3 If a com-
pany seeks to market a drug for as yet unapproved uses, it must conduct studies to
demonstrate that the drug is safe and effective for those uses.

3. Because of First Amendment protection for truthful commercial speech. however,
companies can share peer—reviewed articles about unapproved uses, so long as they are = _
not accompanied by nonacademic marketing [Washington Legal Foundation v Henney, _ ; i
1999}.
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The incomplete regulation of off-label use highlights an important limitation
in the federal regime for drug regulation. A drug need only be approved for one use
to be available for almost any use that doctors may pursue. This affects a drug com-

pany’s decision about the specific use for which to seek approval from the FDA. A
company will consider the use for which proving safety and efficacy is easiest as
well as the use for which marketing is most important. It also affects the value of

the FDA’s regulation. If only a fraction of uses are screened by the FDA, the drug
market is only partially regulated by the FDA.‘

The FD&C Act does not merely require a drug to be safe and effective; it also

rquires that the drug be labeled so that a doctor can prescribe the drug to patients
in a manner that will ensure proper sorting of drugs to patients. The FDA screens

a new drug’s label before the drug is approved for marketing and may require that
the label be amended as the agency receives new information about a drug after

approval. The label must describe not only indications for use but also inter alia
contraindications and side effects.

Clinical testing does not end once a drug has been approved for marketing.
I Although the FDA does not have the formal authority to require clinical testing

after a drug is approved, it may hold up drug approval unless the drug company
“voluntarily” agrees to conduct so-called phase 4 clinical trials. Although some of
these phase 4 obligations involve placebo—controlled trials, many require long—term
and large-scale observational studies. The purpose of these studies is to identify
side effects that are serious but so rare that even phase 3 trials are not sufficiently

large to detect them.

One problem identified soon after passage of the 1962 Amendments to the
FDSrC Act was that companies stopped developing and fully testing drugs for rare
conditions-The financial burden of clinical testing exceeded the small expected

revenue from these drugs. Congress addressed this problem in 1983 with the

Orphan Drug Act. That statute provided companies that developed drugs for rare
conditions, defined as diseases that affect fewer than 200,000 people annually, tax

credits to offset their clinical testing costs and seven "years of market exclusivity

(FDSrC Act §§526, 527). - i ' .- ,
A second "set of_ problems with the 1962 Amendments was that they both

reduced effective patent life for pioneer new drugs and hampered entry of generic

versions of these drugs into the market. The long time needed for the FDA to
review NDAs reduced effective patent life, defined as the number of remaining

years a company has to market a drug under its patent monopoly following FDA
approval. This in turn reduced the incentive to innovate. Once a patent expired,

4. This gap in the regulatory regime is partly addressed by the tendency of insurance
companies to refuse reimbursement for off—label prescription of drugs. But such
off~label use is difficult to monitor and can often be evaded by administering drugs

on an inpatient basis at a hospital (rather than in a physician’s office), because hospital
reimbursement is largely based on a patient’s diagnosis, not the specific treatment
provided.
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however, the Amendments required a generic drug company to perform the same
Clinical trials that were performed to gain approval for the pioneer drug. The low

expected profits on generic drugs made such testing unprofitable. Although the
second problem offset the first, it was not the how Congress intended the patent
system and the FDSIC Act to interact. '

In 1984 Congress addressed both problems with the so—called Hatch-Waxman
Act. This statute extended a drug company’s patent on a pioneer drug to partly

offset the time required for clinical testing and FDA review. The extension was

capped at 5 years and could never extend effective patent life beyond 15 years.5 In
return, generic drug companies were not required to conduct trials demonstrating
that their drugs were safe and effective. Instead, they could market their drugs so
long as they demonstrated that their drugs were bioequivalent to a pioneer drug
whose patent had expired or had been invalidated (FD8<C Act §5o5(j)).

Congress once more took aim at long FDA review times in 1992 with the
Prescription Drug Users Fee Act (PDUFA). That Act required drug companies to
pay a user fee to fund resources the FDA could use to speed up the drug approval
process. In return, the Act required the FDA to commit to deadlines for complet-
ing its drug reviews. PDUFA was written to expire in five years, but it has repeat-
edly been renewed.

Devices

Medical device regulation has lagged behind drug regulation in the United
States. Whereas the 1906 Food and Drug Act prohibited the misbranding or

adulteration of drugs, devices did not have such restrictions until passage of the
1938 FDSIC Act. Likewise, whereas the 1938 Act and then the 1962 Amendments
introduced premarket screening of drugs, there was no premarket screening of
devices until 1976.

The 1976 Medical Device Amendments introduced three tiers of regulation
that finally provided for prernarket screening of certain devices. This new regime
first sorted devices into three classes and then prescribed different levels of regu-

lation for the difference classes (FD&C Act §513). Class I devices are Subject only

to prohibitions on misbranding and adulteration. Class 11 devices are subject to
these prohibitions and also to certain performance standards developed by the
FDA. For example, for a device to be labeled an x-ray machine it must meet cer-
tain guidelines for the quality of its beam and the amount of radiation that the

5. The statute also guaranteed that the FDA would not permit any generic drug
manufacturer to market a drug within 5 years. This was important to pioneer

companies, because a generic maker is permitted to sue to invalidate a pioneer’s drug _
patent before it formally expires. The delayed FDA approval ensured that, even if a
generic won its patent suit, the pioneer company would enjoy market exclusivity for 5
years.
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machine may leak (21 CFR 1020.30). Finally, class III devices are regulated much
like new drugs. Manufacturers must provide data that demonstrate both safety and
effectiveness. The Amendments sort devices into a class based largely on whether

the FDA believes that the level of regulation implied by that class is Sufficient to

reasonably ensure that the device is safe and effective for consumers. Roughly 30
percent of devices fall in class I, 60 percent in class II, and 10 percent in class III
(Hutt et al. 2007).

Since the 1976 Amendments, the development of device regulation has largely

tracked that of drug regulation. The Orphan Drug Act and the Hatch—Waxman

Act included provisions for devices. And in 2002, Congress extended PDUFA tO

apply to medical devices.

EVALUATION OF FDA REGULATION

Rationale for Government Regulation

FDA regulation of medical products has two basic components. The first is pro-
duction and dissemination of information and analysis about the quality of drugs

and devices. This is embodied in the FDA’s requirements that companies produce

data to demonstrate safety and efficacy and that drug and device labels report indi-
cations as well as contraindications and adverse effects. The second is a minimum

quality regulation. This is directly embodied in the FDA’s rule that drugs and cer-
tain devices cannot be sold until they have been demonstrated to be safe and effec—

tive. It is indirectly implemented in the FDA’s rule that class II devices must meet

certain performance standards.
«a

Production of Information

In order to justify the government provision of information, One must explain
why markets do not produce enough information and why the government should
step in to do so. Perhaps the production of information is a public good and free—
riding causes inefficiently iow levels of information to be produced (Musgrave
1959}. Alternatively, the government may be more efficient at providing informa-
tion. Perhaps the government has more expertise, or perhaps patients (and doctors
they might hire to help them) have cognitive limitations.‘S Or perhaps there are

6. This concept is embedded in the average patient standard that the FDA employs. By
barring drugs that may benefit some patients but not the average patient, the FDA is
assuming that they are better at sorting different patients to a drug than doctors are
(Malani et al. 2009).
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economies of scale in data analysis. It may be more efficient for one entity to ana-

lyze the data than for each patient to do it on her own.
Even if one concludes that the government should provide information ab0ut a

product, there remain important questions about which party—the medical prod-
uct company, a third private party, or the government—is best suited to produce__ .
that information and who should pay for the production of that information. The

producer of the medical product may have private information about the product
that places it in the best position to test the product. For example, it knows which
patient group is most likely to benefit. The drug producer and its consumers are
also entities who gain from information that the product is safe and effective.

An alternative to testing by the producer is testing by a third private party or

the government. One concern with permitting medical product companies to test
their own products is that their studies may be biased in favor of their products.
Studies have documented that clinical trials conducted by authors with financial

conflicts from drug companies tend to report larger treatment effects than studies
without such conflicts (Bekelman et a1. 2003; Lexchin et al. 2003). However, gov—

ernment—run studies may take longer to complete, and this is a problem because

delay is costly to producers, who lose monopoly profits under their patents, but not
to the government. Another problem is that government studies may have a bias
toward finding that drugs have side effects. Indeed, the FDA has been criticized for
being overly cautious with drugs, because although the agency is not given credit
for new effective drugs, it is blamed when it permits an unsafe drug to enter the
market. (To be fair, the FDA has also been criticized for being captured by the drug

industry.)

The question of who should fund the FDA’s mission to produce information is
in part a question about efficiency and in part a question about equity. There is a
large optimal taxation literature that discusses which sorts oftaxes are able to raise
a given quantum of revenue with minimum distortions. The lessons there apply to
the FDA context. However. one consideration that favors taxing medical product

companies to fund clinical research is that doing so may bypass the administrative
costs of collecting taxes from third parties. Questions about equity are perhaps
beyond the ken of economists. But one factor implying that a company and its
consumers should not be disproportionately taxed to pay for research on the com-

pany’s product is that information suggesting that a product is not safe or effective
benefits individuals who do not consume the company’s product and perhaps the

company’s competitors. This favors a broader tax, although perhaps not so broad
as to extend to individuals who are not in the market for a medical product.

Whereas efficient and fair production of information is important, the cen-

tral concern with the government’s decision to produce information is whether
the benefits of that information are worth the costs? In chapter 2 of this volume,

7. Medical product companies would conduct R&D and thus produce some information-'-
about product quality even in the absence ofany government regulation requiring
them to do so. A more precise cost-benefit analysis would weigh the cost ofthe
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DiMasi and Grabowski document the large and growing costs of clinical testing.

According to DiMasi et al. (2003), a commonly cited study, the cost of completing
three phases of clinical testing is roughly $200 million. Ofcourse many drugs are
abandoned before testing is completed. Typically only one in five completes testing

and is approved bythe FDA for sale. If the cost of testing is normalized by the num-
ber of successful drugs, one obtains estimates of clinical testing costs in the range
of $800 million per approved drug.

Whichever estimate is used, this cost must be balanced against the benefits of

clinical testing. Note that this is not the same question as whether the revenue from
a nieuical product exceeds the cost ofclinical testing. The revenue reflects both the
value of the medical product and the value of information about the product. To
the extent that doctors would use the medical product without the information, the

revenue does not reflect the value of information. If, however, doctors would use

the product on a different population ofpatients when provided with the informa-
tion, then the additional benefit to this new population of users minus the avoided

costs to the old users is a benefit ofinformation.

In an early, seminal paper on the value of FDA regulation, Peltzman (1973)
attempted to capture some of these ideas in a graph along the lines of that in
Figure 5.2, panels A and B. Suppose that a typical consumer’s demand for a drug
before the FDA provides any information on the drug is represented by the line
DD. The price of the drug is p, so the equilibrium quantity is (1.3 (These initial
demand and supply curves are drawn in bold to distinguish them.) The graph
does not capture all facets ofthe drug market, specifically the fact that there may
be a monopoly producer that charges a price higher than marginal cost and that
changes price in response to demand shifts. But it is a useful simplification that
makes the following important point: because the consumer may not have accu-
rate information about the value ofthe drug, we cannot conclude from the graph

that the surplus is the triangular area under DD but above p?
After the FDA provides the consumer information, demand might shift either

in (panel A) or out {panel B) to line D’D’ (Peltzman 1973; McGuire et a1. 1975). A shift
inward could occur if the FDA demonstrated that the drug is less safe and effective

than previously thought. A shift outward could reflect either an FDA assessment that

additional information the government requires against the benefit of that additional
information. _

. To keep matters simple, we ignore complications from, for example, health insurance
(Lakdawalla and Sood 2006, 2009) and pharmaceutical advertising (Lakdawalla et al.

2006). These features make the calculation of welfare more complicated.

. We ignore philosophical issues such as whether welfare can be calculated by using
subjective expected utility. With subjective utility, consumer perceptions are important
to welfare and the area under DD but abovep may provide some measure ofwelfare.

Instead, for simplicity, we assume that only objectively verified benefits matter for
welfare calculations.
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the drug is more safe or effective than previously thought,” patients’increased con- 'i -
fidence in estimates about a drug’s value, or (looking past our model of a represen~ " ' '
tative patient) a better sorting of patients to drugs. These shifted demand curves can
be used to calculate welfare because they reflect “true” information. Whichever way _ _

demand shifts. the price of the drug may rise to p’ because of the cost of either pro- - -
ducing information or conveying that information to consumers.11 '

10. Peltzman {1975) argued that this scenario is unlikely because companies have an
incentive not to undersell their drugs prior to regulation. However, this does not rule
out an increase in demand resulting from the other causes listed.

11.Producing information can entail both fixed and variable costs, which may not be
reflected in price in a straightforward fashion. For example, the cost of information_
may depend on the quantity of the drug consumed in equilibrium. To keep matters
simple, we ignore this comple‘irity in Figure 5.2. ' g ; I
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If demand shifts inward to DU as in panel A. the consumer’s surplus before

production of information (“preregulatiOn”) has two parts. The first part is the
area under DD and above p. This triangle represents the “true” surplus from con-

sumption up to quantity q*. The second part is actually a loss, equivalent to the

gray triangle. This is consumption between (3* and q that costs more than it is

truly worth to the consumer. After the production of information (“postregula—
tion”), the consumer’s surplus is the area under D'D' but above p’. The higher price

reflects the cost of producing informatiOn. The net gain from the production of

information is the gray—shaded triangle minus the line-shaded area. The former

represents the avoidance of excessively costly consumption, and the latter reflects
the cost of informatiOn. The net gain could be positive and thus increase welfare or

negative and thus decrease it.

If, instead, demand shifts out to D’D’ as in panel B after the production of

information, the preregulation surplus is the area under D’D’ and above p, but it is

bounded on the right by the quantity 9*. This area represents the true surplus from

preregulation consumption of quantity 9*. The postregulation surplus is the area

under D'D’ and above p'. This is consumer surplus at the elevated level of demand

after accounting for higher prices due to the cost of producing information. The

net gain from regulation is the gray-shaded triangle minus the line-shaded rectan—

gle. The former is extra surplus extracted clue to greater quantity of consumption.
The latter is the cost of information.

Minimum Quality Standards

An alternative view of FDA regulation is that it sets minimum standards for the

quality of medical products. The minimum threshold for quality depends on the

specific evidentiary standard imposed by the FDA. Because the FDA requires that

the randomized controlled trials show positive average treatment effects and “rea-

sonable” side effects relative to control, the minimum threshold bars a product that

is not effective and safe for the average patient enrolled in those trials.

There are two basic ways to justify the government’s imposition of these min-

imum quality standards on consumers who would use their own money to pay for

. products. First, even if the government provides information that a product is not

safe or effective, a consumer may still consume it because there is a cost to process—

ing information from the government. This lost value need not be bounded by

the individual’s cost of processing information. Because consumers do not know

the value of the information from the government, they might not pay the cost of

processing it even if, in hindsight, the value of processing that information would

exceed the cost of doing so. A second justification for minimum quality standards

is that individuals are unaware of their best interests and—importantly—are

unaware that they are unaware. Therefore simple paternalism may justify FDA
screening. _

If minimum quality standards are justified on efficiency grounds as opposed

to paternalistic grounds, we can evaluate these standards using the same graphs

‘_,.-—--—"
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we used to illustrate the value of information from the FDA.12 Ifall patients are

homogeneous—so that they have the same demand for a product—and the FDA
sets minimum quality standards such that any product that generates zero or

negative consumer Surplus is barred from sale, then FDA regulation simply bars
all medical products whose true demand curves lie at or below p in panel C EL”
Figure 5.2. BecauSe these products generate no surplus, the minimum cilia—lity
standard avoids waste from consumption q. For a true demand curve such as

D'D’, the savings are equal to the gray-shaded area. We must, of course, Sub-
tract from this gain the cost of producing information. That is difficult to graph
because there are no consumers to purchase the product and thus pay for the
cost of information. However, if the cost of information would have raised the

price of the product to p’ given the old quantity of consumption q, then the line-
shaded area represents the cost of providing information. The net gain is the
gray—shaded area minus this line-shaded cost.13

If the FDA’s minimum quality standards are more restrictive, or if patients are
heterogeneous and some benefit more than p fromthe product, then the FDA might
bar from sale products for which there is positive demand even at price p, as illus-
trated in Figure 5.2, panel D. In this case, regulation has an additional cost equal
to the loss of consumer surplus under true demand D'D’. Given the higher price of
the product clue to the production of information, this lost surplus is equal to the
check—shaded triangle. Moreover, the savings achieved by avoidance of wasteful
consumption falls to the smaller gray—shaded triangle. Assuming that the cost of
producing information is indifferent to the quality standard chosen by the govern-
ment, the cost of information remains equal to the line—shaded area from panel C.
Thus the net gain is the gray—shaded triangle minus both the line—shaded rectangle
and the check—shaded triangle. An important lesson from panels C and D is that
welfare effects of minimum quality standards increase according to the extent to
which information increases welfare [the net of the gray— and line—shaded areas)

and decrease according to the stringency of the government’s minimum quality
standard (which may push D’D’ outward}.

12. If paternalism is used to justify minimum quality standards, then one cannot use the
graph in Figure 5.2. When consumers are unaware of their best interest (i.e., utility),
their prior demand curves are not an appropriate baseline from which to calculate
the benefits ofa change in demand after the production and processing of new '
information.

. There are two things that may complicate this model but that we ignore to simplify
the exposition. First, the company may treat the cost ofinformation as a fixed cost. If
the company then prices at marginal cost, p’ will not lie above p. The gray-shaded area
will be zero even though cost of information production is positive. Second, whereas
the net surplus from information is accrued repeatedly each period the product is
sold, the cost of information may be inCurred only once, when the information is first
produced. Ifwe assume that the cost ofinformation is amortized over each period the “*
product is sold and that this is reflected in the average p’ over those periods, the line—
shaded area below average p’ will reflect the average per-period cost ofinformation.
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Efiects on Innovation
The discussion in the last two sections highlights the possible justifications for FDA

regulation. Starting with early papers by Wardell {1973) and Peltzman (1973), how-
ever, critics have been concerned about the impact of FDA regulation on the expected

profits of medical product companies and thus on their incentive to innovate.
If the information provided by the FDA suppressed expected demand for med-

ical products or if the FDA barred lower-quality medical products from the market,
producer surplus would fall, even if consumer welfare was improved. Moreover,

DA regulation would Surely increase the cost of production by requiring the gen—
meration of extra information through costly clinical trials. Together these factors

would reduce the return to, and thus the amount of, R&D investments intended to

generate new drugs. This would reduce the resources available for R8zD expendi—
tures. If companies knew at the start which products would be of high quality and
which would not, only RBrD into low~quality products would be affected- However,
this information is typically not available until companies conduct clinical trials.
Therefore, the reduction in R&D might curtail both ultimately high— and low—

quality innovation. Because producers do not capture the full surplus generated
by drugs, even low~quality drugs, this indiscriminate reduction in innovation may
reduce overall welfare.

Frameworkfor Dynamic Cost-Benefit Analysis

Figure 5.2 provides a relatively static description of the welfare effects of FDA reg—
ulation. It ignores some important dynamic issues such as the impact of regulation
on innovation. It also ignores the time required for the FDA to produce informa—
tion about a medical product or to screen out low~quality products. In this section
we'extend a framework initially proposed in Philipson et al. (2008) to incorporate
these effects into welfare evaluations of FDA policies.

The first step in describing the dynamic welfare effects of FDA regulation is
calculating the present value of costs and benefits of the products being regulated.
We begin with an individual product that has already been approved for sale by the
FDA. Because medical products are mainly intellectual property, costs are largely
incurred before benefits are realized. Let R be the fixed cost of developing the prod—

uct. Suppose that compliance with FDA regulation adds a years to the time required
to deveIOp and begin marketing the product. This period it captures both the time
required to do additional clinical testing that the company would not have done
in the absence of FDA regulatiOns and the time required for FDA review of the

company’s new drug or device application. For simplicity, we assume that each year
of FDA review has a variable cost of r to the company. This might be attributed to

the cost of clinical trials, to user fees, or to legal expenses associated with shep-

herding a product through the approval process. Putting these piegels together, the

present value ofcosts from a medical product can be written —R — r = — R « P,

where B is a discount factor and F is the delay cost of FDA regulatigfi.
.: I
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Turning to the benefits of the product, let wI be the sum of consumer surplus
Sf and producer surplus at, for a given product during a year, t, in which it is mar-
keted. Total welfare from the product may vary over time as marketing spreads
news about the drug or the drug comes off patent. Finally, suppose that the medical
product is withdrawn from the market after M years, either because it is overtaken
by a superior drug or because consumer use has revealed serious side effects.“ Ifthe
drug is never withdrawn, M 2 00. An important benefit of FDA regulation in this
framework is to screen for side effects and thus, by selection, increase the amount

of time (M) that an approved drug is on the market. WiLh these assnirmptions, the

present value of benefits from a medical product is is, +fi“ Eli’s, =fl+ S.1—0 [—0

Total welfare is the sum of the costs and benefits: W= — R —- F + H+ S.

Next, we aggregate welfare from all approved products on the market. Let N be
the number ofnew drugs introduced to the market and G(R,{w[}) the joint distribu-
tion ofdevelopment costs and surplus levels across products. Given N, the expected
aggregate social welfare A can be written as A=JNWdG15

So far, the focus has been on' drugs that are approved by the FDA. Now we

turn to drugs that do not make it onto the market. One reason for not reaching the
market may be that the FDA does not approve a drug. We formalize this situation
by assuming that the FDA approves a product only if it meets come condition——for
example, that static surplus E exceeds some critical value, v.15 Now more stringent
regulation may be described as an increase in v, which reduces the probability that
g > v. Another reason a drug may be missing from the market is that FDA regu—
lation reduces innovation. To capture this effect, we let the number of new drugs,

N, depend on producers’ returns to innovation: N =f (Ed—R + F + H]), wheref' >
o (i.e., higher expected profits encourage more innovation). More stringent FDA
approval may reduce a producer’s returns, and thus innovation, by increasing delay
costs (F) and the probability of approval.'7

The second step in describing the dynamic welfare effects of FDA regulation
is to conduct a discrete policy experiment. We can characterize minimum quality

14. This framework can easily be modified to account for drugs that lose patent
protection before they are withdrawn from the market. Loss of patent protection
would reduce producer surplus and increase consumer Surplus.

. Here we have assumed for simplicity that N and W are NW independent. This is

possible only if products are randomly withheld from development, which obviously
is incorrect. The marginal product will be oflower value than drugs that continue to
be developed and of higher value than products that would not have been offered in
either case. W

. Consumer surplus depends on the price of a product. The FDA does not, however,
consider or even know the price of products they screen. This can be addressed
by incorporating the price of a drug in the critical value v, v so that a higher v v
represents a higher standard for approval irrespective of price. _.,_*

. if the FDA—required production of information shifts out consumer demand in
Figure 5.2, it is possible that producer surplus rises rather than falls.
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regulation by the FDA at baseline by a vector of parameters (aio, vlo, Nio, Mlo).
More stringent regulation can be described as a vector ofparameters (all, via, Nli,
Mil), where al > an captures the information demands and delay from regulation,
vl > v0 captures a reduced probability of approval, N1 4. No captures reduced innoe
vation due to regulation, and Ml > M,3 captures the value of regulation in extending
the life of approved products. The aggregate welfare effect of stringent regulation
is Al — a, = [NIWIdG — J NoWudG.

This difference can be broken down into additional costs and benefits,

Al —A0 = C+B. The costs are

(i) U.“(———--—*--—‘——“\

c = (NDFN,)E[W|vl,al,Ml] + No Pr[§>vu](fi“°‘”“ /(;3(1— my»
(iii)

+ NO (fine—fit:I Ivl)
(iv).—A—.,- _\

The first component of costs (1‘) is the reduction in new drugs that are developed.
The second component (ii) is the additional cost of developing and testing drugs
that are approved.13 The third component (iii) is the reduction in the present value
of social surplus from approved drugs because their marketing is delayed. The
final component of costs (iv) is the loss of conSumer and producer surplus from
drugs that are not approved.

The benefits of more stringent minimum quality regulation (B) are

m - “5’,—-—"—-——\

B :[E(NGR lva)_E(Nanv1)] + No fiaDE(Z:IMu fitsrlvi)
M.

“M

The first component of benefits (1‘) is the research expenditures avoided because
of the reduction in innovation. The second component (ii) is the larger consumer

surplus due to the additional time a drug may be marketed before it is withdrawn.
The policy experiment just described evaluates minimum quality regulation.

It can be modified to account for the value of information generated by the FDA.

Better information has two effects: it increases consumer surplus, S“ > Sm, andf
_ /

18. Philipson, Sun, Iena, and Goldman (2009) also provide a welfare framework that
accounts for this effect. They also calculate the magnitude of this effect for certain
HIV therapies and cancer therapies. That paper does not, however, acc0unt for the
other welfare effects of FDA regulation presented in our text.

..---"'
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it concomitantly reduces the producer surplus, 3"!“ < arm, during each period an
approved drug is sold. The increase in per—period consumer surplus adds a third
term to the benefit side of the ledger:

NOE" [e[§s,, pl] — E[§Sm [v0
The reduction in per—period producer surplus adds a corresponding term to the
cost side of the ledger. In addition, it may increase the magnitude of the reduction
in innovation due to FDA regulation, component (i) in the cost equation presented
earlier.

Empirical Evaluation of FDA Regulation
Estimating the welfare effects illustrated in Figure 5.2 or in the dynamic framework
from the previous subsection is no trivial matter. It requires observing changes in

a The number of chemical entities introduced

a Development costs

0 Development and review times '
- Withdrawal rates '

o Demand and supply curves for drugs

in order to measure changes in consumer and producer surplus.l9 In this section
we review the methodology used to estimate these parameters and estimates of
these parameters from the prior literature.

There are two basic challenges to identifying how FDA regulation affects
parameters such as new drug development. The first issue is how to “quantify”
FDA regulation. Researchers have taken two basic approaches. One is to look at
adoption of any premarket clearance regulation, such as the 1969. Amendments to
the FDBtC Act in the United States (e.g., Peltzman, 1973). This treatment is coded as

a dummy variable and is set to “0” before 1962 and “1” after.” The other approach
is to use the time it takes for the FDA to review an NDA as a proxy for regula—

tion (Wiggins 1981; Jensen 1987; Berndt et al. 2005a, 2005b; Carpenter et a1. 2008;
Philipson et al. 2008). This average approval time has varied substantially over the
years. In 1960. it was mugth 5 months. After passage of the 1962 Amendments,

19. Specifically, a proper welfare calculation requires separately estimating the lost
surplus from products that are not approved by the FDA due to minimum quality
regulations and the demand curve for products had the FDA not provided more
accurate information on quality.

20. Similarly, in studies that examine the corresponding UK code, the treatment dummy—
variable is set at “0” before 1973, when the United Kingdom adopted premarket

screening for efficacy, and “1” after that {Grabowski et a1. 1978).
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approval time rose dramatically, reaching 20 months in 1970. For most of the 1980s,
it hovered between 30 to 35 months. Approval time declined substantially after

the passage of PDUFA in 1992. By 1998, it was approximately 12 months, which is

roughly where it stands today. This rise and fall in approval time is illustrated in

Figure 5.3, which is reproduced from Olson (2004).

The second challenge is constructing a baseline against which to judge the

effect ofthe FDA regulation. Because the FDBrC Act is a national statute, research-

ers cannot use, for example, differences in outcomes across US states that regulate

drugs and states that do not regulate drugs. This makes it difficult to separate

effects of the statute from underlying time trends. Researchers have used two

basic methods to overcome this problem. One is to assume a parametric structure

for outcomes that would have occurred in the absence of the 1962 Amendments.

This could be as simple as including a time trend in the regression, or it could

involve something more elaborate. For example, Peltzman (1973) used pre-1962
data to estimate a model of new drug introductions and then predicted baseline

new drug introducti0ns after implementation of the Amendments by inserting

post-1962 data into his estimated model. When he plotted actual introductions of

new chemical entities (NCBs) against his predicted introductions, the result was

a striking plot that became popular among critics of the FDA. It is reproduced in

Figure 5.4.

The other approach researchers have used to construct a baseline is to examine

the development of drug markets in countries that are similar to the United States

but either did not pass strict drug regulation in 1962 or take less time to review new

drug applications. The primary candidate is the United Kingdom, which passed

premarket clearance for safety in 1963 but did not require proof of efficacy before

sale until 1971 (Grabowski et al. 1978). The United Kingdom also had shorter review

times than the United States, at least until the passage of PDUFA in 2002. For

example, in 1980, average total development time (including preclinical testing,

clinical testing, and regulatory review times) was 145 months in the United States

versus just 70 months in the United Kingdom (Thomas 1990).

Number 0fCDER stalf{FTEs] Approval time {months}
1,800  

1971 1980 1985 1990 1995 1998

Figure 5.3 FDA appr0val times, 1971—1998.
Source.- From Olson (2004).
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Number
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(NCES}

Figure 5.4 Introduction of new chemical entities (NCEs), 1948—1971.
Source: From Peltzman, 19;:3, Fig. 1.

Tables 5.1 through 5.3 summarize the effects of FDA regulation on three impor—
tant sets of parameters. One set focuses on innovation and includes outcomes such
as new drug introductions and the productivity of R&D expenditure (i.e., new
drug introductionsfllSrD expenditures). The second set examines drug develop-
ment and FDA approval times. The third set considers the effect of FDA regula—
tions on safety. The main outcomes are involuntary drug withdrawals. The tables
report not only report findings but also the data employed, how FDA regulation is
measured (e.g., 1962 dummy or review time), and how the counterfactual or base-
line is constructed (e.g., parametric time trend or international comparison).

Innovation

The initial papers studying the effect of FDA regulation on innovation used the
1962 Amendments as a treatment and the number ofNCEs introduced each year as
the outcome. Whether they used the UK data (Wardell 1973) or a model of intro-
ductions fitted to pre—1962 data (Peltzman 1973) as the control, they found large
reductions in NCE introductions associated with the legislation. The chart from
Peltzman (1973), reproduced in Figure 5-4, is illustrative.

The Peltzman paper was criticized, however, for overestimating the reduction
in NCEs.” First, it examined only the quantity of drugs approved, not their qual-
ity. Perhaps only relatively unimportant drugs were held back in the 19605. Second,
drug companies may have voluntarily reduced NCE introductions even without

21. Wardell’s papers (e.g., Wardell 1973), were widely cited but did not receive serious
attention in the economics literature. This may be because the papers did not employ

any serious statistical analysis to probe the findings.
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Table 5.1 Review ofliterature concerning the effect of FDA regulation on innovation. 

 

   

 

    

Data (usually the dependent Measure of FDA I
Source variable) Regulation BaselineIControi Finding

Wardell NCE introductions, 1962—1911 1962 Amendments UK Annual NCE flow fell 54% due to 1962
(193} Amendments.

Peltzman NCE introductions, 1948—1971 ' 1962 Amendments Model of NCEs Annual NCE flow fell 66% due to 1962
‘ (1973) I using late—1962 data Amendments.

l Grabowski NCE i‘lowthkD expenditures, 1961 Amendments and UK 1962 Amendments increased average cost of NCE
et al. (19::8} 1960-1974 ’ NDA approval times by factor ol2.3 (using 1962 dummy) or 1.9 (using

approval times).

Wiggins NCE introductions, 19;o-19;r6 NDA approval times Therapeutic classes Increase in approval times due to 1962
(1981] with shorter Amendments decreased NCE introductions

approval times 52%, holding 128:1) expenditures constant;
accounting for effects of longer approval times
on expenditures. reducing delay to lyre-1962
levels would increase NCE introductions

   

  

by 135%.

Wiggins RScD expenses (from PhRMA} NDA approval limes Therapeutic classes Approval times reduced R&D expenditures
(1983} by therapeutic class, 1965- with shorter during 19:1-1976 but not 1965-1968. possibly

1968, 1931—1976 approval times because it took time for drug companies to
determine how stringent FDA regulation would
be after 1962.

May et al. Number ofNCEs tested on 1962 Amendments Pre-1962 period NCEs tested annually on humans fell from 89 to 17
(1983) humans and NDA approvals. _ in 1979; NBA approvals fell by 49%.

lass—19:9
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Cullen 190 drug product launches Surveyed 6 companies 17 countries other Countries rated as having tighter regulations

 
 

  

(1983) across 18 countries during for their views of than US had (1) a larger increase in lag between first
1961—1976 “regulatory tightness” introduction in any country and introduction

in different counties in that country from the 1960s to the 39:96.35 and

in 1982. Ratings from (a) a smaller increase in the number of products
1 (most stringent) to 5 introduced in that country from 19605 to 19705.
(least stringent).

Jensen NCE introductions by 26 firms NDA approval times Classes with shorter One‘month decrease in approval times increased
(1987) 1969—1599 approval times, annual NCE introductions by 15%.time trend

Thomas NCE. sales and market cap of 1962 Amendments and UK
(1990) drug companies, igfio—igso

 

approval times
FDA regulation did not affect NCEs at large firms
but did substantially reduce NCE introductions

by small firms. Due to reduced competition from
small firms, sales rose at large firms in the US. 

Abbreviations: FDA. Food and Drug Administration; NCE, new chemical entity; NBA, New Drug Application; PhRMA, Pharmaceutiml Research and Manufacturers ofAmerica.
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Table 5.2 Review ofliterature concerning the effect of FDA regulation on approval times._______——__—.___—.—.—..————«———-

 

Drugs with greater ex post commercial importance have
longer effective patent length.  

US total development times grew from 35 months in
196o to 120 months in 19:0 to 145 months in 1980. The
increases in preclinical testing. clinical, and NBA review
times were so, 60, and 20 months. respectively. In the
UK. total development times increased from so to yo
months. Preclinical testing times were constant while the
sum of clinical testing and review times increased by 40
 

FDA accelerated approval of more novel chemical
 

Development and approval times were lower for more

Measure of FDA

Data (usuallyr the regulation (or other Baseli nel’

Source dependent variable] treatment variable) control Finding

OTA (1989) Effective patent length Expost commercial
ofdrugs importance of drug

Thomas Preclinical testing, clinical 1962 Amendments UK
(1990} testing, and NBA review

times, 1960—1980

months.

Kaitin et al. Approval times FDA ratings of novelty
(1991) of drugs entities.

Dranove 3: Time from drug patent Various measures of
Meltzcr (1994) application to NBA importance ofclrug important drugs.

approval for 564 NMES (e.g., FDA rating.
between 1950-1986

 

commercial value,
citations, worldwide
introductions) 

Page 00028



Page 00029

 

   

Carpenter Approval times and FDA PDUFA Time trend Funding for FDA staff had bigger influence on NBA
et a]. (2003) {CDER) staff, 1971—1998 review time than source offundirtg (user fees underPDFUA).

Olson (2004} Approval times and FDA PDUFA Time trend PDUI-‘A reduced approval times by 34% by 1998. Different
(CDER) staff, 1971—1998 ' result from Carpenter et a1, (2003) because Olson

grouped approvals by approval year rather than NDA
submission year.

Berndt et al. Clinical development and PDUFA Time trend PDUFA reduced approval times by zfiwyear during
(2005a) NDA review times. PDUFA I (1992—1996) and 3.6%!year during PDUFA II

1965—2003 (1997—2001). PDUFA 11 may also have reduced clinical
development times by 4.5%. 

Abbreviations: CDER. Center for Drug Evaluation and Research; FDA, Food and Drug Administration: NDA. New Drug Application; NME, new molecular entity; UTA,
Office ofTechnologv Assessment; PDUFA. Prescription Drug User Fee Act.

 _.-—r—-....-
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Table 5.3 Review of literature concerning the effect of FDA regulation on safety. 

 

 

  

 

 

  

Data (usually the Measure of FDA
Source depend ent va riable) if regulation BaselinelControl Finding

Bakke et al. (1934) Drug discontinuations, 1962 Amendments UK Few discontinuations in either country, so no significant

1964-1933 / differences in discontinuations in US vs. UK
Bakke et al. (1995) Drug discontinuations, 1962 Amendments UK, Spain More drugs discontinued in UK (2.0) and Spain [16) than US

1934-1993 (10). Normalizing by number ofdrugs approved shrinks the
difference: 4% in UK vs. 3% in US.

GAO (2002) Drug withdrawals, PDUFA None No significant effects of PDUFA 0n withd rawals.
1986—2000 Withdrawals were 3.1% in 1986-1992 and 3.5% in 1993—2000.

CDER (2004) Drug withdrawals, PDUFA None No significant effects of PDUFA on withdrawals.
1971—2004 Withdrawals were 2.7% in 193714993, 2.3% in 1994vApr.

2004.

Berndt et a}. Drug or biologic PDUFA None No significant effects of PDU PA on withdrawals.
(mosh) withdrawals, 1980-2000 Withdrawals {including biologics) were 2.8% in 1980-1992,

and 1.2% in 1993—2000.

Carpenter et a1. FDA withdrawals. PDUFA Drugs approved PDUFA caused bunching of FDA approval during 2 months
{2008) black-box warnings and well before or after before deadlines. Drugs approved during that period had

voluntary withdrawals PDUFA deadlines higher odds ofbeing withdrawn by the FDA (OR = 5.5),
by drug companies. getting blackbox warnings (4.4), and being voluntarily

" 1993—2004 . withdrawn (3.3) than drugs approved well before or after
deadlines. 

Abbreviations.- CDER. Center for Drug Evaluation and Research; FDA. Food and Drug Administration; GAO, General Accounting Office; 0R. odds ratio; PDUFA.
Prescription Drug User Fee Act.

Page 00030

 



Page 00031

THE REGULATION OF MEDICAL PRODUCTS 123  

the 1962 Amendments. They may have interpreted the thalidomide controversy as
evidence of increased consumer demand for safety and stopped developing drugs

that had substantial side effects. Coupled with the great advance in the ability of

the pharmacological sciences to detect side effects from drugs, companies may
have held back drugs for fear of losing good will or facing legal liatfifly.__Third,.....
given the high value of drugs developed in the 1950s and 1960s, it is possible that
the returns to drug development had simply diminished by the 1960s (Grabowski
et al. 1978).

A second round of papers (Grabowski et al. 1978; Cullen 1983; Thomas 1990)
therefore focused on the UK data as a control. The United Kingdom experienced

the same increase in demand for safety after the thalidomide controversy and

potentially diminishing returns in drug development. Yet premarket testing for
safety was introduced only in 1963, and testing for efficacy not until 1973. Therefore,
comparison of the United States and the United Kingdom in the 19603 would high—
light the effect of premarket screening for efficacy. These UK comparisons also
reveal significant reductions in research output associated with the increased US

 
regulation. .

One problem with studies that focused on the 1960s, according to Wiggins
(1983), was it took some time for the FDA to decide how to implement the 1962
Amendments. Moreover, it also took drug companies some time to learn how cum—

bersome FDA regulation would ultimately be. Therefore, one can best assess the
impact of the 1962 Amendments by examining how innovation responded in the
19703. The difficulty with studying the 19705 is that the US and UK regulatory sys—
tems eventually converged, so the UK data did not obviously provide a valid con—
trol.22 Therefore, investigators began quantifying FDA regulation by the amount of
time it took for the FDA to review NDAs (Grabowski et al. 1978; Wiggins 1981, 1983;

Jensen 1987; Thomas 1990).
Another issue that concerned economists was that, although NCE introduc—

tions fell in the 19603, research expenditures rose. One interpretation was that the

Peltzman finding underestimated the effect of FDA regulation because it focused
on output rather than the productivity of research expenditures. A number of
studies investigated this possibility by using NCE introductionszSID expendi—
tures as an outcome variable. For example, Grabowski et al. estimated that the

1962 Amendments increased the average cost of each NCE by a factor of 1.86 to 2.3.
In addition, Wiggins (1981, 1983) examined whether FDA regulations reduced the
amount companies invested in R&D and found that delays in FDA approval due
to the 1962 Amendments reduced R8<D expenditures in the 1970s. Holding these
expenditures constant, NCE introductions fell 52 percent. Accounting for these
reductions in R&D expenditures, NCE introductions fell a total of 135 percent

after 1962.

22. Because the United Kingdom still had shorter approval times, Grabowski et a1; (1978)
were still able to use the UK data as a control, although they used approval times as a

measure of FDA regulatory rigor.
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Whereas various studies introduced other improvements to the analysis of the
effect of FDA regulation on innovation,23 the most important of these was Thomas
(1990), which suggested that FDA regulation might have had different effects on dif—
ferent companies. Specifically, regulation mayhave had a greater effect on small com~
panies that were unable to afford the clinical testing required by the FDA and had
less experiencc with the FDA pr0Cess, compared with larger companies.“ In addition,
FDA regulation may have provided an indirect benefit to large companies by elimi-
nating competition from smaller companies. Indeed, Thomas found that FDA regu-
lation did not affect NCE introductions by large firms but did dramatically reduce
NCE introduction by small firms. Moreover, because of reduced competition, sales
(and market valuations) at large firms actually rose after FDA regulation.

Approval Times

A second important parameter in evaluating FDA regulation is its effect on
approval time. Early work by Wardell demonstrated that US drug development
times grew in comparison with UK times after adoption of the 1962 Amendments
(Wardell 1973). This gap became known as the “drug lag.” Thomas (1990} showed
that the lag grew fastest in the 1960s but still grew in the 19705, despite the fact that
formally the UK and US regulatory systems had converged by 1973- For example,
the lag between US and UK approval times grew from 5 months in 1960, to 70
months in 1970, and then to 75 months by 1980.

The remaining papers that examined approval times fall into two categories.
One investigated heterogeneity in approval times for different drugs and the other
looked at the role of PDUFA in lowering approval times. One criticism of the early
literature on drug lag was that it might overestimate the cost of FDA delay if the
delay affected only less valuable drugs. Of the studies that examined this issue,
the best was Dranove and Meitzer (1994), which showed that drug approval times
are shorter for more important drugs, where importance was measured by FDA
ranking of a drug’s novelty, its commercial value once approved, its citations in the
academic literature, and in subsequent patents.25

\na-

23. For example, May SE al. (1983} examined the number of NCEs that reached the stage
of clinical testing. Culien (1983) used companies’ ratings of different countries’
regulatory systems so that countries other than the United Kingdom might be used as
controls. -

24. Carpenter et al. (2008) provided another form ofdisparate impact of FDA regulation.
They showed that the FDA takes longer to approve later drugs, giving early entrants
a regulatory advantage. They found that an increase of one standard deviation in
the log order ofentry increased FDA approval time by 3.6 months. This gradient was
increased by the 1962 Amendments but was unaffected by PDUFA. I”

2.5. Another important insight in the Dranove and Meltzer study (1994) was that FDA
regulation might affect not only approval time but the amount of time required for
drug development. The higher the FDA standard, the more time companies have to
spend investigating a drug to prove whether it meets the higher standard. Therefore,
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In 1992, Congress took note ofthe drug lag and passed PDUFA, which imposed
deadlines on the FDA’s review of NDAs and provided the FDA with more resources

(from user fees imposed on NBA applicants) to evaluate NDA applications more

quickly. The question academics asked was whether PDUFA actually lowered
approval time and, if so, whether this was due to the deadline or the resources
provided by Congress, or both.” Carpenter et al. (2003) and Olson (2004) come outd. —-"
on opposite sides of this debate- The difference is that Carpenter’s group assigned
a drug to the year in which its NDA application was filed,” whereas Olson assigned
it to the year in which its NDA was approved. Because PDUFA was a national
(rather than state) law, studies have used a dummy for the period after 1992 to
code the treatment variable. This makes the year of assignment critical to the find-

ings. Olson’s findings were confirmed and extended by Berndt et al. (2005a), who
showed that PDUFA I (19924006) reduced the approval time by 7.6 percent an nu-

ally, whereas PDUFA II reduced it_ by only 3.6 percent annually. They also showed
that, whereas PDUFA I had no effect on clinical development times, PDUFA II
did lower these times by 4.5 percent. This is not surprising, because one of the
goals of subsequent versions of PDUFA was to streamline the regulatory process
between the time of the IND application and that of the NDA application (Hutt

et al. 2007).

Withdrawals

Early work on how FDA regulations affect the rate or the time at which drugs
are withdrawn from the market focused on comparing the US and UK experi-

ence. These studies implicitly used the 1962 Amendments as the treatment var-
iable. Bakke et al. (1984) looked at withdrawals from 1963 to 1983 and found no
difference between the two countries. However, this can largely be explained by

the small number ofwithdrawals in each country and thus low power to detect any

difference in withdrawal rates. Bakke et al. (1995) revisited the question with data

from 1974—1993 and found a larger difference between the United States and the
United Kingdom. As predicted, the United States, which had relatively strict reg u-
lation (at least as measured by approval time), had both fewer drug withdrawals (10
versus 20 in the United Kingdom) and a lower withdrawal rate (2 versus 3 percent,

respectively).
More recent work on withdrawal rates has focused on approval time as a mea—

sure for FDA regulatory intensity. Some relativer simple papers by the General
Accounting Office (2002), the Center for Drug Evaluation and Research (2004),

Dranove and Melzer looked at the total time from patent filing to approval for more

and less important drugs.

26. H utt et al. (2007) reported, however, that Congress reduced its funding for the FDA as
user fees grew, so that total funding did not grow as fast as user fees did.

27. The deadline clearly had some effect. Carpenter et al. (2008) showed that PDUFA
caused the FDA to make many morejudgments on drugs during the two months
before the statutory deadline.
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and Berndt et al. (2005b) compared the probability of withdrawal of a drug during
the periods before and after the statute’s adoption. They uniformly found some—
what lower, but not significantly lower, withdrawal rates before PDUFA.

Carpenter et al. (2008) used a more sophisticated approach to identify the
effect of PDUFA. Instead of conducting a before-and—after PDUFA comparison,
they demonstrated that PDUFA caused the agency to compress the timing of
decisions on drugs to the two months just before PDUFA deadlines (months 11

and 12 for standard review drugs, months 9 and 10 for priority review drugs). The
study then compared drugs approved close to the deadline with drugs approved
well before or after the deadline. They found that drugs approved near dead—
lines had higher 0dds of being withdrawn (odds ratio [OR] = 5.5). Moreover,

these drugs also had higher odds of having a blackbox warning (OR = 4.4) and
of being voluntarily withdrawn by the drug company (OR = 3.3). Of course,

these estimates only show that earlier deadlines increase withdrawal rates. They
must be divided by the change in approval time implied by the early deadline
to generate a regulatory dose-response curve. In effect, the timing of decisions

(and withdrawals) during PDUFA needs to be compared with the timing before
PDUFA.

Development Costs

A number of studies since the early 19703 have estimated the cost of drug develop-
ment. These studies have been spaced roughly a decade apart and have generally
covered the period between studies. DiMasi and Grabowski (2010) review this lit-

erature in chapter 2 of this volume. In early years, these studies relied on a small

sample ofdrugs from a single firm (Schnee 1972; Sarett 1974) or on aggregate data
(Mund 1970; Baily 1972). More recent studies relied on drug-level data from a sam-
ple of drug companies (e.g., Hansen 1979; DiMasi et al. 1991; Adams and Brantner

200:3).28 The latter studies attempted to separate, 0n the one hand, the cost of pre~
clinical testing from that of clinical testing and, on the other hand, the direct out—

of—pocket costs of research from the opportunity costs of that research. The last

component, opportunity costs, is driven largely by delay and the real cost of capi-
tal. In order to account for the fact that many drugs ultimately fail to demonstrate
value in trials or are-hot approved by the FDA, these studies divided total costs by
the number of drugs approved, resulting in an estimate of the cost per approved
drug rather than, say, cost per drug ever tested.

Together, these studies paint a picture of steadily increasing drug develop-
ment costs. This is illustrated in Figure 5.5 (reproduced from DiMasi et al. 2003),
which reports estimates from Hansen (1979), DiMasi et al. (1991), and DiMasi et al.

(2003) that roughly cover the 1970s, 1980s, and 19905, respectively. Total costs per
approved drug rose from $138 million in the 19705 to $802 million in the 1990s.

28. The two major sources of data are The Tufts Center on Drug Development and
PharmaProjects.
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Figure 5.5 Estimates of preclinical, clinical, and total costs of
drug development from three stud ies

Source: From DiMasi et al., 2003.

x.

More recent estimates have suggested that total costs might now be as high as $1.6

billion per drug.

An important limitation of the literature on development costs is that it only
demonstrates that costs have grown. The studies do not show that FDA regulation
has been responsible for this growth. Although the dramatic increase in develop-
ment costs after the enactment of the 1962 Amendments and during the run—up in

approval times through the 19805 suggests that the FDA is responsible, the contin-
ued growth of development costs even after the decline of approval times in the
19905 raises some questions. Has the diminishing returns of drug development
been the main driver ofgrowing R&D costs in recent decades? Is approval time an

adequate measure of the intensity of FDA regulation, or does the FDA offset shorter
approval times with a higher standard for minimum required drug quality?

Consumer and Producer Surplus

The final parameters required to evaluate FDA policies are consumer and producer
surplus. Only three papers have attempted to estimate these parameters (Table 5.4).
An important limitation of these papers is that they each narrowly applied their
estimates to just one or two components of the dynamic welfare framework laid
out earlier in this chapter.

The first paper, Peltzman (1973), estimated the demand curve for new drugs
by regressing the market share of newly introduced drugs in a therapeutic class on
the ratio of new and old drug prices in that class. Peltzrnan included a dummy for
the 1962 Amendments as a demand shifter. He used his estimate ofthe demand for
new drugs only to estimate the value of information provided by the FDA minus
the reduction in innovation due to FDA regulation. Peltzman’s static framework for

valuing the information produced by the FDA (see earlier discussion and Figure
5.2) suggests that the pre-1962 demand curve may not identify the “t rue“ demand-
for new drugs because the FDA was not yet producing information about the qual—
ity of drugs. However, Peitzman argued that before 1962 consumers learned about
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Table 5.4 Review ofliterature concerning the social surplus from FDA regulation. 

Measure of FDA
 

  

 

Source Data regulation Methodology Finding
Peltzman Quantity and price of 1962 fl Regress market share ofnew drugs on Consumer surplus for each year's NCEs
(1973) prescriptions ofnewly Amendments ratio of new and old drug prices. Surplus was $51.9 million per year before the

introduced and old I is o.s‘(a — pJq, where a is the y-intercept 1962 Amendments, $9.9mi'year after the
drugs, by therapeutic fl of the estimated demand curve. p is price, Amendments. Assuming 10% rate of return,

I class and year, 1960—1962, and q is quantity. discounted loss from Amendments was

ll 1964-1970 _ sazomlyear.
Philipson Sales for all drugs, ' PDUFA Regress sales on age of drug to construct Additional producer surplus from PDUFA
et a]. (zoos) 1998-2002; PDUFA fees age-profile of sales. Producer Surplus is was s8—13 billion and additional total surplus

PV of sales - user fees - variable costs, from PDUFA is $13—3o billion, assuming a 9%
which are it: to iii of sales. Social surplus rate of return.
calculated as different fractions ofsales

(before patent expiration: all sales, 3": sales,
0; after expiration: all sales) Change in
surplus from PDUi‘A is benefit of starting
sales earlier.

Philipson Survival probabilities NM Use Murphy—Topei framework to estimate CS from introduction of HAART in 1996 was
et al. (2009b) for HIV. certain cancer WTP for improved survival. WTP $364 billion; PS was s38 billion. Entryt year

patients by year; annual minus patient expenditures is measure of earlier would have increased C3 by $19 billion
patient expenditures on consumer surplus (CS). Producer surplus and PS by 54 billion. CS from introduction
key HIV, cancer drugs (P5) is 30% ofpatient expenditures ofRituxan in 1998 was $12 billion and PS

(assuming marginal costs are 10% of was s4 billion. Entry 1 year earlier would
expenditures) Examine effect oil—year have increased CS $310 million and PS $330
acceleration ofdrug entry on social million. CS from introduction of Receptin in
surplus. 1999 was 5149 and P5 was $12 billion. Entry

1 year earlier would have increased CS $8
billion and PS 51 billion. 

Abbreviations: HIV, human immunodeficiency virus: Nm. not applicable; PDUFA. Prescription Drug User Fee Act; PV. present value; WTP, willingness to pay.
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the true quality of drugs through experience, so demand during that period was
still “true” demand. He estimated that the 1962 Amendments reduced demand for

new drugs and thus the surplus from those drugs by roughly $420 million per year
through 1970. He concluded that the loss of innovation resulting from the 1962
Amendments offset the value of any information they provided. _

The second paper to examine the FDA’s impact on social surplus was Philipson
et al. (2008). This differs from Peltzman (1973) in a number of respects. Instead of
studying the effect of the 1962 amendments, this paper examines PDUFA and the
value of reducing FDA approval time. Moreover, they used a substantially different
methodology to identify surplus. Instead of estimating demand curves, they sim-
ply used sales data to bound the annual social surplus from all drugs on the market
during 1998—2002. They then used drugs ofdifferent ages to estimate the stream of
social surplus from a new drug over its life cycle. Finally, they used prior estimates
of how much PDUFA accelerated drug introductions to estimate the value of accel—

erating these streams of social surpluses. The paper concluded that PDUFA, by
accelerating drug approvals, increased social surplus by $13—30 billion, assuming a
9 percent cost 0f capital.

The last paper was Philipson et al. (2009). Like Philipson et al. (2008), the focus
was on identifying the value of accelerated introduction of drugs. The main differ-
ence is that the later paper used the effect of new drug introductions on survival
probabilities of patients (combined with a value of life-years) to estimate a will-
ingness to pay for a drug. Subtracting the price ofthe drug from this willingness
to pay yielded the individual patient’s consumer surplus. Producer surplus was
estimated as 80 percent of sales revenue (assuming marginal costs of 20 percent
of revenue). After estimating the stream of aggregate social welfare from three
drugsuhighly active antiretrovirai therapy (HAART) for HIV patients, Rituxan
for Hodgkin's lymphoma patients, and Herceptin for breast cancer patients—the
authors calculated the value of accelerating this stream by one year. Using a 9 per«

cent cost ofcapital. they estimated, for example, that introducing HAART one year
earlier would have increased consumer surplus by $19 billion and producer surplus

by $4 billion.

Summary

Comparing the empirical literature we have just reviewed to the dynamic cost—
benefit framework described earlier in this chapter, one can draw two conclusions.

First, the literature has attempted to estimate almost all the parameters required
for welfare analysis. Second, the estimates for many important parameters are
either dated or otherwise imperfect.

The first cost of FDA regulation is the reduction in innovation. Our best esti~
mate of the welfare effect of that reduction is from Peltzman (1973), who examined

only the period shortly after 1962. Indeed, no major study of innovation has taken
place since that ofThomas (1990). The second cost is the higher development costs.
Although we have strong, recent estimates of development costs from DiMasi et al.

 



Page 00038

PHARMACEUTICAL INNOVATION
  
 

(2003) and Adams and Brantner (2006), neither of those studies attempted to esti-
mate the causal relationship, let alone the correlation, between FDA regulation and

development costs. The third cost is reduction in the present value of social surplus
due to delay of drugs sales caused by FDA regulation. Philipson et al. (2008, 2009)
made substantial progress in estimating this cost.

The fourth cost is the loss ofsocial surplus from products that are not approved.

Peltzman (1973) implicitly estimated this cost, because his paper did not distinguish
between the reduction in Surplus resulting from lower innovation and that due to

nonapproved drugs. However, as we previously noted, that paper examined only
the-period shortly after the introduction of the 1962 Amendments. FDA standards
and the demand for drugs have changed substantially since then. The final cost of
FDA regulation is the decrease in producer surplus that occurs if information from
the FDA reveals that true demand is lower than previously thought. The literature

has provided no estimate of this potential cost.

There are three possible benefits to FDA regulation. The first is foregone

research expenditures. These are the upfront cost savings resulting from the reduc-
tion in innovation- There are no estimates ofthis value in the literature. The second

benefit is that FDA screening generates additional consumer surplus because drugs
remain on the market longer before being withdrawn for safety reasons. Although
a number of recent articles, summarized in Table 5.3, have tackled how much lon-

ger products remain on the market, there are no recent estimates of the surplus
from this extended product life. It should not be difficult, however, to extend the
estimates of surplus from Philipson et al. (2008, 2011) to answer this question.

The final benefit is that information from the FDA increases consumer surplus

by revealing the true demand for drugs. Peltzman (1973) claimed to address this
issue but basically assumed it away. He supposed that, before the 1962 Amendments,
consumers learned true demand from experience with a drug, so that even pre-1962

demand is true demand. Therefore, when Peltzman estimated a reduction in demand

after 1962, he concluded that FDA regulation strictly reduced surplus. If pre—1962

demand was distorted by imperfect information, however, then his welfare estimates
are incorrect. More work is required to test Peltzman’s assumption and to update the

numbers to reflect theinformation provided by modern FDA regulation.

EVALUATION OF TORT LAW

In many countries including the United States, medical products are jointly regu~
lated by agencies such as the FDA, which screens products to ensure that they
are safe and effective before they are sold, and the tort liability system, which

allows patients to sue manufacturers after they have consumed these products.

 



Page 00039

THE REGULATION OF MEDICAL PRODUCTS 131  

This section examines the efficiency of using both systems to ensure the safety of

medical products.

Overview of Tort Liability and Current Law on Preemption — ' '

In general, there are three bases for holding the manufacturer of a product liable
for tort damages in state courts. First, the manufacturer is liable if there is a defect
in the manufacture ofthe product. Second, the manufacturer is liable if the design
of the product—not merely its constructionAis defective- Specifically, this means
that the product could have been designed to eliminate a health risk at a cost that
would have been less than the health risk. Third, the manufacturer is liable ifthere

is a risk from the product that the manufacturer could reasonably have discov-
ered but failed to disclose to the consumer. Lawsuits making this claim are called
“failure-to—warn” suits.

Although medical devices, like any product, are subject to suit under all three
theories, drugs are not subject to design defect suits?!9 US courts have judged that
drugs are unavoidably dangerous; that is, they cannot physically be redesigned to
eliminate side effects. Therefore, as a class, they are exempt from design defect
suits (Restatement (Second) of Torts §402[a), comment k; Restatement of Products
Liability §6). The implication is that, whereas tort suits against device makers may
function as minimum quality standards, suits against drug makers function only as
disclosure requirements. Therefore, although there is substantial overlap between
FDA authority over devices and state tort liability for devices, there is only partial
overlap between FDA authority over drugs and state tort liability for drugs.

The overlap between FDA authority and state products liability raises the
question of whether the existence ofa federal regime for regulating medical prod—
ucts “precmpts” or bars suits alleging product liability in state court- To answer
this question, we must look first at the scope of federal regulation and then what
the federal statute, the agency, and the courts have said ab0ut preemption. These
somces suggest that federal regulation of devices is more likely to preempt state
tort suits than is federal regulation of drugs.

With respect to drugs, the statute says very little about preemption. Moreover,
the FDA has long taken the stance that its regulation of drugs does not preempt
state suits. In 2006, the FDA changed it stance and passed a regulation stating that

the agency’s decisions concerning drug labels establish both a “floor” and a “ceil-
ing” on warning that may be c0ntained in those labels. Because state failure-to-
warn suits seek to raise the level of warnings on labels, they are in tension with the

FDA’s ceiling on warnings. The preamble to the 2006 regulations explains that the

29. Moreover, although both drugs and devices are subject to suits alleging
manufacturing defects, these suits rarely win because the FDA regulates and inspects —-
manufacturing processes at drug and device plants. This FDA regulation eliminates
much of the risk from manufacturing defects.
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state tort liability is redundant with federal liability and, in any case, the FDA has

greater expertise on the costs and benefits of drug labels. This argument was not
persuasive to the US Supreme Court which, in Wyeth v Levine, 555 US 555 (2009),
ruled that state failure-to-warn Suits were not preempted by federal regulation of

drug labels. The Supreme Court observed that the FDA has limited resources and
that state suits can complement the FDA’s enforcement efforts.30

In contrast to the case of drugs, the FDStC Act has a provision explicitly pre-

empting state suits against makers of medical devices: no State may establish
or continue in effect with respect to a device intended for human use any requires

menta— (i) which is different from, or in addition to, any requirement applicable

—under this Act” (FD&C Act, §521). This provision applies to both state statutes

and tort suits (Riegel v Medtronic, inc, 552 US 312 [2008]). However, a state suit

against a device is preempted only if the FDA has specifically appmved that device.

Suits against class III drugs that the federal Act permits to be marketed under

§51o(k) even before FDA has judged them safe and effective3‘l are not preempted

(Medtronic, inc. v Lohr, 518 US 470 [1996]). Nor are suits against class Ior class 11

devices, because the FDA has never determined whether they are specifically safe
and effective.

Rationale for Tort Liability

There is both a general theoretical literature on the merits ofex ante regulation ver—

sus ex post liability and a specific debate—played out mainly in the legal literature

and in court cases——about the merits of FDA regulation versus products liability

suits against drug companies. The context for the specific debate is the legal cases.

just summarized, addressing whether FDA regulation should preempt tort suits

against medical products companies.

A central theme ofthe general literature is that regulation and tort liability are

substitute methods ofenforcement (Wittman 1977). The implication is that heavier

expost liability justifies weaker ex ante regulation, and vice versa. When liability is

taken as given, Shavell (1984a, 198b) and Kolstad et al. (1990) have suggested that the

regulator should set the minimum level of safety below the socially optimum level,

because ex post liability will take up the slack. Conversely, if regulation is taken as

given and the regulator chooses the optimal (or an excessive) level of safety, any

30. Wyeth is not the final word on preemption. For example, a state suit that required

a label with which the FDA directly disagreed might be preempted. The case does.
however, stand as a significant hurdle to preemption. /'

31. Under §510(k), a new class III device that is “substantially equivalent” to a device that

was marketed before the 1976 Medical Device Amendments to the FD&C Act may be

marketed until the FDA sets guidelines forjudging the safety and efficacy ofboth the

pre—1976 device and the new device.
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tort liability can only lead to inefficient expenditure on safety and higher priCes
(Philipson et al. 2011).

So how much Weight should be placed on regulation versus litigation, and spee
cifically, should the FDA be given exclusive authority to regulate medical prod—
ucts, or should that authority be given to courts? Shavell (1984a, 1984b) highlighted
three factors that influence these decisions. The first is knowledge and expertise.

Regulators tend to oversee a small class of products and develop expertise about
them. The FDA also employs pharmacologists, doctors, and biostatisticians who

are specifically trained to judge the safety and efficacy of medical products. In con—
trast, courts employ generalist judges or lay juries who only occasionally evaluate
medical products.

In some respects, however, courts may make better judgments than the FDA.
This is not because a court takes action only after a product has been approved for
sale and therefore has access to the product’s performance in the market (Shavell

1984a). The FDA also has access to data on a medical product’s performance in the
market (through the Adverse Event Reporting System) and can withdraw approval
for a drug even after it has been sold for some time-.32 The better reason courts may
complement the FDA is that the agency has long complained about having insuffi—
cient resources to oversee all medical products (Wyeth v Levine). This is evident in

the long time it took for the FDA to reevaluate the thousands ofdrugs and devices
approved before the 1962 and 1976 Amendments, respectively (Hutt et al. 2007).

A concern related to the relative knowledge or capacity of the FDA compared

with courts is that ofbias. Supporters oftort liability allege that, because the FDA is
now substantially funded by user fees from the drug industry, it has been captured
by that industry and is incapable of setting safety standards in an unbiased man-
ner. Opponents of tort liability observe that courts consider only the side effects
from products, not their benefit to consumers (Riegei v Medtronic). Therefore,
juries do not truly maximize consumer welfare, which depends on both safety and
efficacy.33

The second factor relevant to the choice between regulation and litigation

is the remedy available in each regime. If there is a positive probability that the
manufacturer of an unsafe product may not be sued or if the manufacturer does
not have to pay damages that exceed its assets, then expected tort liability may

32. Indeed, Kolstad et al. (1990) commented that the delay between when a product
is made or sold and when a court decides whether the product is safe may be a

disadvantage. This delay may generate uncertainty about the court’s standard for
liability, which may induce the manufacturer to take insufficient care.

. Another concern is that different state courts may arrive at different judgments
about a medical product. This patchwork of regulations increases production costs.
A manufacturer typically must comply with the most restrictive state court judgment
to market its product economically to all states. Yet there is no reason to think the
most restrictive state court judgment is sounder than less restrictive state court " W"

judgments, even if one believes that state court judgments are superior to FDA
judgments.
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be less than the expected harm from an unsafe product. In this case, tort liability

will lead to suboptimal levels of safety (Shavell 1934a, 19841)). On the other hand,

unlike regulation, tort liability not only regulates the quality of a product but also

provides compensation to victims injured by that product. This compensation has
insurance value.

The third factor is administrative costs. The advantage of the tort system

over regulation is that, instead of incurring the cost of regulating every product,

whether it is safe or not, it incurs cost only after a product has proved to be unsafe?1

The disadvantage of the tort system is that it is very expensive to administer. For

example, it is widely reported that only one third of each dollar of compensation

paid by defendants actually reaches the pockets ofplaintiffs (Polinsky and Shavell

2010). This limits the compensatory function of tort law.

Shavell’s three factors (1984a, 1984b) focus on the choice between ex ante regu—

lation and ex post liability. In reality, the FDA is not going away. In practice, there

fore, the choice is between regulation by the FDA alone or both FDA regulation

and tort liability together. Philipson et al. (2011) provide a framework for evaluat—

ing the efficiency of single versus dual government interventions to raise product

quality or safety. Their main argument is that the standard efficiency implications

of product liability change when there is dual regulation of safety through another

government agency such as the FDA. In particular, increasing liability (through

preemption or other means) in the presence of the FDA can reduce welfare under
conditions when it would raise welfare in the absence of the FDA.

The critical issues are whether consumers are fully informed and capable of

making sound judgments about medical product risks after FDA regulation. If

consumers are not fully informed or making sound judgments, products liabil-

ity may improve welfare by producing more information or, if consumers under-

estimate risks, by increasing costs and reducing consumption. If consumers are

well informed but do not underestimate risks after FDA regulation, then prod—

ucts liability may simply impose an inefficient tax on the informed and rational

market. Even if consumers are not well informed by the FDA, products liability

may-reduce welfare if the FDA’s minimum quality regulations already fully protect
uninformed consumers.

The cost from dual government intervention is illustrated in Figure 5.6. The

x—axis shows the level of safety (3); the top U—shaped curve, C(s), is a firm’s cost as a

function of safety. The optimal level of safety chosen by the firm in the presence of

optimal product liability, s”, is the bottom of this curve, where the marginal cost

of producing safety equals the marginal benefit in terms of reduced liability costs.

Under a regime that lowers product liability, the cost curve shifts downward to the
lower curve, Cots), which differs from the initial cost curve in two ways. First, costs

are lower under reduced liability, because firms pay lower liability costs. Second,

 

34. This is akin to the tradeoff between prevention of a disease and ex post treatment of
that disease.

Page 00042



Page 00043

 
THE REGULATION OF MEDICAL PRODUCTS 135  

  
 

C(s]

:

, 'a f
\\‘ l /’: /

\\\ I/f
\, a ’

n,‘ \\ i C0“)
-\ ‘ fay '—

‘ - 3.1.. :-'-

SPLU SPL Sron
Safety (5)

Figure 5.6 Welfare gain from preemption.

the optimal level of safety is reduced to 5”". The firm’s costs under reduced product
liability are therefore given by point B.

The level of safety mandated by the FDA, 5““, may lie to the left or to the right
of the level of safety induced by liability, 5”", depending on whether FDA safety
levels are binding. Consider the likely case when the safety mandated by the FDA
lies to the right of s”, as shown in Figure 5.6. In this case, the FDA—mandated level
of safety is binding on firms; they will provide 5”)“ with or without the reduced
level of liability. The preemption raises welfare by lowering marginal costs from
point C to point D, while having no effects on safety. The reduction in prices that
results from this cost reduction raises welfare because it enhances access without

any safety effects.

This analysis suggests that, in theory, preemption doctrine has the potential
to increase welfare when the presence of the FDA is binding on firms. Intuitively,
product liability in general has two opposing effects on welfare. It positively affects
welfare by inducing the firms to provide safe drugs but negatively affects welfare by
increasing marginal costs and price. When the level of safety mandated by the FDA
is binding, the second effect dominates, because product liability has no additional
effect on the level of safety firms choose to provide but does raise prices and thus
restricts access.

Helland et al. (2010) have presented an alternative model of tort liability that
starts from the assumption that FDA regulation does not remove all risky prod—
ucts from the market. In addition, it takes seriously the legal theory that underlies

most product liability suits against drugs, namely that the manufacturer is liable
only for failure to warn about defects about which it knew or should have known.
This is an important point, because it implies that tort suits cannot change the side
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effects from drugs; they can only change the amount ofinformation on side effects

provided about drugs.

Therefore, in the Hel land et al. (2010) model, the key issues are how consumers

assess the safety of drugs for which no side effects are disclosed (“nondisclosing

drugs”) and how changes in liability affect the number of nondisclosing drugs. If

a drug company fails to disclose a side effect from its product, rational consumers

would infer that the drug is no safer than the average drug among the set ofdrugs
whose side effects are not disclosed. Given this inference, an increase in tort dam—

ages has two effects. The first is to increase costs of nondisclosing drugs, which

shifts the supply curve for these drugs inward. This in turn causes some companies

w to leave the drug market and changes the number ofcompanies that disclose side

effects. This shift in the composition ofnondisclosing companies triggers a second

effect from tort liability among rational consumers, which is to shift demand. If

the number of high side effect drugs that drop out because of the negative sup-

ply effect exceeds the number of low side effect drugs that now decide to disclose

their side effects, the average side effect among the set ofnondisclosing drugs that

remain decreases. This implies that the demand effect will be positive. lfa positive

demand effect outweighs the negative supply effect, equilibrium quantity of sales

will be larger. Because rational consumers do not purchase a drug unless it has

positive expected conSumer Surplus for them, this increase in equilibrium quantity

suggests an increase in social welfare.

Empirical Evaluation of Tort Liability

There is scant empirical evidence on the value of product liability for medical prod—

ucts. Two of the three papers on the topic examined the case ofvaccines for diseases

such as diphtheria, pertussis (whooping cough), and tetanus. Before the 19805, there

was little product liability litigation over vaccines.35 The boom in liability during

that decade caused many companies to leave the market. Partly in response to this

problem, Congress established the National Vaccine Injury Compensation Program

(NVJCP) in 1988, which sharply reduced vaccine manufacturers’ legal liability and

created a public patient compensation fund funded by excise taxes on vaccine man—
ufacturers. In effect, over the course of three decades, the United States went from

little tort liability, to lots of tort liability, and then to something like a workers’ com-

pensation system paired with virtually no tort liability. These changes did not affect

the role of the FDA, which still, throughout this period, determined whether vac-

cines could be sold. They affected only the level of tort liability.

35. One hurdle may have been the so-called privin rules that allowed only/the direct
buyer of a vaccine (usually a medical provider or insurance company) to sue the seller
(the manufacturer).
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Figure 5.7 Prices for the diphtheria, pertussis, and tetanus (DPT)
vaccine and the diphtheria and tetanus vaccine, 1975—1995.

Both Manning (1994) and Philipson et al. (2011) studied the effects of tort
liability on vaccine prices. They compared the price of the diphtheria, pertussis,
and tetanus (DPT) vaccine with that of the diphtheria and tetanus (DT) vaccine.
The only difference between these two products—the pertussis component in the
former—is known to cause neurological side effects in roughly 1 of every 330,000
cases. This led to a large number of suits against DPT but not DT. Thus, the price
of DT vaccine is a good control for the price of DPT vaccine in the absence of
liability. Figure 5.7, which plots the priCes of the DT and DPT vaccines over time,
illustrates the main result. The prices ofthe DT and DPT vaccines were quite simi-
lar before 1982, when lawsuits were rare. After 1982, when the number of lawsuits
for adverse events for the pertussis component began to rise sharply, the price of
the DPT vaccine increased significantly compared with that of the DT vaccine.
Because the two vaccines had similar prices prior to 1983, one may interpret the

post—1982 difference in price as the cost of liability for the pertussis component. At
its peak in 1986, the difference in price between the two vaccines was $14.04, and
liability costs accounted for almost 96 percent of the DPT vaccine’s price. Not only
did prices of DPT rise with increased liability; they also fell after introduction of
the NVICP in 1988, from $11.78 to $7.73—a decrease of 34 percent. The difference
between the DPT and DT prices that persisted after the NVICP reflects the larger
excise tax on DPT because of the risk of neurological side effects from the pertussis

component.

Manning (1994) extended his analysis by estimating the implicit load on
health insurance that the tort system provided to victims ofthe pertussis vaccine.

Comparing data on tort damages to the price of vaccines, be estimated that $1 of
compensation for victims cost manufacturers $1.60 to $22, with a median estimate
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of about $5.“5 That administrative cost is larger than typically estimated for tort

liability.

Philipson et al. (2009a) supplemented their analysis of price effects with a com-

parison of the safety of vaccines introduced before the NVICP to that of vaccines
introduced after that law. Presumably, if reducing tort liability made products less

safe, vaccines introduced after the law should have a higher rate of side effects.

Looking at a dozen or so vaccines, they found no statistically significant difference
in the rate ofside effects. Of course, the sample size for this analysis was very small,

and the crude before-and—after comparisOn cannot rule out fortuitous or secular

technological improvements that might have reduced the side effects of new vac—
cines even with tort liability. '

It is important, however, to extend these studies. Although vaccines, like

devices, are subject to liability merely for causing side effects, most drugs are not.

In practice, drug manufacturers are subject to liability only if they fail to warn

patients or doctors about side effects they know about. They are not liable for those
side effects once the user is warned. Makers of DPT, in contrast, were liable for

neurological side effects even though they warned users about those side effects.

Therefore, the cost of product liability for drugs may be much lower than implied

by the analysis done for vaccines.

Only one published paper has studied the effect of failure-to-warn suits on

drug prices.37 Manning (1997) examined the difference between the US and the

Canadian price for 119 different drugs in 1991. Whereas there is substantial tort liti-

gation against drugs in the United States, there is limited scope for such litigation

in Canada. Therefore, Canada can serve as a control for liability-free drug prices

in the United States, much as DT was a control for the nonliability price of DPT

in the vaccine studies. When Manning regressed the USICanada price differences

on the degree of liability exposure of each drug (approximated by the number of

successful tort suits against it), he estimated that half the price difference could be

explained by tort liability“.33

36. Manning adjusted for the effect of market power on price by controlling for the

number of manufactu rers in his price regressions.

37. Holland et al. (2.010) have a working paper that examines the effect of punitive damages

caps on drug prices and side effects from drugs. The period of analysis is 1996—200}.

Unlike Manning (1997), they based identification on variation in tort exposure of

individual drugs due to variation in the geographic distribution of sales across US

states and the timing of tort reforms in different states. The variation in geographic

distribution in sales is in turn caused by variation in the geographic distribution of

diseases. Because the analysis is preliminary, the results are not reported here.

. He found no effect when he approximated liability with the number ofsuits, whether

or not successful. He also found no effect on price differential when hé‘ approximated
liability with survey or published results on the side effect profile of each drug. The
latter result is consistent with the lack of failure—to—warn liability when users already

know about the side effects of drugs.
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Manning’s (1997) result was dramatic but also of limited value. The analysis
was cross-sectional, so one does not know whether some unobservable feature of

the drug led to both more Suits and higher prices. For example, perhaps the FDA
required more clinical testing for some drugs but not others and it was this testing
that led to both a higher price and more tort suits. Indeed, the causation might be
reverse: perhaps the higher price of some drugs signaled higher profits fonnanu-'
facturers and invited suits. Finally, Canada is not a perfect control. Although it

does have less liability, it does not have zero liability.

Ultimately, there is need for more empirical research. Like the literature on
the costs and benefits of FDA regulation, the literature on tort liability has largeiy
overlooked medical devices. More importantly, there is no persuasive evidence on

the effect of tort liability on drug safety. Therefore it is hard to assess whether the
costs of liability from either the vaccine studies or the USlCanada comparisons

represents money well spent. \

CONCLUSION

The FDA controls which medical products may be sold and, together with prod-
uct liabilty law, the information that must be packaged with these products. These
levers have potentially large impacts on the welfare benefits from medical products. .
Like the products they regulate, the FDA and the courts can have both beneficial
effects (limiting the sales of unsafe products) and costly side effects (discouraging
the development and sale of efficacious medicines). In this chapter, we reviewed
the basic theoretical models for evaluating the costs and benefits of government

intervention and empirical studies that estimate parameters required by these
models. On the margin, it appears that empirical work lags behind the theory. It is
too early to pronounce judgment on the value of either FDA regulation or tort law.
Given the importance of the topic, however, we hope that substantial progress may
be made by the time the next review chapter on government intervention in drug
markets is due to be written.
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