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[57] ABSTRACT

A flash memory controller ancllor embedclccl memory con-
troller including Memoryl-‘EX Technology that uses data
compression and decompression for improved system cost
and performance. The Compression Enhanced Flash
Memory Controller [CET-'MC) of the present invention pref-
erably uses parallel lossless compression and decompression
engines embedded into the flash memory controller unit for
improved memory density and data bandwidth. In addition,
the invention includes a Compression Enhanced Memory
Controller (CEMC) where the parallel compression and
decompression engines are introduced into the memory
controller of the microprocessor unit. The Compression
Enhanced Memory Controller (CEMC) invention improves
system wide memory density and data bandwidth. The
disclosure also indicates preferred methods for specific
applications such as usage of the invention for solid—statc
disks, embedded memory and Systems on Chip (SOC)
environments. The disclosure also indicates a novel memory
control method for the execute in place (XIP} architectural
model. The integrated parallel data compression and decom-
pression capabilities of the CEFMC and CEMC inventions
remove system bottle-necks and increase performance
matching the data access speeds of the memory subsystem
to that of the microprocessor. Thus, the invention allows
lower cost systems due to smaller data storage, reduced
bandwidth requirements, reduced power and noise.

39 Claims, 24 Drawing Sheets
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1
PARALLEI. DECOMPRESSION AND

COMPRESSION SYSTEM AND METHOD
FOR IMPROVING S’I‘ORAGE l)ENSI'l‘Y AND

ACCESS SPEED FOR NON-VOLATILE
MEMORY AND I£MBl‘ll)I)l£I) MEMORY

DEVICES

CONTINUATION DAFA

This is a continuation-in-part (CIP) of U.S. patent appli-
cation Ser. No. 09}239,(>59 titled “Bandwidth Reducing
Memory Controller Including Scalable Embedded Parallel
Data Compression and Decompression Engines" and filed
Jan. 29, I999 (5143-01700).

FIELD OF THE INVENTION

The present invention relates to computer system
architectures, and more particularly to a Non-volatile
"Flash” memory and embedded memory controllers, which
includes embedded data Decompression andfor Compres-
sion engines for increased effective memory density and
improved bandwidth.

DESCRIPTION OF THE RELATED ART

Non-volatile storage devices such as Ill-‘ROMS {Erasable A-I
Programmable Read Only Memories), and EEPROMS
(Electrically Erasable Programmable Read Only Memories)
have stored computer instruction code and data since their
introduction. The architecture ofnon-volatile semiconductor

devices has remained substantially unchanged over recent
years. Flash memory semiconductors have recently surfaced
as the more modern non-volatile storage device allowing fast
in circuit re-programmability. Flash memory devices are
becoming more popular because of fast read and write
response, low cost and higher density. Still, the cost per
storage bit of Flash memory exceeds that of volatile DRAM
(Dynamic Random Access Memory) or SRAM (Static Ran-
dom Access Memory) devices. Flash memory devices cur-
rently are sold into two major marketplaces, the “solid-state
dis '” and "embedded systems” for program and data stor-
age. Additionally, system on a chip (SOC) shows promise
for embedded flash memory coupled to embedded MPU,
(Micro Processor Unit) SRAM, DRAM, and analog circuits
for execution of programs stored in such non-volitile flash
memory circuits. While solid—state disks are used widely for
"rugged” non-mechanical, non-volatile storage and lower
power, embedded systems use flash memory for program
and data storage typically for software field upgrades that
reduce the cost of support and maintenance. Some embed-
ded flash systems use the XlP{execute in place) architecture.
Here, the instructions and data are read directly from the
Flash memory device by the embedded Central Processing
Unit (CPU) or MPU for direct execution. In prior art, the top
end frequency of operation was slaved to the bandwidth
(instruction and data read rate) of the flash memory .sub- .
system. ‘thus, higher speed embedded processors, in order to
read from the flash directly (XII-‘ model), had to lower their
clocking rate due to slow read and write timing from the
Flash Memory Array 100. To avoid low frequency operation
some systems will copy flash data for execution to DRAM
or SRAM allowing for faster execution at increased cost due
to additional subsystem memory devices. The current state
of the art of Flash memory devices include a central pro-
cessing unit (CPU) cottpled to optional error correction
controller (ECC}, Flash Memory Array 100 for storage, and
charge-pumps for program voltage derivation. Non-
monolithic Flash memory devices typically comprise two or
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three devices, such as the Flash Memory Array, the Flash
controller, and DC to DC converter and supply voltage
generator. These Flash controllers typically couple to a bus
interface such as PCMCIA (Personal Computer Memory
Card International Association), ISA (Industry Standard
Architecture) or a proprietary CPU bus, and also to the Flash
memory storage array with an address, data, and control bus
interface. For monolithic or non-monolithic, devices the
purpose of the Flash memory controller is for orchestration
of read and write transfers of data between the main CPU

and the memory subsystem. Typically the program running
on the embedded CPU, in prior art flash memory controller
circuits. includes control functions (Sleep, Wake, Seek.
Compare, load and store) for proper Flash memory pro-
gramming and “wear” balancing. Wear balancing is due to
the limit of writes that flash can handle before faults begin
to occur. Thus, for solid-state disks where data is written

more often, a “wear balancing" program running on the
embedded CPU will optimally write data to areas that have
less access, thus prolonging the effective life of the flash
device.

Certain prior art systems utilize multiple Flash memory
devices with parallel combined data output pins to gain
improved memory bandwidth. The multiple Flash devices
are in many instances included primarily for added
bandwidth, and when only the added bandwidth is needed,
additional cost is incurred due to the multiple Itlash memory
packages required. Additionally, prior art Flash memory
systems have proven too expensive (cost per hit storage) for
high density mass market applications and thus have not
sold in substantial volumes to warrant dramatic cost reduc-

tions. ‘therefore, a new system and method is desired to
increase the etfective read bandwidth requirements required
by the Execute In Place model and the solid state disk
market for embedded applications and operating system
software, while reducing the cost per hit of non—volatile
Flash memory storage, thus establishing a new price per bit
and read access performance for non-volatile Flash memory
data and program storage.

SUMMARY OF TIIIE. INVI_-'.N'I‘ION

The present invention comprises a Flash Memory Con-
troller with embedded parallel compression andfor decom-
pression capability, also referred to as the Compression
Enhanced Flash Memory Controller (CEFMC), which pro-
vides improved data density, efficiency and bandwidth. To
enhance the X11’ performance of the CEFMC, the present
invention uses a decompression engine coupled to an SRAM
memory bu ll‘er, optionally configured as a data cache which
is coupled to an interface bus such as the ISA, PCMCIA,
PCI, Card—Bus or MPU proprietary bus. The memory con-
troller also couplcs either directly, or through a temporary
data latch, to the Flash Memory Array. In the preferred
embodiment the parallel decompression engine couples
through a data latch to a wide row of the Flash Memory
preferably embedded on the same silicon device. The wide
Flash Memory Array is typically the row-width of the
normal memory array such as 256 or 512 data bits. This
array is preferably coupled through a storage latch, which
preferably allows the next read address to pre—t'etch data
from the Flash Memory Array prior to completion of the
decompression stage. Further, in one embodiment of the
present invention, data has been pre—compre.ssed by a soft-
ware compiler tool prior to the write of such data into the
Flash Memory Array. Alternatively, for systems that require
dynamic write capability to the Flash Array, as in tile system
or solid state disk operation, a compression engine is added
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"in-line” with data also preferably located within the Flash
memory control circuit

The CEFMC is designed for the reduction of data band-
width and is located between the main memory andfor
system memory and the flash memory controller. The
CEFMC Technology reduces the bandwidth requirements
while increasing the memory eficiency for almost all data
types within the computer system. Thus, conventional stan-
dard Flash Memory cells can achieve higher bandwidth,
more elfective density, with less system power and noise
than when used in conventional systems without the
CEFMC technology.

The CEFMC transfers data between the Flash Memory
Array and the system MPU and its optional execution and
data memories. Therefore, the CEFMC technology of the
present invention typically resides between the MPU, main
memory and the Flash Memory Array. In an alternate
embodiment, the compression andfor decompression
engines may reside in the MPU memory control unit, thus all
memory data including flash memory can make use of lower
pin-out interconnect buses, more elfcctive memory
performance. and increased effective memory density for all
types of memory coupled to the MPU device.

The CEFMC technology is designed to embed into prior
art flash memory oontrol circuits. Thus, the current
invention, using the novel parallel architecture to compress A-1
and decompress data streams. substantially improves band-
width and ellective storage density within the computing
system. In addition, the CE-FMC Technology has a “scal-
able" architecture designed to function in a plurality of
memory configurations or compression modes with a plu-
rality of performance requirements as indicated in US.
patent application Ser. No. 09,239,659 titled “Bandwidth
Reducing Memory Controller Including Scalable [Embedded
Parallel Data Compression and Decompression Engines"
and filed Jan. 29, 1999 (S143-01700). Scalability allows for y
a non-symmetric compression rate as compared to the
decompression rate. Write data can match the effective write
speed of the Flash Memory Array, using fewer input sym-
bols in parallel during compression, thus reducing gate
count and size. Read data can be decompressed with a
different number of input symbols per clock or access, thus
allowing the read data to be decomprcssed at an alternate
rate. Thus, the non—symmetric nature of the invention during
reads and writes allows tuning of the memory access time
vs. gate count to greatly improve performance and cost.

When configured for “execute in place” (XIP model),
compressed data is programmed in to the flash memory for
execution by the system MPU. The CEF-MC invention
decompresses the data as it is read by the MPU from the
flash memory. In an alternate embodiment a DMA device
can also be used to read data in a parallel fashion from the
flash memory device. In the preferred embodiment, data
presented at the output bus of the Flash Memory system is
retrieved when the "rcady” output (ready is a control signal
associated with the MPU and Flash controller interface)
transitions state during a read data request. The "‘ready"
output indicates that the data has been successfully read
from the Flash Memory Array and decompressed for con-
sumption by the MPU. Any form of ready output indication
can be used, as the "wait" is due to the decompression of a
new block of data not previously stored in the SRAM buffer
or cache. Alternatively, the timing specifications can include
delay time specification indicating a “maximum delay” such
that the MPU ofsystem device waits for some period of time
in order to process the decompressed requested data.

The CEFMC technology allows data to be stored in
multiple compression formats and blocks sizes, as indicated
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in U.S. patent application Ser. No. 09t'239,659 titled "Band-
width Reducing Memory Controller Including Scalable
Embedded Parallel Data Compression and Decompression
Engines”, referenced above. Thus, data can be saved in
either a normal or compressed format. retrieved from the
Flash Memory Array for MPU execution in a normal or
compressed format, or transmitted and stored on a medium
in a normal or compressed format.

To improve latency and reduce performance degradations
normally associated with compression and decompression
techniques the CIZFMC encompasses multiple novel tech-
niques such as: 1) Compiler directives for data types and
block sizes for optimal compression and access speeds; 2)
parallel lossless compressionfdecomprcssion; selectable
compression modes such as losslcss, tossy or no compres-
sion; 3) data caching techniques; 4) unique address
translation, attribute, and address directory structures, as
illustrated in U.S. patent application Scr. No. 09,239,659,
referenced above.

The CEFMC Technology preferably includes novel par-
allcl compression and decompression engines designed to
process stream data at more than a single byte or symbol
(character) at one time. These parallel compression and
decompression engines modify the single stream dictionary
based {or history table based} data compression method
described by Lempel and Ziv to provide a scalable, high
bandwidth compression and decompression operation. The
parallel compression method examines a plurality of sym-
bols in parallel, thus providing greatly increased compres-
sion performance. The CEFMC technology, in an alternate
embodiment, reduces latency further by use of multiple
compiler hooks to distinguish program data space from table
look—up data. Thus, if indicated, a bypass of the decompres-
sion engine will send data directly to the output interface bus
without delay. A priority scheme can be applied such that
compression and decompression operations are suspended
as higher priority noncompressed data is transferred. Thus,
reduction of latency and improved elficiency can be
achieved at the oost of additional parallel bullets and com-
parison Iogic. Compiler directives interpreted by the decom-
pression controller, can be embedded within the compiled
XIP code for notification ol’ compressionldecompression
bypass.

In summary, the integrated data compression and decom-
pression capabilities of the present invention removes sys-
tem bottlenecks allowing a higher frequency MPU clock by
de-coupling the Flash Memory access time from MPU clock
frequency. In addition, the present invention reduces the data
storage size allowing more storage per Flash Memory Array.
This lower Cost system is due to reduced data storage
requirements and improved bandwidth results. This also
increases system bandwidth and hence increases system
perfomtance. Thus the compression based Flash Memory
Controller of the present invention is a significant advance
over the operation of current memory controllers.

BRIILF DESCRII-"l'ION OF Tllli DRAWINGS

A better understanding of the present invention can be
obtained when the following detailed description of the
preferred embodiment is considered in oonjunction with the
following drawings, in which:

FIG. 1 illustrates a typical embodiment for the prior art
Flash Memory Controller architecture without Compression
Enhancement for the solid-state disk;

FIG. 2 illustrates a typical embodiment for the prior art
Flash Memory Controller without Compression Enhance-
ment for the execute in place (XIP) model;
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FIG. 3 illustrates the Flash Memory Controller with
embedded parallel Compression and Decompression
engines;

FIG. 4 illustrates the embedded parallel Compression and
Decompression Engines embedded into the MPU for the
system memory control interface;

FIG. 5 illustrates the preferred embodiment for the
execute in place (XIP) model when only real—time data
decompression is necessary;

FIG. 6 is a detailed block diagram illustrating the internal
architecture of the control logic embedded within the Com-
pression Enhanced Flash Memory Controller (CEFMC)
invention;

FIG. 7 shows the compression block read and write
process flow for the solid state disk embodiment of the
Compression Enhanced Flash Memory Controller invention;

FIG. 8 illustrates the process ilow for Execute In Place
(XIP) mode cl‘ operation for the Compression Enhanced
Flash Memory Controller invention;

FIG. 9 is the process flow diagram for the Compression
Enhanced Memory Controller {CEMC) invention when
embedded into the MPU as the system memory controller.

FIG. 1l]A illustrates the sequential compression technique
of the prior art dictionary-based LZ serial compression “
algorithm;

FIG. 10B illustrates the parallel compression algorithm
according to the present invention;

FIG. 11 is a high-level flowchart diagram illustrating
operation of the parallel compression;

FIG. 12 is a more detailed flowchart diagram illustrating
operation of the parallel compression;

FIG. 13 illustrates the entry data history and input data
compare and results calculation for the parallel compression
and decompression unit;

FIG. 14 shows the parallel selection and output generation
block diagram;

FIG. 15 shows the operation of the counter values, output
counter and output mask used for output selection during the
parallel compression operation of the present invention;

FIG. 16 illustrates the Output Generator Flow diagram;

FIG. 1'? illustrates an example of the parallel compression
operation indicating the data flow through multiple cycles;

FIG. 18 illustrates a high speed parallel comparison
circuit used to find the largest count of matching entries to
the history table;

FIG. 19 further illustrates the select generation logic and
entry compare logic designed for high data clocking rates;

FIG. 20 illustrates the logic table for the high speed
parallel comparison;

FIG. 21 is a table illustrating the header information
presented to the lossless decompression engine;

FIG. 22 illustrates the four stages used for the parallel
lossless decompression algorithm;

FIG. 23 illustrates the eight decoder stages required to
generate the start counts used for the parallel decompression
process according to one embodiment of the invention;

FIG. 24 illustrates a single decoder block used by the
stage 1 input selector and byte counter of FIG. 22;

FIG. 25:: is a table indicating the check valid results table
of the decode block; and

FIG. 25b is a table describing the Data Generate outputs
based on the Data Input and the Byte Check Select logic.
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DETAII.ED DESCRIPTION OF THE

PREFERRED EMIiODlMI_-'.NT

Incorporation by Reference
U.S. patent application Ser. No. {l9,=’239,659 titled "Band-

width Reducing Memory Controller Including Scalable
Embedded Parallel Data Compression and Decompression
Engines”, which was filed on Jan. 29, 1999 (5143-(11700), is
hereby incorporated by reference in its entirety as though
fully and completely set forth herein.
Prior Art Computer System Architecture

FIG. 1 illustrates a block diagram of a prior art Flash
Memory Controller architecture. Prior art flash memory
systems are often too expensive on a “pcr—bit” basis as
compared to hard disk drive devices for data storage. The
higher cost is offset by both lower power and harsh enviw
ronment operation where disk substitutes must be chosen.
Prior art Flash memory controllers typically include an MPU
140 or hard wired instruction A interpreter (not shown),
coupled to logic for error correction and detection and flash
ware logic (120), coupled to the main Flash Memory Array
interface logic 150. The MPU 140 is used to regulate the
Flash memory access cycles and control operation to mimic
standard disk drive protocol. The MPU 140 is typically
coupled to an internal addrcssidata bus 145 which couples to
the bus l.t'l~' 180, the Control logic block 150, the Error
detection and Correction block 120 and finally to the Flash
Memory Array 100. Also, for data that requires a plurality of
writes to the same address range, load leveling logic or
“wear logic” 120 is employed to spread the write cycles to
alternate Flash Memory Array blocks. This action increases
the life expectance of a particular area of the flash array by
write block distribution. Thus, an address and data bus 145

is the main connection between the logic blocks for trans-
mission of address and data within the Flash Memory
Controller system. Data from the extemal interface is con-
nected to the internal Bus Interface logic 180 which also
couples to the main address and data bus 145 and the Flash
Memory Controller Reset and Control block 160. Reset and
control is needed to power on and "ready" the Flash Memory
Array 100, the MPU 140 and initialize the Error Correction
and Detection block 120. The data bulier 160 is used in two

ways during read and write cycles. During read cycles. from
the Flash Memory Array 100, and under control of the Bus
Interface 180, the data buffer 160 acts as a depository for
llash data that is read from the Flash Memory Array 100
under request of the system bus control 119 and system bus
address 117. During write cycle requests from the bus
interface unit 180, the data bulfer 160 acts as a write posting
bullier for large blocks of data to be written into the Flash
Memory Array 100. Due to the long write access time and
block clear functions of the flash array 100, the data buffer
160 can decouple the system write speed from the slow
Flash Memory Array 10!) write speed. Typically the write
speed is Va the read time due to the nature of the Flash
Memory Array 100. In addition, a Flash Memory Control
block 150, coupled to the main control logic block 160.
controls the strobes for data access or deposit into the Flash
Memory Array 100. Illustrated in FIG. I is also an embedded
ROM 170. This ROM is necessary to initialize and reset the
MPU 14!] for proper operation and execution of commands.
A DC to DC‘ converter 190 is coupled to the Flash Memory
Array 100 for generation of the proper operation voltages.
Currently prior art systems for solid state disk control such
as the one of FIG. I are used primarily for code storage and
execution by an external CPU device. with a functional
operation similar to a mechanical system disk.

The system of FIG. 2 shows the prior art used to store
instructions and data used by an external CPU 400, external
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CPU dedicated memory 420. or external system memory
440 all supporting the execute in place (XII-’) mode of
operation. In some priol‘ art systems the external CPU,
dedicated memory 420, and system memory 440 may be
integrated into the same device or into separate non-
monolithic devices. The XII’ model allows the system CPU
409 to run with direct instruction access from the Flash

Memory Array 100. In the prior art of FIG. 2, a bus interface
180 may be coupled to an external or embedded CPU 400,
and memory 440 by the Data bus 118, the Control bus 119
and the address bus 117. The internal address and data bus

145 is coupled between the bus interface unit 180 and the
Flash controller logic 150. In addition, the address and data
bus 145 couples to an internal Error Correction and Error
Detection unit 120, and to the internal boot ROM 1130 which

also couples to the Flash controller 150 and the Bus interface
logic 180. The internal control bus 147 also couples to the
Bus Interface 180, the Boot ROM 170, the EDCIECC logic
block 120 and the Flash Memory Controller unit 150 used to
control the read and write operation as indicated by the -
external or embedded CPU connected to the other side of the
Bus Interface unit 180. A DC to DC converter 190 is used

to generate the necessary program and clear voltages needed
to run the Flash Memory Array 100.

The XIP prior art model illustrated in FIG. 2 is often too _
slow to run instruction and data cycles directly to the CPU
interface without either slowing down the CPU 400 clock to
match the access times of the Flash Memory Array 100 or
inserting wait states in data access cycles from the Flash
Memory Array 100. This is due to the relatively slow access
speed from the Flash Memory Array 100. Thus, a system to
increase both the storage density and the read access band-
width is desired as outlined in the present invention.
Computer Architecture of the Preferred Embodiment

The embodiment of the present invention teaches a
method of using fast parallel compression and decompres-
sion technology as outlined in patent application Ser. No.
09,039,659 titled “Bandwidth Reducing Memory Controller
Including Scalable Embedded Parallel Data Compression
and Decompression Engines” and filed Jan. 29, 1999 (5143-
0 I700), to increase the effective density and read access time
of non-volatile storage devices such as llash memory inte-
grated circuits. As flash memory is used more on high speed
buses, multiple llash devices must be used in parallel to
obtain the bandwidth of the higher speed buses. This
increase in devices or array row size in embedded llash
becomes more costly to implement as the data path grows in
width. By merit of the present invention, Flash Memory
Array data is decompressed to a higher delivery bandwidth,
thus, the need for multiple parallel devices or wide row
interfaces for embedded flash is not necessary. Increased
bandwidth rates are complemented by the additional flash
data and program storage space of the present invention. In
the preferred embodiment of the present invention the
invention may be integrated onto the [lash memory oontrol- _
Ier IC, which also preferably can be integrated directly onto
the flash memory storage cell array to form a single mono-
lithic IC for non-volatile data and program storage.

FIG. 3 illustrates the preferred embodiment for the flash
memory device when used for non—volatile storage in a
computer or computing appliance. Typically the embodi-
ment of FIG. 3 is used for file system software control
similar to the operation of a mechanical hard disk. In fact,
solid-state Disk systems will follow the exact protocol
standards as mechanical hard drives use. As system buses
increase in speed and drive interface specifications are
adopted to higher speed drive interfaces, such as 66 Mhz
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PCI, a higher speed compression technology is required to
service application specific markets such as the solid state
disk market as disclosed in this invention. In order to read

and write compressed data. FIG. 3 illustrates both the
parallel compression and parallel decompression engines
260 and 270. This disclosure focuses on the use of flash

memory devices with compression and decompression for
Ille system storage and retrieval (as in solid state disks
applications} and the execute in place model (XIP in embed-
ded applications). In the preferred embodiment both com-
pression and decompression engines are present for data and
program storage and retrieval. Alternate emhodinients may
use only the parallel decompression engine, as compression
is used only for write data when writes to the Flash Memory
Array 100 are seldom. Thus, write data in this alternate
embodiment may be compressed by a software routine
running in the main CPU 400 such that there is no need for
the parallel hardware compression unit. Again, referring to
FIG. 3, the preferred embodiment for the solid state disk
system 900 is illustrated. The Compression Enhanced Flash
Memory Controller (CEFMC) 200 is comprised of the
System Bus Interface unit 180, a Buffer SRAM 160, which
alternately could be configured as a cache memory structure,
the compression engine 260, decompression engine 230, the
bypass logic 240, Error Correction and Detection including
llash block address generation for wear control 220, the DC
to DC Converter 190 and linally the Flash Memory Array
byte multiplexes and memory control interface 120.

The CEFMC 200 Flash Memory Controller is preferably
coupled to the System Bus 118 and the Flash Memory Array
I00. While prior art systems may contain ECCIEDC 220 and
DCIDC converters 190, the present invention has novel
blocks for fast access of compressed and decompressed data
transfers. The System Bus Interface logic 180 couples to the
System Bus 118 and to the Flash Controllers SRAM Bufier
160. The purpose of the interface logic is to present Address
117, Data 118, and Control 119 according to the System Bus
Interface standard. Such interfaces may be PCI, Card-Bus,
PCMCIA, Local CPU 400 bus, etc. The Bus interface unit
180 performs the necessary timing of address and data as
well as control strohes during access of the System Bus 118.
The Flash memory controller of the present invention also
may use an optional SRAM Buffer 160. The Storage Buffer
160 may be configured as a cache memory for alternate
embodiments. The SRAM cache memory 160 of the present
invention dc-couples the bus timing and control require-
ments from the Flash Memory Array and compression!
decompression process. The SRAM Bu [fer 160 may be
coupled to the Decompression Engine 280, the Bypass
l.ogic 240 and the Compression Engine 260, as well as the
Compression Control Unit 300, and the Bus Interface Unit
180. The compression block size and the amount ol'SRAM
bufler storage may be related. For solid-state Disk applica-
tions of the preferred embodiment, the size of the buffer only
need be large enough to elfectively keep data in a "streaming
manner“ from the Flash Memory Array 100 to the System
Bus Interface 180. Thus. because the parallel compression
and decompression process is fast enough, it can process the
data in a streaming manner with the compression or decom-
pression process "in—line" between the System Bus 118 and
the Flash Memory Array 100. In the XIP embodiment, this
buffer becomes more substantial in size and becomes a

caching memory where preferably the cache block size is
equal to the compression block size and the overall cache
size is preferably at least 4-X the compression block size. The
SRAM Butler 160 is controlled by the Compression Control
Unit and Data Directory 300 as data traverses between the
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System Bus 118 and the Flash Memory Array 100. The
Compression Control Unit 300 is responsible for load and
unload of data to and from the SRAM Buffer 160. In

addition, the SRAM Buffer 160 may be multi—ported or
single-ported depending on the application requirements.

As indicated in FIG. 3 the I;'(?(.‘,~’L‘.t)C and Ware Leveling
Logic 220 are preferably coupled to the Decompression
Engine 280, the Bypass latches 240, the Compression
Engine 260, and the Flash Memory Interface and Byte
Multiplexing Logic 120. The purpose of the IECCIIJDC and
ware leveling logic are no different than in prior art solid
state disk controllers. Error Correctinnmetection is used to
correct data that has different data between the write and the

read of such data. Aware leveling process is used to keep the
data written to the non-volatile memory distributed across
the entire Flash Memory Array 100 in order to keep the
device from premature data retention failure. Typically in
the XIP model, these units are not required but may be used
for added data quality.

The parallel Decompression Engine 280 is coupled to the -
SRAM buffer 160. The Decompression engine 280 reads
data from the ECCKEDC‘ control unit 220 or in alternate

embodiments directly from the Flash Memory Array inter-
face logic and Multiplexer 120, or may interface directly
from the Flash Memory Array I00. The Decompression A-1
engine 280 is also coupled to the Compression Control Unit
300. The purpose of the Decompression Engine is to expand
compressed data that is read from the Flash Memory Array
100, thus increasing the effective density of the Flash
Memory Array 100 and increasing the effective data band-
width and transfer rate onto the output System Bus 118. The
decompression engine 280 receives control and directory
information from the Compression Control unit 300 for
instructions during the decompression process of the data.
Included within this IS[] control is the initialization of
new compression blocks and block sizes. In addition, the
decompression engine 280 informs the Compression Con-
trol unit 300 about data fetch requirements to keep the
decompression pipe-line full.

A Bypass Unit 240, coupled to the SRAM Buffer 160, the
ECCIEDC 220, or in alternate embodiments directly to the
flash memory interface 120, does nothing to the data during
transfer operations. instead, the Bypass Unit 240 is coupled
to the Compression Control Unit 300 for the process of
passing data without compression or decompression opera-
tion. The Bypass Unit 240 is preferably a set of
bi-directional multiplexers for such purpose. Also in the
preferred embodiment, the bypass unit 240 is instructed by
the Compression Control unit 300 when data is to be
compressed, dccompressed or bypass compression alto-
gether. lnstructions to the Compression Control unit 300 to
"bypass" compression may come from embedded directives
compiled into code which runs on the CPU 400 or directly
from the Compression Control Unit 300 based on Bus
Control signals [19 from the System Bus 118 which indicate _
block sequential or singular readfwrite operation. As an
example, in the XIP model, look up table information which
typically is random reacts on small or single values would
not benefit from the block compression of the present
invention. These lookup tables may be flagged by the
compiler (or programmer) as data fields that should not be
compressed. Thus, data of this type may be read without
additional latency caused by the decompression operation.

In addition in the preferred embodiment is a compression
engine 260 which is also coupled to the SRAM Buffer 160,
the I".-”.CCfI3I)C Unit 220 or alternatively directly to the llash
memory interface 120, and to the Compression Control unit
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300. Compression engine 260 of the present invention is
only necessary if real time, high speed compression is
necessary on write data to the Flash Memory System 900. In
alternate embodiments, such as the XII’ model, the com-

pression engine 260 is not necessary as either the Main CPU
400, or the compiler can compress the instructions and data
values in non—real—tirne as a prcoperation to actual execution
of the instructions or usage of the data. In the preferred
embodiment, for computer system file storage these writes
are necessary and are a regular component of the flash
system 900. In this environment it is necessary to compress
data for file system storage and thus a parallel compression
engine 260 is desirable.

Again in reference to FIG. 3, the Compression Control
unit and Data Directory 300 performs all control of the logic
blocks indicated and performs address translation for the
compression directory services. As indicated in FIG. 3 the
Compression Control unit 300 has a data bus 109 that
couples to the memory interface 120. In the preferred
embodiment “header-data” is multiplexed into the com-
pressed data stream for storage along with the compressed
data into the Flash Memory Array 100. The Compression
Control unit contains a translation unit that converts the

input request address 117 into compressed block address
used to access compressed blocks from the Flash Memory
Array during decompression. The Compression Control
block 300 may couple to the Bus Interface Unit [80, the
SRAM Buffer 160, the Compression Engine 260, the Bypass
Unit 240, the Decompression Engine 280, the ECCKEDC
unit 220, the llash memory interface unit 120 the DCKTJC
Converter 190 and finally the Flash Memory Array 100.
Control of all the internal blocks is preformed by the
Compression Control Unit 300. Thus, in the preferred
embodiment, the Compression Control unit 300 is the main
control unit for the CEFMC 200.

The Flash Memory Array 100 comprises non—voIatile
llash memory storage cells with standard array row address
and control for reads, writes, and programming of the cells
in the array. In addition the Flash Memory Array 100
couples to a DCIDC Converter 190 in-order to clear flash
memory blocks within the Flash Memory Array 100. The
Compression Control unit 300 also may couple to the Flash
Memory Array 300 for additional control during program,
reads, and writes of the array. The Flash Memory Data Bus
110 may be of varying widths as necessary for the process
of the array or for specilic application environments. In the
preferred embodiment, the array 100 is monolithic with the
CEFMC 200 and the data bus 110 from the array is 128 bits
or wider. This width is also dependent on the final data
transfer rate of the preferred invention and is documented
later in this disclosure.

In alternate embodiments, the same benefit of compres-
sion and decompression can be achieved by use of the
compression and decompression engines at the Micropro-
cessor 400 memory control interface. As illustrated in FIG.
4, the Compression L-‘.n|:ianced Memory Controller (CEMC)
910 of the present invention may be implemented as an
external or embedded unit in the MPU 400 device. Thus, the
entire system can benefit from the parallel compression and
decompression procedure of the present invention. FIG. 4
shows the preferred embodiment of the MPU unit 400, the
dedicated Compression Cache 425, the decompression
engine 280, Compression Engine 260., Compression Control
and data directory unit 300, and the Memory Interface and
BusTiming unit 135. MPU unit 400 may also include bypass
logic (not shown). The Compression Enhanced Memory
Controller (CEMC) unit 910 is coupled to the Micro Pro-
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cessing Unit 400 which preferably in combination fonTts the
embedded MPU unit 920. The embedded MPU Unit 920 is

coupled to the Flash Memory System 900 (which in this
alternate embodiment does not require the present inven-
tions CEMFC 200. and may be implemented with the prior
art system of FIG. 1 or FIG. 2). The embedded MPU 400 is
preferably coupled to the Flash Memory System 900 and to
the main memory bank 440 of the system. In this
embodiment, all units maybe configured as a system on chip
(SOC) or as individual components in a non-monolithic
environment. Thus, Embedded Memory 440, typically ori-
entated in arrays, represent on-chip data storage area for
volatile containment of instructions and data. Embedded

memory typically is of Static Random Access Memory
(SRAM) or Dynamic Random Access Memory (DRAM)
form. In the present embodiment of the CEMC 910, Com-
pression Cache memory 425 is coupled to the Micro Pro-
cessor Unit 400, the Decompression engine 280, the com-
pression engine 260, the bypass logic 240 and the
Compression Control unit 309. The Memory interface and -
timing unit 185 is coupled to the System Interface Bus 118
and performs the proper timing, address, data, and control
interface to the Bus 118 according to the system bus protocol
specifications. The memory interface 185 also couples to the
Compression Control unit 300, Decompression Engine 280, A-1
Bypass Logic 240 and the Compression Engine 260. The
memory interface and timing unit 185 performs the data
transfer functions between the compression and decompres-
sion engines and the system interface 118. In addition, the
memory interface and timing unit 185 controls the data
transfer between the Flash Memory System 900 and the
main memory bank 440.

Operation ofthe CEMC 910, as illustrated in FIG. 4, is to
compress data and assign directory information to the com-
pressed data transferred between the Cache Memory unit
425 and external system memory such as the Flash Memory
Array 900 andfor the main memory 440. Control of com-
pression operation address locations and compression block
size is under software or firmware control. Software or
Iirrrtware instructions for such controls located in embedded

or external ROM, the Flash Memory System 900, or in Main
Memory 440. In addition, the MPU 400 may read decom-
pressed data from the Compression Cache 425, the Flash
Memory System 900, the Main Memory 440 or other
external memory systems not shown in FIG. 4. Data that has
been stored compressed in the Iilash Memory System 900 or
System Memory 440, is decompressed and either executed
directly from the Decompression Engine 280, or
decompressed, stored in the Compression Cache 425 for
execution by the MPU 400. The Compression Cache Control
unit 300 preferably performs the cache control functions by
looking at the address from the MPU 400 and making the
determination for compression, decompression, bypass, or
cache hit operations.

Another possible embodiment of the XI? model is shown .
in FIG. 5. Here the CEFMC is illustrated without the

Compression Engine 260 shown in the (flif-‘MC of FIG. 3.
FIG. 5 shows the Main Memory 440 and the MPU 400
coupled to the System Bus 118, which is coupled to both the
Bus Interface] 80 and the Compression Control Directory
300. The Data Buffer 160 is coupled to the Bus Interface 180
and to both the Decompression Engine 280 and the bypass
logic 240. The Error Correction and Error Detection Con-
troller 225 is coupled to both the Decompression Engine 280
and the Bypass Logic 240, and to the Flash Memory
Interface and byte multiplexes 120. As indicated, the ECCE
EDC unit of the current embodiment does not require the
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"ware logic” as in the solid state disk environment. This is
due to the fact that writes to the flash array in the current
embodiment are very seldom done; usually only for field
upgrades of firmware. The Flash Memory Interface 120 is
coupled to the Flash Memory Array 100. The Compression
Control Unit 300 connects to the System Bus 118, the Bus
Interface Unit 180, the Data Buffer 160, the Decompression
Ijngine 280, the Bypass Logic 240, the ECCJEDC unit 225,
the flash memory interface 120 and the Flash Memory Array
100. In this present embodiment of FIG. 5, the compression
is either preformed by the compiler software prior to run-
time execution or by the firmware or software running on
either the embedded MPU 400 of FIG. 1, or the external or
embedded MPU 400 of FIG. 2 or FIG. 3. In addition, the

embodiment of FIG. 5 operates similar to the internal units
as illustrated and documented in FIG. 3 without the need for

hardware compression. The directory and compression
directives are embedded by the user software at compilation
time. The Compression Control Block 300 is simplified and
is now only required to perform the control for the decom-
pression andfor bypass operation as previously defined.

The compression control unit 300 controls the operation
of the compression, decompression, bypass and memory
control functions of the present invention. FIG. 6 indicates
a control block that can be used for any of the embodiments
disclosed. Note that in some cases elements of the compres-
sion controller 300 are not needed. The address, data, and
control interface may enter into multiple internal logic units
in compression controller 300. The compression overflow
and translation unit 310 performs the allocation of compres-
sion addresses and overflow memory allocation. This unit
couples to the Directory and Header Generation Logic 360
which generates header and packet information for the Flash
Memory Interface Unit 120. The Compression Overllow and
Translation Address unit 310 also determines the compres-
sion block size and the memory page address. The Com-
pression block size information is coupled to the Compres-
sion and Decompression Control logic 340 for eventual
control of the compression and decompression engine opera-
tion. Also, the Command Interpretation and Control unit 320
interfaces to the System Bus 118. This unit traps instructions
from the embedded MPU 140 or external MPU 400 when

indicated by either a specific address or by eonditions on the
Bus Control 119 inputs from the System Bus 118. Instruc-
tions are decoded by the Command Interpreter 320 for
control and process flows indicated in FIGS. 7 & 8. The
Command Interpretation and Control unit 320 couples to the
Compression and Decompression Control logic unit 340, the
Control Interface Address Decoder 330 and the ECCKIEDC

Memory control unit 350. Commands are sent to each of
these units to control other units within the CEFMC 200

andlor CEMC 910 of the present invention. Additionally, the
Control Interface Address Decoder Unit 330 also may
couple to the System Bus 118 to decode address ranges for
proper command, operation and control. This tlnit oouples to
the Compression Translation Address logic 310, the Com-
mand Interpretation unit 320, and the Bypass Logic 240, and
performs the Row address 104 calculation for the Flash
Memory Array 100. The Control Interface unit 331) receives
the page address from the Translation Table unit in the
Compression Overflow and Translation Address generator
310 to determine the correct address required in the Flash
Memory Array 100. Error Correction and Memory Control
unit 350 performs the required control for both the l:LCCr'
EDC byte multiplexer 220 and the Flash Memory Interface
Unit 120 and may include some control information for the
Flash Memory Array 100. The Directory and Header Gen-
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eration logic 360 couples to the Compression Overflow and
Address Translation unit 310 and the Compressioni
Decompression Control logic 340 and performs the genera-
tion of the header data and controls the insertion by the
header data into the compressed data stream at the Memory
Interface unit 120 via Control Bus 109. Header data is
defined as the information needed to describe to the decom-

pression engine specific inforrnation during the decompres-
sion process to decompress the data of the present compres-
sion block. In the embodiment where Compression Cache
425 memory is used for data storage bulfers for de-coupling
of decompression data from the system interface 118, the
Cache and Coherency Controller 370 may be required. The
Cache and Colterency Controller 370 couples to the
compressionfdecompression Control logic 340, the com-
pression overflow unit 310, and the Compression Cache
Memory 160 for generation and notification for Compres-
sion Cache control. This unit 370 may contain tag address
tables for cache hit;'mi.ss information and may also contain
other logic necessary to control the system coherency.

The access flow diagram for the solid-state disk embodi-
ment l0 illustrated in FIG. 7. This flow—chart describes the

CEFMC operation of the preferred embodiment 10 illus-
trated in FIGS. 3 and 6. FIG. 7 shows the process for read
access and write access, tolfrom the Flash Memory System A-I
900. 'I'he tlow diagram of FIG. 7 is for data that resides either
in the SRAM Buffer 16001" in the Flash Memory Array 100.
In the first step of FIG. 7, access to the solid state disk drive
900 must be established as indicated in block 3010. If the

correct System Bus 118 address and control are present, the
initial decoder indicates the initiation of an access cycle.
After selection, an address decode is performed in block
3020. If not, the flash disk system 900 continues to wait for
the next select cycle indicated on the System Bus. 118. After
the address for the flash disk system 900 is decoded, it is
possible to determine if the disk access request is a “control
instruction” or “command” indicated in step 3030. If the
address decode step 3020 indicates a “oommand" then the
proces.s proceeds to block 3140 where the command is
interpreted and written to the appropriate control register for
execution. If not a oommand or instruction, the how pro-
ceeds with step 3040 to determine if the requested address
has already been decornpressed with the access data cur-
rently valid and stored in the Data Buffer 160. If the
requested access address indicates a valid “hit” in the data
buffer the process proceeds with step 3070. Step 3070
determines if the operation is a read or a write toffrom the
Data Buffer 160. In step 3070 any cache or butler mainte-
nance to indicate the last transaction is also performed. As
indicated in 3080, this process continues until the entire
requested operation is completed. If at any time the trans-
action address does not represent data in the range of the
Data Buffer 160, then the How continues with step 3050,
where a determination of flash memory access vs. flash
memory storage is required. Assuming the general case in .
3050 which is a read access of the Flash Memory Array 100,
the [low continues with step 3060. The CEFMC Compres-
sion Control unit 300 new determines the access translation

address by translating the System Bus 118 address into the
compression block address. The flow continues with the
derivation of the Flash Memory Array 100 row address and
compressed data access indicated in step 3090. Accessed
data from the Flash Memory Array 100 is then tra nsfcrrcd to
the l;'CCtEl)C block 220 by the Flash Memory Interface
Unit 120. The process of step 3100 is to error correct andfor
error detect the incoming compressed data stream. Also in
step 3100 is the compression header extraction operation to
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determine the proper control states for the decompression
engine 280. In the header extraction process, the Flash
Memory Interface 120 passes the compressed data header to
the Compression Control unit 300, and the Compression
Control unit 300 then extracts information from the header

for use in the following decompression process. In Step 3110
the Decompression Engine 280 decompresses the error
corrected compressed data under control ofthe Compression
Control unit 300. Once the data is in decomprcssed format,
it is written to the Data Buffer 160 and on to the System Bus.
Interface unit 180 for timing and synchronization to the
System Bus 118 protocol requirements. Acheck is made in
step 15; 3130 to see if additional blocks are required to
complete the entire read transaction. If so, the process
proceeds with step 3060 to begin the address translation for
the next compressed block read. If the entire access transi-
tion is complete, the process idles in step 3010 awaiting the
next transaction request from the System Bus. 118.

Referring to step 3050 again, if the transaction is a solid
state disk write request, the process continues in step 3150.
It is assumed that data must be compressed into the Flash
Memory Array 100. Step 3150 must determine if any blocks
ofthe Flash Memory Array 100 are cleared and ready for the
write data. Not shown in this flow diagram is the process for
clearing Flash Memory Array 100 blocks for storage of data
pages onto the Flash Disk System 900. After identification
of the open llash block, a reallocation of the block address,
and if necessary, a de-allocation ofthe old block address, the
CEFMC 200 is ready to proceed to step 3160. It is assumed
that the input write data is latched into the Compression
Engine 260 under control of the Compression Control unit
300. Step 3170 then starts the compression process as the
Compression Control unit 300 develops the compression
header and assigns a translation address for storage of the
compressed block into the Flash Memory Array 100.
Typically, multiple compression blocks make up one data
page of storage. In step 3180 the Compression Controi unit
300 continues to latch data and compress data (steps 3160 &
3170) until the compression block has been completed. Step
3180 determines if a new compression block needs to be
started. and, if so, continues to step 3190 where the com-
pression block header is built with specific information
about the compression block. In step 3200 the ECC data is
calculated and combined with the compressed data and sent
along with the compression block header data to be merged
in the Flash Memory Interface and byte multiplex unit 120.
The final compressed block with header and error correction
information is then written to the Flash Memory Array 100
in step 3210. This process continues in step 3220 until all the
entire page of data from the System Bus 118 has been
compressed and stored into the Flash Memory Array 100.
The flow of FIG. 7 assumes that only page transfer read and
writes are performed. Not indicated is the operation for
partial biock access or specific partial block writes. This
operation is discussed in some detail in the XII’ [low of FIG.
8.

The preferred read transaction [low for the CEFMC 200
is shown in FIG. 8. FIG. 8 indicates the preferred process
flow for the embodiment as indicated in FIG. 5 of the present
invention. This XIP model assumes that software compres-
sion of the data is preformed at compilation time, and a
compressed image is written into Flash Memory Array 100
prior to run—time operation. In this “mostly read-only“
model instructions and data are read directly from the Flash
System 900, and any data modification is kept during
operation in either the Main Memory 440 or dedicated MPU
Memory 420. Starting with the access selection from the
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System Bus 113 to the CEFMC 200 in step 3440, the flash
controller stays in idle until the proper state of the System
Bus 1l8 indicates a transaction to the Flash Memory Array
100. If selected, an address decode process in step 3450
determines the type of operation required by the System Bus
118 or system MPU 400. Step 3450 determines if the
transaction is an instruction or command to the CEFMC 200

[or internal control. If a command, the process continues
with step 3140 to process the command or control operation.
If not a command, the process continues with a determina-
tion if the address for transaction has data that is currently
valid in the Compression Cache 425, thus in step 3460 a
cache hit or miss is determined. If a Compression Cache hit
is determined by the Compression Control unit 300, the
process continues with step 3410 where a read or write of the
cache block or sub—block address is completed. Step 3410
completes the read or write transaction while step 3420
updates the state of the cache controller. A determination is
then made to see ifmore data is required to be read or written
during the transaction in step 3420. If the transaction is -
complete and requires no access of the Flash Memory Array
100, then the process continues to idle in step 3440 waiting
on the next transaction. If more data is required to complete
the transaction request, then a new cache hit status must
again be determined in step 34-60.

Assuming a cache miss in step 3460, and the bypass mode
is not selected, the Flash Memory Array 100 must be
accessed for both read and write data. Step 3470, under
control by the Compression Control unit 300, performs the
address translation and header block extraction to start the

tlow of compressed data from the Flash Memory Array 100.
As compressed data is read from the Flash Memory Array
100, by the Flash Memory Interface 120 under control by the
Compression Control Block 300, the Error Correction and
Detection unit 225 in step 3480 processes the compressed
data for ECC and EDC. The process continues with the
Decompression Engine 280 decompressing the data from the
ECCIEDC unit 225 as indicated in step 3490. In step 3530,
the decomopressed data is written to the Cache 160 and
output to the requested byte address. The process loop of
steps 3460 to 3500 continues until a complete compressed
block has been decompressed from the Flash Memory Array
100. In step 3500 the Compression Control unit 300 deter-
mines it‘ more data to complete the compression block
decompression process needs to be read from the Flash
Memory Array 100 or if the end of the burst address has been
reached. If more data is required the process continues at
step 3460 where the cache hitfmiss is again determined. If
the compression block has been completely decompressed to
cache memory and no more blocks are required the process
continues by updating the cache LRUIMRU state in step
3520. Once completed this process begins again at step 3440
waiting for the next read access.

Referring to FIG. 9, the preferred embodiment for the
process of the embedded implementation of the present _
invention is illustrated. This embodiment is illustrated in

FIG. 4 wherein the present invention isembedded and serves
as the Memory Controller (CEMC) 910 of the MPU 400.
The improvement of this embodiment is to allow system
data, other than just flash memory, the opportunity to use
compression. System data is defined as any data hat is
transferred on the System Bus 118 between any of the
internal or external components. Again, the high speed low
latency parallel compression operation allows the present
invention to fit "in-line” with the data llow to and from the

Main Memory 440 located on the System Bus 118. In the
present embodiment of FIG. 4, the Compression Cache 425
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contains uncompressed data and may be similar to prior art
cache memory design. The difference between the present
embodiment of FIG. 4, and other embodiments is when

writing data smaller than the compression block that has
been flagged as cache miss data. In such a case data must
first be read from Main Memory 440 or Flash Memory
System 900, decompressed and merged with the write data.
The output write data is stored in cache for use and is
re-compressed then written back to memory for storage.

This process How is outlined in FIG. 9 of the present
invention. Starting with the access selection from the Sys-
tem Bus 118 to the CEMC 910 in step 3440, the memory
controller 910 stays in idle until the proper state of the
System Bus 118 indicates a transaction to the Flash Memory
Array 100. If selected, an address decode process in step
3450 determines the type of operation required by the
System Bus 118 or system MPU 400. Step 3450 determines
if the transaction is an instruction on command to the
CEFMC 200 for internal control. It‘ the transaction is an

instruction or command, the process continues with step
3140 to process the command or control operation. II‘ not an
instruction or command, the process continues by determin-
ing if the address for transaction has data that is currently
valid in the Compression Cache 425. Thus in step 3460 a
cache hit or miss is determined. If a Compression Cache 420
hit is determined by the Compression Control unit 300, the
process continues with step 3410 where a read or write of the
cache block or sub-block address is completed. Step 3410
completes the read or write transaction while step 3420
updates the state of the cache controller. Adeterrnination is
then made to see ifrnore data is required to be read or written
during the transaction in step 3420. If the transaction is
complete and requires no access of the Flash Memory Array
100, then the process continues to idle in step 3440 waiting
on the next transaction. If more data is required to complete
the transaction request, then a new cache hit status must
again be detennined in step 3460. Assuming a cache miss in
step 3460, and the bypass mode is not selected, the Flash
Memory Array must be accessed for both read and write
data. Step 3470, under control of the Compression Control
unit 300, performs the address translation, and header block
extraction to start the llow ol‘ compressed data from the
Flash Memory Array 100. As compressed data is read from
the Flash Memory Array 100 of the Flash memory interface
120 under control by the compression control block 300, the
Error Correction and Detection unit 225 in step 3480 pro-
cesses the compressed data for EC ‘ and EDC. The process
continues with the Decompression Engine 280 decompress-
ing the data from the ECC.t'EDC unit 225 as indicated in step
3490. The process loop of steps 3460 to 3500 continues until
a complete compressed block has been decomprcssed from
the Flash Memory Array 100. In step 3500 the Compression
Control unit 300 determines if more data is needed to

complete the compression block decompression process. If
so, more data is read from the Flash Memory Array 100. If
not, then the end of the burst address has been reached. If

more data is required the process continues at step 3460
where the cache hittmiss is again determined. If the com-
pression block has been completely decom pressed to cache
memory 425 and no more blocks are required the process
continues by updating the cache LRUIMRU state in step
3520. Once completed this process begins again at step 3440
waiting for the next read access. If after the end of block
address is reached in step 3500, then in step 3510, if the
process is a write, the write data must be merged with read
data from the same compression block area. ln step 3540 the
write data is merged with the previously deoompressed read
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data in the Cache Memory 425. Once the write data is
merged, step 3550 updates the LRUKMRU cache state and
proceeds to complete the write cycle. In step 3560 if the
latest write block forces a write back of the LRU block, then

the process continues with step 3570. If not, and open cache
blocks were available then the process returns into the idle
state of step 3440 and waits for the next transaction request.
If LRU data is retired to the Flash Memory System 900, the
Flash Memory Controller 200 embedded within the Flash
Memory System 900 must return the address of a cleared
block of flash memory for write back of the compressed
[RU as indicated in step 3570. The retired l..RU data may be
compressed as indicated in step 3580 and then written back
into the Flash Memory Array 100 shown in step 3590. Thus,
for increased system performance and lower costs the
embedded compression and decompression architecture of
the present invention is a substantial improvement from
prior art Flash memory controllers.

Now referring to the increased performance aspects of the
present invention, the advantages of using compression and -
decompression within the embedded system are shown. For
the present embodiment a good example of the performance
and cost advantages can be illustrated using the execute in
place application of FIG. 5. Data is clocked out of the Flash
Memory Array 100 on a 32-bit bus at 40 ns for every four A-I
bytes. This is considered the Dash memory “'source" rate.
The "sink” rate is the maximum System Bus 118 bandwidth
running at 66 MI IZ, which is equivalent to four bytes every
16 ns. If the average compression ratio for the parallel
compression algorithm is 25:1 then the output rate of the
Flash Memory Array 100 after decompression will be 4Ut2.5
ns per four bytes read, or 16 nsr'Byte thus matching the 66
MHZ maximum bus speed requirements. In addition the
effective density of the flash memory is now 2.5 times larger
than without the use of the present invention. Thus the use
of the present invention can greatly increase the system
performance while decreasing the per-bit effective cost of
storage.
Parallel Iaossless Compression and Decompression

"Ihc parallel cornpre.ssiont‘decompression units or engines
260 and 280, in combination referred to as eodec engine
260,080, which perform parallel compression and decom-
pression functions, are now discussed. The codec engine
2601280 is preferably a dedicated codec hardware engine,
e.g., the engine is comprised of logic circuitry. In one
embodiment, the codec engine 260K280 comprises a pro-
grammable DSP or CPU core, or programmable
compres.sion,=’decompression processor, with one or more
ROMS or RAMS which store different sets of microcode for

certain functions, such as compression, decompression, spe-
cial types of graphical compression and decompression, and
bit blit operations, as desired. In another embodiment, the
codec engine 260E280 dynamically shifts between the dif-
ferent sets of microcode in the one or more memories,

depending on the function being performed. The .
compressiontdecompression engine may also be imple-
mented using reconftgurablc or programmable logic, c.g.,
one or more FPGA.s.

As shown in FIGS. 3 and 4, in some embodiments, the

engine 2603280 preferably includes a losslcss parallel data
com prcssion engine 260 and parallel decompression engine
280 designed to compress and decompress data as data is
transferred toffrom flash memory. Other embodiments, as
illustrated in FIG. 5, may be implemented with only a
decompression engine 280. The compression engine 260
and decompression engine 280 may be constructed using
any of the techniques described with reference to the engine

It)

15

30

35

40

45

50

60

65

35

18

260,980, including hardware engines comprised of logic
circuitry, programmable CI-’Us, DSI-’s, a dedicated
compressionfdecompression processor, or reconfigurable or
programmable logic, to perform the parallel compression
and decompression method of the present invention. Various
other implementations may be used to embed a
compressiontdecompression within the flash memory con-
troller according to the present invention. In one
embodiment, the compression engine 260 and decompres-
sion engine 280 comprise hardware engines in the CEFMC‘
200 as shown in FIG. 3. In another embodiment. the
compression engine 260 and decompression engine 280
comprise hardware engines in the CEMC 910 as shown in
FIG. 4. In yet another embodiment, the decompression
engine 280 comprises a hardware engine in the Cl:LFMC 200
as shown in FIG. 5, In the following description, the parallel
compression and decompression unit is described as having
separate compression and decompression engines 260 and
280.

In the various embodiments, the compression engine 260
and decompression engine 280 comprise one or more hard-
ware engines that perform a novel parallel lossless compres-
sion method, preferably a "parallel” dictionary based com-
pression and decompression algorithm. The parallel
algorithm may be based on a serial dictionary based
algorithm, such as the LZ77 (preferably LZSS) dictionary
based compression and decompression algorithm. The par-
allel algorithm may be based on any variation of conven-
tional serial l.Z compression, including I277, L278, I,ZW
andfor LZRWI, among others,

The parallel algorithm could also be based on Run length
Encoding, Predictive Encoding, I-lulIman, Arithmetic, or
any other lossless compression algorithm. However, the
paralleling of these is less preferred due to their lower
compression capttbilities andfor higher hardware costs.

As a base technology, any of various lossless compression
methods may be used as desired. As noted above, a parallel
implementation of LZSS compression is preferably used,
although other losslcss compression methods may allow for
fast parallel compression and decompression specifically
designed for the purpose of improved memory bandwidth
and efficiency.
FIG. l0A—Prior Art, Serial LZ Compression

Prior art has made use of the L2 compression algorithm
for design of computer hardware, but the bandwidth of the
data stream has been limited due to the need to serially
review the incoming data to properly generate the com-
pressed output stream. FIG. 10A depicts the prior art normal
history table implementation.

The L2 compression algorithm attempts to reduce the
number of bits required to store data by searching that data
for repeated symbols or groups of symbols. A hardware
implementation of an L277 algorithm would make use of a
history table to remember the last 11 symbols of a data stream
so that they could be compared with the incoming data.
When a match is found between the incoming stream and the
history table, the matching symbols from the stream are
replaced by a compressed symbol, which describes how to
recover the symbols from the history table.
FIG. l0B—l’arallel Algorithm

The preferred embodiment of the present invention pro-
vides a parallel implementation of dictionary based (or
history table based) compressionfdecomprcssion. By
designing a parallel history table, and the associated com-
pare logic, the bandwidth of the compression algorithm can
be increased many times. This specification describes the
implementation of a 4 symbol parallel algorithm which
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results in a 4 times improvement in the bandwidth of the
implementation with no reduction in the compression ratio
of the data. In alternate embodiments, the number of sym-
bols and parallel history table can be increased and scaled
beyond four for improved parallel operation and bandwidth,
or reduced to case the hardware circuit requirements. In
general, the parallel compression algorithm can be a 2
symbol parallel algorithm or greater, and is preferably a
multiple of 2, e.g., 2, 4, 8, I6, 32, etc. The parallel algorithm
is described below with reference to a 4 symbol parallel
algorithm for illustrative purposes.

The parallel algorithm comprises paralleling three parts of
the serial algorithm: the history table (or history window),
analysis of symbols and compressed stream selection, and
the output generation. In the preferred embodiment the
data—flow through the history table becomes a 4 symbol
parallel flow instead of a single symbol history table. Also,
4 symbols are analyzed in parallel, and multiple Compressed
outputs may al.so be provided in parallel. Other alternate
embodiments may contain a plurality of compression win-
dows for decompression of multiple streams, allowing a
context switch between decompression of individual data
blocks. Such alternate embodiments may increase the cost
and gate counts with the advantage of suspending current
block decompression in favor of other block decompression A-I
to reduce latency during fetch operations. For ease of
discussion, this disclosure will assume a symbol to be a byte
ofdata. Symbols can be any reasonable size as required by
the implementation. FIG. 10B shows the data-flow for the
parallel history table.

FIG. ll-—I-iigh Level Flowchart of the Parallel Compres-
sion Algorithm

FIG. 11 is a high—level flowchart diagram illustrating
operation of the parallel compression algorithm in the pre-
ferred embodiment. Steps in the flowchart may occur con- .
currently or in different orders.

In step 402 the method maintains a history table (also
called a history window) comprising entries, wherein each
entry may comprise one symbol. The history table is pref-
erably a sliding window which stores the last n symbols of
the data stream.

In step 404 the method maintains a current count of prior
matches which occurred when previous symbols were com-
pared with entries in the history table, Acount is maintained
for each entry in the history table.

It is noted that maintenance of the history table and the
current cou nts are performed throughout the algorithm based
on previously received symbols, preferably starting when
the first plurality of symbols are received for compression.

In step 406 the method receives uncompressed data,
wherein the uncompressed data comprises a plurality of
symbols. Thus the parallel compression algorithm operates
on a plurality of symbols at a time. This is dilferent than
conventional prior art serial algorithms, which operate in a
serial manner on only one symbol at a time. The plurality of
symbols comprises 2 or more symbols, preferably a power
of 2. In the preferred embodiment, the parallel compression
algorithm operates on 4 symbols at a time. However, imple-
mentations using 8, 16, 32 or more symbols, as well as other
non—power of 2 numbers, may be readily accomplished
using the algorithm described herein.

In step 408 the method compares the plurality of symbols
with each entry in the history table in a parallel fashion. This
comparison produces compare results. Each entry in the
history table preferably compares with each of the plurality
of symbols concurrently, i.e., in a parallel fashion, for
improved speed.
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In step 410 the method determines match information for
each of the plurality of symbols based on the current count
and the compare results. Step 410 of determining match
information includes determining zero or more matches of
the plurality of symbols with each entry in the history table.
More specifically, step 410 may include determining a
longest contiguous match based on the current count and the
compare results, and then deterrrtining if the longest con-
tiguous match has stopped matching. If the longest contigu-
ous match has stopped matching, then the method resets or
updates the current counts.

As noted above, stop 410 also includes resetting the
counts for all entries if the compare results indicate a
contiguous match did not match one of the plurality of
symbols. The counts for all entries are preferably reset based
on the number olthe plurality ofsymbols that did not match
in the contiguous match. In the preferred embodiment, the
method generates a reset value for all entries based on the
compare results for a contiguous match. The reset value
indicates a number of the plurality of symbols that did not
match in the contiguous match as indicated in the compare
results. The method then updates the current counts accord-
ing to the compare results and the reset value.

In step 412 the method outputs Compressed data infor-
mation in response to the match infonnation. Step 412 may
involve outputting a plurality of sets or compressed data
information in parallel, e.g., for different matches andtor for
non-matching symbols. Step 412 includes outputting com-
pressed data information corresponding to the longest con-
tiguous match that stopped matching, if any. The contiguous
match may involve a match from a prior plurality of sym-
bols. Step 412 may also include outputting compressed data
information solely from a prior match. Step 412 also
includes, for non-matching symbols that do not match any
entry in the history table, outputting the non—matching
symbols in an uncompressed format.

For a contiguous match, the compressed data information
includes a count value and an entry pointer. The entry
pointer points to the entry in the history table that produced
the contiguous match, and the count value indicates a
number of matching symbols in the contiguous match. In
one embodiment, an encoded value is output as the count
value, wherein more often occurring counts are encoded
with fewer bits than less often occurring counts.

Steps 402-412 are repeated one or more times until no
more data is available. When no more data is available, then,
if any current counts air, non-zero, the method outputs
compressed data for the longest remaining match in the
history table.

Since the method performs parallel compression, operat-
ingon a plurality ofsymbols at a time, the method preferably
accounts for symbol snatches comprised entirely within a
given plurality of symbols, referred to as the “special case“.
Here presume that the plurality of symbols includes a lirst
symbol, a last symbol, and one or more middle symbols.
Step 410 of determining match information includes detect-
ing if at least one contiguous match occurs with one or more
respective contiguous middle symbols, and the one or more
respective contiguous middle symbols are not involved in a
match with either the symbol before or after the respective
contiguous middle symbols. If this condition is detected,
then the method selects the one or more largest non-
ovcrlapping contiguous matches involving the middle sym-
bols. In this instance, step 412 includes outputting com-
pressed data for each of the selected matches involving the
middle symbols.
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FIG. l2—~Detailed Flowchart of the Parallel Compression
Algorithm

FIG. 12 is a more detailed flowchart diagram illustrating
operation of the parallel compression algorithm in the pre-
ferred embodiment. Steps which are similar or identical to
steps in FIG. 11 have the same reference numerals for
convenience.

In the flowchart of FIG. 12, it is presumed that the method
maintains a history table comprising entries, wherein each
entry comprises one symbol. The history table is preferably
a sliding window which stores the last n symbols of the data
stream. It is also presumed that the method maintains a
current count of prior matches that occurred when previous
symbols were compared with entries in the history table. A
count is maintained for each entry in the history table. As
noted above, the maintenance of the history table arid the
current counts are performed throughout the algorithm,
preferably stating when the first plurality or symbols are
received for compression.

In step 406 the method receives uncompressed input data,
wherein the uncompressed data comprises a plurality (or -
group) of symbols. Thus the parallel compression algorithm
operates on a plurality of symbols at a time. Th is is clifiercnt
than conventional prior art algorithms, which operate in a
serial manner on only one symbol at a time. The plurality of
symbols comprises 2 or more symbols, preferably 4 sym- A-I
bols. As noted above, the parallel compression algorithm can
operate on any number of symbols at a time. The input data
may be the Iirst group of symbols from a data stream or a
group of symbols from the middle or end of the data stream.

In step 403 the method compares the plurality of symbols
with each entry in the history table in a parallel fashion. This
comparison produces compare results. Each entry in the
history table preferably compares with each of the plurality
of symbols concurrently, i,e., in a parallel fashion, for
improved speed.

In step 422 the method determines zero or more matches
or the plurality of symbols with each entry in the history
table. In other words, in step 4-22 the method determines, for
each entry, whether the entry matched any of the plurality of
symbols. This determination is based on the compare results.

If no matches are detected for the plurality of symbols in
step 422, then in step 432 the method determines if any
previous matches existed. In other words, step 432 deter-
mines if one or more ending symbols form the prior group
of symbols matched entries in the history table, and com-
pressed information was not yet output for these symbols
since the method was waiting for the new plurality of
symbols to possibly determine a longer contiguous match. If
one or more previous matches existed as determined in step
432, then in step 434 the method outputs the previous
compressed data information. In this case, since the prior
matches from the prior group of symbols are not contiguous
with any symbols in the current group, the previous comw
pressed data information is output. After step 434, operation
proceeds to step 436.

If no previous matches existed as determined in step 4-32,
or after step 434, then in step 436 the method outputs each
symbol of the plurality of symbols as uncompressed sym-
bols. Since each of the plurality of symbols does not match
any entry in the history table. then each of the plurality of
symbols are output in an uncompressed format. After step
436, in step 438 all counters are reset to 0. In step 472 the
uncompressed symbols are added to the history window, and
operation returns to step 40610 receive more input data, i.e.,
more input symbols.

If one or more matches are detected for the plurality of
symbols in step 422, then in step 442 the method determines
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if all of the plurality ofsymbols are comprised in one match.
If so, then in step 44-4 the method increases the count for the
respective entry by the number of matching symbols, e.g., 4
symbols. In step 474 the uncompressed symbols are added
to the history window, and operation returns to step 406 to
receive more input data, i.e., more input symbols. In this
case, the method defers providing any output information in
order to wait and determine if any symbols in the next group
contiguously match with the current matching symbols.

If all or the plurality of symbols are not comprised in one
match as determined in step 442, then in step 452 the method
determines if any previous matches existed. The determina-
tion in step 452 is similar to the determination in step 432,
and involves determining if one or more ending symbols
from the prior group of symbols matched entries in the
history table, and compressed information was not yet
output for these symbols since the method was waiting for
the new plurality of symbols to possibly determine a longer
contiguous match.

If one or more previous matches existed as determined in
step 452, then in step 454 the method selects the largest
contiguous match including the previous match. In step 456
the method outputs compressed data information regarding
the largest contiguous match. This compressed data infor-
mation will include previous compressed data information,
since it at least partly involves a previous match from the
previous group of symbols. If the first symbol in the current
plurality of symbols is not a contiguous match with the
previous match, then the compressed data information will
comprise only the previous compressed data information.
After step 456. operation proceeds to step 462.

Steps 462-470 are performed for each input symbol in a
parallel fashion, In other words, steps 462-470 ale per-
formed concurrently [or each input symboi, Steps 4-62-470
are shown in a serial format for ease of illustration.

In stop 462 the method determines if the respective
symbol is included in any match. If not, then in step 464 the
method outputs the uncompressed symbol. In this case, the
respective symbol does not match any entry in the history
table, and thus the symbol is output uncompressed.

If the respective symbol is included in a match as deter-
mined in step 462, then in step 466 the method determines
ifthe match ineludcsthe last symbol. If not, then in step 468
the method outputs compressed data information for the
match. It is noted that this may involve a “special case"
involving a match comprising only one or more middle
symbols.

If the match does include the last symbol as dEIt:t'1Ttit'tC(.I in
step 4-66, then in step 470 the method resets counters to the
maximum of the symbol count in the match. In this case,
compressed information is not output for these symbols
since the method waits for the new plurality of symbols to
possibly determine a longer contiguous match.

Once steps 462—4'.’0 are performed for each input symbol
in parallel, then in step 4-72 the uncompressed symbols are
added to the history window. Operation then returns to step
406 to receive more input data, i.e., a new plurality or group
of input symbols. If no more input data is available or is
received, then in stop 480 the method flushes the remaining
previous matches, i.e., provides compressed information for
any remaining previous matches.

The method of FIG. 12 also accounts for matches within

the middle symbols as described above.
FIGS. 13 and l4—(Jperation of the Parallel Compression
Algorithm

FIGS. 13 and 14 are hardware diagrams illustrating opera-
lion of the parallel compression algorithm. As with the prior
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art 11 serial algorithm, each entry of the history table
contains a symbol (byte) oftlata, which is compared with the
input stream of data 610. The input stream 610 comprises
Data(t, Datal, Data2 and Data3. FIG. 13 illustrates an entry
of the history table, referred to as entry I) 602. As shown
entry D 602 is compared with each symbol of the input
stream 610. FIG. 13 illustrates Entry I) 602 of the parallel
implementation, and its inputs and outputs. Comparators
608 compare each data byte entry with the 4 bytes from the
input stream 610, and generate 4 compare signals (labeled
DU through D3 for entry D). Compare signal [)0 is used in
entry D. The compare signal D1 will be used by the next
entry IS. in the history table, compare signal D2 will be used
by entry F, and compare signal D3 will be used by entry G.
Accordingly, entry D uses compare signal 3 from entry A, 2
from compare signal entry B and code 1 from entry C. These
can be seen as inputs to the results calculation block 606 in
FIG. 13. The results of this compare are held in a counter
604 that is part of the entry logic. The counter values are sent
to the compressed stream selection logic 612t6l4f616 (FIG.
14) to determine if the input data is being compressed or not.
'1"his information is forwarded to the output generation logic
618 which sends either the uncompressed data to the output,
or the compressed stream data.

The generation of the Output Mask and Output count A-I
from the results calculation block 606, along with the Entry
Counter update value, is described in the table of FIG. 15.
The New Counter Value is calculated by counting the
number of matches that occur beginning with A3 and
continuing to D0. For example, an A3 and B2 match without
a C1 match sets the counter to 2. The special case of all four
compares matching adds 4 to the present counter value.

Generation of the counter output is similar, comprising
the Saved counter (counter value prior to the setting of the
new counter value) plus the count of matches starting with
130 and continuing to A3. The output mask is generated by
inverting the 4 match signals and adding a 5"!’ signal which
is 1 for all cases except for a special case of a C1 and B2
FIG. match without a D0 or an A3 match. This special case
allows the compression of the two bytes centered in the input
word. The Reset Value will be generated by the selection
logic 612 from the mask value. The reset value is included
in this disclosure as indicated in the table of FIG. 15 for case

of description only.
Compressed Stream Selection Logic

FIG. 14 shows a block diagram of the selection logic
6l2r’614,t616 and the output stream generation logic 618.
The compressed stream selection logic 612;’6l4;‘6l6 collects
the output counters and the output masks from each of the
entries from the results calculation block 606, and generates
indices and counts for the output stream generator 618,
along with the Reset Value which is sent back to each entry.
The indices point to the entries that generated the selected
counts. The main function of the Selection Logic 612E614!
616 is to find the largest blocks to be compressed out of the .
input stream, i.e., the largest contiguous match. This is
accomplished by linding the largest output count from any
entry. Because of the parallel compression, i.e., because a
plurality of symbols are operated on in parallel, there could
be multiple compressed blocks that need to be sent to the
output. Because of this, in the 4 symbol parallel
embodiment, two counts and three indices are provided to
the output logic 618. These are referred to as the Previous
Count and Index, the Max Count and Index, and the LZ12
index.

Selecting the largest count with a Mask of 11111 gener-
ates the Previous Count and Index. This indicates a com-
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pressed block that ended with the lirst data input of this cycle
(i.e. the first data input or lirst symbol could not be com-
pressed with this block). The Index is simply the entry
number that contained the selected count. Selecting the
largest count with a mask that is not 11111 generates the
Max Count and Index. This indicates a compressed block
that includes one or more of the 4 symbols received on this
cycle. The mask from this entry is also forwarded to the
output generator 618. The LZ12 index points to any block
that returned a mask of 01111, which is the “special case”.
The special case includes a contiguous match ofone or more
middle symbols as described above. A combined compress
mask block 616 generates a combined compress mask
comprising a logical AND of all ofthc masks, and forwards
this to the Output Generator 618.

Finally, the selected Max Mask and the Reset Value
column in the table ofFIG. 15 are used in generating a Reset
Value. This reset value is distributed back to all entries, and
the entries will reset their counters to the minimum of this

value, or their present value.
FIG. l6—Output Stream Generator Flowchart

The output stream generator 618 logic (FIG. 14} generates
the output stream according to the flowchart shown in FIG.
16. The term “CCM" in this flowchart refers to the Com-

bined Compress Mask, and CC'M(O) is the least significant
bit as used in the table of FIG. 15. The output generator 618
sends out either uncompressed data, which includes the
proper flags to indicate that it is not compressed, or a
compressed block which includes a flag to indicate this is a
compressed block along with an encoded count and index
that is used by the decompression logic to regenerate the
original input.

As shown, in step 721 the method determines if previous
count equals zero. If no, then the method sends out the
compressed block in step 723 and adjusts the max count to
4 or less in step 725. Operation then advances to step 727.
If previous count is determined to equal zero in step 721,
then operation proceeds directly to step 727.

In step 727 the method determines if Max Count equals
zero, If not, then the method determines in step 729 if Max
Mask equals 10000. If not, then the method sends out the
compressed block in step 731. Operation then advances to
step 735. If Max (Tut is determined to equal zero in step 727
or if Max Mask is determined to equal 10000 in step 729,
then operation proceeds directly to step 735.

In step 735 the method determines if CCM (3) equals
zero. if not, then the method sends out data zero in step 733.
Operation then advances to step 737. If CCM (3) is deter-
mined to equal zero in step 735, then operation proceeds
directly to step 737.

In step 737 the method determines if CCM (4.2,1) equals
011. If not, then in step 739 the method determines if CCM
(2) equals 1. If not, then in step 741 the method sends out
data zero, and operation proceeds to step 745. if CCM ('3) is
determined to equal 1 in step 739, then operation proceeds
directly to step 745, In step 745 the method determines if
CCM (1) equals 1. If not, then in step 747 the method sends
out data zero. Operation then proceeds to step 749. If CCM
(1) is determined to equal I in step 745, then operation
proceeds directly to step 749.

If CCM (4,2,1) is determined to equal 011 in step 737,
then in step 743, the method sends an L212 compressed
block. Operation then proceeds to step 749.

In step 749 the method determines if CCM (0) equals 1.
If not, then the method sends out data zero in step 75].
Operation then completes. If CCM (0) is determined to equal
1 in step 749, then operation completes.
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If single byte compression is being performed by this
logic, i.e., if individual symbols are being compressed,
additional indices for each of the byte matches should be
generated by the Selection Logic to allow the Output Gen-
erator to compress these. Otherwise, the output generation
logic should also handle the cases where outputs of a
compressed stream result in a single byte non-compressed
output and adjust the flags accordingly. Previous Data3 may
also be required by the output generator 618 in the case that
the previous match is a cottnt of one. Preferably, one method
of handling single byte matches would be to adjust the table
of FIG. 15 to not allow generation of single byte compare
masks because single byte compares normally force the
compressed stream to increase in size. For example, in the
10xx rows, if the saved count is 0, count out should be 0
along with a mask of 113:): to prevent the generation of a
compressed block for the D0 single byte match.
FIG. l7—Parallel Algorithm Example

FIG. 17 illustrates a parallel algorithm example. Assume
a window (history table length) of 16 entries, that has been
initialized to the following values: Entry 0-F0, Entry 1-Fl
. . . Entry 15-FF. Also assume that all of the entry counters
are 0. The below sequence shows state changes for the 4
indicated inputs.

In state 0, the input data, in the order received, is F0, F8,
F7, C0. The input data is shown in the arrival order from 4.:
right to left in l""I(_i. I7, i.e., the input data D3:D0=CU,F7',
F8,F9. In state 0, the input finds a match of the lirst 3
symbols in entry 9. This results in those three symbols being
replaced in the output stream by compressed data indicating
a count of 3 and an index of 9. The output mask value "'18"
prevents these uncompressed symbols from being included
in the output stream, since the compressed data is being
output to represent these symbols. Also in state 0, the symbol
C5 is determined to not match any entry in the history table.
Thus the symbol C5 is provided in the output steam in .
uncompressed form. Thus the output in state 0, from right to
left, is: co, (9,3).

In state I, the input data, in the order received, is BS, F2,
F1, F0. The symbol B5 does not match any entry in the
history table. Thus the symbol B5 is provided in the output
stream in uncompressed form. Also in state 1 three input
symbols match 3 symbols in entry 7. Note that the matches
are in previous entries, but the results calculation for this
match occurs in entry 7. In other words, the actual matching
entries are entries 6, 5, and 4. However, this match is

detected by entry 7, since entry 7 compares the 4 input
symbols with entries 7, 6, S, and 4. Cornpressed data is not
generated for this match in state 1 because the entry does not
know if the match will continue with the next set of input
symbols, and thus the output count is 0. The mask value for
entry 7 prevents the matching data from being included in
the output stream. Thus the output in state 1 is BS. The count
value for entry 7 is updated to 3, as shown in state 2, to
indicate the 3 matches in state 1.

In state 2, the input data, in the order received, is F9, F8,
137, B5, The matching in entry 7 continues for 3 more
symbols, and then ends. Thus entry 7 outputs a count of 6
and a mask for the new matching symbols. In addition, entry
6 matches with the symbol B5. Thus entry ti updates its
count to 1 in state 3. However, since symbol B5 is the last
symbol in this group of input symbols, the entry does not
know if the match will continue with the next set of input
symbols. Thus for entry 6 the output count is 0 and the mask
value will prevent that symbol from being output. Thus the
output in state 2 is (7,6)

In state 3, no further contiguous matches exist for the
symbol BS from state 2. Thus, for entry 6, the output count
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is 1 from entry 6 for the B5 input after stage 2, Also. no
match is detected for input symbol I32, and thus E2 is output
as an uncompressed symbol. In state 3 a match is detected
with respect to the middle symbols CO and B5. This match
comprising solely middle symbols is detected by entry 9,
and thus the UP Mask is output from entry 9. This mask is
the special case mask that indicates the two symbols cen-
tered in the input (BSCU in this example) can be compressed
out. The actual compressed output data or block will include
a llag, a count of 2 and the index 9. Thus the output from
state 3, from right to left, is (9,2), E2, (6,1), In an embodi-
ment where individual symbols are not compressed, the
output is (9,2), E2, 135, as shown in the alternate output box.

The final state in this example, state 4, has a 1. in the count
for entry 7 as a result of a match of F3 with entry 4 in state
3. The mask from this match prevented the sending of the F3
to the output stream in state 3. II‘ this were the end of the
input stream, the window is llushed, resulting in the single
symbol compression block for this match. The output would
show a match of 1 at index 7. Thus, assuming that the input
in state 3 is the linal data received, then the final output for
the stream is {'r',1). Alternately, the single symbol match
could be sent uncompressed as symbol F3, as shown in the
alternate output box.
Compare Logic

The compare logic 612 and 614 (1-‘IG. 14} in stage three,
which is used to find the largest count may be specially
designed to be able to complete in one cycle. The counts are
especially critical because stage 2 must first choose to send
0, oount, oount+.l, count+2 or count+3. The counts from all
entries are then compared to find the largest.

As shown in FIG. 18, straightforward greater-than com-
pare of 2 multi—bit numbers requires 3 levels plus a selector.
If the number is 6 bits, this compare will require around 30
gates, and the selector will require an additional 18 for the
selector for 48 gates per 2~way compare. Astacked compare
(64 to 32, 32 to 16,1610 8, 8 to 4, 4 to 2, 2 to 1) would
require 6*5 levels of logic, and 4-8*63——3Kgates.

With standard 0.25 um process technology the time
through the compare should be about 1.25nS ((}.25ns per
XOR, 0.Sns 6wayAndi'Or). The selector would take an
additional 0.3nS for l.55nS per compare. This stacked
compare would then require 1.55nS*6-=9.3nS. This doesn’t
include the selection and distribution of these counts from

the source. For operation above lUUMhz clocking the timing
is too limiting for proper operation.

In order to increase the speed, a novel 4 way parallel
compare can be used, as shown in FIG. 19. This embodiment
only requires 3 levels of compares (64 to 16, 16 to 4, 4 to 1),
however, more two-way compares are required (6 per 4 way
compare) and an additional Andi’0r is required before the
selector. This design would then require 126 compares and
21 selectors for 126* 3U+21*33~4.5Kgates. But the resulting
delay would he (1.55+U.3ns)*3Levels=5.55nS. This timing
allows for high-speed parallel compression of the input data
stream. The table of FIG. 20 describes the Select Generation

Logic.
loss less Decompression

A discussion of the parallel decompression 280 for the
lossless decompression of parallel compressed data is now
disclosed. According to the present invention, decompres~
sion of the parallel compressed data can be done serially as
well as in parallel. Because the data is designed to be
identical to the serial compression algorithm, either serial or
parallel decompression engines will result in the same data
In the preferred embodiment, it is desirable to be able to
decompress at least as fast as the compression operation or
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faster. Also, in alternate embodiments, decompression
engines 280E555 may be placed in a plurality of locations
within the system or circuit. Multiple decompression
engines allow for a custom operation of the decompression
process and a custom bandwidth of throughput may be
designed depending on the number of stages used in the
decompression engine. Therefore, below is a decompression
algorithm for the decompression engine 280 that yields
higher bandwidth than prior art serial algorithms.

According to the present invention the pipelined design is
expected to require 4 stages to run at 100MHz using a fJ.25,u
CMOS technology. The stages of the decompression engine
are illustrated in FIG. 22. These stages are preferably
divided up, or alternatively combined, as the silicon process
technology requires. Only the last stage in this pipeline
25513 uses the history window, and that final stage contains
minimum logic. Based on this, this function could be
extended to many more than 4 stages if a significantly faster
clock was available, Thus in alternate embodiments as
process improves and clock rates increase the stages of the -
decompression engine can increase to increase the decom-
pression rate with the same input compression stream.
However, for the preferred embodiment the four stages
shown are the logical divisions of the function. To underw
stand this novel decompression the table oli FIG. 21 illus- A-I
trates the compression mask and index coding algorithm for
a sample code. In alternate embodiment other codes could
alter the design of the decompression unit.

With the preferred embodiment of codes is shown in the
table of FIG. 21, the following decompression trees allows
decoding of 8 bytes of the input in one cycle. The smallest
encoded data is 8 bits, so the minimum number of decoders

(2552l—2553S), indicated in F IL}. 23, for 8 bytes is 8, Each
of these decoders could see one of many data inputs depend-
ing on the prior compressed stream.

The decompression tree, shown in FIG. 23, requires very
fast decoding at each stage to determine the proper data for
the next stage. The Window Index, Stan Count and Data
Byte output (FIG. 21) should he latched for the next stage ol’
the decode pipeline of FIG. 22. This decode pipeline
requires the asseutbly of the output data. More detail of the
preferred Decode block can be seen in FIG. 24.

The Check Valid block 25553 verifies that enough bits are
available for the checker 25555(rr—e). The tables for these
blocks are illustrated in the tables of FIGS. 25:: and 25b. In

the preferred embodiment, the longest path through Check
Valid 25553 should be 3 gates, and the Byte Cheek 25555
(n—c) will only add one gate because the check is an output
enable. The outputs from the Check Valid logic 25553, and
the Byte Check logic 25555 in FIG. 24 Show 0 as the most
significant bit, and 6 as the least significant bit.

The data generate logic 25557 is simply a mux of the
input data based on the check select 25555 input. At most,
one Byte Check should be active for valid data. in addition
an alternate embodiment may include a checker which is _
added to this decoder to verify that one byte check is active
for valid data. The table of FIG. 25.!) describes the Data

Generate outputs based on the Data Input and the Byte
Check Select.

The second stage 22805 of the decompression begins
calculating pointers to the appropriate bytes from the history
window for compressed data which have been latched in the
168-bit pipe register 22803. Stage two receives eight copies
of the Index & Count or Data Byte from each decoder, along
with a pair of valid bits for these sets of signals, With
minimal logic, a preliminary select can be calculated for
each of the ‘t6 output bytes that are latched in the ‘I44-bit
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pipe register 2280'.-'. Each select latched into 3280‘? is a 7 bit
encode (for a 64-entry window) with a single bit overflow.
These signals are latched 32807 and used by the next unit
22809 in stage 3. The selects will have the values of 0-63 if
a window value is to be used for this output byte, 64-71 if
one of the eight data bytes is to be used for this output byte,
and an overflow if the data for this output byte is a result of
one of the other parallel decodes occurring with this data.
The third stage 22809 checks each of the overflows from the
previous stage 22805. If inactive, the 7 bit select is passed
on unchanged. I1‘ active, the select from the correct stage 2
decoder 22805 is replicated on the select lines for this output
byte.

The final stage of the decompression, stage 4 25513,
selects the data from the window or the data bytes passed
from the 1'" stage to build the output data. The output bytes
that are assembled are then added to the window for the next

cycles decode.

Because the maximum output of this design is l6 bytes
per cycle, it is required that the 1" stage select its next input
data based on the number ofbytes that will be used to decode
16 bytes. This is calculated during the 1"‘ stage in 22801.
Additionally, the last stage 25513 includes data valid bits so
that the proper output data assembly can occur if fewer than
16 bytes can be decoded [or any one cycle. According to the
preferred embodiment of present invention, the minimum
number ofbytes that could be decoded any cycle is 7 if there
was no compression of the input data.

Decompression Timing

Each stage in this design has been timed to achieve
IUUMIIZ with 0.25 _n technology and low power standard
cell design library Alternate embodiments may use custom
data—paths or custom cells to achieve higher clock rates or
fewer stages. Stage 1 22801 has proven to be the most
critical at 9.lnS in standard cell design, Stage 2 22805,
required only 3.8nS, with stages 3 22809 and 4 25513 at
8.23nS and l.5n3 respectively. There will be some addi-
tional powering logic delay in stage 4 not accounted for in
these calculations, which are not a problem due to the tinting
margin of stage 4 25513.

Scalable Compressionfflecompression

The IMC 140 also includes scalable compressioni’
decompression, wherein one or more of the parallel
compressionidecomprcssion slices can be selectively
applied for dilIerent data streams, depending on the desired
priorities of the data streams.
Concurrency

The IMC 140 also allows concurrency of operations by
allocation of multiple data requests from a plurality of
requesting agents or from multiple data requests input from
a single requesting agent. On average, when the compres-
sion and decompression unit 260280 is used, the requested
data block is retired sooner than without use of the current

invention. When multiple data requests are queued from
concurrent sources, the pending transactions can complete
with less latency than in prior art systems. As the input block
size grows and the number of pending concurrent data
requests increase, the present invention becomes increas-
ingly attractive for reduction of latency and increased effec-
tive bandwidth.

What is claimed is:

1. A method for managing solid state memory in a system
including a solid state memory and a solid state memory
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controller coupled to the solid state memory, wherein the
solid state memory controller includes a decompression
engine, the method comprising:

storing compressed data on the solid state memory;

a device initiating a read of requested data from the solid
state memory, wherein the requested data comprises
compressed requested data stored on the solid state
memory in a compressed format;

the solid state memory controller reading the compressed
requested data from the solid state memory;

the solid state memory controller decornpressing the
compressed requested data to produce uncompressed
requested data using parallel decompression, wherein
said decompressing comprises:
examining a plurality of codes from the compressed

requested data in parallel in a current decompression
cycle, wherein each of the plurality of codes
describes one or more symbols in the uncompressed
requested data;

generating a plurality of selects in parallel in response
to said examining the plurality of codes in parallel,
wherein each of the plurality of selects points to a
symbol in a combined history window; and

generating the uncompressed requested data compris- “
ing the plurality of symbols using the pluraiity of
selects; and

the solid state memory controller providing the uncom-
pressed requested data to the device.

2. The method of claim 1, further comprising:

storing the uncompressed plurality of symbols from the
current decompression cycle in the combined history
window.

3. The method of claim 2,

wherein, in the current decompression cycle prior to said
storing the uncompressed plurality of symbols, the
combined history window includes an uncompressed
plurality of symbols from any previous decompression
cycles and zero or more data bytes from the current
decompression cycle.

4. The method of claim 1, wherein said examining the
plurality or codes includes generating, for each code. size
and count information and at least one of a data byte or index
information; and

wherein said generating the plurality of selects in parallel
uses the size and count information and at least one of

the data byte or index information for each of the
plurality of codes.

5. The method of claim 4,
wherein a size for a code defines the number of bits

comprising the code;

wherein a count for a code defines the number of symbols
in the uncompressed data described by the code.

6. The method of claim 1,

wherein the combined history window includes one or
more data bytes from the current decompression cycle;
and

wherein one or more of the plurality of selects in the
current decompression cycle point to one or more of the
data bytes in the combined history window.

7. The method of claim 6, wherein said generating the
plurality of selects in parallel uses index information gen-
erated for one or more of the plurality of codes to generate
the one or more selects pointing to the one or more of the
data bytes in the combined history window.
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8. The method of claim 1,

wherein the combined history window includes one or
more uncompressed symbols from one or more previ-
ous deeompression cycles; and

wherein one or more of the plurality of selects in the
current decompression cycle point to one or more of the
uncompressed symbols in the combirtcd history win-
dow from the one or more previous decompression
cycles.

9. The method of claim 8, wherein said generating the
plurality of selects in parallel uses index information gen-
erated for one or more of the plurality of codes to generate
the one or more selects pointing to the one or more of the
uncompressed symbols in the combined history window.

10. The method of claim 1, wherein the combined history
window includes an uncompressed plurality of symbols
from one or more previous decompression cycles and data
bytes from the current decompression cycle, wherein said
generating the plurality of selects in parallel comprises:

generating a first select to point to a data byte in the
combined history window in response to a first code
indicating that uncompressed data represented by the
first code is the data byte; and

generating a second select to point to a first symbol in the
combined history window in response to a second code
indicating that uncompressed data represented by the
second code includes the first symbol in the combined
history window.

11. The method of claim 10, wherein the uncompressed
data represented by the second code includes one or more
symbols following the first symbol in the combined history
window, wherein selects are generated to point to each of the
one or more symbols in the combined history window
comprising the uncompressed data represented by the sec-
ond code.

12. The method of claim I, wherein the combined history
window includes an uncompressed plurality of symbols
from one or more previous decompression cycles and data
bytes from the current decompression cycle, wherein said
generating the plurality of selects in parallel comprises:

generating a first select to point to a first symbol being
dccomprcsscd from a first code in the current decom-
pression cycle, wherein the first select is generated in
response to a second code indicating that uncompressed
data represented by the second code includes the first
symbol, and wherein the first symbol is not in the
combined history window.

13. The method of claim 12, further comprising resolving
the first select to point to one of a symbol in the current
combined history window or a data byte in the current
combined history window.

14. The method of claim 13, further comprising copying
a second select being generated for the first code to the first
select, wherein the second select points to one of a symbol
in the combined history window or a data byte in the
combined history window.

15. The method of claim 1, wherein the combined history
window includes an uncompressed plurality of symbols
from one or more previous decompression cycles, wherein
storing the uncompressed plurality of symbols from the
current decompression cycle in the combined history win-
dow includes removing from the combined history window
at least a portion of the uncompressed plurality of symbols
from the one or more previous decompression cycles.
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16. The method of claim 1, wherein said examining the
plurality of codes in parallel comprises:

extracting a portion of the compressed data as an input
data, wherein the input data includes the plurality of
codes;

extracting one or more codes from the input data; and
generating, for each code, size and count information and

at least one of a data byte or index information.
17. The method or claim 16, wherein a plurality of

decoders are operable to examine the plurality of codes in
parallel in the current decompression cycle, wherein said
extracting the one or more codes comprises:

a) determining a next decoder in the plurality ofdecoders;
b) extracting a code from the input data to be a current

code in response to determining the next decoder;
c) determining the number of uncompressed symbols to

be generated by the current code; and
d) assigning the current code to the net decoder.
18. The method of claim 16, wherein said extracting the

one or more codes Further comprises determining a size of
each of the one or more codes.

19. The method of claim 16, wherein said extracting the
one or more codes further comprises:

determining if a code in the input data is a complete code ~
or an incomplete code, wherein the code is extracted
from the input data to be the current code in response
to determining the code is a complete code.

20. The method of claim 1, wherein said receiving the
compressed data, said examining a plurality of codes, said
generating a plurality of selects, and said generating the
uncompressed data comprising the plurality of symbols are
performed substantially concurrently in a pipelined fashion.

21. The method of claim 1, further comprising:
the solid state memory controller reading a header for the ‘

compressed requested data from the solid state memory
prior to said decompressing the compressed requested
data;

wherein the header includes information used in said

decompressing the compressed requested data.
22. The method of claim 1, wherein the solid state

memory controller further includes a compression engine,
the method further comprising:

a device initiating a write of uncompressed data to the
solid state memory, wherein the uncompressed data is
in an uncompressed format;

the solid state memory controller receiving the uncom-
pressed data from the device;

the solid state memory controller compressing the uncom-
pressed data to produce compressed data, wherein the
uncompressed data comprises a plurality of symbols,
wherein said compressing comprises:
a) comparing a plurality of symbols from the uncom-

pressed data with each entry in a history table in a
parallel fashion, wherein said comparing produces
compare results;

wherein the history table comprises entries, wherein each
entry comprises at least one symbol, and wherein the
method maintains a current count of prior matches
which occurred when previous symbols were compared
with entries in the history table;
in} determining match information for each of said

plurality of symbols based on the current count and
the compare results; and

C) outputting compressed data in response to the match
information; and
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the solid state memory controller storing the compressed
data on the solid state memory.

23. The method of claim 22, wherein said outputting
compressed data includes:

outputting a count value and an entry pointer for a
contiguous match, wherein the entry pointer points to
the entry in the history table which produced the
contiguous match, wherein the count value indicates a
number of matching symbols in the contiguous match.

24. The method of claim 23, wherein said outputting the
count value includes encoding a value representing the count
value; wherein more often occurring counts are encoded
with fewer bits than less often occurring counts.

25. The method of claim 22, wherein said outputting
compressed data further includes:

for non-matching symbols which do not match any entry
in the history table, outputting the non-matching sym-
hols.

26. The method of claim 22, further comprising:

d) repeating steps a)-c) one or more times until no more
data is available; and

e) when no more data is available, if the current count is
non-zero, outputting compressed data for the remaining
match in the history table.

27. The method of claim 26, wherein said determining
match information includes determining zero or more
matches of said plurality ol'symboLs with each entry in the
history table.

28. The method of claim 22, wherein the method further

maintains a count flag for each entry in the history table;

wherein said determining determines match information
for each of said plurality of symbols based on the
current count, the count flags, and the compare resulLs.

29. The method of claim 28, wherein said determining
match information includes:

resetting the count and count [lags if the compare results
indicate a contiguous match did not match one of the
plurality of symbols.

30. The method of claim 28, wherein the count and count
flags for all entries are reset based on the number of the
plurality of symbols that did not match in the contiguous
match.

31. The method of claim 22, wherein said determining
match information includes:

updating the current count according to the compare
results.

32. The method of claim 22, wherein said determining
match information includes:

determining a contiguous match based on the current
count and the compare resulLs;

determining if the contiguous match has stopped match-
ing;

if the contiguous match has stopped matching, then:
updating the current count according to the compare

results; and

wherein said outputting compressed data includes out-
putting compressed data corresponding to the con-
tiguous match.

33. The method of claim 32, wherein said outputting
compressed data corresponding to the contiguous match
comprises outputting a count value and an entry pointer,
wherein the entry pointer points to the entry in the history
table which produced the contiguous match, wherein the
count value indicates a number of matching symbols in the
contiguous match.
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34. The method of claim 22, wherein the plurality of
symbols includes a first symbol, a last symbol, and one or
more middle symbols;

wherein said determining match information includes:

if at least one contiguous match occurs with one or more
respective contiguous middle symbols, and the one or
more respective contiguous middle symbols are not
involved in a match with either the symbol before or
after the respective contiguous middle symbols, then:
selecting the one or more largest non-overlapping eon-

liguous matches involving the middle symbols;
wherein said outputting compressed data includes out-

putting compressed data for each of the selected
matches involving the middle symbols.

35. The method of claim 22,

wherein the method further maintains a count flag for
each entry in the history table;

wherein said determining determines match information
for each of said plurality of symbols based on the
current count. the count flags, and the compare results;

wherein said determining match information and said
outputting compressed data in response to the match
information comprises:
determining zero or more matches of said plurality of A-I

symbols with each entry in the history table;
examining the compare results for each entry;
for non-matching symbols which do not match any

entry in the history table, outputting the non-
matching symbols;

if any entry stopped matching, examining the current
count, the count flags, and the compare results for
every entry;

determining the contiguous match based on the current
count and the compare results;

determining if the contiguous match has stopped
matching;

if the contiguous match has stopped matching, then:
outputting a count value and an entry pointer,

wherein the entry pointer points to the entry in the

ID

15

3-0

43

34

history table which produced the contiguous
match, wherein the count value indicates a number

of matching symbols in the contiguous match; and
updating the current count according to the compare

results; the method further comprising:
e} repeating steps a)—c) one or more times until

no more data is available; and

i) when no more data is available, if the current
count is non-zero, outputting a count value and
an entry pointer for the remaining match in the
history table.

36. The method of claim 35, wherein the plurality of
symbols includes a first symbol, a last symbol, and one or
more middle symbols;

wherein, if the contiguous match has stopped matching,
then the method further comprises:

it‘ at least one contiguous match occurs with one or more
respective contiguous middle symbols, and the one or
more respective contiguous middle symbols are not
involved in a match with either the symbol before or
after the respective contiguous middle symbols, then:
selecting the largest non-overlapping contiguous

matches involving the middle symbols;
outputting a count value and an entry pointer for each

of the selected matches involving the middle sym-
hols.

37. The method of claim 22, wherein the plurality of
symbols comprise a power of 2 number of symbols.

38. The method of claim 22, wherein the plurality of
symbols comprise four symbols.

39. The method of claim 22. further comprising:

generating a header for the compressed data; and

storing the header on the solid state memory;

wherein the header includes information for decompress-
ing the compressed data.
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