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Mail Stop 8 REPORT ON THE
Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

P.0. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK

T0:

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the U.S. District Court for the Eastern District of Texas on the following

[I Trademarks or I] Patents. ( |:] the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
4:14-cv-00827 12/19/2014 for the Eastern District of Texas

PLAINTIFF DEFENDANT

Reamme Data, LLC d/b/a [X0 Microsofl Corporation, Dell Incorporated, Hewlett-Packard Company

2/20/2007
1/3/2012

11/4/2014
—
—

In the above——entitled case, the following patent(s)/ trademark(s) have been included:
DATE INCLUDED INCLUDED BY

El Amendment [I Answer [I Cross Bill [I Other Pleading
PATENT OR DATE OF PATENT

TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

—
—
—

—

In the above—entitled case, the following decision has been rendered or judgement issued:
DECISION/JUDGEMENT

CLERK (BY) DEPUTY CLERK DATE

Copy 1—Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director Copy 4—Case file copy
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UNITED STATES PATENT AND TRADEMARK OFFICE IIVTTED STATES T)F'.PAR'l'\fF'.\l'I‘ OF (‘,Ol\’|'lVlF‘.R(“,Fl
United States Patent and Trademark Office
Address. COMl\/lTSST0\TFIfi‘, FOR PATENTSP O Box 1 4 50

Alexandria, Yttgriia Z2313-1450Vvviwuspto gov

APPLICATION NUMBER FILING OR 371(C) DATE FIRST NAVED APPLICANT ATTY. DOCKET NO./TITLE

09/776,267 02/02/2001 James J. Fallon 28550040003
CONFIRMATION NO. 9730

26111 POA ACCEPTANCE LETTER

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

1100 NEW YORK AVENUE, N.W. 1111 1111111 111111111111111111511 11111111 1111111 1111111
WASHINGTON, DC 20005

Date Mailed: 01/26/2011

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 01/07/2011.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

/sleutclIit/

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101
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UNITED STATES PATENT AND TRADEMARK OFFICE IIVITFII) STATES I)F'.PAR'I'\IF'.\I'I‘ OF (7OI\’|'IVIF‘.R(‘7FI
United States Patent and Trademark Office
Addless. COI\/II\/IISSI0\IFIF‘, FOR PATENTSPO Box 1450

A1exaILdIia,Y1.1gJiia Z2313-1450\vvl.w.usptc.g0V

APPLICATION NUIVIBER FILING OR 371 DATE FIRST NANIED APPLICANT ATTY. DOCKET NO./TITLE

09/776,267 02/02/2001 Ja111csJ. Fallon 8011-15
CONFIRMATION NO. 9730

1473 POWER OF ATTORNEY NOTICE
ROPES & GRAY LLP

PATENT Dogma 39/361 llllllllllllllllllllllllllflllllllllgllllllflllllllllllllllllllllllllllllllllllll1211 AVENUE OF THE AMERICAS

NEW YORK, NY 10036-8704
Date Mailed: 01/26/2011

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 01/07/2011.

- The Power of Attorney to you in this application has been revoked by the assignee who has intervened as
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33).

Office of Data Management, Application Assistance Unit (571) 272-4000, or (571) 272-4200, or 1-888-786-0101
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PTO/SBIBD (11 -us)
Approved for use through 1113112011. OMB 0651-0035

US. Patent and Trademark Oflice: U.S. DEPARTMENT OF COMMERCE

I hereby revoke all previous powers of attorney given in the application identified in the attached statement under
37 CFR 3.73 b .

I hereby appoint:

2611 1Practitioners associated with the Customer Number.
OR

E Practitioner(s) named below (if more than ten patent practitioners are to be named. then a customer number must be used):

attached to this form in accordance with 37 CFR 3.73(b).

Please change the correspondence address for the application identified In the attadred statement under 37 CFR 3.730)) to;

The address associated with Customer Number.
OR

Firm or
Individual Name

Telephone

Assignee Name and Address:

Realtime Data LLC DBA IXO

ll Wampus Close
Armonk, New York 10504

A copy of this fomr, together with a statement under 37'CFR 3.73(b) (Fonn PTOISBI96 or equivalent) is required to be
filed in each application in which this form is used. The statement under 37 CFR 3.73(b) may be completed by one of
the practitioners appointed in this form if the appointed practitioner is authorized to act on behalf of the asslgnee,' ‘ ‘ is to be filed.

of Asgignee of RecordSlGNATURE

‘ ' p ied below is authorized to act on behalf of the assigneeI ose signature at -

J. Fallon
Title

This collection of information is required by 37 CFR 1.31. 1.32 and 1,33_ The information is required to obtain or retain a benefit by the public which is to tile (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 172 and 37 CFR 1.11 and 1.14. This collection is estimated to take 3 minutes
to complete, including gathering. preparing. and submitting the completed application form tothe USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions lor reducing this burden. should be sent to the Chief Information Officer.
U.S. Patent and Trademark Office, U.S. Department of Commerce, R0. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLEFED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria. VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.

‘mt;
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PTOISB/96 (07-09)
Approved for use through 07/31/2012. OMB 0651-0031

U.S. Patent and Trademark Office: US. DEPARTMENT OF COMMERCE

STATEMENT UNDER 37 CFR 3.73[b| An)“ Docket N0- 2355-0040003

Applicant/Patent Owner: Fallon et al_

Application No./Patent No.: 1,181,693 B2 Filed/Issue Date: Februgy 20, 2007

Titled: S stems and Methods For Accelerated Loadin OfO eratin S stems ndA lic tion Pro rams

REALTIME DATA,_LLC , a limited liability company
(Name of Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency, etc.

states that it is:

1. IE the assignee of the entire right, title, and interest in;

2. D an assignee of less than the entire right, title, and interest in
(The extent (by percentage) of its ownership interest is %); or

3. E] the assignee of an undivided interest in the entirety of (a complete assignment from one of the joint inventors was made)".4

the patent application/patent identified above, by virtue of either: ,. ~,r )

A. An assignment from the inventor(s) of the patent application/patent identified above. The assignment was recorded in
the United States Patent and Trademark Office at Reel Q] 122] , Frame {H35 , or for which a
copy therefore is attached.

OR

B. E] A chain of title from the inventor(s), of the patent application/patent identified above, to the current assignee as follows:
1. From: To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

2. From: To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame . or for which a copy thereof is attached.

3. From: To:

The document was recorded in the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereof is attached.

E] Additional documents in the chain of title are listed on a supplemental sheet( ).

As required by 37 CFR 3.73(b)(1)(i), the documentary evidence of the chain of title from the original owner to the assignee was,
or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy (i.e., a true copy of the original assignment document(s)) must be submitted to Assignment Division in
accordance with 37 CFR Part 3, to record the assignment in the records of the USPTO. _S_e§ MPEP 302.08]

The undersigne<1(w/tms. lie is supplied be i authorized to act on behalf of the assignee. S
Signatufe Date

Michael V. Messinger, Reg. No. 37,575 Attorney for Patentees
Printed or Typed Name Title

This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to:
process) an application. Confidentiality is governed by 35 U.S.C, 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount ct time
you require to complete this form andlor suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner
for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

II vou need assistance in comoletina the form. call 1-80aPTO—9199 and select ootion 2.
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UVTTED STATES DFIPARTVTEVT OF (V/OlV|'lVIFlRCFl
United States Patent and Traolenlark Uffice
Addless. CUl\/ll\/llSST0\Tl7.l7, FUR PATENTSPO. BOX 1450

Alexandlia. Y1.1gJlia Z2313-1450Vvvwuuspba gov

09/776,267 02/02/2001 J amcs J. Fallon 8011-15
CONFIRMATION NO. 9730

1473 POA ACCEPTANCE LETTER

§ETZENST%‘3§f<E#iNPG 39/361 llllllllllllllllllllllmllllullllllllllllllllllllllllllllllllllllllll
1211 AVENUE OF THE AMERICAS

NEW YORK, NY 10036-8704
Date Mailed: 04/02/2008

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 03/24/2008.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

/gbien-ai111e/

Office of Initial Patent Examination (571) 272-4000 or 1-800-PTO-9199
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UNITED STATES PATENT AND TRADEMARK OFFICE UVITFID STATES DFIPARTVIFIVT OF COIWIVIFIRCFI
United States Patent and Traolenlark Uffice
Addless. CUI\/II\/ITSST0\TI7.I7. FUR PATENTSPO. BOX 1450

Alexandlia. Y1.1gJl.ia Z2313-1450Vvvwuuspba gov

09/776,267 02/02/2001 James J. Fallon 8011-15
CONFIRMATION NO. 9730

22150 POWER OF ATTORNEY NOTICE

F. CHAU & ASSOCIATES, LLC

130 WOODBURY ROAD llllllllllllllllllllllllmllllulllllllllllllllllllllllllllllllllllllllllll
WOODBURY, NY 11797

Date Mailed: 04/02/2008

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 03/24/2008.

- The Power of Attorney to you in this application has been revoked by the assignee who has intervened as
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33).

/gbien—aime/

Office of Initial Patent Examination (571) 272-4000 or 1-800-PTO-9199
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Electronic Acknowledgement Receipt

3039284

Confirmation Number:

SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

Tme °i '""e"t'°"i OPERATING SYSTEMS AND APPLICATION PROGRAMS

First Named Inventor/Applicant Name: James J. Fallon

Customer Number: 22150

Filer Authorized By: Richard DeGive Allison

Attorney Docket Number: 8011-15

Receipt Date: 24-MAR-2008

Filing Date: 02—FEB—2001

Time Stamp: 12:10:51

Application Type: Utility under 35 USC 11‘l(a)

Payment information:

submitted with Payment

File Listing:

Document . . File Size(Bytes) Multi Pages

368805

Power of Attorney 801115_Power.pdf 6958e36edcae66d1 6B3ebb5926b6c70
9CbBlb7l3

Warnings:

Information:
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Total Files Size (in bytes) 368805

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt
similar to a Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary components for a filing date (see
37 CFR 1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date
shown on this Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions
of 35 U.S.C. 371 and other applicable requirements a Form PCT/DO/E0/903 indicating acceptance of the
application as a national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt,
in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new international application is being filed and the international application includes the necessary
components for an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the
International Application Number and of the International Filing Date (Form PCT/R0/105) will be issued in due
course, subject to prescriptions concerning national security, and the date shown on this Acknowledgement
Receipt will establish the international filing date of the application.
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PATENTS
8011-15

IN THE UNITED STATES PATENT KID TRADEMARK OPPICB

PATENT APPLICATION

Applicants : James J. Fallon et al.

Application No. : 09/776,267 Confirmation No. :

Filed : February 2, 2001

For : SYSTEMS AND METHOFS FOR ACCELERATED
LOADING O? OPERATING SYSTEMS AND‘
APPLICATION PROGRIMS

Art Unit : 2115

Examiner : suresh Suryawanshj

Comissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450

REVOCATION OF POWER O3 ATTORNEY
AND NEW POWER OF ATTORNEY

Realtime Data LLC, assignee of the above-identified

United States patent application by vlrtue of an assignment
from the inventors to Realtime Data HLC, recorded at

Reel 11797, Frames 735-736, hereby rerokes all powers of

attorney heretofore existing in said United states patent

application, and hereby appoints the attorneys and agents
associated with customer No. 1473 as its principal attorneys
and agents of record in said United States patent application,
with full power of substitution and ruvocation including the
power to appoint associate attorneys nnd to revoke their

powers, and to transact all business ;n the Patent and

Trademark Office pertaining to said patent application.
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The Patent and Trademark Office is respectfully
requested to direct all correspondense to;

Customer No. 1473

and to direct all telephone calls to:

Jeffrey H. Ingerman
Tel.: (212) 596-9000.

The undersigned hereby cerzifies that the

evidentiary documents have been reviewed and, to the best of

the undersigned's knowledge and belief, title is in assignee.
The undersigned hereby declares that all statements

made herein of his own knowledge are true and that all

statements made on information and bulief are believed to be

true; and further that these statements were made with the

knowledge that willful false statements and the like so made

are punishable by fine or imprisonment, or both, under Section

1001 of Title 18 of the United Staten Code and that such

willful false statements may jeopardgze the validity of the
application or any patent issued thereon.

Real La LL .

Date ’ St h n J. Mcfirlain
President
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UNITED STATES PATENT AND TRADEMARK OEEICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMIVIISS IONER FOR PATENTS

P.O Box 1450
Alexandria. Virginia 22313-1450
www.uspto gov

APPLICATION NO. ISSUE DATE PATENT NO. ATTORNEY DOCKET NO. CONFIRMATION NO.

09/776.267 02/20/2007 7181608 8011-15 9730

22l5O 7590 Ol/31/2007

F. CHAU & ASSOCIATES, LLC
130 WOODBURY ROAD

WOODBURY, NY 11797

ISSUE NOTIFICATION

The projected patent number and issue date are specified above.

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(application filed on or after May 29, 2000)

The Patent Tenn Adjustment is 223 day(s). Any patent to issue from the above-identified application will

include an indication of the adjustment on the front page.

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that

determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information

Retrieval (PAIR) WEB site (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the

Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee

payments should be directed to the Customer Service Center of the Office of Patent Publication at

(571)-272-4200.

APPLICANT(S) (Please see PAIR WEB site http://pair.11spto.gov for additional applicants):

James J. Fallon, Armonk, N Y;
John Buck, Oceanside, NY;

Paul F. Pickel, Bethpage, NY;
Stephen J. McErlain, New York, NY;

112103 (Rev. 11/05)
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\

— <—an-application Confidentiality

0 I ’ I I '03”
PART B - lFlElE(S) TIRANSMITTAIL

Complete and send this form, together with applicable fee(s), to: Man Mall Stop IISSIUIE IFIEIECommissioner for Patents
P.O. [Box 1450
Alexandria, Virginia 22313-11450

or IE3}; (57!)-273-2885 
INSTRUCTIONS: This I’ sho Id be ed for transmittiit the ISSUE FEE d PUBLICATION FEE ‘f "red . Bl its I thro 5 sh uld be

appropriate. All further et?rTsponIIence Iltulfllldlllg the Patent, Eidvance orders flndaIl‘0llTlflll.OI1'0I' inaintuiancg felgquwill mgaciled to tlieucgthirrent O i§r‘1'§3.l°§?1,§'s",‘.'§in i
catcd unless corrected below or directed otherwise in Block I, by (ii) specifying a new correspondence addrms; and/or (b) indicating a separate " EE ADDRESS" forrnaintei-ianec fee notifications. .

curutENTooaaBPoNDt=.NcE ADDRESS(Note:UseBIndt'I rauyetnqp attain-.ti)' ote: eu-ti ieate o man i_ can on y or mesuc mat ings o e
Fee(s) Tl'Bl'lSIlIIIIB_I.. This eerti ieate cannot be used for any other accompanying

Each additional paper, such as an assignment or formal. drawing. must
five its own certificate of mailing or transmission.

Certificate of Malling or Transmission

I h this F s Transmittal is being deposited with the United
States tal rviee with ieient postage for tirst elas mail in an envelope
addressed to the Mail Stop ISSUE FE address above‘ or be‘ facsimiletransmitted to the USPTO ( 7|) 273-2885, on the date indicated he ow.

21150 7590 I0/I6/2006

: F. CHAU & ASSOCIATES, LLC
130 WOODBURY ROAD

WOODBURY,NY ll797'

01/11/2007 BIIBRRHRE 00000008 061075

01 FC:2501 700.00 D0
02 FC:1504 300.00 DH
03 FC:8001 45.00 DR

APPLICATION NO. I FILING DATE FIRST NAMED INVENTOR I ATTORNEY DOCKET NO. CONFIRMATION NO.
09/776,267 02/02/2001 - James J. Fallon 80! I- I5 9730

TITLE OF INVENTION: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF OPERATING SYSTEMS AND APPLICATION
PROGRAMS

novinal A was A 5100 A $300 A so ' was I

I
SURYAWANSHI, SURESH I A A W I

I. Chan ofcorrespontlencc address or indiuition of ‘Fee Address‘ (37
CFR I. 63).

Chan c of cones ondcncc address (or Change ofCorrespondence
_ Address Form P'_l'0/ B/I22) attached.

Cl "Fee Address‘ indication (or "Fee Address“ Indication form
PTO/SBI47; Rev 03-02 or more recent) attached. Use of a Customer
Number Is required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an IISSIFIOE is idmtilied below! no assignee data will_ appear on_ the pan:t_rt. If an assirecordation as set forth in 37 CF 3. I I. Completion of this t'omi is NOT ii substitute for filing an assignment.

(A) NAME or ASSIGNEE (B) RESlDENCE:'(CITY and sure on COUNTRY)

Realgtime Data LLC ‘New. York , NY

09776267

2. For-printing on the patent front page. list F1sh & Neave I P Group
(I) the names of up to 3 ‘registered patent attorneys  P
or agents OR. alternatively.
(2) the name of a single l'irm (having as a member ii 2
registered attorney or agent) and’ the names‘ ofup t_o'_
2 ‘stered patent attorneys or agents. If no name is 3
Iis no name will be printed. '

gnee is identified below, the document has been filed for

Please check the appropriate assigriee category or categories (will not be printed on the patent) : Cl Individual Corporation or other private group entity Cl Government

4a. 1'hc following l'ec(s) are submitted:
B Issue Fee _

El Publication Fee (No small entity discount permitted)
IE Advance Ordcr- ll ofCopies 1 5

4b. Payment of I-‘ee(s): (Please first reapply any previously paid Issue fee shown above)
0 A check is enclosed. I
C] Payment by credit card. Form PTO-2038 is attached.
EThe Director is hereby authorized to I ' s), any deficiency, or credit an

v overpayment, to Deposit AccountN mlman extra copy ofthis fovrm).
5. Change In Entity Status (from status indicated above)

0 B. Applicant claims SMALL ENTITY status. See 37 cm l.27. D I). Applicant is no longer claiming SMALL ENTl1'Y status. See 31 CFR l.27(g)(2).

‘ gslighlosiii-eFeeFeeirgqui not lirem  canyone other than the applicant; a registered attorney or agent; or the assignee or other party in

Authorized Signature

This collection of information is required 37 GFR L31 1. The information is ffigllvd to obtain or retain a benefit the public which is to file (and by the USPTO to processis governed y 35 U.S.C. I22 and 3] CFR Lid. '5 collection-is estimated to take 1 minutes to complete. including gathering. preparing. an
submitting the completed application form to the USFTO. Time will v-rig daend upon the individual case. Any comments on the amount of time you uire to corn let:this form endlor su ustions for redueinathis burden should be sent to :7 let’ in ormation Olfieer, US. Patent and Trademark omce, Us. Department loelgcommeri-.e.$.0.
gilt): I430, l|ll‘I§0223I3-I S0. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents. P.O. Box I450,cxan ria, irginia - . '
Under the Paperwork Reduction Act of I995. no persons are required to respond to a collection of information unless it displays a valid OMB control number.

EV62076l223US

RegistrationNo. 52 , 056..

PTOL-85‘ (Rev. 07/06) Approved foruse through 04/30/2007. US. Patent and Trademark Oifice; U.S. DEPARTMENT OF COMMERCEOMB 065i-0033
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PTOISBI21 (09-06)
Approved for use through 0351/2007. OMB 0651-0031

_ U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Unde try = Paperwork Reduction Act of 1995. no persons are required to respond to a collection at information unless it displays a valid OMB control number.

Application Number 09/776,267

Filing Date February 2, 2001
First Named Inventor ames J, Fallon

Art Unit 1 15

Examiner Name Suresh Suryawanshi

Attorney Docket Number 801 1-15

ENCLOSU RES (Check all that apply)

Fee Transmittal Fonn Drawings (13 Replacement Sheets) After Allowance Communication to TC

[:1 Fee Attached Licensing-related Papers Appeal Communication to Board
of Appeals and interferences

AmendmentlRepIy Petition

_ Petition to Convert to a
E] Aflei’ Final Provisional Application

|:| _ . Power of Attorney, RevocationAffidavns/d°°'a'at'°"(5) Change of Correspondence Address
Terminal Disclaimer

Appeal Communication to TC
(Appeal Notice, Brief. Reply Brlef)

Proprietary lnforrnation

Status Letter

Other Enclosurels) (please Identify

R tf Rf d b°'°w)
Express Ab3"d°'""°"iRe‘l“°$‘ ewes °' 9”" 1. Submission of Formal Drawings;

cD_ Nun-|ber°fCD(s) 2. Thirteen Formal Drawings;
3. Issue Fee Transmittal; and
4. Return postcard.

IZDEJEJDEI
Extension of Time Request

lnforrnation Disclosure Statement

E Landscape Table on CD

Certified Copy of Priority
' Document“) Director of the United States Patent and Trademark Office is hereby

Reply to Missing Parts’ authorized to charge payment of any fees required in connection with this

'"w"‘P'e‘e APP"Ca“°" filing to Deposit Account No. 06-1075 (Order No. 103532-0002). A duplicate
Reply to Missing Pans copy of this Statement is transmitted herewith.under 37 CFR 1.52 or 1.53

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT

Firm Name Fish & Neave IP Group
Roes -j Gr LLP

n' 
 
MJanuary 9, 2007 52,056

CERTIFICATE OF EXPRESS MAILING
EXPRESS MAIL LABEL NO. EV620761223US

I hereby certify that this correspondence is being facsimile transmitted to the USPTO or deposited with the United States Postal Service with
sufficient postage as express mail in an envelope addressed to: Mail Stop: Issue Fee, Commissioner for Parents, P.O. Box 1450,
Alexandria, VA 22313-1450 on the date shown below:

L /31 / ’ I

W or vim name '53“ 3- S”““‘

American Legalflet, Inc.
www.Forma Workflomcorn
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EV620761223US

PATENTS

8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

PATENT APPLICATION

Applicants : James J. Fallon et al.

Application No. 2 09/776,267 Confirmation No. : 9730

Filed : February 2, 2001

For : SYSTEMS AND METHODS FOR ACCELERATED
LOADING OF OPERATING SYSTEMS AND
APPLICATION PROGRAMS

Group Art Unit : 2115

Examiner : Suresh Suryawanshi

New York, New York 10020

January 9, 2007

Mail Stop ISSUE FEE
Hon. Commissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450

SUBMISSION OF FORMAL DRAWINGS

Pursuant to 37 C.F.R. § 1.85, and in accordance

with the requirement in the October 16, 2006 Notice of

Allowability, applicants herewith furnish thirteen (13)

sheets of formal drawings, to be substituted for the

thirteen (13) sheets of informal drawings previously filed.
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The Director is hereby authorized to charge

payment of any additional fees required in connection with

the paper(s) transmitted herewith, or to credit any

overpayment of same, to Deposit Account No. 06-1075. A

duplicate copy of this transmittal letter is transmitted

herewith.

Respectfu 1 submitted,

L
Jeffr

Reg.

Agent for Applicant
FISH & NEAVE IP GROUP
ROPES & GRAY LLP

Customer No. 1473

1251 Avenue of the Americas

New York, New York 10020-1105
Te1.: (212) 596-9000
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Applicant : James]. Fallon Docket No.: 801 l-lS
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UNITED STATES PATENT AND TRADEMARK OFFICE gt‘) ,
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.0. Box 1450

Alexandria, Virginia 22313-1450
www.uspto.gov

NOTICE OF ALLOWANCE AND FEE(S) DUE

EXAMINER22150 7590 I0/I6/2006

F. CHAU & ASSOCIATES, LLC - SUR“WA"5*“- SW5"

130 WOODBURY ROAD
'WOODBURY, NY 11797 2' ,5

DATE MAILED: 10/ 16/2006

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

09/776,267 02/02/2001 1 James J. Fallon 8011-15 9730

TITLE OF INVENTION: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF OPERATING SYSTEMS AND APPLICATION
PROGRAMS

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE
YES 5700 $300 $0nonprovisional $1000 Ol/16/2007

THE APPLICATION IDENTIFIED ABOVE HAS BEEN. EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION Q11 THE MERITS E CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.

THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUEAT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN IEREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR_THIS APPLICATION SHALL BE REGARDED AS ABANDONED. [HIS
SIAI [1 IQRY PERIQD CANNQT BE . SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVEDOES. _
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS
PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE. . . -

HOW TO REPLY TO THIS NOTICE:

I. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your current If the SMALL ENTITY is shown as NO:
SMALL ENTITY status:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shown above, orabove. '

B. If the status above is to be removed, check box 5b on Part B - B. If applicant claimed SMALL ENTITY status before, or is now
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITY status, check box Sa on Part B - Fee(s)
and twice the amount of the ISSUE FEE shown above, or Transmittal and pay the PUBLICATION FEE (if required) and 1/2

the ISSUE FEE shown above.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Officc
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3

PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEECommissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450
or E_a_x (571)-273-2885

INSTRUCTIONS: This form should be_ used for transmitting the ISSUE FEE and PUBLICATION FEE (if required . Blocks 1 through 5 should be completed where

appropriate. All further correspondence including the Patent, advance orders and notification’ of maintenance fees will mailed to the current eoires ndence address as
in

icated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; andlor (b) indicating a separate " EE ADDRESS" formaintenance fee notifications. 2

CURRENT CORRESPONDENCE ADDRESS (Note: Use Bloelt i forany Cllilngc ofiiddress) ~ Note: A certificate oi maiiin can only be used lor domestic mailings ol ilic
Fee(s) Transmittal. This eerti icate cannot be _used for any other accompanying

papers, Each additional paper, such as an assignment or formal. drawing, mustave its own certificate of mailing or transnussion.Hi 50 7590 I0/I6/2006
Certificate of Mailing or Transmission

F. CHAU & ASSOCIATES, LLC I hereb certif that this Fee s Transmittal is being deposited with the United
St t tai ice with s eient postage for first class mail in an envelo

130 WOODBURY ROAD . adiititsssetiis to tiiitv Mail Stop! ISSUE FEE address above, or bcin facsimiif:WOODBURY, NY 1 1797 ‘ transmitted to the USPTO ( 7l) 273-2885, on the date indicated be ow.
(Depositors name)

(Signature)

(Date)

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

09/776,267 . 02/02/2001 James J. Fallon 801 1-1 5 9730

TITLE OF INVENTION: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF OPERATING SYSTEMS AND APPLICATION
PROGRAMS

APPLN. TYPE SMALL ENTITY ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

YES 50nonprovisional $700 $300 $1000 01/] 6/2007

EXAMINER CLASS-SUBCLASS
SURYAWANSHI, SURESI-I 21 I 5 7 l 3—002000

I. Chan c of correspondence address or indication of "Fee Address" (37 2. For printing on the patent front page, list

CFR 1' 63)‘ (1) the names of up to 3 registered patent attorneys
El Chan e of corres ondcncc address (or Change of Correspondence or agents OR, alternatively,

‘ Address 0"" PTO] B/122) attached’ (2) the name of a single firm (having as a member a
Cl "Fee Address" indication (or "Fee Address" Indication form registered attomey or agent) and the names of up to
PTO/SB/47; Rev 0302 or more recent) attached. Use of a Customer 2 Néfiistefed Pate“! m°|T"?YS 0|’ BS5115 If "0 namfi 15Number is required. list , no name will be printed. ‘

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed forreeordation as set forth in 37 CF 3.] 1. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

Please check the appropriate assigncc category or categories (will not be printed on the patent) : El Individual .El Corporation or other private group entity El Government

4a. The following fec(s) are submitted: 4b. Payment of Fec(s): (Please first reapply any previously paid issue fee shown above)
0 Issue Fee D A check is enclosed.

Cl Publication Fee (No small entity discount pcnnitted) El Payment by credit card. Form PTO—2038 is attached.
I D Advance order . # ofCopies CI The Director is hereby authorized to charge the required fee s), any deficiency, or credit arliy‘ overpayment, to Deposit Account Number enclose an extra copy of this orm).

5. Change in Entity Status (from status indicated above)

D a. Applicant claims SMALL ENTITY status. See 37 CFR 1.27. D b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR l.27(g)(2).
NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a registered attorney or agent; or the assignee or other party in

' interest as shown by the records of die United States Patent and Trademark Office.

Authorized Signature _ Date

Typed or printed name Registration No.

This collection of infonnation is required by 37 CFR l.3l I. The information is re uircd to obtain or retain a benefit b the public which is to file (and by the USPTO to process)
an application. Confidcntialitypis governed by 35 U.S.C. 122 and 37 CFR l.l4. T is collection is estimated to take 1 minutes to complete, including gathering, preparing, and
submitting the completed application form to the USPTO. Time will va de endin upon_ the individual case. Any comments on the amount of time you require to com lcte
this form and/or su gestions for reducing this burden, should be sent to t e ief In onnation Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, .0
Box 1450, Alexan na, Vir inia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1450,
Alexandria, Virginia 2231 -1450.
Under the Papenivork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007. OMB 0651-0033 US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria. Virginia 223l3-I450www.usplo.gov

APPLICATION NO. FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.
09/776,267 02/02/2001 James J. Fallon 8011-15 9730

22150 7590 I0/I 6/2006 I E INER I
F. CHAU & ASSOCIATES, LLC SURVA“"‘"S*“~ “RES” <

1-°’°W0°DBURY‘R0AD
WOODBURY, NY 11797 21 '5

DATE MAILED: l0/ 16/2006

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000) '

The Patent Term Adjustment to date is 266 day(s). If the issue fee is paid on the date that is three months after the

mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half

months) after the mailing date of this notice, the Patent Term Adjustment will be 266 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval
(PAIR) WEB site (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of

Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be

directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or
(571)-272-4200. '

Page 3 of 3
PTOL-85 (Rev. 07/06) Approved for use through 04/30/2007.
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Application No. Applicant(s)

_ _ _ 09/776,267 FALLON ET AL.
Notice ofAIIowabII1ty Examiner Aft Unit

Suresh K. Suryawanshi 2115

- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed). a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. [Z This communication is responsive to amendments filed on 8/14/06.

2. [Z The allowed claim(s) is/are 1 2 4-713 15 and 17-39.

3. E] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a) El All b) [I Some‘ c) E] None of the:

1. I] Certified copies of the priority documents have been received.

2. C] Certified copies of the priority documents have been received in Application No._

3. [] Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

" Certified copies not received:_

Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD Is NOT EXTENDABLE.

4. [:1 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMlNER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

5. IE CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.

(a) IE including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached

1) E] hereto or 2) E to Paper No./Mail Date 2/14/06.

(b) [I including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121 (d).

6. E] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attach ment(s) .
1. [:1 Notice of References Cited (PTO-892) 5. D Notice of Informal Patent Application

2. D Notice of Draftperson's Patent Drawing Review (PTO-948) 6. E] Interview Summary (PTO-413),
Paper No./Mail Date .

3. E Information Disclosure Statements (PTO/SB/08), 7. I] Examiners Amendment/Comment
Paper No./Mail Date See Continuation Sheet

4. I] Examinefs Comment Regarding Requirement for Deposit 8. D Examiners Statement of Reason for Allowance
of Biological Material '

9. C] Other . AC5»)

US. Patent and Trademark Office

PTOL-37 (Rev. 08-06) Notice of Allowability Part of Paper No./Mail Date 20061010
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Continuation Sheet (PTOL-37) Application No. 09/776,267

Continuation of Attachment(s) 3. Infonnation Disclosure Statements (PTO/SB/08), Paper No./Mail Date: 8/28/06,9/8/06,9l16/O6.
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PTOISBIOBA (10-01)
Approved for use through 10I3lI2002. OMB 0851-0031

U.S. Patent and Trademark Olllee: U.S. DEPARTMENT OF COMMERCE
.--, gf1B95_ no . rsang are re ulred to res - nd to a eoiieaionoi information unless it contains a valid OMB control number.

Complete If known
' ii: :29‘ - . licatlon Number 09/776.267

FOURTH SUPPLEMENTAL Filing Date Februa 2. 2001

INFORMATION DISCLOSURE First Named Inventor Fallon
STATEMENT BY APPLICANT

Examiner Name Suresh K. Suryawanshi

Attorney Docket
Number 8011-15

U.S. PATENT DOCUMENTS

D°°”m°m Numb“ Publication Date Name 01 Patenlee or
Number - Klnd C059 MM-DD-YYYY Applicant of Cited Documentsilknown

Coy et al.4,127,518

4,302,775 Wldergren et al.

4,574,351

Pages. Columns. Lines. Where
Relevant Passages or

Relevant Figures Appear

Examiner Cite
initials‘ No.‘

1 1-28-1978

11-24-1981

03-04-1986

06-03-1986

07-21-1987

03-08-1988

06-28-1988

02-14-1989

09-26-1989

10-03-1989

10-24-1989

12-19-1989

03-06-1990

05-29-1990

09-04-1990

10-23-1990

07-02-1991

5,045,848 09-03-1991

5,045,852 09-03-1991

5,046,027 09-03-1991 733"‘? '3‘ 3'-

5,049,881 09-17-1991 G“’5°“ 9‘ 3'-

5.097.261 03-17-1992 '-a"9°°"- ~"- 9‘ 3'-

Examiner Date

I°~°i°*
‘EXAMINER: tniiid it reference considered. Mxeiher or not dtation is in oeniamanoe Min MPEP 609. Draw line through diaflon it not in eeniennanee and not considered.
Maude copy 01 this term with next convrunlcetlen to applicant.
1 Applicant‘: unique citation designation number (optional). 2 Applicant is in place 8 check man: i'ierellEndlst1 language Translation is attaeheri.
This collection at lnlorrraiion is required by 37 CFR 1.97 and 1.83. The inia-rraiion is required to obtain or retain I benefit by the public mm is to tile (and by the USPTO to
process) an aaotiration. Confldentialityls governed by 35 U.S.C. 12 and 37 CFR 1.14. This eelledlon is estirrated to tel:e2 hours to complete. inducing gaiiierinm preparing.
and subrriiling the omvieted application form to the USPTO. Trm will varydepaidlng upon the individual case. Any aurnments on the armuni oi line you require to cnrmleie
this term and/or suggestions for redudng this burden. shoutd be sent to the chief inforrraiion Officer. U.S. Patent and Trademark Office. U.S. Department oi Comneroe. PO.
Box 1450, Alexandria. VA 22313-1450. X NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner (or Patents, P.O. Box 1450.
Alexandria. VA 12313-1450.

Dang et al.

Ohkubo at al.

4,682,150 Mathes el al.

4,730,348

4,754,351

4,804,959

4,870,415

4,872,009

4,876,541

4,888,812

4,906,995

4,929,946

4,953,324

4,965,675

5.028.922

Maccrisken

Wright

Makansi et al.

fifififififi
Van Maren et al.

Tsukiyama et al.

Storer

Dinan et al.

O'Brien at al.

Herrmann

Hori et al.

Huang

Fascenda

Mitchell et al.

—"m

—_
——
——
A
—_
—_
—-

—-
——
——
—‘
——
——
——

W ——
—-
——
——
——
—-
1

——WI

Express Mail:
EV66967l846US



36

PTO/SBIOSA (10-01 )
Approved for use through 10/31/2002. OMB 0651-0031

U.S. Patent and Trademark Office: US. DEPARTMENT OF COMMERCE
Underthe -1: ‘ . -- -- = ndtoaoouadionoflnformationur1!esaI1eomainsavalidOMBcontrol number.

Substitute for form 1449NPTO Complete if kn°W"

09/776 267
FOURTH SUPPLEMENTAL Februa 2.2001

INFORMATION DISCLOSURE Fa"°n
STATEMENT BY APPLICANT W5

Examlnor Name

Attorney Docket
fflli

Dinwiddie, Jr. at al.

Suresh K. Suryawanshl

05-12-1992

06-09-1992

<4,” 09-22-1992 Ch“

10474992 Rabin et al.

=01424993 Taaffa et al.
-°3-02-1993
204-2°-1993

-07-27-1993

-°8-17-1993

209-21-1993
265 5,247,646 09-21-1993

ya 5.263.168 11-16-1993 T°mS 9' 3'-

E—%'3“'“a”5“‘°‘°"
—0215-1994 B°"°“
1—°°"
T’*"‘””‘“"

9-»; 5,355,493 10-1 1-1994 P'°"‘"° °‘ 3'-

5.357,e14 10-18-1994

5,379,036 o1-03-1995

 — V’/W/°<°
'BU\NIINER: Initial Il reference considered. whether or not duuon Is In eonfonmnca wim MPEP 609. Draw line throuw dlallon I1 nol In conlovrmnce and not considered.
Inuude copy at this form vdlh next aomnunkauon to appllmnl.
1 Appucanrn unsquo dhallon daslnnafion number (opuonan. 2 mxicanx Is to am a mu: nan: nun II Engusn Ianguage Translmlcm ls anaunea.
TN: couedlon oilnforvmuon ls required by 37 OFR137 and LN. The womatlon is required In obtain orremln a benefit by the public which Is to file (and by the USPTO to
Dvocess) an appacatIon.connoen11aIiIyIs governed by 35 u.s.c. 122 and 37 CFR 1.14. ‘ms edlealon ls esllrralecl In mice 2 hours to mnwlete. Induding galhering, prepannq.
and subnilting me convlelcd apollmllon fwm lo 019 USPTO. Time will vary depending upon the Individual case. Any oormems on In: amount n! time you require to convlew
this lonn andlor suggestions lot redudng Ihls burden. shotdd be sent to the Ohio! ln!oma1|orI Olnoer. US. Patent and Trndenark Omoe. U.S. Depanncnl of Corrmerca. F.0.

‘Duo: 1450. Alemniiria. VA 22313-1450. DO NOT SEND FEES OR COMPI.ETED FORMS TO THIS ADDRESS. SEND TO: Commlulonor Io: Patents, 11.0. Box 1650.anndrla. A 1231 3-1450.

Szymborski

5,150,430

5%EE

Hasegawa et al.

Chevion et al.

Nonnile et al.

Dangi at al.

Hannon. Jr.

Saroussi et al.

Jackson

O'Brien et al.

Osteriund et al.

Pattisam et al.“I
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U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
-- 1- to a eoiiectlon oi infonration unless it contains a valid OMB control number.

Substitute for form 1449A/PTO CWWPIGT9 if k"°W"
09/773 267

FOURTH SUPPLEMENTAL Febfua 2 2001

INFORMATION DISCLOSURE Fallon
Emil-STATEMENT BY APPLICANT 2‘ ‘5

Examiner Name Suresh K. Suryawanshi
use as man sheets as necessa

Number15: %

01404995 AHGI1 et al.

02-28-1995

03-07-1995

04-11-1995

04-11-1995

05-02-1995

05-09-1995

05-30-1995

09-19-1995

10-24-1995

5,381 .145

5,394,534

5,396,228

5,406,278

5,406,279

5,412,384

5,414,850

5,420,639

5,452,287

5,461,679

5,467,087

5,471,206 11-28-1995 “'9” °* 3'-

5’4-,9_53-, Campbell et al.

5,486,826

Kulakowski at al.

Garahi

Graybill et al.

Anderson et al.

Chang et al.

Whiting

Perkins

Nonnile et al.

Chu

01_23_1996 Remiilard

5,495,244 02-27-1996

5,506,844 o4-09-1996

5.506.872 o4-o9-1996

5.530.845 06-25-1996

07-02-1996,

5.535.356 07-09-1996

5,537,658 07-16-1996

5,557,551 09-17-1996 5'3“

5.557.668 09-17-1996 5'3”

5,557,749 09-17-1996

Examiner Date ,
smm v°/Wt»I

‘EXAMINER’ initial Ii Inference considered. Mlelhet or not diatlon Is In wnfomanoe Mm MPEP 609. Draw line lhrwgh diaiion If not In eanlumance and not wnsldereu.
indmia copy oi iris farm with max! oomrmniiion in applicant.
1 Appiicanrs unique citation designation number (optional). 2 Applicant is to place a chad: nan: hen: Ii Engish language Translation is aiiacried.
This collection 01 inim-ration is required by 37 CFR 1.97 and 1.95. The inlomution is required to obtain or retain a benefit by the public whim I: to filo (and by Ina USPTO io
process) an application. Comideniiaiity Is governed by 35 u.s.c. I22 and 37 CPR 1.14. This ooiledion Is esiirraied to wire 2 hours in wnuiete, lnduding gaihering, preparing,
and subniitina the convicted application form in the USFTO. Time will my depenang upon the Indlviduai ease. Any oornrrenis on the amount of firm you require to eorrueie
this turn nndlar suggestions (or redudng this burden. should be senl in Ihe chief infunmiion Oflicer. US. Patent and Tradenark Offlua. U.S. Departnlali at Commerce, F.O.
Box 1450, Alexandria. VA 22313-1450. 00 NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: commiulomr lo: Pnanzs, 9.0. Box 1559.
Alexandria, VA 11313-14541.

Je-Chang et al.

Hiati at al.

James

Bakke et al.
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Substitute for form 1449NPTO Complete ifknown
09/775 267

FOURTH SUPPLEMENTAL
mr=oRMA11oN n|scLosuREI 
 

Examlnor Name _
Number6

10_o1_1996 Carreiro at al.

11-12-1996

11-19-1996

12-10-1996

12-31-1996

01-21-1997

02-13-1997

02-25-1997

03-18-1997

03-25-1997

04-15-1997

04-22-1997

04-22-1997

05-05-1997 9'3“

5,627,995 05051997 Miller at al.

5-529732 05-13-1997

5.630.092 o5_13_1997 Carreiro at al.

5-642-505 06-24-1997 ‘-99

5.649.032 o7_16_199, Burt at at.

5.561 .824

5.574.952

5.576.953

5.583.500

5.590.306

5.596.674

5.604 .824

5.606.706

5.612.788

5,615.01 7

5.621 .820

Brady 91 al.

 Hugentobler

Allen at al.

Waianabe at al.

Bhandari et al.

Chui et al.fifififi* III
Takamoto at al.

Rynderman at al.

:1"9.

Bakke 6‘ al.

5.627.534

Moskowitz at al.

5.652.795 07-29-1997 D‘"°" 9* a'~

5.652.917 0-,_29_1997 Maupin at al.

5.654.703 Clark, ll

5.655.138

5,666,560

08-05-1997

08-05-1997

09-09-1997

Examiner Date , ,

I

'B(AM|NER: lniiial ll refemnoe oonsioaed. whether or M1 diaiion Is In oonfonnanoo with MPEP 6-D9. Draw line through dlaiion 11 no! In oomomaneo and nol considered.
include oopyo! this 101111 wlih nan oorrrrunlcatlon to apolwni.
1 Applicant’: unique diction desionaflcn number (ootiondi. 2 Mnlleanl is to plane 9 cried: rrark here I1Eng1isn language Translation 19 auaonod.
This collection oiinfunation is required by 37 CFR 1.97 and 1.88. The lnfomulion Is required 10 obtain or retain a benefit by lite puuic which Is to 619 (and by Ina USPTO to
process) an appIiootior1.Conflden1iali1yIs governed by :15 u.s.c. 122 and 37 GFR 1.14. This collection is esurmied to lake 2 hours to complete. Inducing oathenng. praoanng.
and subnilting the onnpleted application form to lite USFIO. Tlmo will vary depending upon the Individual case. Any comments on the amount 01 this you require 10 aorrwloie
mi: form nndlor sugguiioru icr redudna this burden. smut: be sent to 1110 Chief Information Oflloer. U.5. Palenl and Traiierranr Offlce. U.S. Depanrneni of Commerce. P.0.
Box 1450. Alexandria. VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner (or Paloma. P.O. Box 1450,
Alanndnl, VA 22313-1450.

Moertl et al.

j
j
1
j
j
j
1

-j
-j
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9 -@
Ij
Ij
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Ij
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-j
-j
-j
I2]-j
an-j
Ij



39

PTOISB/08A (1 0-01)
Approved for use thruugh 10/31/2002. OMB 0851-0031

U.$. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCEUndartha Pa - rwork ReducuonA1:t 1311995. no -rsons are ulred to re - nd to a collection or lnfomratlorl unless it comains 8 valxd OMB control number,

Substitute for form 1449A/PTO Complete if known

FOURTH SUPPLEMENTAL
|NFoRMA1'|oN u|sc|_osuRE

Ell-—STATEMENT BY APPLICANT E91317

557‘-339 09-23-1997

5-575-333 1007-1997

5-594-519 1202-1997

5-595-927 1209-1997

W188 et al.

51°:
Boursier et al.fifilfiIIII
MacDonald et al.

E5I
02-03-1998

02-10-1998

' 02-10-1998

02-24-1998

03-03-1998

03-17-1998

05-05-1998

05-26-1998

08-23-1998

07-07-1998

07-14-1998

07-21-1998

07-28-1998

5,799,110 08-25-1998 's'a°'-1°" 9‘ 3'-

5,805,932 o9_08_1998 Kawashima 61 al.

5303-560 09-15-1998

5,809,176 09-15-1998 Yaiima

Hannah Gt 3‘.

Examlner Date

slnature 5W’ J. V -54-441 22- 1.. 1 ‘°7’°7‘‘°’

‘EXAMINER: initial 11 reference 0onsidered.w11e1hcr or not 61815011 is In canforrranee with MPEP 609. Draw line Ihrough citation If not In eonforrranca and not considered.
Induce copy of this «arm with nerd aornrrunbcauon lo appflcanl.
1 Applkanrs unique dlaxion deslanaum number (optional). 2 Nruicarll I: In place 8 mod: rrark here If Engfish language Translauon ls attached.
This cauecllon oflniorrmtlon 15 required by 37 CFR 1.97 and 1.98. The lniorrrullon is required Io ouratn or retain a benefit by the pwilc Milan I: 08 E18 (and by me USPTO In
proc8ss)an application. Confrdenllalltyls governed by 35 u.s.c. 122 and 37 CFR 1.14. This ediedian I8 eslirraled lolake 2 haw-8 lo earrplele. lndndlna nathalng. preparing,
and sum-‘ulna me mmnleled application form to the USPT0- “me will vary depending upon the Indwuau use. Any wrrvrlenls on me amoum or urns you require to emulate
ml: lorrn andlor suggestions lnr redudng this burden. abound be sent to the chin! lrrforrralion Officer. US. Patent and Trauerrark Offica. U.S. Deparlrrenl oi Comrnerce. P.O.

Box 1450. Al‘;-ararkdfla. VA &313-1450. 00 NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: commlaalonar for Patents. P.O. Box 1450,Aloxlndfll. A 22813-1450.

5,715,477

5,717,393 _
5,717,394

5,721 ,958

5,724,475

5,729,228

5,748,904

5,757,852

5,771 ,340

5,778,41 1

Nakano et al.

Schwartz et al.

\

Franaszek et al.

Huang et al.

Jericevic et al.

Nakazato et al.

DeMoss et al.

5,781.-,6-, Inoue et al.
5,784,572

5,787,487

Rostoker et al.

Hashimoto et al.

Sekine at al.
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Substitute for form 1449AlPTO Camplefe ifMOW"
- - Iication Number 09/776 267

FOURTH SUPPLEMENTAL Fllin Date Februa 2 2001
First Named Inventor Fallon

STATEMENT BY APPLICANT “MIT
Examiner Name Suresh K. Suryawanshi

use as man sheets as necessa

Attomoy Docket
in

5,812,789

5,818,368

5,818,369

5,818,530

5,819,215

5,825,424

5,832,037

8011-15 .

09-22-1993 Dial 9‘ 3'-

10-06-1998

10-06-1999

10-06-1999

10-06-1998

10-20-1998

11-03-1998 ’°a”‘

11-03-1998 7a"a"a

11‘-1o-1998 535°“

1 1-17-1993

11-17-1993

11-24-1999

12-08-1993

01-19-1999

01-19-1999

02-09-1999

02-09-1999

02-16-1999

03-16-1999

03923-1999

03-30-1999

0922-1999

os-29.1999

o7-os-1999

Examiner Data .1 1

1° valet
‘EXAMINER: initiai Ii reielenoo considered. whelhar cl not dtaiion is In wrllonnanue with MFEP 609, Draw line through dlaiion I! not In cnniorrmnce and not oonsidaed.
lndurla may at this turn wilh not oonvmnirallon lo apailunL
1 Appllmnra unique citation deslgnalion number (oplional). 2 Appllasnt is to pace a check nan: neral1Englsh language Translation is attached.
This collection ollrrtornvailon is required by 37 cFR1.97 and 1.98. The lniormalim la required to obtain or retain a benefit by the public Maids is in tile (and by the USPTO to
process) an awflcatlon. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This oolledion is estimated to take 2 hwrs lo oonviele. indudlng gathering. preparing.
and subnitllnu the oonuleied eopiimlion lorrn to the USPTO. Time will vary depending upm lhe individual use. Any comments on lhe armunt oi arm you require lo eerrplete
this iorrn andtor suggestion: fa redudng this burden. shoulri be sent to the chic! inforrmiion Offlw. US. Patent and Treduran: Offim. U.S. Depanrrrent oi Covwnmze. PD.

30:: N50. Alaaznzdua, VA552313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO TNIS ADDRESS. SEND TO: Convnlnlonor lot Paloma. P.O. Box 1050.Alnl mini. 11 I-14 .

Langley

Withers

Caniieid et al.Efififififififi Dobson et al.

Canfield et al.

5,836,003

5,838,996 .

5,539,100

5,841,979

5,847,762

5,861,824

decanno

Wegener

Schulhof et al.

Canfield

963

Ryu et al.

_
-
:
—
—
_
—
—

_-
—-—
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5361.920 Mead et al.
5.870.036

5,870,087

5,872,530

5,883,975

5,886,655

5,889,961

5,915,079

5,917,438

Franaszek et al.

Chau

Domyo at al.

Narita et al.

Dobbek

Vondran, Jr. et al.fififififififiifiIIIIIIIII
Rentschler et al.
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- - lication Number 09/776,267

FOURTH SUPPLEMENTAL Filin Date Februa 2. 2001

WFORMATION DISCLOSURE First Named Inventor Fallon
STATEMENT BY APPLICANT

Examiner Name Suresh K. Suryawanshi
use as man sheets as necessa

f.“J.‘:.’.'.':.’°°°"°‘

5.936.616 084 04999 TOFDOTQ, Jf. 818'.

09-07-1999

5-955975 09-21-1999

5950-455 09-28-1999

5,964,842 10_12_1999 Packard

5.968.149

Panaoussis

HeathE96Ii
Adams

\>-

IE

as

10494999 JBQUBHG St 3|.

5373-630 10-26-1999

5974-47‘ 10-26-1999

1 Kamatani

Belt

1 ChiU'HaO

6.000.009 12_07_1999 Brady

5-0914“ 12-14-1999

5-0‘ 1 -90‘ 01-04-2000

6,014,694 o1_11_200o Aharoni et al.

6,026,217 Adiletta

6,028,725

6,031,939

6,032,148

6,061,398

6,075,470

6.094.634

6,097,520

6, 1 04 .389

02-1 5-2000

02-22-2000

02-29-2000

02-29-2000

05-09-2000

06-1 3-2000

07-25-2000

08-01-2000

08-1 5-2000

522?; (A bag . . I~=7oo2-1,
‘EXAMINER: Initia! If relerence censideed. whether or not dtelion is In cuntorrranee mm MPEP 609. Draw line Waugh dteiien if not In conformance and not mnsdered.lndude avyel this form with next oomrruniaalion to apdiant.
1 Applicants unique citation designation mnnher(oaiio1at). 2 Apulcanl I! to place a check marl: here it English language Tranfleuon Is attached.
This eolieciinn ofinfnmaiinn is required by 31 cFR1.97 end1.88. The Inforrmtion It required to obtain or retain a benefit by the puniic whim is ta li1e(and by the USPTO to
process) an appliwion. Canfldenuality is nevemed by 35 u.s.c. In and 37 CFR 1.14. This cdleuion is eaiirmtad to take 2 hours lo conpieie. indudng gathering. prepanng.
and submitling the cerrvleied application form to the USPTO. Time will vary depending upon the lndMdua1 man. My cnmrnent: on the amount or time you require to earl-piece
this iorm encller suggcsflnns tor redudng iris burden, shown he sent in the chic! Intnrrnallon Otilea. U.S. Patent and Tredetmrk Oman U.S. Department of Cornmace. P.O.

2: 1:30. N:aa,n2dr1a. VA 22313-1450. 00 N01 SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Corntnlulenar for Patents. P.O. Box 1650.:1 run, A :1 S-M50.

Blumenau

Gilbert et al.

Wilkes

Satoh at al.

Lime at al.

Yahagi et al.
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FOURTH SUPPLEMENTAL

|N|=oRMAT|oN o|sc|_osuREI 
 STATEMENT BY APPLICANT

Suresh K. Suryawanshi
fE

Wu et al.
6E 08-1 5-2000

10-03-2000

10-31-2000 '

1 1-07-2000

01-09-2001

02-20-2001

02-27-2001

06-26-2001

08-07-2001

08-07-2001

08-28-2001

10-30-2001

1 1-1 3-2001

6,128,412

6.141.053
EI

Saukkonen

fififi

Illlllfilllllfilliiil
6,145,069

6,172,936

6,192,082

6,195,024

Moriarty et al.

Fallon

Sebastian

6,272,627

6,272,628

6,282,641

6,309,424

6,317,714

Aguilar at al.

Christensen

Fallon

Del Castillo et al.

19666666
Schaefer

Booth

Rhee
6,345,307

6,421 ,387

6,434,1 68

6,442,659

6,449,682

6.452.602

6,487,640

6,489,902

02-05-2002

07-1 6-2002

08-1 3-2002

08-27-2002

09-1 0-2002

09-1 7-2002

Blumenau

Toorians

Hr

9lb

Lipasti

1 2-03-2002

01-28-2003

03-04-2003

" -

Kobayashi

Easwar el al.fifififi
6,529,633

Examiner Dale

I-7w 01.
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PATENTS

Attorney Docket No. 8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : James J. Fallon et al.

Application No. : 09/776,267 Confirmation No.

Filing Date : February 2, 2001

Title : SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

Art Unit . : 2115

Examiner : Suresh Suyawanshi

New York, New York 10020

September 15, 2006

Hon. Commissioner for Patents
P. O. Box 1450

Alexandria, VA 22313-1450

EXPRESS MAIL CERTIFICATION

"Express Mail" mailing label number EV669635044US

Date of Deposit September 15, 2006

I hereby certify that the papers and fees identified below are

being deposited with the United States Postal Service "Express Mail Post
Office to Addressee" service under 37 C.F.R. § 1.10 on the date indicated
above and are addressed to Commissioner for Patents, P.O. Box 1450,

Alexandria, VA 22313-1450.

Supplemental Information Disclosure Statement (in duplicate);

Form PTO/SB/08A (in duplicate); and,

Return Postcard.

ROSE MARIE DHANRAJ
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I

PATENTS

8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants

Application No.

Filed

For

Art Unit

Examiner

James J. Fallon et al.

09/776,267 Conf. No.: 9730

February 2, 2001

SYSTEMS AND METHODS FOR ACCELERATED LOADING

OF OPERATING SYSTEMS AND APPLICATION

PROGRAMS ’

2115

Suresh Suyawanshi

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

New York, New York 10020

September 15, 2006

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Pursuant to 37 C.F.R. §§ 1.56 and 1.97, applicants

hereby make the following documents of record in the above-

identified patent application:

5,227,893

5,400,401

5,403,639

5,613,069

5,635,632

5,635,932

5,719,862

5,796,864

5,867,167

09/19/aoos RHEBRAHT oooooou. 051075 09776267

01 FC:1806 180.00 09

U.S. Patent Documents

07-13-1993

03-21-1995

04-04-1995

03-18-1997

06-03-1997

06-03-1997

02-17-1998

08-18-1998

02-02-1999

Ett

Wasilewski et al.

Belsan et al.

Walker

Fay et al.

Shinagawa et al.
Lee et al.

Callahan

Deering

Express Mail
EV669635044US
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6,182,125 Borella et al. 01-30-2001

6,609,223 Wolfgang 08-19-2003

The aforementioned documents, which are listed on the

accompanying Form SB/08A (submitted in duplicate), were Cited

in U.S. Patent Application No. 10/434,305 in the Office Action

mailed on September 13, 2006.

It is respectfully requested that these documents be:

(1) fully considered by the Patent and Trademark Office during

the examination of this application; and (2) printed on any

patent which may issue on this application. Applicants request

that a copy of Form SB/08A, as considered and initialed by the

Examiner, be returned with the next communication.-

This Statement is submitted after the mailing of a

first Office Action on the merits. In accordance withp

37 C.F R. §197 (c)(2), submission of this Statement requires a

fee of $180.00. The Director is hereby authorized to charge

payment of $180.00 and any other fees required in connection

with this paper, or credit any overpayment of the same, to

Deposit Account No. 06-1075, Order No. 103532-0002. A '

duplicate copy of this paper is being submitted herewith.

Express Mail
EV66963s044Us
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An early and favorable action is respectfully

requested.

Respectfully submitted,

/{L
Jeffre D. Mullen

Regist ation No. 52,056

Agent or Applicant
FISH & NEAVE IP GROUP

ROPES & GRAY LLP

Customer No. 1473

1251 Avenue of the Americas

New York, New York 10020-1105

Tel.: (212) 596-9000

Fax: (212) 596-9090

Express Mail
EV66963 5044US
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PTOISB/08A (10-O1)
Approved for use through 10/31/2002. OMB 0651-0031

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
—. uirgd to [35 nd to a collection 01 lnfom-ration unless it contains a valid OMB control number.

Complete if known
09/776,267

SUPPLEMENTAL Februa 2. 2001

INFORMATION DISCLOSURE Fa"°"
STATEMENT BY APPLICANT

Suresh Suyawanshi

8011-15

U.S. PATENT DOCUMENTS

Examiner Cite Document Numb” Publication Date Name of Patentee or Pa9§é]g3l;‘:t"g:'s::‘e:é ‘anew
initials‘ No.‘ Number— Kind Code MM-DD-WW Applicant of Cited Documents 9,7 known Relevant Figures Appear

07-1 3-1 9935,227,893

03-21-19955,400,401

5,403,639 04-04-1995

5,613,069 03-18-1997

5,635,632 06-03-1997

5,635,932 06-03-1997

5,719,862 02-17-1998

5,796,864 08-18-1998

5,867,167 02-02-1999

01-30-20016,182,125

6,609,223 08-19-2003

Wasilewski et al.

Belsan et al.

Walker

Fay et al.

Shinagawa et al.

Lee et al.

Callahan

Deering

Borella et al.

Wolfgang

Examiner Date
Signature Considered

‘EXAMINER: initial if reference considered. whether or not citation is in conformance with MPEP 609. Draw line through dtaiion if not in conformance and not considered.
Include copy of this form with next comrmnication to applimnt.
1 Applicants unique citation designation number (optional). 2 Applicant is to place a check mark here If Engtlsh language Translation is attached.
This collection of information is required by 37 CFR 1.97 and 1.98. The infomation is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 2 hours to complete. Including gathering, preparing,
and subrritting the corrpleted apoliwtion tom! to the USPTO. Time will vary depencfing upon the individual case. Any comments on the amount of time you require to corrplete
this form andlor suggestions for reducing this burden. should be sent to the Chief lntorrration Officer. U.S. Patent and Trademark Office. U.S. Department of Commerce. PO.
Box 1450, Alemndna. VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: commissioner for Patents. P.O. Box 1450,
Alexandria, VA 22313-1450.

Express Mail
EV669635044US



60

PATENTS

8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : James J. Fallon et al.

Application No. : 09/776,267 Conf. No.: 9730

Filed : February 2, 2001

For : SYSTEMS AND METHODS FOR ACCELERATED LOADING

OF OPERATING SYSTEMS AND APPLICATION

PROGRAMS

Art Unit : 2115

Examiner : Suresh Suyawanshi

Commissioner for Patents

P.O. Box 1450 New York, New York 10020

Alexandria, VA 22313-1450 September 8, 2006

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Pursuant to 37 C.F.R. §§ 1.56 and 1.97, applicants

hereby make the following documents of record in the above-

identified patent application:

U.S. Patent Documents

4,394,774 Widergren et al. 07-19-1983

5,209,220 Hiyama et al. 05-11-1993

5,379,757 Hiyama et a1. 01-10-1995

6,169,241 Shimizu 01-02-2001

6,661,839 Ishida et al. 12-09-2003

The aforementioned patent documents are listed on the

accompanying Form SB/08A (submitted in duplicate).

Express Mail
EV620761458US

09/12/2006 HUUBNGI 00000006 061075 09776267

01 FC:1806 180.00 D0
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The aforementioned documents were cited in U.S.

Patent Application No. 10/628,795 in the Notice of Allowability

mailed on August 29, 2006.

Documents identified in the aforementioned Notice of

Allowability that are not being cited herewith are already of

record in the present application.

It is respectfully requested that these documents be:

(1) fully considered by the Patent and Trademark Office during

the examination of this application; and (2) printed on any

patent which may issue on this application. Applicants request

that a copy of Form SB/08A, as considered and initialed by the

Examiner, be returned with the next communication.

This Statement is submitted after the mailing of a

first Office Action on the merits. In accordance with

37 C.F.R. §l97 (c)(2), submission of this Statement requires a

fee of $180.00. The Director is hereby authorized to charge

payment of $180.00 and any other fees required in connection

with this paper, or credit any overpayment of the same, to

Deposit Account No. 06-1075, Order No. 103532-0002. A

duplicate copy of this paper is being submitted herewith.
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An early and favorable action is respectfully

requested.

Respectfully submitted,’

’ation No. 52,056
or Applicants »

Submitted under 37 C.F.R. § 1.34

FISH & NEAVE IP GROUP

ROPES & GRAY LLP

Customer No. 1473

1251 Avenue of the Americas

New York, New York 10020-1105

Te1.: (212) 596-9000

Fax: (212) 596-9090
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PATENTS

Attorney Docket No. 8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : James J. Fallon et al.

Application No. : 09/776,267 Confirmation No.

Filing Date : February 2, 2001

Title : SYSTEMS AND METHODS FOR ACCELERATED LOADING
OF OPERATING SYSTEMS AND APPLICATION PROGRAMS

Art Unit : 2115

Examiner : Suresh Suryawanshi

New York, New York 10020
September 8, 2006

Hon. Commissioner for Patents
P. O. Box 1450

Alexandria, VA 22313-1450

EXPRESS MAIL CERTIFICATION

"Express Mail" mailing label numberEV6207614S8US

Date of Deposit September 8, 2006

I hereby certify that the papers and fees identified below are
being deposited with the United States Postal Service "Express Mail Post
Office to Addressee" service under 37 C.F.R. § 1.10 on the date indicated

above and are addressed to Hon. Commissioner for Patents, P.O. Box 1450,
Alexandria, VA 22313-1450.

Supplemental Information Disclosure Statement (in duplicate);

PTO Form SB/08A (in duplicate);

Return Postcard.

ROSE MARIE DHANRAJ
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PTOISB/OBA (10-01)
Approved for use through 10/31/2002. OMB 0651-0031

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
ersons are re uired to res ond to a collection of information unless it contains a valid OMB control number.

Complete if known

09/776,267
SUPPLEMENTAL Februa 2,2001

INFORMATION DISCLOSURE Fallon
STATEMENT BY APPLICANT WENT 2115

USE as man sheets BS HGCGSSB

““°'"°’ °°°“°‘ —2 801 1-15

U.S. PATENT DOCUMENTS

Document Number Publicafion Date Name of Patemee or Pages, Columns, Lines, Where
Number - Kind Code MM-DD-YYYY Applicant of Cited Documents Re'°"a"‘ P3553995 °'Relevant Figures Appear

j

Examiner Date
S nature Cons ered

‘EXAMINER: Initial if reference considered, whether or not citation is in oanfomence with MPEP 609. Draw line through citation it not in conformance and not considered.
Include copy of this lomi with next communication to applicant.
1 Applicant's unique citation designation number (optional). 2 Applicant is to place a check mark here it English language Translation is attached,
This collection oflnfomuation is required by 37 CFR 1.97 and 1.98. The infomxation is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U,S.C. 122 and 37 CFR 1.14. This collection is estirmted to take 2 hours to complete. including gathering, preparing,
and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to complete
this fon-n and/or suggestions for reducing this burden. should be sent to the Chief Information Officer, U.S. Patent and Tradenark Office. U.S. Department of Commerce. P.O.
Box ‘I450, Alexandria, VA 22313-1450. 00 NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
Alaxandrla, VA 22313-1450.

Express Mail
EV62076145BUS
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Attorne Docket No.

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants James J. Fallon et al.

Application No. 09/776,267 Confirmation No.

Filing Date February 2, 2001

SYSTEMS AND METHODS FOR ACCELERATED LOADING
OF OPERATING SYSTEMS AND APPLICATION PROGRAMS

Title

Art Unit 2115

Examiner Suresh Suryawanshi

New York, New York 10020
August 28, 2006

Hon. Commissioner for Patents
P. O. Box 1450

Alexandria, VA 22313-1450

EXPRESS MAIL CERTIFICATION

"Express Mail" mailing label number EV669671846US

Date of Deposit August 28, 2006

PATENTS
8011-1

I hereby certify that the papers and fees identified below are
being deposited with the United States Postal Service "Express Mail Post

service under 37 C.F.R.

Commissioner for Patents,

Office to Addressee"
above and are addressed to Hon.

Alexandria, VA 22313-1450.

Supplemental Information Disclosure Statement (in duplicate);

PTO Form SB/08A (in duplicate);

Copies of Cited Foreign Patent Documents;

Copies of Cited Non Patent Literature Documents; and,

5
lsatta B. Smith

Return Postcard.

§ 1.10 on the date indicated
P.O. Box 1450,

S
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08/30/E006 SFELEKE1 00000055 061075 09776267
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

'App1icant

Application No.

Filed

For

Art Unit

Examiner

James J. Fallon et al.

09/776,267

February 2,

Conf. No.:

2001

9730

PATENTS

8011-15

SYSTEMS AND METHODS FOR ACCELERATED LOADING

OF OPERATING SYSTEMS AND APPLICATION

PROGRAMS

2115

Suresh K. Suryawanshi

Commissioner for Patents

P.O. BOX 1450

Alexandria, VA 22313-1450

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Pursuant to 37 C.F.R. §§ 1.56 and 1.97,

2006
New York, New York 10020

August 28,

applicant

hereby make the following documents of record in the above-

identified patent application:

4,127,518

4,302,775

4,574,351

4,593,324

4,682,150

4,730,348

4,754,351

4,804,959

4,870,415

180.00 00

U.S. Patent Documents

Coy et al.

Widergren et a1.

Dang et a1.
Ohkubo et a1.

Mathes et al.

Maccrisken

Wright
Makansi et al.

Van Maren et al.
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06-03-1986
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02-14-1989

09-26-1989

Expresshdafl:
EV66967l846US
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4,872,009

4,876,541

4,888,812

4,906,995

4,929,946

4,953,324

4,965,675

5,028,922

5,045,848

5,045,852

5,046,027

5,049,881

5,097,261

5,113,522

5,121,342
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5,243,341
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5,263,168

5,270,832

5,287,420

5,293,379

5,309,555

5,355,498

5,357,614

5,379,036

5,381,145

5,394,534
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5,406,278

5,406,279

5,412,384
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Dinan et al.
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Herrmann
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10-06-1998

10-06-1998

10-06-1998
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11-24-1998

12-08-1998
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03-23-1999
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5,920,326

5,936,616

5,949,355

5,955,976

5,960,465

5,964,842

5,968,149

5,973,630

5,974,471

5,982,723

5,991,515

5,996,033

6,000,009

6,002,411

6,011,901

6,014,694

6,026,217

6,028,725

6,031,939

6,032,148

6,061,398

6,075,470

6,094,634

6,097,520

6,104,389

6,105,130

6,128,412

6,141,053

6,145,069

6,172,936

6,192,082

6,195,024

6,253,264

6,272,627

6,272,628

6,282,641

6,309,424

6,317,714

6,330,622

6,345,307

6,421,387

6,434,168

6,442,659

Ando

Rentschler et al.

Torborg, Jr. et al.
Panaoussis

Heath

Adams

Packard

Jaquette et al.
Heath

Belt

Kamatani

Fall et al.

Chiu—Hao

Brady

Dye
Kirsten

Aharoni et al.

Adiletta

Blumenau

Gilbert et al.

Wilkes

Satoh et al.

Little et al.

Yahagi et al.
Kadnier

Ando

Wu et al.

Satoh

Saukkonen

Dye
Kitazaki

Moriarty et al.
Fallon

Sebastian

Mann

Aguilar et al.
Christensen

Fallon

Del Castillo et al.

Schaefer

Booth

Rhee

Kari

Blumenau

06-29-1999

07-06-1999

08-10-1999

09-07-1999

09-21-1999

09-28-1999

10-12-1999

10-19-1999

10-26-1999

10-26-1999

11-09-1999

11-23-1999

11-30-1999

12-07-1999

12-14-1999

01-04-2000

01-11-2000

02-15-2000

02-22-2000

02-29-2000

02-29-2000

05-09-2000

06-13-2000

07-25-2000

08-01-2000

08-15-2000

08-15-2000

10-03-2000

10-31-2000

11-07-2000

01-09-2001

02-20-2001

02-27-2001

06-26-2001

08-07-2001

08-07-2001

08-28-2001

10-30-2001

11-13-2001

12-11-2001

02-05-2002

07-16-2002

08-13-2002

08-27-2002
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6,449,682

6,452,602

6,487,640

6,489,902

6,513,113

6,529,633

6,542,644

6,590,609

6,601,104

6,604,158

6,606,040

6,606,413

6,618,728

6,624,761

6,711,709

6,745,282

6,748,457

6,856,651

6,888,893

7,054,493

2001/
0032128

2002/
0037035

2002/
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2002/
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2003/
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2003/

0084238

2003/
0142874
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Lipasti
Heath

Kobayashi
Easwar et al.

Satoh

Kitade et al.

Fallon

Fallon

Abdat

Zeineh

Rail

Fallon

York

Okada et al.

Fallon

Singh
Li et al.

Schwartz

Kepecs

Singh

Otto

Li et al.

Anton et al.

Okada et al.

Schwartz

09-10-2002

09-17-2002

11-26-2002

12-03-2002

01-28-2003

03-04-2003

04-01-2003

07-08-2003

07-29-2003

08-05-2003

08-12-2003

08-12-2003

09-09-2003

09-23-2003

03-23-2004

06-01-2004

06-08-2004

02-15-2005

05-03-2005

05-30-2006

10-18-2001

03-28-2002

08-08-2002

09-12-2002

02-20-2003

05-01-2003

07-31-2003

Non-U.S. Patent Documents

EP 0164677

EP 0185098

EP 0283798

l2‘18‘1985 Texas Instruments Inc.

05'25'1985 Hitachi Ltd

09-28-1988 International Business

Machines Corporation
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0405572

0493130

0587437

06-29-1990

12-27-1991

09-10-1993

0595406

2162025

9188009

11149376

05-04-1994

01-22-1986

01-09-1996

06-02-1999

9414273 06-23-1994

9429852

9502873

9748212

12-22-1994

01-26-1995

06-03-1997

Fujitsu Limited

Canon Kabushiki Kaisha

International Business

Machines Corporation

Philips Electronics

King Reginald Alfred

Canon Inc.

Toyo Commun Equip Co.
Ltd

Voxson International

Pty Ltd

Maxtor Corp

Philips Electronics

Nokia

Telecommunications

Non—Patent Documents

RICE, ROBERT F.,

Laboratory, Pasadena,

Publication 79-22,

ANDERSON, J., et al.

"Some Practical Universal

Noiseless Coding Techniques",
California,

March 15,

Jet Propulsion
JPL

1979.

“Codec squeezes color

teleconferencing through digital telephone

lines",

VENBRUX, JACK,

Lossless Data Compression",

Electronics 1984, pp. 13-15

"A VLSI Chip Set for High—Speed
IEEE Trans. On

Circuits and Systems for Video Technology,

Vol. 2, NO. 44, December 1992, pp. 381-391

“Operating System Platform Abstraction Method”,

IBM Technical Disclosure Bulletin,

pp 343-344Vol. 38,

MURASHITA, K.,

Issue No. 2,

et al.,

Predetermined Code Tables",

Compression Conference

Feb. 1995,

"High-Speed Statistical

Compression using Self—organized Rules and
IEEE, 1996 Data

(24)

(24)

(l3,l4)
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COENE, W., et al. “A Fast Route For Application (24)

of Rate—distortion Optimal Quantization in an

MPEG Video Encoder” Proceedings of the

International Conference on Image Processing,

US., New York, IEEE, 16 September 1996, pp. 825—
8286

RICE, ROBERT, “Lossless Coding Standards for

Space Data Systems”, IEEE 1058-6393/97, pp. 577-
585

YEH, PEN-SHU, "The CCSDS Lossless Data

Compression Recommendation for Space

Applications", Chapter 16, Lossless Compression

Handbook, Elsevier Science (USA), 2003, PP. 311-
326.3

Copies of the aforementioned non—U.S. patent

documents and non—patent documents, which are listed on the

accompanying Form SB/08A (submitted in duplicate), are enclosed

herewith.

The above-identified documents marked with the

numeral one, (1), were cited in U.S. Patent Application No.

09/210,491 in the Office Action mailed on May 19, 2000.

The aboVe—identified document marked with the numeral

two, (2), was cited in U.S. Patent Application No. 10/705,446

in the Office Action mailed on April 10, 2001.

The above—identified documents marked with the

numeral three, (3), were cited in U.S. Patent Application No.

09/579,221 in the Notice of Allowance mailed on February 28,

2003.
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The above—identified documents marked with the

numeral four, (4), were cited in U.S. Patent Application No.

09/266,394 in the Office Action mailed on February 1, 2002.

The above—identified document marked with the numeral

five, (5), was cited in the U.S. Patent Application No.

09/266,394 in the Notice of Allowance mailed on July 29, 2002.

The above—identified documents marked with the

numeral six, (6), were cited in the U.S. Patent Application No.

09/481,243 in the Office Action mailed on June 26, 2002.

The above—identified documents marked with the

numeral seven, (7), were cited in the U.S. Patent Application

No. 10/016,355 in the Office Action mailed on November 22,

2002.

The above—identified document marked with the numeral

eight, (8), was cited in the U.S. Patent Application No.

10/016,355 in the Notice of Allowance mailed on April 18, 2003.

The above—identified documents marked with the

numeral nine, (9), were cited in the U.S. Patent Application

No. 09/775,905 in the Office Action mailed on April 23, 2003.

The above—identified documents marked with the

numeral ten, (10), were cited in the U.S. Patent Application

No. 10/628,801 in the Office Action mailed on March 17, 2005.
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The above~identified documents marked with the

numeral eleven, (11), were cited in the U.S. Patent Application

No. 10/628,795 in the Office Action mailed on November 12,

2004.

The above—identified documents marked with the

numeral twelve, (12), were cited in the U.S. Patent Application

No. 10/306,581 in the Office Action mailed on June 29, 2004.

The above—identified documents marked with the

numeral thirteen, (13), were cited in the U.S. Patent

Application No. 10/076,013 in the Office Action mailed on

May 24, 2005.

The above—identified documents marked with the

numeral fourteen, (14), were cited in the U.S. Patent

Application No. 10/076,013 in the Office Action mailed on

February 27, 2006.

The above—identified document marked with the numeral

fifteen, (15), was cited in the U.S. Patent Application No.

10/668,768 in the Office Action mailed on February 20, 2004.

The above—identified document marked with the numeral

sixteen, (16), was cited in the U.S. Patent Application No.

10/668,768 in the Office Action mailed on July 28, 2005.
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The above—identified documents marked with the

numeral seventeen, (17), were cited in the U.S. Patent

Application No. 10/668,768 in the Notice of Allowance mailed on

May 1, 2006.

The above—identified documents marked with the

numeral eighteen, (18), were cited in the U.S. Patent

Application No. 09/969,987 in the Office Action mailed on

January 26, 2005.

The above—identified document marked with the numeral

nineteen, (19), was cited in the U.S. Patent Application No.

09/969,987 in the Office Action mailed on September 12, 2005.

The above—identified documents marked with the

numeral twenty, (20), were cited in the U.S. Patent Application

No. 09/969,987 in the Office Action mailed on June 19, 2006.

The above—identified documents marked with the

numeral twenty—one, (21), were cited in the U.S. Patent

Application No. 09/775,897 in the Office Action mailed on

December 24, 2003.

The above—identified documents marked with the

numeral twenty—two, (22), were cited in the U.S. Patent

Application No. 10/306,581 in the Office Action mailed on

July 24, 2006.
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The above—identified documents marked with the

numeral twenty—three, (23), were cited in an International

Search Report ("ISR") in PCT Application No. PCT/USOl/03712.

copy of this ISR is being submitted herewith.

The above—identified documents marked with the

numeral twenty—four, (24), were cited in an International

Search Report ("ISR") in PCT Application No. PCT/USOO/42018.

copy of this ISR is being submitted herewith.

Documents included in the above—identified Office

Actions and Search Report that are not being cited herewith are

already of record in the present application.

It is respectfully requested that these documents be:

(1) fully considered by the Patent and Trademark Office during

the examination of this application; and (2) printed on any

patent which may issue on this application. Applicant requests

that a copy of Form SB/08A, as considered and initialed by the

Examiner, be returned with the next communication.

This Statement is submitted after the mailing of a

first Office Action on the merits. In accordance with 37

C.F.R. §L97(c)(2), submission of this Statement requires a fee

of $180.00. The Director is hereby authorized to charge

payment of $180.00 and any other fees required in connection
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with this paper, or credit any overpayment of the same, to

Deposit Account No. 06-1075, Order No. 103532-0002. A

duplicate copy of this paper is being submitted herewith.

An early and favorable action is respectfully

requested.

Respectfully submitted,

D. Mullen

Registr tion No. 52,056

Agent for Applicant

[X] Submitted under 37 C.F.R. § 1.34
FISH & NEAVE IP GROUP

ROPES & GRAY LLP

Customer No. 1473

1251 Avenue of the Americas

New York, New York 10020-1105

Tel.: (212) 596-9000

Fax: (212) 596-9090
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Examiner
initials‘

4127 518 C°Y 9‘ 3'-
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4,574,351

11-28-1978

11-24-1981

03-04-1986

4,593,324 06-03-1986

4,682,150 07-21-1987

4,730,348 03-08-1988 M3°C"5*‘°"
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02-14-1989

4,870,415 09-26-1989
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Mathes et al.
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Van Maren et al.

Tsukiyama et al.

Storer

Dinan et al.

Swanson

O'Brien et al.
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4,965,675
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5,045,848

5,045,852

5,046,027

5,049,881

5,097,261

Examiner Date
Signature Considered
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Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1450,
Alexandria. VA 22313-1450.

Hori et al.

09-03-1991

09-03-1991

09-17-1991

03-17-1992

Taaffe et al.

Gibson et al.

Langdon, Jr. et al.

Express Mail:
EV66967l846US
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Attorney Docket
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Taaffe et al.

5 Szymborski
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Alexandria. VA 22313-1450.
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Amendments to the Claims

This listing of claims will replace all prior

versions, and listings, of claims in the application.

Listing of the Claims

1. (Currently Amended) A method for providing accelerated

loading of an operating system, comprising the steps of:

maintaining a list of boot data used for booting a computer

system;

initializing a central processing unit of the computer

system;

preloading the boot data into a cache memory prior to

completion of initialization of the central processing unit of

the computer system, wherein preloading the boot data comprises

accessing compressed boot data from a boot device; and

servicing requests for boot data from the computer system

using the preloaded boot data after completion of initialization

of the central processing unit of the computer system, wherein

servicing requests comprises accessing compressed boot data from

the cache and decompressing the compressed boot data at a rate

that increases the effective access rate of the cache.

2. (Original) The method of claim 1, wherein the boot

data comprises program code associated with one of an operating
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system of the computer system, an application program, and a

combination thereof.

(Canceled)

4. (Currently Amended) The method of claim 1, wherein the

preloading the—methed—seeps—a£e is performed by a data storage

controller connected to the boot device.

1

5. (Currently Amended) The method of claim 1, further

comprising ehe—seep—eé updating the list of boot data da£ing—ehe

beee—p£eeess.

6. (Original) The method of claim 5, wherein the step of

updating comprises adding to the list any boot data requested by

the computer system not previously stored in the list.

7. (Original) The method of claim 5, wherein the step of

updating comprises removing from the list any boot data

previously stored in the list and not requested by the computer

system.

8-12. (Cancelled)
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13. (Currently Amended) A system beet—éeviee—eent£elle£

for providing accelerated loading of an operating system of a

host system syseemr—ehe—bee€—éeviee—eene£e%le£ comprising:

a digital signal processor (DSP) or controller eempfising—a

hest—syseem+

a cache memory device; and

a non—volatile memory device, for storing logic code

associated with the DSP or controller, ehe—éirse—iaeeréaee—ané

ehe—seeené—iaeeréaee7 wherein the logic code comprises

instructions executable by the DSP or controller for maintaining

a list of boot data used for booting the host system, for

preloading the compressed boot data into the cache memory device

prior to completion of initialization of the central processing

unit of the host system, and for decompressing the preloaded
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Compressed boot data, at a rate that increases the effective

access rate of the cache, to service requests for boot data from

the host system after completion of initialization of the

central processing unit of the host system.

14. (Canceled)

15. (Currently Amended) The beeE—éeviee—eeaerelle£ system

of claim 13, wherein the logic code in the non—volatile memory

device further comprises program instructions executable by the

DSP or controller for maintaining a list of application data

associated with an application program; preloading the

application data upon launching the application program, and

servicing requests for the application data from the host system

using the preloaded application data.

16. (Canceled)

17. (Previously presented) The method of claim 1, further

comprising:

maintaining a list of application data associated with an

application program;

preloading the application data into the cache memory prior

to completion of initialization of the central processing unit



95

of the computer system, wherein preloading the application data

comprises accessing compressed application data from a boot

device; and

servicing requests for application data from the computer

system using the preloaded application data after completion of

initialization of the central processing unit of the computer

system, wherein servicing requests comprises accessing

compressed application data from the cache and decompressing the

compressed application data.

18. (New)‘The method of claim 1, further comprising a data

compression engine for compressing, wherein the compressing

provides the compressed boot data and the data compression

engine provides the compressed boot data to the boot device.

19. (New) The method of claim 1, wherein the decompressing

is provided by a data compression engine.

20. (New) The method of claim 1, further comprising a data

compression engine for compressing, wherein the compressing

provides the compressed boot data, the data compression engine

provides the compressed boot data to the boot device, and the

decompressing is provided by the data compression engine.
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21. (New) The method of claim 1, wherein the compressed

boot data is accessed via direct memory access.

22. (New) The method of claim 1, wherein Huffman encoding

is utilized to provide the compressed boot data.

23. (New) The method of claim 1, wherein Lempel—Ziv

encoding is utilized to'provide the compressed boot data.

24. (New) The method of claim 1, wherein a plurality of"

encoders are utilized to provide the compressed boot data.

25. (New) The method of claim 1, wherein a plurality of

encoders in a parallel configuration are utilized to provide the

compressed boot data.

26. (New) The system of claim 13, wherein Huffman encoding

is utilized to provide the compressed boot data.

27. (New) The system of claim 13, wherein Lempel—Ziv

encoding is utilized to provide the compressed boot data.

28. (New) The system of claim 13, wherein a plurality of

encoders are utilized to provide the compressed boot data.
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29. (New) The system of claim 13, wherein a plurality of

encoders in“a parallel configuration are utilized to provide the

compressed boot data.

30. (New) A method comprising:

maintaining a list of boot data used for booting a computer

system;

initializing a central processing unit of the computer

system; 1

preloading boot data in compressed form, based on the list

of boot data, from a boot device into a cache memory prior to

completion of initialization of the central processing unit;

servicing requests for boot data from the computer system

using the preloaded compressed boot data after completion of

initialization of the central processing unit, wherein servicing

requests comprises accessing the compressed boot data from the

cache and decompressing the compressed boot data with a data

compression engine and the data compression engine being

operable to compress additional boot data and store the

additional compressed boot data to the boot device.
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31. (New) The method of claim 30, wherein Huffman encoding

is utilized by the data compression engine to compress the

additional boot data.

32. (New) The method of claim 30, wherein Lempel—Ziv is

utilized by the data compression engine to compress the

additional boot data

33. (New) The method of claim 30, wherein a plurality of

encoders are utilized by the data compression engine to compress

the additional boot data.

34. (New) The method of claim 30, wherein a plurality of

encoders in a parallel configuration are utilized by the data

compression engine to compress the additional boot data.

35. (New) A system comprising:

a boot device;

a processor;

cache memory; and

non—volatile memory for storing logic code for use by the

processor, the logic code being used for:

maintaining a list associated with boot data, wherein

the boot data is used in booting a first system;
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preloading compressed boot data associated to the list

into the cache memory prior to completion of initialization of a

central processing unit of the first system; and

servicing requests for the compressed boot data from

the first system after completion of initialization of the

central processing unit; and

a data compression engine for decompressing the compressed

boot data accessed from the cache memory for use in responding

to the servicing requests and for compressing additional boot

data and storing the additional compressed boot data to the boot

device.

\

36. (New) The system of claim 35, wherein Huffman encoding

is utilized by the data compression engine to compress the

additional boot data.

37. (New) The system of claim 35, wherein Lempe1—Ziv is

utilized by the data compression engine to compress the

additional boot data

38. (New) The system of claim 35, wherein a plurality of

encoders aré“utilized by the data compression engine to compress

the additional boot data.
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39. (New) The system of claim 35, wherein a plurality of

encoders in a parallel configuration are utilized by the data

compression engine to compress the additional boot data.
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ARGUMENTS/REMARKS

Summary of Office Action

The drawings were objected to for lacking formal

drawings.

Claims 1-2, 4-7, 9, 13, and 15 were rejected under 35

U.S.C. § l03(a) as being unpatentable over Kroeker et al. U.S.

Patent No. 6,073,232 (hereinafter "Kroeker") in view of Stewart

U.S. Patent No. 6,539,456 (hereinafter "Stewart") and further in

view of Esfahani et al. U.S. Patent No. 6,434,695 (hereinafter

"Esfahani“).

Summary of Applicant's Amendments

Applicants have amended claims 1 and 13 solely to

expedite prosecution.

Applicants have amended claims 4, S, and”15 in order

to more particularly point out and distinctly claim the subject

matter that applicant regards as the invention.

Applicants have cancelled claim 9 solely to expedite

prosecution.

Applicants have added new claims 18-39 in order to

more particularly point out and distinctly claim the subject

matter that applicant regards as the invention.
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Applicants reserve the right to claim any subject

matter lost by the above amendments in a divisional or

continuation application.

Applicant's Reply to the Drawing Objection

The drawings were objected to for lacking formal

drawings. The Examiner stated that when “the application is

allowed, applicant will be required to submit new formal

drawings" (Office Action, page 2). Applicant will file formal

drawings when the application is allowed.

Applicant's Reply to the 35 U.S.C. § 103(a) Rejections

The Examiner stated that:

"Kroeker and Stewart do not disclose ... accessing

compressed boot data and decompressing the compressed
boot data. However, Esfahani ... [discusses] loading

a compressed boot data into a RAM cache and then the

boot data is decompressed and executed."

(Office Action, page 5).

Claims 1 and 13 have been amended solely to expedite

prosecution. Claims 1 and 13 include decompressing the

compressed boot data at a rate that effectively increases the

data access rate of the cache.

None of the prior art, used either alone or in

combination, shows or suggests a decompression process that

is able to effectively increases the data access rate of
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9

the cache. The mere discussion of decompression in no way

suggests decompression operable to effectively increase the

data access rate of the cache.

For at least the above reasons, applicants

respectfully request that the Examiner's rejection of claim

13 under 35 U.S.C. § lO3(a), and any claims dependent

therefrom, be withdrawn.

New Claims 18-25

As shown above, claim 1 is patentable. Claims

18-25 depend from claim 1. Accordingly, applicants

respectfully submit that claims 18-25 are patentable

because claims 18-25 depend from claim 1.

New Claims 26-29

As shown above, claim 13 is patentable. Claims

26-29 depend from claim 13. Accordingly, applicants

respectfully submit that claims 26-29 are patentable

because claims 26-29 depend from claim 13.

New Claims 30-34 and 35-39

New claims 30 and 35 include a data compression engine

for compressing additional boot data stored to a boot device and

decompressing compressed boot data retrieved from the cache.
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None of the prior art, used either alone or in

combination, shows or suggests a data compression engine for

compressing additional boot data stored to a boot device and

decompressing compressed boot data retrieved from the cache.

Claims 31-34 and 36-39 are patentable because claims 31-34 and

36-39 depend from patentable claims 30 and 35, respectively.

Conclusion

In light of the foregoing, applicant respectfully

submits that this application, including the pending claims, is

in condition for allowance. A favorable action is respectfully

requested.

Respectfully submitted,

L
D. Mullen

(Reg. No. 52,056)

Agent for Applicants
[X] Submitted under 37 C.F.R. § 1.34

Fish & Neave IP Group

Ropes & Gray
Customer No. 1473

1251 Avenue of the Americas

New York, NY 10020

(212) 596-9000
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5241-06 go its‘/$4»
8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : James J. Fallon et al.

Application No. : 09/776,267

Confirm. No. : 9730

Filing Date : February 2, 2001

Title : SYSTEMS AND METHODS FOR ACCELERATED LOADING
OF OPERATING SYSTEMS AND APPLICATION
PROGRAMS

Art Unit : 2115

Examiner : Suresh Suryawanshi

Commissioner for Patents

P.O. Box 1450 New York, NY 10020

Alexandria, VA 22313-1450 August 14, 2006

TRANSMITTAL LETTER

Transmitted herewith to be filed in the above—identified

patent application is a:

[X] Reply to an Office Action.

FEE FOR ADDITIONAL CLAIMS

[ ] A fee for additional claims is not required.

[X] A fee for additional claims is required.

Express Mail: EV66967l832US
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The additional fee has been calculated as shown below:

CLAIMS HIGHEST
REMAINING NUMBER PRESENT RATE ADD‘L
AFTER PREVIOUSLY EXTRA FEES
AMENDMENT PAID FOR

TOTAL CLAIMS 39 * = 19 X $25 $475.00

INDEPENDENT

CLAIMS $100.00

FIRST PRESENTATION OF A

MULTIPLE DEPENDENT CLAIM $000.00

* If less than 20, insert 20.

$575.00
If less than 3, insert 3.

A check in the amount of $0.00 in payment of the filing fee is
transmitted herewith.

Please charge $575.00 to Deposit Account No. 06-1075, Order
No. 103532-0002, in payment of the filing fee. A duplicate
copy of this transmittal letter is transmitted herewith.

The Director is hereby authorized to charge payment of any
additional filing fees required under 37 C.F.R. § 1.16, in
connection with the paper(s) transmitted herewith, or credit
any overpayment of same, to deposit Account No. 06-1075, Order

No. 103532-0002. A duplicate copy of this transmittal letter
is transmitted herewith.

EXTENSION FEE

[X] A three—month extension fee of $510.00 is applicable to the
Response filed herewith pursuant to 37 C.F.R. § 1.l36(a).

A check in the amount of $ in payment of the extension
fee is transmitted herewith.

The Director is hereby authorized to charge the $510.00
extension fee pursuant to 37 C.F.R. § 1.136(a) to Deposit

Account No. 06-1075, Order No. 103532-0002. A duplicate copy
of this transmittal letter is transmitted herewith.
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The Director is hereby authorized to charge payment of any
additional fees required under 37 C.F.R. § 1.17 in connection
with the paper(s) transmitted herewith, or to credit any
overpayment of same, to Deposit Account No. 06-1075, Order No.

103532-0002. A duplicate copy of this transmittal letter is
transmitted herewith.

Respectfull submitted,

L
. . 52,056)

Agent for Applicants
[X] Submitted under 37 C.F.R. § 1.34

Fish & Neave IP Group
Ropes & Gray
Customer No. 1473
1251 Avenue of the Americas
New York, NY 10020

(212) 596-9000
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Applicants : James J. Fallon et al.

Application No. : 09/776,267 Confirmation No.

Filing Date : February 2, 2001

Title : SYSTEMS AND METHODS FOR ACCELERATED LOADING
OF OPERATING SYSTEMS AND APPLICATION PROGRAMS

Art Unit : 2115

Examiner 2 Suresh Suryawanshi

New York, New York 10020
August 14, 2006

Hon. Commissioner for Patents
P. O. Box 1450

Alexandria, VA 22313-1450

EXPRESS MAIL CERTIFICATION

"Express Mail" mailing label number EV669671832US

Date of Deposit August 14, 2006

I hereby certify that the papers and fees identified below are
being deposited with the United States Postal Service "Express Mail Post
Office to Addressee" service under 37 C.F.R. § 1.10 on the date indicated
above and are addressed to Hon. Commissioner for Patents, P.0. Box 1450,

Alexandria, VA 22313-1450.

Transmittal Letter (in duplicate);

Reply to Office Action; and,

Return Postcard.

— 
lsatta B. Smith
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : James J. Fallon et al.

Application No. : 09/776,267

Confirm. No. : 9730

Filing Date : February 2, 2001

Title : SYSTEMS AND METHODS FOR ACCELERATED LOADING
OF OPERATING SYSTEMS AND APPLICATION
PROGRAMS

Art Unit : 2115

Examiner : Suresh Suryawanshi

Commissioner for Patents

P.O. Box 1450 New York, NY 10020

Alexandria, VA 22313-1450 August 14, 2006

TRANSMITTAL LETTER

Transmitted herewith to be filed in the above—identified

patent application is a:

[X] Reply to an Office Action.

FEE FOR ADDITIONAL CLAIMS

[ ] A fee for additional claims is not required.

[X] A fee for additional claims is required.

Express Mail: EV66967l832US
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The additional fee has been calculated as shown below:

CLAIMS HIGHEST
REMAINING NUMBER PRESENT RATE ADD‘L
AFTER PREVIOUSLY EXTRA FEES
AMENDMENT PAID FOR

TOTAL CLAIMS 39 * = 19 X $25 $475.00

INDEPENDENT

CLAIMS $100.00

FIRST PRESENTATION OF A

MULTIPLE DEPENDENT CLAIM $000.00

* If less than 20, insert 20.

$575.00
If less than 3, insert 3.

A check in the amount of $0.00 in payment of the filing fee is
transmitted herewith.

Please charge $575.00 to Deposit Account No. 06-1075, Order
No. 103532-0002, in payment of the filing fee. A duplicate
copy of this transmittal letter is transmitted herewith.

The Director is hereby authorized to charge payment of any
additional filing fees required under 37 C.F.R. § 1.16, in
connection with the paper(s) transmitted herewith, or credit
any overpayment of same, to deposit Account No. 06-1075, Order

No. 103532-0002. A duplicate copy of this transmittal letter
is transmitted herewith.

EXTENSION FEE

[X] A three—month extension fee of $510.00 is applicable to the
Response filed herewith pursuant to 37 C.F.R. § 1.l36(a).

A check in the amount of $ in payment of the extension
fee is transmitted herewith.

The Director is hereby authorized to charge the $510.00
extension fee pursuant to 37 C.F.R. § 1.136(a) to Deposit

Account No. 06-1075, Order No. 103532-0002. A duplicate copy
of this transmittal letter is transmitted herewith.
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The Director is hereby authorized to charge payment of any
additional fees required under 37 C.F.R. § 1.17 in connection
with the paper(s) transmitted herewith, or to credit any
overpayment of same, to Deposit Account No. 06-1075, Order No.

103532-0002. A duplicate copy of this transmittal letter is
transmitted herewith.

Respectfull submitted,

L
. . 52,056)

Agent for Applicants
[X] Submitted under 37 C.F.R. § 1.34

Fish & Neave IP Group
Ropes & Gray
Customer No. 1473
1251 Avenue of the Americas
New York, NY 10020

(212) 596-9000
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"Express Mail" mailing label number EV669671832US

Date of Deposit August 14, 2006

I hereby certify that the papers and fees identified below are
being deposited with the United States Postal Service "Express Mail Post
Office to Addressee" service under 37 C.F.R. § 1.10 on the date indicated
above and are addressed to Hon. Commissioner for Patents, P.0. Box 1450,

Alexandria, VA 22313-1450.

Transmittal Letter (in duplicate);

Reply to Office Action; and,

Return Postcard.

— 
lsatta B. Smith



113

PATENT APPLICATION FEE DETERMINATION RECORD.
Effective December 8, 2004

. omen THAN
‘ OH SMALLENTITY

T‘W ~°MW>““A
c~mee~»e cumsE

MULTIPLE DEPENDENT CLAIM PRESENT A . D
' If the difference in column 1 is less than zero, enter "0' in column 2

CLAIMS AS AMENDED - PART II

REMAIN ING NUMBER
AFTER PREVIOUSLYAMENDMENT

3']
1%
FIRST PRESENTATION F MULTIPLE DE

-OR ADDIT. FEE

ADDl- ADD!-.
'pnEv|ousLv RATE TIONAL RATE TIONAL

PAID FOR ' FEE FEE

TOTAL
09 Aoon. FEE3

CLAIMS

REMAINING ADD‘ ' ADD“
AFTER . RATE_ TIONAL RATE TIONAL

FEE FEE

-onH'"“ '*""°'“ _@
ULTIP DE

AMENDMENT8

nm:NUMl:NlC
FIRST PRESENTATION or M u-: p __ -OR



114

Document code: WFEE

United States Patent and Trademark Office

Sales Receipt for Accounting Date: 08/24/2006

PYOUNGl SALE #0OOO0O0l Mailroom Dt: 08/14/2006 061075 09776267
01 FC:22S3 510.00 DA



115

UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United Slates Patent and Trademark Oflice
Address: COMMISSIONER I-‘OR PATENTS

P.O. Box NSQ _
Alexandria, Virginia 22313-I450www.usptu.guv

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR _ ATTORNEY DOCKET NOA CONFIRMATION NO.
O9/776,267 02/02/200] James J. Fallon 801 1- I 5 9730

22l50 7590 02/14/2006 EXAMINER

F. CHAU & ASSOCIATES, LLC SURYAWANSHLSURESH
130 WOODBURY ROAD

WOODBURY, NY 11797 """E""””"E"2115

DATE MAILED: 02/I4/2006

Please find below and/or attached an Office communication concerning this application or proceeding.

PTO-90C (Rev. 10/03)



116

Application No. AppIicant(s)

09/776.267 FALLON ET AL.

Office Action Summary Examine,

Suresh K. Suryawanshi

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) OR THIRTY (30) DAYS,
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136(3). In no event, however, may a reply be timely filed

alter SIX (6) MONTHS from the mailing date of this communication.
. If No period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
— Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

HE Responsive to communication(s) filed on 12/08/05 amendments.

2a)Ij This action is FINAL. 2b)IE This action is non-final.

3)[:I Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11,453 O.G. 213.

Disposition of Claims

4)IE Claim(s) 1,2,4-7,9,13,15 and 17 is/are pending in the application.

4a) Of the above c|aim(s)j is/are withdrawn from consideration.

5)[:] Claim(s)j is/are allowed.

5)E] Claim(s) 1 2 4-7 9 13 15 and 17 is/are rejected.

)

)

7 CI Claim(s) is/are objected to.

8 CI Claim(s) are subject to restriction and/or election requirement.

Application Papers

9)I:I The specification is objected to by the Examiner.

10)IZ The drawing(s) filed on 02 February 2001 is/are: a)[j accepted or b)Zl objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)D The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO—152.

Priority under 35 u.s.c. § 119

12)[] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)I:l All b)[j Some * c)I:I None of:

Certified copies of the priority documents have been received.

Certified copies of the priority documents have been received in Application No._

Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

‘ See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) ® Notice of References Cited (PTO-892) 4) D interview Summary (PTO-413)
2) CI Notice of Draftsperson‘s Patent Drawing Review (PTO-948) Paper N0(S)/M3" D3Ie-j .
3) D Information Disclosure Staternent(s) (PTO-1449 or PTO/SB/O8) 5) I:I N°II°e °f I”f°”'"aI Pater" APF’II°aII°“ (PT0'152)

Paper No(s)/Mail Date . 5) C] Other: .
US. Patent and Trademark Offioe ,
PTOL-326 (Rev. 7-05) Office Action Summary Part of Paper No./Mail Date 020606
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Application/Control Number: 09/776,267

Art Unit: 21 15

DETAILED ACTION

Claims 1-2, 4-7, 9, 13, 15 and 17 are presented for examination.

Drawings

2. This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

cl rawin gs filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182.

Claim Rejections - 35 USC § 103

The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.
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4. Claims 1-2, 4-7, 9, 13, 15 and 17 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Kroeker et al (US Patent 6,073,232‘; hereinafter Kroeker) in View of Stewart

(US Patent 6,539,456‘) and further in view ofEsfahani et al (US Patent 6,434,695 B1];

hereinafier Esfahani).

As per claim 1, Kroeker discloses

maintaining a list of boot data used for booting a computer system [col. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power—on/reset];

initializing a central processing unit of the computer system [col. 2, lines 30-35; inherent

to the system during power-up process];

preloading the boot data into a cache memory prior to completion of initialization of the

computer system [col. 1, lines 58-64; col. 2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21;

data is preloaded into the RAM cache according to the prefetch table prior to completion of

initialization of the host computer as shown in Fig. 3]; and

' Prior art cited by the examiner in the prior office action.
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servicing requests for boot data from the computer system using the preloaded boot data

afier completion of initialization of the host computer system [co]. 2, lines 41-47; col. 3, lines 30-

39; data is communicated from the cache to the host computer as soon as the host computer

requests the data].

Kroeker does not expressly disclose that the completion of initialization of the host

computer includes the completion of initialization of a central processing unit too. However, a

routineer in the art would know that a host computer will not be called having completed it’s

initialization without having it’s central processing unit initialized. The central processing unit is

a brain of a host computer that must be initialized in order to have a successful initialization of

the host computer. However, Stewart clearly discloses that the stored boot data is for access by

the central processing unit of the host computer [Fig. 1; col. 1, lines 28-35; col. 1, line 63 —— col.

2, line 3; col. 3, lines 20-37]. Therefore, it would have been obvious to one of ordinary skill in

the an at the time the invention was made to combine the cited references as both are directed for

speeding the boot-up process in computers. Moreover, one cannot have a host computer without

having a central processing unit or some sort of processing unit performing the job of the central

processing unit. The central processing unit will be initialized in the process of initialization of

the host computer.
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Kroeker and Stewart do not disclose about accessing compressed boot data and

decompressing the compressed boot data. However, Esfahani et al clearly disclose about loading

a compressed boot data into a RAM cache and then the boot data is decompressed and executed

[col. 2, lines 5-13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been

obvious to one of ordinary skill in the art at the time the invention was made to combine the cited

references as they are directed to minimize a computer’s initial program load time or shortening

the load time of the computer programs from a hard disk drive to a host computer. Moreover,

the shortening load time method of Kroeker by loading the program codes into the RAM cache

according to the prefetch table will definitely be benefited with the method of reading

compressed data into the RAM cache and then decompressing and executing as needed. This

way, one may not only have needed data into a fast access memory but also a large amount of

data to avoid frequent accessing the storage device(s).

6. As per claim 2, Kroeker discloses that the boot data comprises program code associated

with one of an operating system of the computer system, an application program, and a

combination thereof [co]. 5, lines 41-51; requesting data records are part of a computer program

such as DOS or Windows].
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7. As per claim 4, Kroeker discloses that the method steps are performed by a data storage

controller connected to the boot device [fig. 1; controller].

8. As per claim 5, Kroeker discloses the step of updating the list ofboot data during the boot

process [col. 8, lines 63-65; the prefetch table is updated].

9. As per claim 6, Kroeker discloses the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [co]. 8, lines 63-68;

the prefetch table is updated].

1.0. As per claim 7, Kroeker discloses that the step of updating comprises removing from the

list any boot data previously stored in the list and not requested by the computer system [col. 8;

lines 63-65; updating the prefetch table].

1 1. As per claim 9, Kroeker discloses that the method steps are program instructions that are

tangibly embodied on a program storage device and readable by a machine to execute the

method steps [col. 9, lines 27-30; computer program].
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12. As per claim 13, Kroeker discloses

a digital signal processor (DSP) [fig. 1; host computer];

a programmable volatile logic device [fig 1, RAM cache], wherein the programmable

volatile logic device is programmed by the DSP or controller prior to completion of initialization

of a central processing unit of the host system [co]. 1, lines 58-64; col. 2, lines 36-41; col. 3, lines

30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the prefetch table

prior to completion of initialization of the central processor unit as shown in Fig. 3 that the

method enters an idle state to await a command from the host computer since the CPU of the

host computer is not ready] to (i) instantiate a first interface for operatively interfacing the boot

device controller to a boot device [fig 1; controller] and to (ii) instantiate a second interface for

operatively interfacing the boot device controller to the host system [inherent to the system as a

bus interface is used to interface the controller with host computer];

a cache memory device [Fig. 1; RAM cache]; and

a non—volatile memory device, for storing logic code associated with the DSP, the first

interface and the second interface, wherein the logic code comprises instructions executable by

the DSP for maintaining a list of boot data used for booting the host system [fig. 1; col. 4, lines

10-28; instructions are embodied as microcode in a ROM; col. 5, lines 1-7; a prefetch table is

read from a reserved area of the disks], for preloading the boot data into the cache memory
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device prior to completion of initialization of the host system [col. 1, lines 58-64; col. 2, lines 36-

41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the

prefetch table prior to completion of initialization of the host computer as shown in Fig. 3 that

the method enters an idle state to await a command from the host system], and servicing requests

for boot data from the host system after completion of initialization of the host system using the

preloaded boot data [col. 2, lines 41-47; col. 3, lines 30-39; data is communicated from the cache

to the host computer as soon as the host computer requests the data].

Kroeker does not expressly disclose that the completion of initialization of the host

system includes the completion of initialization of a central processing unit too. However, a

routineer in the art would know that a host system will not be called having completed it’s

initialization without having it’s central processing unit initialized. The central processing unit is

a brain of a host system that must be initialized in order to have a successful initialization of the

host system. However, Stewart clearly discloses that the stored boot data is for access by the

central processing unit ofthe host system [Fig. 1; col. 1, lines 28-35; col. 1, line 63 -- col. 2, line

3; col. 3, lines 20-37]. Therefore, it would have been obvious to one of ordinary skill in the art at

the time the invention was made to combine the cited references as both are directed for speeding

the boot-up process in computers. Moreover, one cannot have a host system without having a

central processing unit or some sort of processing unit performing the job of the central

processing unit. The central processing unit will be initialized in the process of initialization of

the host system.
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Kroeker and Stewart do not disclose about accessing compressed boot data and

decompressing the compressed boot data. However, Esfahani et al clearly disclose about loading

a compressed boot data into a RAM cache and then the boot data is decompressed and executed

[co]. 2, lines 5-13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been

obvious to one of ordinary skill in the art at the time the invention was made to combine the cited

references as they are directed to minimize a computer’s initial program load time or shortening

the load time of the computer programs from a hard disk drive to a host computer. Moreover,

the shortening load time method ofKroeker by loading the program codes into the RAM cache

according to the prefetch table will definitely be benefited with the method of reading

compressed data into the RAM cache and then decompressing and executing as needed. This

way, one may not only have needed data into a fast access memory but also a large amount of

data to avoid frequent accessing the storage device(s).

I3. As per claim 15, Kroeker discloses that the logic code in the non—volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col. 11; lines 30-34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [col. 11, lines

46-50; preloading the data cache prior to receiving a read command from the application], and

servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57; communicating the prestored data records of the application from the

data cache to the host computer].
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14. As per claim 17, Kroeker discloses

maintaining a list of application data associated with an application program [col. .2, lines

30-47; col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of

data records that were requested by the host computer in the immediately previous power-

on/reset; col. 5, lines 41-51; requesting data records are part of a computer program such as DOS

or Windows; claims 28 and 32];

preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

application data comprises accessing application data from a boot device [col. 1, lines 58-64; col.

2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache

according to the prefetch table prior to completion of initialization of the central processor unit

as shown in Fig. 3 that the method enters an idle state to await a command from the host.

computer since the CPU of the host computer is not ready]; and

servicing requests for application data from the computer system using the preloaded

application data after completion of initialization of the central processing unit of the computer

s_\/stem, wherein servicing requests comprises accessing application data from the cache [col. 2;

lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host computer as

soon as the host computer requests the data upon completion of initialization of the CPU].
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Kroeker does not expressly disclose that the completion of initialization of the computer

system includes the completion of initialization of a central processing unit too. However, a

routineer in the art would know that a computer system will not be called having completed it’s

initialization without having it’s central processing unit initialized. The central processing unit is

a brain of a computer system that must be initialized in order to have a successful initialization of

the computer system. However, Stewart clearly discloses that the stored boot data is for access

by the central processing unit of the computer system [Fig. 1; col. 1, lines 28-35; col. 1, line 63 --

col. 2, line 3; col. 3, lines 20-37]. Therefore, it would have been obvious to one of ordinary skill

in the art at the time the invention was made to combine the cited references as both are directed

for speeding the boot-up process in computers. Moreover, one cannot have a computer system

without having a central processing unit or some sort of processing unit performing the job of the

central processing unit. The central processing unit will be initialized in the process of

initialization of the computer system.

Response to Arguments

15. Applicant's arguments with respect to claims 1-2, 4-7, 9, 13, 15 and 17 have been

considered but are moot in view of the new ground(s) of rejection.
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Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Suresh K. Suryawanshi whose telephone number is 571-272-

3668. The examiner can normally be reached on 9:00am - 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 571-272-3667. The fax phone number for the

organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either PrivateflPAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair—direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

sks

February 6, 2006
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Search Query DB5 Default Plurals Time Stamp
Operator

(pre$1|oad$3 cach$3) near3 boot USPAT OR OFF 2006/02/06 12:02
adj (data program)

(pre$1load$3 cach$3) near3 boot US-PGPUB OR OFF 2006/02/06 12:04
adj (data program)

(pre$1|oad$3 cach$3) near3 boot EPO; JPO; OR 2006/02/06 12:04
adj (data program) IBM_TDB

boot adj (data program) near3 USPAT OR 2006/02/06 12:15
cache

boot adj (data program) near3 US-PGPUB OR 2006/02/06 12:27
cache

boot adj (data program) near3 EPO; JPO; OR 2006/02/06 12:27
cache IBM_TDB

("6463509").URPN. USPAT OR 2006/02/06 12:31

C3609665"|"3806888"| US-PGPUB; OR. 2006/02/0612:33
"4020466"|"4215400"|“4295205" USPAT;

|"4342o79"|"4435775"| USOCR
"45009S4"|"4637024"|"5128810"

|”5131089"|"5146576"|
"5218689"|"5226168“|"5263142"

|"5287457"|"5291584"|
"5293622"|"5359713"|"5396596"
|"5420998"|"5437018"|
"S448719"|“5459850"|"5483641"
|"5493574"|"5515525"|
"5519853"|"5551000“|"5555402"
|”5594885"|"5603011"|

"5633484"|“5657470“|"5673394"
|”5680570"|"5680573"|

"5692190"l"5694567“|"5694570"
|"5712811"|"5732267"|
"5737619"|“5745773"|"5778418"

|"5787470"|"5802566"|
"5895487"|"5913224"|

"6003115")PN.

, ("6539456").URPN. USPAT 2006/02/06 13: 10

I ("S307497" | "6061788" | , US-PGPUB; 2006/02/06 13:18
"6073232" I "6172936" I "6189100" USPAT;
| "6226740").PN. USOCR

("6003115").URPN. USPAT 2006/02/06 13:25

("5307497").URPN. USPAT 2006/02/06 13:28

("6073232").URPN. USPAT 2006/02/06. 14:15

("6704840").URPN. USPAT 2006/02/06 14:17

("5155833"|"5301328"| US-PGPUB; 2006/02/06 14:18
"5408636"|"5671413"|"5809531" USPAT;
|"6073232"|"6282644"| USOCR
“6401144"|"6539456")PN.

S16 0 ("6968450").URPN. USPAT OR OFF 2006/02/06 14:22

Search History 2/6/06 4:35:07 PM Page 1
C:\Documents and Settings\ssuryawanshi\My Documents\EAST\workspaces\09776267Acce|eratedLoadingOfOSPart4.wsp
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23 ("20010039612" I "20020156970" I US-PGPUB; OR 2006/02/06 14:24
"20030212857" I "20040003223" I USPAT;
"5155833" I "5269019" I "5269022" USOCR

I "5307497" I "5448719" I
"5581785" I "5636355" I "5724501"
I "5812883" I "5832005" I
"5978922" I "6073232" I "6098158"
I "6101574" I "6209088" I
"6434696" I "6449683" I "6745283"

I "6807630").PN.

Search History 2/6/06 4:35:07 PM Page 2
C:\Documents and Settings\ssuryawanshi\My Documents\EA$"|'\workspaces\09776267Acce|eratedLoadingOfOSPart4.wsp
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pplicants: Fallon et al. ‘ Examiner: Suryawanshi, Suresh

erialNo.: 09/776,267 ' I Group Art Unit: 2115

iled: Februaryd, 2001 A . Docket: 8011-15

SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

ommissioner for Patents

é.O. Box 1450
lexandria, VA 22313-1450

AMENDMENT

This is a response to the Office Action mailed on June 6, 2005. Please amend the

laims as follows:

CERTl'F1CATE OF MAILING 37 C.F.R. §l.8ga[

I hereby certity that this correspondence is being deposited with the United States Postal Service as
first class mail, postpaid in an envelope, addressed. to the Commissioner for Patents, PO. Box I450,
Alexandria, VA 22313-1450, on the date indicated below.

Date: 5 fig 2%; é/I,‘ ___ 'Frank V. DeRosa
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9%/"I5
Attorney Docket No.2 011-15

"‘ R “IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

APPLlCANT(S): Fallon et al. 2 Examiner: S. Suryawanshi

SERIAL NO.: O9/776,267 Group Art Unit: 2115

FILED: February 2, 2001 Dated: December 6, 2005

FOR: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria. VA 22313-1450

AMENDMENT TRANSMITTAL FORM

Sir: A

Transmitted herewith is an amendment in the above-identified application.

[] Small entity status of this application under 37 C.F.R. §§1.9 and 1.27 has been
established by a verified statement previously submitted.

[] A verified statement to establish small entity under 37 C.F.R. §§1.9 and 1.27 is
enclosed.

Claims Remaining Highest No. Rate
After Amendment‘ Previously (Small

Paid For Enti

Tom
INDEPENDENT

CLAIMS

Presentation of

Multiple Dep.
Claim

[X] No additional fee is required.

360

" If the entry in Col. 1 is less than entry in Col. 2, write "0“ in Col. 3.
“ if the "Highest No. Previously Paid for" IN THIS SPACE is less than 20, enter "20".

**” If the "Highest No. Previously Paid For" IN THIS SPACE is less than 3. enter “3".
The Highest No. Previously Paid For" (Total orindep.) is the highest number found in the

appropriate box in Col. 1 ofa "prior amendment orthe number of claims originally filed.

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

I hereby certily that this correspondence is being deposited with theiunited States Postal Service as first class mail,
postpaid in an envelope, addressed to the: Commlssionerfor Patents. P.O. Box 1450. Alexandria. VA 22313-1450 on December 6
2005. '-~.‘.....u.

Dated: December 6 2005 . .' ‘ ‘ ' . Frank V. De-R_osa
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[] Please charge Deposit Account No. 50-0679 in the amount of $__. Two (2) copies
of this sheet are enclosed.

[] The amount of § is authorized to be charged to a Credit Card. Form
PTO—2038 is enclosed.

[X] Pleasecharge any deficiency as well as any other fee(s) which may become due
under 37 C.F.R. §§1 .16 and/or 1.17 at any time during the pendency of this
application, or credit any overpayment of such fee(s) to Deposit Account No. _f&
0679. Also, in the event any extensions of time for responding are required for the
pending application(s), please treat this paper as a petition to extend the time as
required and charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES OF
THIS SHEET ARE ENCLOSED.

' Respectfully submitted,
F. CHAU & ASSOCIATES, LLC

130 Woodbury Road

Woodbury, NY 11797

(516) 692—8888 Frank V. DeRosa
Reg No. 43,584

Attorney for App|icant(s)
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1. (Previously Presented) A method for providing accelerated loading of an

perating system, comprising the steps of:

maintaining a list of boot data used for booting a computer system;

initializing a central processing unit of the computer system;

preloading the boot data into a cache memory prior to completion of initialization

f the central processing unit of the computer system, wherein preloading the boot data

omprises accessing compressed boot data from. a boot device; and

servicing requests for boot data from the computer system using the preloaded

oot data after completion of initialization of the central processing unit of the computer

ystem, wherein servicing requests comprises accessing compressed boot data from the

2. (Original) The method of claim 1, wherein the boot data comprises program

code associated with one of an operating system of the computer system, an application

program, and a combination thereof.

3. (Canceled)

4. ‘(Previously Presented) The method of claim 1, wherein the method steps are

performed by a data storage controller "connected to the boot device.
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5. (Original) The method of claim I, further comprising the step of updating the

st of boot data during the boot process.

6. (Original) The method of claim 5, wherein the step of updating comprises

dding to the list any boot data requested by the computer system not previously stored in

he list.

7. (Original) The method of claim 5, wherein the step of updating comprises

emoving fromthe list any boot data previously stored in the list and not requested by the

omputer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a

machine to execute the method steps.

10. (Canceled)

1 1. (Canceled)

12. (Canceled)
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13. (Previously Presented) A boot device controller for providing accelerated

oading of an operating system of a host system, the boot device controller comprising:

a digital signal processor (DSP) or’ controller comprising a data compression

A ngine (DCE) for compressing boot data stored to a boot device and for decompressing

ompressed boot data retrieved from the boot device;

a programmable volatile logic device, wherein the programmable volatile logic

evice is programmed by the DSP or controller prior to completion of initialization of a

entral processing unit of the host system, to (i) instantiate a first interface for operatively

'nterfacing the boot device controller to the boot device and to (ii) instantiate a second

interface for operatively interfacing the boot device controller to the host system;

a cache memory device; and

a non—volatile memory device, for storing logic code associated with the DSP or

controller, the first interface and the second interface, wherein the logic code com prises

instructions executable by the DSP or controller for maintaining a list of boot data used

for booting the host system, for preloading the compressed boot data into the cache

memory device uperr prior to completion of initialization ofthc central processing unit of

the host system, and for decompressing the preloaded compressed boot data to service

requests for boot data from the host system after completion of initialization of the central

processing unit of the host system.

14. (Canceled)
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15. (Previously Presented) The boot device controller of claim 13, wherein the

ogic code in the non-volatile memory device further comprises program. instructions

xecutable by the DSP or controller for maintaining a list of application data associated

ith an application program; preloading the application data upon launching the

pplication program, and servicing requests for the application data from the host system

sing the preloaded application data.

16. (Canceled)

17. (Previously Presented) The method of claim 1, further comprising:

maintaining a list of application data associated with an. application program;

preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading

the application data comprises accessing compressed application data from a boot device;

and

servicing requests for application data fromthe computer system using the

preloaded application. data after completion of initialization of the central processing unit

of the computer system, wherein servicing requests comprises accessing compressed

application data from the cache and decompressing the compressed application data.
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REMARKS

1 Claims 1, 2, 4-7, 9, 10, 12, 13, 15 and 17 are pending and stand rejected. By the

bove amendment, claims 10 and 12 have been ca.nceled without prejudice.

econsideration of the claim rejections is requested based on the following remarks.

Claims 1, 2, 4-7, 9, 10, I2, 13, 15 and 17 stand rejected as being unpatentable

ver U.S. Patent No‘. 6,073,232 to _K_r9_e_l<er in view of U.S. Patent No. 6,434,695 to

sfahani, et al. The rejection ofclaims 10 and 12 is rendered moot by cancellation of

uch claims.

At the very least, it is respectfully submitted that claims 1 and 13 are patentable 7

End non-obvious over the combination of Kroeker and Esfahani. For instance, with
espect to claim 1, the combination of Kroeker and Esfahani does n_ot disclose or suggest

preloading the boot data into a cache memory prior to completion of initialization ofg

central Qrocessing unit of the computer system, wherein preloading the boot data

comprises accessing compressed boot datafrom a boot device, as essentially recited in

claim 1.

From the Response to Arguments (page 1 1) section of the Office Action, it

appears that Examiner agrees with Applicants previous arguments that Esfahani does not

disclose preloading the boot data into a cache memory prior to completion of

initialization of central rocessin unit 0 the computer system. However, the

Examiner contends (p. 11, 11 16) that Kroeker “clearly discloses preloading the boot data

into a cache memory prior to completion of initialization of a central process unit ...”

Applicants respectfully disagree with Examiner’s characterization of Kroeker in this

6
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egard.

Although Kroeker generally discloses that the disk drive completes its booting

rocess before the host computer ‘system is readyfor program transfer, “ this does not

specifically teach or suggest preloading boot data into a cache memory Qrior to

completion of initialization 0 ‘a central rocessin unit 0 the com uter system. Indeed,

Examiner should be aware that CPU initialization is one aspect of host computer

nitialization. Clearly, the Examiner has not specifically explained or demonstrated that

rocker discloses preloading boot data before initialization of the host system CPU and,

consequently, the rejections are seemingly based on sunnise and conjecture. For at least V

this reason, the Office Action fails to present a primafacie case of obviousness against

claim 1.

Moreover, with respect to claim 13, the combination of Kroeker and Esfahani

does not teach or suggest, e.g., a programmable volatile logic device, wherein. the

programmable volatile logic device is programmed by the DSP or controller Qrior to

com letiorz o irtitialization 0 a central rocessin unit 0 the host .9 stem, much less the

DSP or controller preloading theicompressed boot data into the cache memory device

grior to completion of initialization ofthe central rocessin unit 0 ‘the host system, and

decompressing the preloaded compressed boot data to service requestsfor boot data

from the host system a ter com letiori 0 initialization 0 the central Jrocessin unit a ‘the

host System, as essentially recited in claim l3.

At the very least, the same arguments as set forth above for claim 1 apply to claim

1 in that the Examiner has not shown with legal sufficiency to establish a primafacie case
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fobviousness that the cited combination of references discloses preloading the

ompressed boot data into a cache memory device prior to completion of initialization of

he central rocessin unit of the hosts stem, as recited in claim 13.

Therefore, claims 1 and 13 are patentable and non-obvious over. the combination

of Kroeker and Esfahani. Moreover, the remaining dependent claims are patentable over

he cited combination at least by virtue of their dependence from respective base claims 1

L1‘ 13.

Early and favorable consideration by the Examiner is respectfully urged. Should
the Examiner believe that a telephone or personal. interviewlmay facilitate resolution of

any remaining matters, it is requested that the Examiner contact Applicants’ undersigned

attorney.

Respectfully subi ' ted’,

Frank V. DeRosa

Reg. No. 43,584

Attorney for App1icant(s)

F. Chau & Associates, LLC

130 Woodbury Road

Woodbury, New York 11797

- TEL; (516)692-8888

FAX: (516) 692-8889
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Application No. App|icant(s)

O9/776,267 ' FALLON ET AL.

Office Action Summary Examine, An Uni,

Suresh K. Suryawanshi 2115

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE § MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
atter SIX (6) MONTHS from the mailing date at this communication.

- If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute. cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months alter the mailing date of this communication. even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1) Responsive to communi_cation(s) filed on 02 May 2005.

2a)El This action is FINAL. 2b)|Z| This action is non-final.

3)EI Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims '

4)IZ| C|aim(s) 1 2 4-79 10 12 13 15 and 17 is/are pending in the application.

4a) Of the above c|aim(s)j is/are withdrawn from consideration.

5)|:| C|aim(s)_ is/are allowed.

6) C|aim(s) 1 2 4-7 9 10 12- 13 15 and 17 is/are rejected.

7)l] CIaim(s)_ is/are objected to.

8)D C|aim(s) are subject to restriction and/or election requirement.

Application Papers 1

9)|:I The specification is objected to by the Examiner.

10)E The drawing(s) filed on 02 February 2001 is/are: a)D accepted or b)|Z objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR1.85(a).

Replacement drawing sheet(s) including the oonection is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

11)E] The oath or declaration is objected to by the Examiner. Note the attached Office Action or fonn PTO-152.

Priority under 35 U.S.C. § 119

12)I:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)l:l All b)El Some * c)U None of:

1.I:l Certified copies of the priority documents have been received.

2.|:] Certified copies of the priority documents have been received in Application No._

3.|:] Copies of the certified copies of the priority documents have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) E Notice of References Cited (PTO-892) ~ 4) D Interview Summary (PTO—413)
2) El Notice of Draflsperson's Patent Drawing Review (PTO-948) PEPPF N°($)/M3“ Dal°- ?- -
3) El information Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) El Notice of informal Patent Application (PTO-152)

Paper No(s)/Mail Date . 6) I] Other: .
U.S. Patent and Trademark Office

PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 3 M
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Application/Control Number: O9/776,267

Art Unit: 2115

DETAILED ACTION

Claims 1-2, 4-7, 9-10, 12-13, 15 and 17 are presented for examination.

Drawings

2.- This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application‘

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the fomial drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1182. H

Claim Rejections - 35 USC § 103

1. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior an are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the an to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 1-2, '4-7, 9-10, 12-13, 15 and 17 are rejected under 35 U.S.C. l03(a) as being

unpatentable over Kroeker et al (US Patent no 6,O73,2321) in view of Esfahani et al (US Patent

no 6,434,695 B1‘).

1 Prior art cited by the examiner in the prior office action.



149

Application/Control Number: 09/776,267

Art Unit: 21 15

As per claim 1, Kroeker et al teach

maintaining a list of boot data used for booting a computer system [co]. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power-on/reset];

I initializing a central processing unit of the computer system [col. 2, lines 30-35; inherent

to the system during power—up process];

preloading the boot data into a cache memory prior to completion of initialization of the

central processing unit of the computer system [col. 1, lines 58-64; col. 2, lines 36-41; col. 3,

lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according .to the prefetch

table priorto completion of initialization of the central processor unit as shown in Fig. 3 that the

method enters an idle state to await a command from the host computer since the CPU of the

host computer is not ready]; and

servicing requests for boot data from the computer system using the preloaded boot data

after completion of initialization of the central processing unit of the computer system [co]. 2,

lines 41-47 ', col. 3, lines 30-39; data is communicated from the cache to the host computer as

soon as the host computer requests the data upon completion of initialization of the CPU].
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Application/Control Number: O9/776,267 Page 4

Art Unit: 21 15

Kroeker et al do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et al clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompressed and executedi[col. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs from a hard disk drive to a host computer. Moreover, the shortening

load time method of Kroeker et al by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).

4. As per claim 2, Kroeker et al teach that the boot data comprises program code associated

_ with one of an operating system of the computer system, an application program, and a

combination thereof [col. 5, lines 41-51; requesting data records are part of a computer program

such as DOS or Windows].

5. As per claim 4, Kroeker et al teach that the method steps are performed by a data storage

controller connected to the boot device [fig. 1; controller].



151

Application/Control Number: O9/776,267 Page 5

Art Unit: 2115

6. As per claim 5, Kroeker et al teach the step of updating the list of boot data during the

boot process [col. 8, lines 63-65; the prefetch table is updated].

7. As per claim 6, Kroeker et al teach the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [col. 8, lines 63-68',

the prefetch table is updated].

8. As per claim 7, Kroeker et al teach that the step of updating comprises removing from the

list any boot data previously stored in the list and not requested by the computer system [col. 8;

lines 63-65; updating the prefetch table].

9. As per claims 9 and 12, Kroeker et al teach that the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a machine

to execute the method steps [col. 9, lines 27-30', computer program].

10. As per claim 10, Kroeker et al teach

maintaining a list of application data associated with an application program [col. 11;

lines 30-34; a prefetch table containing disk storage location and length of the data records

requested by the application program];
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Art Unit: 21 l5

preloading the application data upon launching the application program [col. 11, lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data firom a computer system using the preloaded

application data [col. 1], lines 51-57; communicating the prestored data records of the

application from the data cache to the host computer].

Kroeker et al do not disclose about accessing compressed data and decompressing the

compressed data. However, Esfahani et al clearly disclose about loading a compressed data into

a RAM cache and then the compressed data is decompressed and executed [col. 2, lines 5-13, 63,

67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of ordinary

skill in the art at the time the invention was made to combine the cited references as both are

directed to minimize a computer’s initial program load time or shortening the load time of the

computer programs from a hard disk drive to a host computer. Moreover, the shortening load

time method of Kroeker et al by loading the program codes into the.RAM cache according to the

prefetch table will definitely be benefited with the method of reading compressed data into the

RAM cache and then decornpressing and executing as needed. This way, one may not only have

needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).
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Application‘/Control Number: 09/776,267

Art Unit: 21 15

11. As per claim 13, Kroeker et al teach

a digital signal processor (DSP) [fig. 1; host computer];

a programmable volatile logic device [fig. 1, RAM cache], wherein the programmable

volatile logic device is programmed by the DSP or controller prior to completion of initialization

of a central processing unit of the host system [col. 1, lines 58-64; col. 2, lines 36-41; col. 3, lines

30-39; col. 5, lines 17-21; data is preloaded into the RAM cache according to the prefetch table

prior to completion of initialization of the central processor unit as shown in Fig. 3 that the

method enters an idle state to await a command from the host computer since the CPU of the

host computer is not ready] to (i) instantiate a first interface for operatively interfacing the boot

device controller to a boot device [fig. 1; controller] and to (ii) instantiate a second interface for

operatively interfacing the boot device controller to the host system [inherent to the system as a

bus interface is used to interface the controller with host computer] ;

a cache memory device [Fig. 1; RAM cache]; and

a non—volatile memory device, for storing logic code associated with the DSP, the first

interface and the second interface, wherein the logic code comprises instructions executable by A

the DSP for maintaining a list of boot data used for booting the host system [fig. 1; col. 4, lines

10-28; instructions are embodied as microcode in a ROM; col. 5, lines 1-7; a prefetch table is

read fiom a reserved area of the disks], for preloading the boot data into the cache memory
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device prior to completion of initialization of the central processing unit of the host system [col.

1, lines 58-64; col. 2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into

the RAM cache according to the prefetch table prior to completion of initialization of the central

processor unit as shown in Fig. 3 that the method enters an idle state to await a command from

the host computer since the CPU of the host computer is not ready], and servicing requests for

boot data from the host system after completion of initialization of the central processing unit of

the host system using the preloaded boot data [co]. 2, lines 41-47; col. 3, lines 30-39; data.is

communicated from the cache to the host computer as soon as the host computer requests the

data upon completion of initialization of the CPU].

Kroeker et al do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et a] clearly disclose about loading a compressed

‘boot data into a RAM cache and then the boot data is decompressed and executed [col. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at thetime the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or- shortening the load time

of the computer programs from a hard disk drive to a host computer. Moreover, the shortening

load time method of Kroeker et al by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid fi'equent

accessing the storage device(s).
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12. As per claim 15, Kroeker et al teach that the logic code in the non-volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col. 11; lines 30-34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [col. 11, _lines

46-50', preloading the data cache prior to receiving a read command from the application], and

servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57; communicating the prestored data records of the application from the

data cache to the host computer].

13. As per claim 17, Kroeker et al teach

maintaining a list of application data associated with an application program [col. 2, lines

30-47; col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of

data records that were requested by the host computer in the immediately previous power-

on/reset; col. 5, lines 41-51; requesting data records are part of a computer program such as DOS

or Windows; claims 28 and 32];
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preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

application data comprises accessing application data from a boot device [col 1, lines 58-64; col.

2, lines 36-41; col. 3, lines 30-39; col. 5, lines 17-21; data is preloaded into the RAM cache

according to the prefetch table prior to completion of initialization of the central processor unit

as shown in Fig. 3 that the method enters an idle state to await a command from the host .

computer since the CPU of the host computer is not ready]; and

servicing requests for application data fiom the computer system using the preloaded

application data after completion of initialization of the central processing unit of the computer

system, wherein servicing requests comprises accessing application data from the cache [col. 2,

lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host computer as

soon as the host computer requests the data upon completion of initialization of the CPU].
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Response to Arguments

14. Applicant's arguments filed 05/02/2005 have been fully considered but they are not

persuasive.

15. In the remarks, applicants argued in substance that (1) Kroeker does not disclose

preloading the boot data into a cache memory prior to completion of initialization of a central .

processing unit of the computer system; (2) Kroeker does not teach a method for accelerated

loading of an application program.

16. As to point (1), Kroeker clearly disclose preloading the boot data into a cache memory

prior to completion of initialization of a central processing unit of the computer system [col. 1,

lines 58-64', disk completes its booting process before the host computer is ready for program

transfer; col. 2, lines 36-41', col. 3, lines 30-39; col. 5, hnes 17-21 ; data is preloaded into the

RAM ‘cache according to the prefetch table prior to completion of initialization of the central

processor unit as shown in Fig. 3 that the method enters an idle state to await a command from

the host computer since the CPU of the host computer is not ready].

17. As to point (2), Kroeker clearly disclose a method for accelerated loading of an

application program as claimed by Kroeker in claims 28 and 32. Kroeker expressly indicates

about requests data records of an application program [col. 11, lines 27-29; col. 12, lines 25-28].

Kroeker expressly discloses another object of the present invention for rapidly communicating a

computer program from a disk drive to a host computer [col. 2, lines 1-5].
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Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Suresh K. Suryawanshi whose telephone number is 571-272-

3668. The examiner can normally be reached on 9:00am — 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 571-272-3667. The phone number for the

organization where this application or proceeding is assigned is 703-872-9306.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC)i at 866-217-9197 (toll-free).

sks

May 27, 2005

Leo
[’/Lila/d CA0
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Attorney Docket No.: 8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

APPLICANT(S): Fallon et al. Examiner: S. Suryawanshi

SERIAL NO.: 09/776,267 Group Art Unit: 2115

FILED: February 2, 2001 Dated: April 25, 2005

FOR: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

AMENDMENT TRANSMITTAL FORM
Sir:

Transmitted herewith is an amendment in the above—identified application.

[] Small entity status of this application under 37 C.F.R. §§1.9 and 1.27 has been
established by a verified statement previously submitted.

[] A verified statement to establish small entity under 37 C.F.R. §§1.9 and 1.27 is
enclosed.

[X] No additional fee is required.

Claims Remaining Highest No. Present Rate Addit. Addit.
After Amendment Previously Extra (Small Fee Fee

Paid For Enti

1
D .

Presentation of

‘ Multiple Dep.
Claim

* If the entry in Col. 1 is less than entry in Col. 2, write "0" in Col. 3.
** If the "Highest No. Previously Paid for" IN THIS SPACE is lessthan 20, enter "20".

*** If the "Highest No. Previously Paid For" IN THIS SPACE is less than 3, enter
The Highest No. Previously Paid For" (Total or indep.) is the highest number found in the

appropriate box in Col. 1 of a prior amendment or the number of claims originally filed.

‘I80

CERTIFICATE OF MAILING UNDER 37 C.F.R. §1.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail,
postpaid in an envelope. addressed to the: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450 on April 25 2005.

Dated: April 25 2005 : ; " 5-; ‘TFrank V. DeRosa
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[ ] Please charge Deposit Account No. 50-0679 in the amount of $__. Two (2) copies
of this sheet are enclosed.

[] The amount of § is authorized to be charged to a Credit Card. Form
PTO-2038 is enclosed.

Please charge any deficiency as well as any other fee(s) which may become due

under 37 C.F.R. §§1 .16 and/or 1.17 at any time during the pendency of this

application, or credit any overpayment of such fee(s) to Deposit Account No. 5_0-

Q6_7g. Also, in the event any extensions of time for responding are required for the

pending app|ication(s), please treat this paper as a petition to extend the time as

required and charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES OF
THIS SHEET ARE ENCLOSED.

Respectfully submitted,
F. CHAU & ASSOCIATES, LLC

130 Woodbury Road
Woodbury, NY 11797 2
(516) 692-8888 Frank V. DeRosa

Reg No. 43,584

Attorney for App|icant(s)
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

6?

4% mmNg2*° Applicants: Fallon et al. Examiner: Suryawanshi, Suresh

Serial No.: 09/776,267 Group Art Unit: 2115

Filed: February 2, 2001 Docket: 8011-15

For: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

AMENDMENT

This is a response to the Final Ofiice Action mailed on October 25, 2004. An RCE

has been filed herewith. Please amend the application as follows:

CERTIFICATE OF MAILING 37 C.F.R. §1.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as
first class mail, postpaid in an envelope, addressed to the Commissioner for Patents, PO. Box 1450,
Alexandria, VA 22313-1450, on the date indicated below.

Date: 4 /0 C’ :1
Fra.nk V. DeRosa
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IN THE CLAINIS:

1. (Currently Amended) A method for providing accelerated loading of an

operating system, comprising the steps of:

maintaining a list ofboot data used for booting a computer system;

initializing a central processing unit of the computer system;

preloading the boot data into a cache memory upen prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

boot data comprises accessing compressed boot data fi‘om a boot device; and

servicing requests for boot data from the computer system using the preloaded

boot data after completion of initialization of the central processing unit of the computer

system, wherein servicing requests comprises accessing compressed boot data from the

cache and decompressing the compressed boot data.

2. (Original) The method of claim 1, wherein the boot data comprises program

code associated with one of an operating system of the computer system, an application

program, and a combination thereof.

3. (Canceled)

4. (Previously Presented) The method of claim 1, wherein the method steps are

performed by a data storage controller connected to the boot device.
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5. (Original) The method of claim 1, further comprising the step of updating the

list ofboot data during the boot process.

6. (Original) The method of claim 5, wherein the step of updating comprises

adding to the list any boot data requested by the computer system not previously stored in

the list.

7. (Original) The method of claim 5, wherein the step of updating comprises

removing from the list any boot data previously stored in the list and not requested by the

computer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a

machine to execute the method steps.

10. (Previously Presented) A method for providing accelerated launching of an

application program, comprising the steps of:

maintaining a list of application data associated with an application program;

preloading the application data into a cache memory upon launching the

application program, wherein preloading the application data comprises accessing
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compressed application data from a persistent storage device; and

servicing requests for application data from a computer system using the preloaded

application data, wherein servicing requests comprises accessing compressed application

data fi'om the cache and decompressing the compressed application data.

11. (Canceled)

12. (Original) The method of claim 10, wherein the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a

machine to execute the method steps.

13. (Currently Amended) A boot device controller for providing accelerated

loading of an operating system of a host system, the boot device controller comprising:

a digital signal processor (DSP) or controller comprising a data compression

engine (DCE) for compressing boot data stored to a boot device and for decompressing ‘

compressed boot data retrieved from the boot device;

a programmableilogic device, wherein the programmable 319% logic

device is programmed by the DSP or controller prior to completion of initialization of a

central processing_u_n;t of the host sEte_m, to (i) instantiate a first interface for operatively

interfacing the boot device controller to the boot device and to (ii) instantiate a second

interface for operatively interfacing the boot device controller to the host system;

a cache memory device; and
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a non-volatile memory device, for storing logic code associated with the DSP or

controller, the first interface and the second interface, wherein the logic code comprises

instructions executable by the DSP or controller for maintaining a list ofboot data used

for booting the host system, for preloading the compressed boot data into the cache

memory device upon prior to completion of initialization of the central processing unit of

the host system, and for decompressing the preloaded compressed boot data to service

requests for boot data from the host system after completion of initialization of the central

processing unit of the host system.

14. (Canceled)

15. (Previously Presented) The boot device controller of claim 13, wherein the

logic code in the non-volatile memory device fiirther comprises program instructions

executable by the DSP or controller for maintaining a list of application data associated

with an application program; preloading the application data upon launching the

application program, and servicing requests for the application data from the host system

using the preloaded application data.

16. (Canceled)
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17. (New) The method of claim 1, fiirther comprising:

maintaining a list of application data associated with an application program;

preloading the application data into the cache memory prior to completion of

initialization of the central processing unit of the computer system, wherein preloading the

application data comprises accessing compressed application data from a boot device; and

servicing requests for application data from the computer system using the

preloaded application data afier completion of initialization of the central processing unit

of the computer system, wherein servicing requests comprises accessing compressed

application data from the cache and decompressing the compressed application data.
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REMARKS

Claims 1, 2, 4-7, 9, 10, 12, 13 and 15 are pending in the application. Claims 1 and

13 have been amended. New claim 17 has been added. Examiner’s reconsideration of the

rejections in view of the above amendments and following remarks is respectfixlly

requested.

Claim Objections

Claim 13 has been amended above, and the status identifier of claim has been

changed to “Currently Amended”.

Claim Rejections - 35 U.S.C. § 103

Claims 1-2, 4-7, 8-10, 12-13 and 15 stand rejected as being unpatentable over U.S.

Patent No. 6,073,232 to Krojelm in View of U.S. Patent No. 6,434,695 to , et al.

At the very least, it is respectfully submitted that claims 1, 10 and 13 are patentable and

non-obvious over the combination ofKglggg and Esfahani.

For instance, with respect to claim 1, the combination offlogkg and Egg

does in disclose or suggest preloading the boot data into a cache memory grior to

comgletion of initialization ofa central Qrocessing unit of the computer system, wherein

preloading the boot data comprises accessing compressed boot datafrom a boot device,

as essentially recited in claim 1. Although Esfahani arguably discloses loading

compressed boot data into a RAM cache, it is submitted that Esfahani does not cure the

deficiencies ofKroeker in that Esfahani does not disclose preloading the boot data into a

cache memory prior to comgletion ot initialization ofa central grocessing unit 01 the

computer system. Indeed, Esfahani specifically discloses (Col. 8, line 40, through Col. 9,
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line 6, for example) that a Boot Infofile (40) is located and loaded into RAM (12) afler

completion of initialization of the computer system, to begin booting the operating system.

The is in stark contrast to the claimed preloading the boot data into a cache memory

prior to completion of initialization ofa central processing unit of the computer system,

as claimed in claim 1.

Further, with respect to claim 10, the combination ofEand Esfahani does

n_o’t teach or suggest preloading the application data into a cache memory upon

launching the application program, wherein preloading the application data comprises

accessing compressed application datafrom apersistent storage device, as essentially

recited in claim 10. Indeed, bothmand Esfahani are directed to booting operating

_sys_t_e@. In contrast, the claimed invention is directed to a method for accelerated loading

of an application progpam, which is not taught byLand Esfahani, alone or in

combination.

Moreover, with respect to claim 13, the combination ofKm and Esfahani does

not teach or suggest, e.g., aprogrammable volatile logic device, wherein the

programmable yol_atLlg logic device isprogrammed by the DSP or controllerglfl

completion of initialization of a central processing unit of the host system, much less the

DSP or controllerpreloading the compressed boot data into the cache memory device

prior to completion at initialization of the central processing unit of the host system, and

decompressing the preloaded compressed boot data to service requestsfor boot data

from the host system afler completion ot initialization of the central processing unit of

the host system, as essentially recited in claim 13.
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Therefore, claims 1, 10 and 13 are patentable and non-obvious over the

combination ofKr_(>e;1cg and . Moreover, the remaining dependent claims are

patentable over the cited combination at least by virtue of their dependence from

respective base claims 1, 10 or 13.

Early and favorable consideration by the Examiner is respectfully urged. Should

the Examiner believe that a telephone or personal interview may facilitate resolution of any

remaining matters, it is requested that the Examiner contact Applicants’ undersigned

ReSpectfl 
Frank V. DeRosa

Reg. No. 43,584

Attorney for Applicant(s)

attorney.

F. Chau & Associates, LLC

130 Woodbury Road

Woodbury, New York 11797

TEL.: (516) 692-8888

FAX: (516) 692-8889
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Fees pursuant to the Consolidated Appropriations Act, 2005 H.R. 481 B .
FY 2005
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Approved for use through 07/31/2006. OMB 0651-0031

U.S. Patent and Trademark Office; US. DEPARMENT OF COMMERCE

Docket Number (Optional)

801 1-15

Application Number 09/776,267 Filed February 2, 2001

For Systems and Methods for Accelerated Loading of Operating Systems and Application...

Art Unit 2115 Examiner S. Suryawanshi

This is a request under the provisions of 37 CFR 1.136(3) to extend the period for filing a reply in the above identified
application.

The requested extension and fee are as follows (check time period desired and enter the appropriate fee below):

E

onemomhw7cFR1n7mxn) M20

Two months (37 CFR 1.17(a)(2)) $450

Three months (37 CFR 1.17(a)(3)) $1020

Four months (37 CFR 1.17(a)(4)) $1590

Fwemmmsm7cFR1Anmw» smeo

Applicant claims small entity status. See 37 CFR 1.27.

A check in the amount of the fee is enclosed.

Payment by credit card. Form PTO-2038 is attached.

Small Entity Fee

$60

$225

$510

$795

$1080

The Director has already been authorized to charge fees in this application to a Deposit Account.

The Director is hereby authorized to charge any fees which may be required, or credit any overpayment, to
Deposit Account Number 50-0679 l have enclosed a duplicate copy of this sheet.

WARNING: Information on this form may become public. Credit card Information should not be included on this form.
Provide credit card information and authorization on PTO-2038.

I am the
D applicant/inventor.

El assignee of record of the entire interest. See 37 CFR 3.71.Statement under 37 CFR 3.73(b) is enclosed (Form PTO/SB/96).

attorney or agent of record. Registration Number 43.584

[:1 attorney or agent under 37 CFR 1.34.Registration number if acting under 37 CFR 1.34

2147
Signature

Frank V. DeRosa

Typed or printed name

April 25, 2005Date

516-692-8888
Telephone Number

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required. Submit multiple forms if more than one
signature is required, see below.

E Total of forms are submitted.

This collection of information is required by 37 CFR 1.136(a). The information is required to obtain or retain a benefit by the public which is to file (and by the
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 6 minutes to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief information Officer,
US. Patent and Trademark Office. U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.

05/03/2005 HUUUNB1 00000029 09776267

08 FC:2353 510.00 0'’



177

PTOISBI06 (08-03)
Approved for use through 7/31/2006. OMB 0651-0032

US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
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BASIC FEE
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United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSPO. Box I450
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Application No. Applicant(s)

O9/776,267 FALLON ET AL.

Office Action Summary Examine, Art Unit

Suresh K Suryawanshi 2115

-- The MAILINGDATE of this communication appears on the cover sheet with the correspondence address --I
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE Q MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
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DETAILED ACTION

Claims 1-2, 4-7, 9-10, 12-13 and 15 are presentedfor examination.

Drawings

2. This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182.

Claim Objections

3. Claim 13 is objected to because of the following informalities: “Original” should be

replaced with “Currently amended” as the claim has been amended. Appropriate correction is

required.



181

Application/Control Number: 09/776,267
Art Unit: 21 15

Claim Rejections - 35 USC § 103

4. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

5. Claims 1-2, 4-7, 9-10, 12-13 and 15 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Krocker et al (US Patent no 6,073,232) in View of Esfahani et al (US Patent no

6,434,695 B1).

As per claim 1, Krocker et al teach

maintaining a list of boot data used for booting a computer system [col 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power-on/reset];

preloading the boot data upon initialization of the computer system [col. 2, lines 36-41‘,

col. 3, lines 30-39; col. 5, lines 17-21', data is preloaded into the RAM cache according to the1

prefetch table] ; and

servicing requests for boot data from the computer system using the preloaded boot data

[col. 2, lines 41-47; col. 3, lines 30-39; data _is communicated from the cache to the host

computer].
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Krocker et al do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et al clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompressed and executed [co]. 2, lines 5-

13, 63, 67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs. from a hard disk drive to a host computer. Moreover, the shortening

load time method of Krocker et al by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).

7. As per claim 2, Krocker et al teach that the boot data comprises program code associated

with one of an operating system of the computer system, an application program, and a

combination thereof [col 5, lines 41-51; requesting data records are part of a computer program

such as DOS or Windows].

8. As per claim 4, Krocker et al teach that the method steps are performed by a data storage

controller connected to the boot device [fig. 1; controller].
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9. As per claim 5, Krocker et al teach the step of updating the list of boot data during the

boot process [col. 8, lines 63-65; the prefetch table is updated].

10. As per claim 6, Krocker et al teach the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [col. 8, lines 63-68',

the prefetch table is updated].

11. As per claim 7, Krocker et al teach that the step of updating comprises removing from the '

list any boot data previously stored in the list and not requested by the computer system [col. 8;

lines 63-65; updating the prefetch table].

12. As per claims 9 and 12, Krocker et al teach that the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a machine

to execute the method steps [co]. 9, lines 27-30; computer program].

13. As per claim 10, Krocker et al teach

maintaining a list of application data associated with an application program [col. 11;

lines 30-34', a prefetch table containing disk storage location and length of the data records

requested by the application program];
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preloading the application data upon launching the application program [col. 11, lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data from a computer system using the preloaded

application data [col. 11, lines 51-57; communicating the prestored data records of the

application from the data cache to the host computer].

Krocker et al do not disclose about accessing compressed data and decompressing the ‘

compressed data. However, Esfahani et al clearly disclose about loading a compressed data into

a RAM cache and then the compressed data is decompressed and executed [col. 2, lines 5-13, 63,

67; col. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of ordinary

skill in the art at the time the invention was made to combine the cited references as both are

directed to minimize a computer’s initial program load time or shortening the load time of the

computer programs from a hard disk drive to a host computer. Moreover, the shortening load

time method of Krocker et al by loading the programcodes into the RAM cache according to the

prefetch table will definitely be benefited with the method of reading compressed data into the

RAM cache and then decompressing and executing as needed. This way, one may not only have

needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).
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14. As per claim 13, Krocker et al teach

a digital signal processor (DSP) [fig. 1; host computer];

a programmable logic device [fig. 1, disk], wherein the programmable logic device is

programmed by the digital signal processor [fig. 1', host computer] to (i) instantiate a first

interface for operatively interfacing the boot device controller to a boot device [fig. 1; controller]

and to (ii) instantiate a second interface for operatively interfacing the boot device controller to

the host system [inherent to the system as a bus interface is used to interface the controller with

host computer]; and

a non-volatile memory device [fig. 1', disk;], for storing logic code associated with the

DSP, the first interface and the second interface, wherein the logic code comprises instructions

executable by the DSP for maintaining a list of boo/t data used for booting the host system [co]. 5,

lines 1-7; a prefetch table is read from a reserved area of the disks], preloading the boot data

upon initialization of the host system [col. 2, lines 36-41', col. 3, lines 30-39; col. 5, lines 17-21;

data is preloaded into the cache according to the prefetch table], and servicing requests for boot

data from the host system using the preloaded boot data [col. 2, lines 41-47; col. 3, lines 30-39].

Krocker et al do not disclose about accessing compressed boot data and decompressing

the compressed boot data. However, Esfahani et al clearly disclose about loading a compressed

boot data into a RAM cache and then the boot data is decompressed and executed [col. 2, lines 5-
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13, 63, 67;.co1. 10, line 65 — col. 11, line 4]. Therefore, it would have been obvious to one of

ordinary skill in the art at the time the invention was made to combine the cited references as

both are directed to minimize a computer’s initial program load time or shortening the load time

of the computer programs from _a hard disk drive to a host computer. Moreover, the shortening

load time method of Krocker et al by loading the program codes into the RAM cache according

to the prefetch table will definitely be benefited with the method of reading compressed data into

the RAM cache and then decompressing and executing as needed. This way, one may not only

have needed data into a fast access memory but also a large amount of data to avoid frequent

accessing the storage device(s).

15. As per claim 15, Krocker et al teach that the logic code in the non—volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col 11; lines 30-34', a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [col. 11, lines

46-50; preloading the data cache prior to receiving a read command from the application], and

servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57; communicating the prestored data records of the application from the

data cache to the host computer].
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Conclusion

THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time policy

as set forth in 37 CFR l.136(a). The practice of automatically extending the shortened statutory

period an additional month upon the filing of a timely first response to a final rejection has been

discontinued by the Office. See 1021 TMOG 35.

A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL

ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION. IN

THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE MAILING

DATE OF TIHS FINAL ACTION AND THE ADVISORY ACTION IS NOT MAILED UNTIL

AFTER THE END OF THE THREE-MONTH SHORTENED STATUTORY PERIOD, THEN

THE SHORTENED STATUTORY PERIOD WILL EXPIRE ON THE DATE THE

ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE PURSUANT TO 37 CFR I

l.136(a) WILL BE CALCULATED FROM THE MAILING DATE OF THE ADVISORY

ACTION. IN NO EVENT WILL THE STATUTORY PERIOD FOR RESONSE EXPIRE

LATER THAN SIX MONTHS FROM THE DATE OF THIS FINAL ACTION.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Suresh K Suryawanshi whose telephone number is 571-272-

3668. The examiner can normally be reached on 9:0Oarn - 5:30pm

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 571-272-3667. The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306,
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Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair—direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll—free).

sks

October 18, 2004
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Examiner: Suryawanshi, Suresh

Serial No.: 09/776,267 Group Art Unit: 2115

Filed: February 2, 2001 Docket: 8011-15

For: SYSTEMS METHODS FOR ACCELERATED LOADING OF
OPERATING SYSTEMS AND APPLICATION PROGRAMS

Commissioner for Patents RECEDP.O. Box 1450

Alexandria, VA 223134450 AUG,2 0 2004

Technology Center 2100
AMENDMENT

This is a response to the Office Action mailed on February 10, 2004. Please amend the

application as follows:

CERTIFICATE OF MAILING 37 C.F.R. § 1.8(a)

I hereby certify that this correspondence is being deposited with the United States Postal Service as first
class mail, postpaid in an envelope, addressed to the Commissioner for Patents, P.O. Box 1450, Alexandria, VA
22313-1450, on August 10, 2004.

Date: gd¢/ g tku
Frank V. DeRosa
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IN THE CLAIMS:

1. (Currently Amended) A method for providing accelerated loading of an operating

system, comprising the steps of:

maintaining a list of boot data used for booting a computer system;

preloading the boot data into a cache mernogy upon initialization of the computer system
)

wherein preloading the boot data comprises accessing compressed boot data from a boot device;

and

servicing requests for boot data from the computer system using the preloaded boot data,

wherein servicing reguests comprises accessing compressed boot data from the cache and

decompressing the compressed boot data.

2. (Original) The method of claim 1, wherein the boot data comprises program code

associated with one of an operating system of the computer system, an application program, and

a combination thereof.

3. (Canceled)

4. (Currently Amended) The method of claim 1 3, wherein the method steps are

performed by a data storage controller connected to the boot device.

5. (Original) The method of claim 1, further comprising the step of updating the list of

boot data during the boot process.
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6. (Original) The method of claim 5, wherein the step of updating comprises adding to

the list any boot data requested by the computer system not previously stored in the list.

7. (Original) The method of claim 5, wherein the step of updating comprises removing

from the list any boot data previously stored in the list and not requested by the computer system.

8. (Canceled)

9. (Original) The method of claim 1, wherein the method steps are program instructions

that are tangibly embodied on a program storage device and readable by a machine to execute the

method steps.

10. (Currently Amended) A method for providing accelerated launching of an application

program, comprising the steps of:

maintaining a list of application data associated with an application program;

preloading the application data into a cache memog upon launching the application

program, wherein preloading the application data comprises accessing compressed application

data from a persistent storage device; and

servicing requests for application data from a computer system using the preloaded

application data, wherein servicing reguests comprises accessing compressed application data

from the cache and decompressing the compressed application data.
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l l. (Canceled)

12. (Original) The method of claim 10, wherein the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a machine to

execute the method steps.

13. (Original) A boot device controller for providing accelerated loading of an operating

system of a host system, the boot device controller comprising:

a digital signal processor (DSP) or controller comprising a data compression engine

(DCE) for compressing boot data stored to a boot device and for decompressing compressed boot

data retrieved from the boot device;

a programmable logic device, wherein the programmable logic device is programmed by

the DSP or controller to (i) instantiate a first interface for operatively

interfacing the boot device controller to a L13 boot device and to (ii) instantiate a second interface

for operatively interfacing the boot device controller to the host system;

a cache memory device; and

a non—volatile memory device, for storing logic code associated with the DSP Q‘

controller, the first interface and the second interface, wherein the logic code comprises

instructions executable by the DSP or controller for maintaining a list ofboot data used for

booting the host system, f_o_r preloading the compressed boot data into the cache memog device

upon initialization of the host system, and for decompressing the preloaded compressed boot data
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14. (Canceled)

15. (Currently Amended) The boot device controller of claim 13, wherein the logic code

in the non—volatile memory device further comprises program instructions executable by the DSP

or controller for maintaining a list of application data associated with an application program;

preloading the application data upon launching the application program, and servicing requests

for the application data from the host system using the preloaded application data.

16. (Canceled)
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IN THE SPECIFICATION:

ti) Please amend the Qaragraph on Page 9, line 23, through Page 10, line 23, as follows:

The present invention is directed to data storage controllers that provide increased

data storage/retrieval rates that are not otherwise achievable using conventional disk controller

systems and protocols to store/retrieve data to/from mass storage devices. The concept of

“accelerated” data storage and retrieval was introduced in eepending U.S. Patent Application

Serial No. 09/266,394, filed March 11, 1999, entitled “System and Methods For Accelerated

Data Storage and Retrieval” which is now U.S. Patent No. 6 601 104 and eependin-g U.S. Patent

Application Serial No. 09/481,243, filed January 11, 2000, entitled “System and Methods For

Accelerated Data Storage and Retrieval,” which is now U.S. Patent No. 6 604 158 both of which

are commonly assigned and incorporated herein by reference. In general, as described in the

above-incorporated applications, “accelerated” data storage comprises receiving a digital data

stream at a data transmission rate which is greater that than the data storage rate of a target

storage device, compressing the input stream at a compression rate that increases the effective

data storage rate of the target storage device and storing the compressed data in the target storage

device. For instance, assume that a mass storage device (such as a hard disk) has a data storage

rate of 20 megabytes per second. If a storage controller for the mass storage device is capable of

compressing an input data stream with an average compression rate of 3:1, then data can be

stored in the mass storage device at a rate of 60 megabytes per second, thereby effectively

increasing the storage bandwidth (“storewidth”) of the mass storage device by a factor of three.

Similarly, ‘accelerated data retrieval comprises retrieving a compressed digital data stream from a

target storage device at the rate equal to, e.g., the data access rate of the target storage device and

then decompressing the compressed data at a rate that increases the effective data access rate of

the target storage device. Advantageously, accelerated data storage/retrieval mitigates the

traditional bottleneck associated with, e.g., local and network disk accesses.
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(ii) Please amend the paragraph on Page 11, lines 1-13, as follows:

Referring now to Fig. 1, a high-level block diagram illustrates a data storage controller 10

according to one embodiment of the present invention. The data storage controller 10 comprises

a data compression engine 12 for compressing/decompressing data (preferably in real-time or

suedo real-time) stored/retrieved from a hard disk 1 1(or any other type of mass storage device)

to provide accelerated data storage/retrieval. The DCE 12 preferably employs the data

compression/decompression techniques disclosed in US. Serial No. 09/210,491 entitled

“Content Independent Data Compression Method and System,” filed on December 1 l, 1998,

which is now U.S. Patent No. 6 195 024 which is commonly assigned and which is fully

incorporated herein by reference. It is to be appreciated that the compression and decompression

systems and methods disclosed in U.S. Serial No. 09/210,491 are suitable for compressing and

decompressing data at rates, which provide accelerated data storage and retrieval. A detailed

discussion of a preferred “content independent” data compression process will be provided

below.

(iii) Please amend the paragragh on Page 14, line 23, through Page 15, line 11, as follows:

As discussed in greater detail below, upon host computer power-up or external user reset,

the data storage controller 10 initializes the onboard interfaces 14, 15 prior to release of the

external host bus 16 from reset. The processor of the host computer then requests initial data

from the disk 11 to facilitate the computer’s boot-up sequence. The host computer requests disk

data over the Bus 16 via a command packet issued from the host computer. Command packets

are preferably eight words long (in a preferred embodiment, each word comprises 32 bits).

Commands are written from the host computer to the data storage controller 10 with the host

computer as the Bus Master and the data storage controller 10 as the slave. The data storage

controller 10 includes at least one Base Address Register (BAR) for decoding the address of a

command queue of the data storage controller 10. The command queue resides within the cache

13 or within onboard memory of the DCE 12.
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iv) Please amend the paragragh on Page 18, lines 10-22, as follows:

The storage controller 20 further comprises computer reset and power up circuitry 28 (or

‘boot configuration circuit”) for controlling initialization (either cold or warm boots) of the host

computer system and storage controller 20. A preferred boot configuration circuit and preferred

computer initialization systems and protocols are described in U.S. Patent Application Serial No.

09/775 897 ,filed concurrently herewith (-E*pi=ess—M-ai-l

, which is commonly assigned and incorporated herein by reference.

Preferably, the boot configuration circuit 28 is employed for controlling the initializing and

programming the prograrrnnable logic device 22 during configuration of the host computer

system (i.e., while the CPU of the host is held in reset). The boot configuration circuit 28

ensures that the programmable logic device 22 (and possibly other volatile or partially volatile

logic devices) is initialized and programmed before the bus 16 (such as a PCI bus) is fully reset.

(v) Please amend the paragraph on Page 22, lines 9-14, as follows:

Fig. 3 illustrates another embodiment of a data storage controller -30 _3_5 wherein the data

storage controller 35 is embedded within the motherboard of the host computer system. This

architecture provides the same functionality as the system of Fig. 2, and also adds the cost

advantage of being embedded on the host motherboard. The system comprises additional RAM

and ROM memory devices 23a, 24a, operatively connected to the DSP 21 via a local bus 25a.
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vi) Please amend the paragraph on Page 25, line 12, through Page 26, line 7, as follows:

Referring now to Fig. 6, a flow diagram illustrates a method for initializing the

rogramrnable logic device 22 according to one aspect of the invention. In the following

discussion, it is assumed that the programmable logic device 22 is always reloaded, regardless of.

he type of boot process. Initially, in Fig. 6a, the DSP 21 is reset by asserting a DSP reset signal

(step 50). Preferably, the DSP reset signal is generated by the boot circuit configuration circuit

28 (as described in the above—incorporated U.S. Serial No. 09/775 897 ————(-A-ttemey

. While the DSP reset signal is asserted (e.g., active low), the DSP is held

in reset and is initialized to a prescribed state. Upon deassertion of the DSP Reset signal, the

logic code for the DSP (referred to as the “boot loader”) is copied from the non-volatile logic

device 24 into memory residing in the DSP 21 (step 51). This allows the DSP to execute the

initialization of the programmable logic device 22. In a preferred embodiment, the lower 1K

bytes of EPROM memory is copied to the first lk bytes of DSP’s low memory (0x0000 0000

through 0xOO00 O3FF). As noted above, the memory mapping of the DSP 21 maps the CE]

memory space located at Ox9000 0000 through 0x9001 FFFF with the OTP EPROM. In a

preferred embodiment using the Texas Instrument DSP TMS320c62l1GFN—l50, this ROM boot

process is executed by the EDMA controller of the DSP. It is to be understood, however, that the

EDMA controller may be instantiated in the programmable logic device (Xilinx), or shared

between the DSP and programmable logic device.

(vii) Please amend the paragraph on Page 37, lines 14-19, as follows:

The DSP services request for its external bus from two requestors, the Enhanced Direct

Memory Access (EDMA) Controller and an external shared memory device controller. The DSP

can typically utilize the full 280 megabytes ofbus bandwidth on an 8k through 64K byte (2k

word through 16k word) burst basis. It should be noted that the

SDRAM memory is not utilized for interim processing storage, and as such en-lyeutilizes

bandwidth is only utilized in direct proportion to disk read and write commands.
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viii) Please amend the paragraph on Page 41, lines 12-18, as follows:

Once the data is preloaded, when the computer system bus issues its first read commands

0 the data storage controller seeking operating system data, the data will already be available in

he cache memory of the data storage controller. The data storage controller will then be able to

'nstantly start transmitting the data to the system bus. Before transmission to the bus, if the E

as stored in compressed format on the boot device, the data will be decompressed. The process

of preloading required (compressed) portions of the operating system significantly reduces the

computer boot process time.

(ix) Please amend the paragraph on Page 49, line 21, through Page 50, line 12, as follows:

Again, it is to be understood that the embodiment of the data compression engine of Fig.

9 is exemplary of a preferred compression system which may be implemented in the present

invention, and that other compression systems and methods known to those skilled in the art may

be employed for providing accelerated data storage in accordance with the teachings herein.

Indeed, in another embodiment of the compression system disclosed in the above-incorporated

U.S. Patent No. 6 195 024 ,a timer is included to measure the time elapsed

during the encoding process against an a priori-specified time limit. When the time limit

expires, only the data output from those encoders (in the encoder module 125) that have

completed the present encoding cycle are compared to determine the encoded data with the

highest compression ratio. The time limit ensures that the real-time or pseudo real-time nature of

the data encoding is preserved. In addition, the results from each- encoder in the encoder module

125 may be buffered to allow additional encoders to be sequentially applied to the output of the

previous encoder, yielding a more optimal lossless data compression ratio. Such techniques are

discussed in greater detail in the above-incorporated U.S. Patent No. 6 195 024 Sei=ial—Ne=

 .



206

(x) Please amend the paragraph on Page 50, lines 13-20, as follows:

Referring now to FIG. 10, a detailed block diagram illustrates an exemplary

ecompression system that may be employed herein or accelerated data retrieval as disclosed in

he above-incorporated U.S. Patent No. 6 195 024 In this embodiment,

he data compression engine 180 retrieves or otherwise accepts compressed data blocks from one

r more data storage devices and inputs the data via a data storage interface. It is to be

nderstood that the system processes the input data stream in data blocks that may range in size

from individual bits through complete files or collections ofmultiple files. Additionally, the

input data block size" may be fixed or variable.

(xi) Please amend the paragraph on Page 51, line 20, through Page 52, line 6, as follows:

As with the data compression systems discussed in U.S. Patent No. 6 195 024

 ,the decoder module 165 may include multiple decoders of

the same type applied in parallel so as to reduce the data decoding time. An output data buffer or

cache 170 may be included for buffering the decoded data block output from the decoder module

165. The output buffer 70 then provides data to the output data stream. It is to‘ be appreciated by

those skilled in the art that the data compression system 180 may also include an input data

counter and output data counter operatively coupled to the input and output, respectively, of the

decoder module 165. In this manner, the compressed and corresponding decompressed data

block may be counted to ensure that sufficient decompression is obtained for the input data

block.
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lease Amend the abstract on a e 57 as follows:

ABSTRACT OF THE DISCLOSURE

Systems and methods fer—pi=e=v-idaia-g are provided for accelerated loading of operating

system and application programs upon system boot or application launch. In one aspect, a

ethod for providing accelerated loading of an operating system i£<:lil_e§

aintaining a list ofboot data used for booting a computer system, ;- preloading the boot data

upon initialization of the computer system, ;—and servicing requests for boot data from the

computer system using the preloaded boot data. The boot data may comprise program code

associated with an operating system of the computer system, an application program, and a

stored in a compressed format on the boot device and the preloaded boot data is decompressed

prior to transmitting the preloaded boot data to the requesting system. h% 
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REMARKS

Claims 1-16 are pending in the application. Claims 1, 4, 10, 13 and 15 have been

amended. Claims 3, 8, 11, i4 and 16 have been canceled without prejudice. Examiner’s

reconsideration of the rejections and objections in view of the above amendments and following

remarks is respectfully requested.

Specification Objections

Thespecification was objected to for the reasons set forth on pages 2-4 of the Office

Action. Applicants have amended the specification to address the issues raised by the Examiner.

Accordingly, withdrawal of the objections is respectfiilly requested.

Claim Re'ections - 35 U.S.C. 102

Claims 1-7, 9-10, and 12-15 stand rejected under 35 U.S.C. § lO2(e) as being anticipated

by U.S. Patent No. 6,073,232 to Kiri; et al, for the reasons set forth on pages 4-9 of the Office

Action.

Claims 1, 10 and 13 are believed to be patentably distinct and patentable over Kroeker

since, at the very minimum, does not disclose or suggest preloading compressed boot

data or compressed application data into cache and servicing requestsfor boot/application data

by decompressing the preloaded data, as essentially claims in claims 1, 10, and/or 13. Indeed,

even Examiner acknowledges on Page 9 of the Office Action that Kroeker does not disclose

compressing/decompressing data. Accordingly, withdrawal of the anticipation rejections is

respectfully requested.

Claim Re'ections - 35 U.S.C. 103

Claims 8, 11 and 16 stand rejected as being unpatentable over Kroeker in view of U.S.

13
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atent No. 6,173,381 to Q@. Claims 8, 11 and 16 have been canceled without prejudice and

hus, the specific rejection is moot. However, Applicants will address the rejection with regard

0 amended claims 1, 10 and 13.

To establish aprimafacie case of obviousness, various criteria must be met. For

instance, the cited references must teach or suggest all the claim limitations. Further, there must

be some suggestion or motivation in the references or in the knowledge generally available to one

skilled in the art to combine their teachings. The teaching or suggestion to make the claimed

combination must both be found in the prior art and n_ot based on applicant’s disclosure (see, e.g.,

MPEP 2141, 2143, 2143.03). Applicants respectfully submit that the combination of_K;q§l_<;r

and 13; does not render claims 1, 10 or 13 obvious. For example, Applicants submit that such

combination does not fairly teach or suggest preloading compressed boot data or compressed

application into a cache memory device and decompressing the preloaded compressed data to

service requestsfor such datafrom the host system.

Although Q;/_e_arguably discloses a data controller having compression/decompression

functions, it is submitted that other than through hindsight knowledge gleaned from Applicants’

specification, there would be no motivation to combine data compression taught by Q)Le_into the

groin system to derive the claimed inventions. Indeed, Qyg discloses (Col. 11, lines 59-66, for

example) a protocol whereby compressed data is accessed, decompressed and then stored in

system memory. In contrast, with the claimed inventions, compressed boot/application data is

first accessed and preloaded into a cache, and then decompressed to service requests for such

data by the host system. These steps are not disclosed by either gm or Kroecker.

The claimed inventions provide an advantage over the Kroecker system in terms of

14
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accelerated processing. For example, with respect to accelerated booting, more acceleration

could be obtained by accessing and storing the compressed data before decompressing to service

equests. Indeed, a significant amount of boot data (in compressed form) can be quickly accessed

and stored in cache (fast access memory) prior to commencement of the boot process.

Thereafter, when requested by the host system, the compressed data is readily accessible (short

access time) and can be decompressed in real—time to service such requests.

In contrast, if the boot data was first compressed before preloaded into cache (e.g.,

firgglger modified by the teachings of l_)3Le (Col. 11, lines 60-66), less acceleration would be

obtained because, e.g., the time for decompressing the boot data upon access from the boot

device could add latency preventing more data from being accessed from the boot device before

commencement of the boot process. In such case, if system requests for boot data must be

serviced by first accessing compressed data from the boot device, the added latency in accessing

compressed data from hard disk or other boot device (as opposed to cache) could slow the

system. For at least these reasons, it is believed that the combination of Kroeker and Dye would

not reasonable disclose, suggest or render obvious, claims 1, 10 or 13.

Early and favorable consideration by the Examiner is respectfully urged. Should the

Examiner believe that a telephone or personal interview may facilitate resolution of any
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emaining matters, it is requested that the Examiner contact Applicants’ undersigned attorney.

Respectfully submitted,

Frank V. DeRosa

Reg. No. 43,584

Attorney for App1icant(s)

. Chau & Associates, LLC

130 Woodbury Road

WoodbLu'y, New York 11797

TEL.: (516) 692-8888

FAX: (516) 692-8889
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Application No. » Applicant(s)

I 09/776.267 FALLON ET AL.

Office Action Summary Examine, An Uni,

Suresh K Suryawanshi 2115 -
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE ,3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

Extensions of time may be available under the provisions oi 37 CFR 1.136(3). In no event. however, may a reply be timely filed
alter SIX (6) MONTHS from the mailing date of this communication.
it the period for reply specified above is less titan thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
li NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
Failure to reply within the set or extended period tor reply will, by statute. cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Office later than three months after the mailing date of this communication, even it timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1)|Z Responsive to communication(s) filed on 02 February 2001.

2a)lj This action is FINAL. 2b)E This action is non—final.

3)D Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)® Claim(s) go‘ is/are pending in the application.

4a) Of the above cIaim(s) __ is/are withdrawn from consideration.

5)I:] Claim(s)_ is/are allowed.

6)IZ Claim(s) 1‘ is/are rejected.

7)lZI Claim(s): is/are objected to.

8)l:] Claim(s)j are subject to restriction and/or election requirement.

Application Papers

9) The specification is objected to by the Examiner.

10)E The drawing(s) filed on 02 February 2001 is/are: a)|:l accepted or b) objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)|:] The oath or declaration is objected to by the Examiner. Note the attached Office Action orfonn PTO-152.

Priority under 35 U.S.C. § 119

12)|:] Acknowledgment is made of a claim forforeign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)|] All b)Cl Some * c)EI None of:

Certified copies of the priority documents have been received.

Certified copies of the priority documents have been received in Application No.j

Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) E] Notice of References Cited (F'TO—892) 4) I] Interview Summary (PTO-413)
2) [3 Notice of Draftsperson's Patent Drawing Review (PTO-948) PEP!” N°(S)/Ma“ 0313- ._.__-
3) E Information Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) D Notice of informal Patent Application (PTO-152)

Paper No(s)/Mail Date 5. 6) C] Other: .
US. Patent and Trademark Olllce

PTOL~326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 5
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« Application/Control Number: 09/776,267
Art Unit: 21 15

DETAILED ACTION

Claims 1-16 are presented for examination.

Drawings

2. This application, filed under former 37 CFR 1.60, lacks formal drawings. The informal

drawings filed in this application are acceptable for examination purposes. When the application

is allowed, applicant will be required to submit new formal drawings. In unusual circumstances,

the formal drawings from the abandoned parent application may be transferred by the grant of a

petition under 37 CFR 1.182.

Specification

3. The abstract of the disclosure is objected to because it contains more than 150 words.

Correction is required. See MPEP § 608.0l(b).

4. The disclosure is objected to because of the following informalities: U.S. Patent

Application Serial No. 09/266,394 is now Patent 6,601,103 at page 10, line 4.

Appropriate correction is required.

5. The disclosure is objected to because of the following informalities: U.S. Patent

Application Serial No. 09/481,243 is now Patent 6,604,158 at page 10, line 6.

Appropriate correction is required.
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6. The disclosure is objected to because of the following informalities: “greater that” should

be “greater than” at page 10, line 10.

Appropriate correction is required.

7. The disclosure is objected to because of the following informalities: U.S. Patent

Application Serial No. 09/210,491 is now Patent 6,195,024; page 11, line 7; page 50, line 3, 12,

and 15.

Appropriate correction is required.

8. The disclosure is objected to because of the following informalities: symbol “5” is not in

any figure; page 15, linel.

Appropriate correction is required.

9. The disclosure is objected to because of the following informalities: blank space should

be filled with Serial No. ‘‘09/775,897 at page 18, line 14.

Appropriate correction is required.

10. The disclosure is objected to because of the following informalities: symbol “3 0” at page

22, line 9 should be “3 5”.

Appropriate correction is required.
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1 l. The disclosure is objected to because of the following informalities: symbol “DSRA” is

used without any definition in spec; page 37, line 18', page 38, line 7.

Appropriate correction is required.

12. The disclosure is objected to because of the following informalities: word “data” should

be inserted after “the” and before “was” at page 41, line 16.

Appropriate correction is required.

Claim Rejections - 35 USC § 102

13. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(e) the invention was described in (1) an application for patent, published under section 122(b), by another filed
in the United States before the invention by the applicant for patent or (2) a patent granted on an application for
patent by another filed in the United States before the invention by the applicant for patent, except that an
international application filed under the treaty defined in section 35 1(a) shall have the effects for purposes of this
subsection ofan application filed in the United States only if the international application designated the United
States and was published under Article 21(2) of such treaty in the English language.

14. Claims 1 are rejected under 35 U.S.C. 102(e) as being anticipated by Krocker et al (US

Patent no 6,073,232).

15. As per claim 1, Krocker et al teach
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maintaining a list ofboot data used for booting a computer system [col. 2, lines 30-47;

col. 5, lines 1-7; a prefetch table containing a listing of the disk locations and length of data

records that were requested by the host computer in the immediately previous power—on/reset];

preloading the boot data upon initialization of the computer system [col. 2, lines 36-41',

col. 3, lines 30-39', col. 5, lines 17-21; data is preloaded into the cache according to the prefetch

table]; and

servicing requests for boot data from the computer system using the preloaded boot data

[col. 2, lines 41-47; col. 3, lines 30-39; data is communicated from the cache to the host

computer].

16. As per claim 2, Krocker et al teach that the boot data comprises program code associated

with one of an operating system of the computer system, an application program, and a

combination thereof [co]. 5, lines 41-51', requesting data records are part of a computer program

such as DOS or Windows].

17. As per claim 3, Krocker et al teach that the step of preloading the boot data comprises

retrieving boot data from a boot device and storing the retrieved data in a cache memory [co]. 3,

lines 30-39].
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18. As per claim 4, Krocker et al teach that the method steps are performed by a data storage

controller connected to the boot device [fig 1; controller].

19. As per claim 5, Krocker et al teach the step of updating the list of boot data during the

boot process [col 8, lines 63-65', the prefetch table is updated].

20. As per claim 6, Krocker et al teach the step of updating comprises adding to the list any

boot data requested by the computer system not previously stored in the list [co]. 8, lines 63-68;

the prefetch table is updated].

21. As per claim 7, Krocker et al teach that the step of updating comprises removing from the

list any boot data previously stored in the list and not requested by the computer system [col. 8;

lines 63-65; updating the prefetch table].

22. As per claims 9 and 12, Krocker et al teach that the method steps are program

instructions that are tangibly embodied on a program storage device and readable by a machine

to execute the method steps [col. 9, lines 27-30; computer program].
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23. As per claim 10, Krocker et al teach

maintaining a list of application data associated with an application program [co1. 11;

lines 30-34; a prefetch table containing disk storage location and length of the data records

requested by the application program];

preloading the application data upon launching the application program [col. 1], lines 46-

50; preloading the data cache prior to receiving a read command from the application]; and

servicing requests for application data from a computer system using the preloaded

application data [co]. 11, lines 51-57; communicating the prestored data records of the

application from the data cache to the host computer].

24. As per claim 13, Krocker et al teach

a digital signal processor (DSP) [fig. 1; host computer];

a programmable logic device [fig. 1, disk], wherein the programmable logic device is

programmed by the digital signal processor [fig 1; host computer] to (i) instantiate a first

interface for operatively interfacing the boot device controller to a boot device [fig. 1; controller]

and to (ii) instantiate a second interface for operatively interfacing the boot device controller to
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the host system [inherent to the system as a bus interface is used to interface the controller with

host computer]; and

a non-volatile memory device [fig. 1; disk;], for storing logic code associated with the

DSP, the first interface and the second interface, wherein the logic code comprises instructions

executable by the DSP for maintaining a list of boot data used for booting the host system [col. 5,

lines 1-7; a prefetch table is read from a reserved area of the disks], preloading the boot data

upon initialization of the host system [col. 2, lines 36-41', col. 3, lines 30-39; col. 5, lines 17-21;

data is preloaded into the cache according to the prefetch table], and servicing requests for boot

data from the host system using the preloaded boot data [col. 2, lines 41-47; col. 3, lines 30-39].

25. As per claim 14, Krocker et al teach a cache memory device for storing the preloaded

boot data [fig 1', cache].

26. As per claim 15, Krocker et al teach that the logic code in the non—volatile memory

device further comprises program instructions executable by the DSP for maintaining a list of

application data associated with an application program [col. 11; lines 30-34; a prefetch table

containing disk storage location and length of the data records requested by the application

program]; preloading the application data upon launching the application program [co]. 11, lines

46-50; preloading the data cache prior to receiving a read command from the application], and
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servicing requests for the application data from the host system using the preloaded application

data col. 11, lines 51-57', communicating the prestored data records of the application from the

data cache to the host computer].

Claim Rejections - 35 USC § 103

27. The following is a quotation of 35 U.S.C. l03(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

28. Claims 8, ll and 16 are rejected under 35 U.S.C. 103(a) as being unpatentable over

Krocker et al (US Patent no 6,073,232) in View of Dye (US Patent no 6,173,381 B1).

29. As per claims 8, 11 and 16, Krocker et al disclose the invention substantially. Krocker et

al do not disclose about the data is being compressed and decompressed. But a routineer in the

art would know about the data compression as the data compression is well known for purpose of

space saving and increasing system bandwidth and efficiency. However Dye expressly disclose

this technique [col. 8, lines 6-14; col. 11, lines 62-66]. Therefore, it would have been obvious to

one of ordinary skill in the art at the time the invention was made to combine the cited references

as both are directed to improve a system with respect to bandwidth and efficiency.
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Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Surcsh K Suryawanshi whose telephone number is 703-305-

3990. The examiner can normally be reached on 9:00am - 5:30pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Thomas C. Lee can be reached on 703-305-9717. The fax phone number for the

organization where this application or proceeding is assigned is 703-872-9306.

Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

sks

February 4, 2004

THOMAS LEE

SUPERVISORY PATENT EXAMINER
TECHNOLOGY CENTER 2100
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(57) ABSTRACT

An integrated memory controller (IMC) which includes data
compression and decompression engines for improved per-
formance. The memory controller (IMC) of the present
invention preferably sits on the main CPU bus or a high
speed system peripheral bus such as the PCI bus and couples
to system memory. The IMC preferably uses a lossless data
compression and decompression scheme. Data transfers to
and from the integrated memory controller of the present
invention can thus be in either two formats, these being
compressed or normal (non-compressed). The [MC also
preferably includes microcode for specific decompression of
particular data formats such as digital video and digital
audio. Compressed data from system I/O peripherals such as
the hard drive, floppy drive, or local area network (LAN) are
decomprcssed in the IMC and stored into system memory or
saved in the system memory in compressed format. Thus,
data can be saved in either a normal or compressed format,
retrieved from the system memory for CPU usage in a
normal or compressed format, or transmitted and stored on
a medium in a normal or compressed format. Internal
memory mapping allows for format definition spaces which
define the format of the data and the data type to be read or
written. Software overrides may be placed in applications
software in systems that desire to control data decompres-
sion at the software application level. The integrated data
compression and decompression capabilities of the IMC
remove system bottle-necks and increase performance. This
allows lower cost systems due to smaller data storage
requirements and reduced bandwidth requirements. This
also increases system bandwidth and hence increases system
performance. Thus the [MC of the present invention is a
significant advance over the operation of current memorycontrollers.
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MEMORY CONTROLLER INCLUDING
EMBEDDED DATA COMPRESSION AND

DECOMPRESSION ENGINES

This is a continuation of application Ser. No. 08/463,106,
now abandoned titled “Memory Controller Including
Embedded Data Compression and Decompression Engines”
filed Jun. 5, 1995, whose inventor is Thomas A. Dye, which
is a divisional of application Ser. No. 08/340,667, now U.S.
Pat. No. 6,002,411 titled “Integrated Video and Memory
Controller with Data Processing and Graphical Processing
Capabilities” and filed Nov. 16, 1994, whose inventor is
Thomas A. Dye.

FIELD OF THE INVENTION

The present invention relates to computer system
architectures, and more particularly to an integrated memory
and graphics controller which includes an embedded data
compression and decompression engine for increased sys-
tem bandwidth and efficiency.

DESCRIPTION OF THE RELATED ART

Since their introduction in 1981, the architecture of per-
sonal computer systems has remained substantially
unchanged. The current state of the art in computer system
architectures includes a central processing unit (CPU) which
couples to a memory controller interface that in turn couples
to system memory. The computer system also includes a
separate graphical interface for coupling to the video dis-
play. In addition, the computer system includes input/output
(I/O) control logic for various I/O devices, including a
keyboard, mouse, floppy drive, hard drive, etc.

In general, the operation of a modern computer architec-
ture is as follows. Programs and data are read from a
respective I/O device such as a floppy disk or hard drive by
the operating system, and the programs and data are tem-
porarily stored in system memory. Once a user program has
been transferred into the system memory, the CPU begins
execution of the program by reading code and data from the
system memory through the memory controller. The appli-
cation code and data are presumed to produce a specified
result when manipulated by the system CPU. The code and
data are processed by the CPU and data is provided to one
or more of the various output devices. The computer system
may include several output devices, including a video
display, audio (speakers), printer, etc. In most systems, the
video display is the primary output device.

Graphical output data generated by the CPU is written to
a graphical interface device for presentation on the display
monitor. The graphical interface device may simply be a
video graphics array (VGA) card, or the system may include
a dedicated video processor or video acceleration card
including separate video RAM (VRAM). In a computer
system including a separate, dedicated video processor, the
video processor includes graphics capabilities to reduce the
workload of the main CPU. Modern prior art personal
computer systems typically include a local bus video system
based on either the peripheral component interconnect (PCI)
bus or the VESA (Video Electronics Standards Association)
VL bus, or perhaps a proprietary local bus standard. The
video subsystem is generally positioned on a local bus near
the CPU to provide increased performance.

Therefore, in summary, program code and data are first
read from the hard disk to the system memory. The program
code and data are then read by the CPU from system
memory, the data is processed by the CPU, and graphical
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data is written to the video RAM in the graphical interface
device for presentation on the display monitor, The CPU
typically reads data from system memory across the system
bus and then writes the processed data or graphical data back
to the I/O bus or local bus where the graphical interface
device is situated. The graphical interface device in turn
generates the appropriate video signals to drive the display
monitor. It is noted that this operation requires the data to
make two passes across the system bus and/or the l/O
subsystem bus. In addition, the program which manipulates
the data must also be transferred across the system bus from
the main memory. Further, two separate memory subsystems
are required, the system memory and the dedicated video
memory, and video data is constantly being transferred from
the system memory to the video memory frame buffer. FIG.
1 illustrates the data transfer paths in a typical computer
system using prior art technology.

Computer systems are being called upon to perform larger
and more complex tasks that require increased computing
power. In addition, modem software applications require
computer systems with increased graphics capabilities.
Modem software applications typically include graphical
user interfaces (GU15) which place increased burdens on the
graphics capabilities of the computer system. Further, the
increased prevalence of multimedia applications also
demands computer systems with more powerful graphics
capabilities. Therefore, a new computer system and method
is desired which provides increased system performance and
in particular, increased video and/or graphics performance,
than that possible using prior art computer system architec-tures.

SUMMARY OF THE INVENTION

The present invention comprises an integrated memory
controller (IMC) which includes data compression/
decompression engines for improved performance. The
memory controller (IMC) of the present invention preferably
sits on the main CPU bus or a high speed system peripheral
bus such as the PCI bus. The [MC includes one or more

symmetric memory ports for connecting to system memory.
The IMC also includes video outputs to directly drive the
video display monitor as well as an audio interface for
digital audio delivery to an external stereo digital-to-analog
converter (DAC).

The IMC transfers data between the system bus and
system memory and also transfers data between the system
memory and the video display output. Therefore, the IMC
architecture of the present invention eliminates the need for
a separate graphics subsystem. The IMC also improves
overall system performance and response using main system
memory for graphical information and storage. The IMC
system level architecture reduces data bandwidth require-
ments for graphical display since the host CPU is not
required to move data between main memory and the
graphics subsystem as in conventional computers, but rather
the graphical data resides in the same subsystem as the main
memory. Therefore, for graphical output, the host CPU or
DMA master is not limited by the available bus bandwidth,
thus improving overall system throughput.

The integrated memory controller of the preferred
embodiment includes a bus interface unit which couples
through FIFO buffers to an execution engine. The execution
engine includes a compression/decompression engine
according to the present invention as well as a texture
mapping engine according to the present invention. In the
preferred embodiment the compression/decompression
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engine comprises a single engine which performs both
compression and decompression. In an alternate
embodiment, the execution engine includes separate com-
pression and decompression engines.

The execution engine in turn couples to a graphics engine
which couples through FIFO buffers to one or more sym-
metrical memory control units. The graphics engine is
similar in function to graphics processors in conventional
computer systems and includes line and triangle rendering
operations as well as span line interpolators. An instruction
storage/decode block is coupled to the bus interface logic
which stores instructions for the graphics engine and
memory compression/decompression engines. A Window
Assembler is coupled to the one or more memory control
units. The Window Assembler in turn couples to a display
storage bufl"er and then to a display memory shifter. The
display memory shifter couples to separate digital to analog
converters (DAC5) which provide the RGB signals and the
synchronization signal outputs to the display monitor. The
window assembler includes a novel display list-based
method of assembling pixel data on the screen during screen
refresh, thereby improving system performance. In addition,
a novel antialiasing method is applied to the video data as
the data is transferred from system memory to the display
screen. The internal graphics pipeline of the IMC is opti-
mized for high end 2D and 3D graphical display operations,
as well as audio operations, and all data is subject to
operation within the execution engine and/or the graphics
engine as it travels through the data path of the IMC.

As mentioned above, according to the present invention
the execution engine of the IMC includes a compression/
decompremion engine for compressing and decompressing
data within the system. The IMC preferably uses a lossless
data compression and decompression scheme. Data transfers
to and from the integrated memory controller of the present
invention can thus be in either two formats, these being
compressed or normal (noncompressed). The execution
engine also preferably includes microcode for specific
decompremion of particular data formats such as digital
video and digital audio. Compressed data from system I/O
peripherals such as the hard drive, floppy drive, or local area
network (LAN) are decompressed in the [MC and stored
into system memory or saved in the system memory in
compressed format. Thus, data can be saved in either a
normal or compressed format, retrieved from the system
memory for CPU usage in a normal or compressed format,
or transmitted and stored on a medium in a normal or

compressed format. Internal memory mapping allows for
format definition spaces which define the format of the data
and the data type to be read or written. Graphics operations
are achieved preferably by either a graphics high level
drawing protocol, which can be either a compressed or
normal data type, or by direct display of pixel information,
also in a compressed or normal format. Software overrides
may be placed in applications software in systems that desire
to control data decompression at the software application
level. In this manner, an additional protocol within the
operating system software for data compression and decom-
pression is not required.

The compression/decompression engine in the IMC is
also preferably used to cache least recently used (LRU) data
in the main memory. Thus, on CPU memory management
misses which occur during translation from a virtual address
to a physical address, the compression/decompression
engine compresses the LRU block of system memory and
stores this compressed LRU block in system memory. Thus
the LRU data is eflectively cached in a compressed format
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in the system memory. As a result of the mix, if the address
points to a previously compressed block cached in the
system memory, the compressed block is now decompresed
and tagged as the most recently used (MRU) block. After
being deeomprcssed, this MRU block is now accessible tothe CPU.

The use of the compression/decompression engine to
cache LRU data in compressed format in the system
memory greatly improves system performance, in many
instances by as much as a factor of 10, since transfers to and
from disk generally have a maximum transfer rate of 10
Mbytes/sec, whereas the decompression engine can perform
at over 100 Mbytes/second.

The integrated data compression and decompression
capabilities of the IMC remove system bottle-necks and
increase performance. This allows lower cost systems due to
smaller data storage requirements and reduced bandwidth
requirements. This also increases system bandwidth and
hence increases system performance. Thus the IMC of the
present invention is a significant advance over the operation
of current memory controllers.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the present invention can be
obtained when the following detailed description of the
preferred embodiment is considered in conjunction with the
following drawings, in which:

FIG. 1 is a prior art diagram illustrating data flow in a
prior art computer system;

FIG. 2 is a block diagram illustrating data flow in a
computer system including an integrated memory controller
(IMC) according to the present invention;

FIG. 3 illustrates a block diagram of a computer system
including an [MC according to the present invention;

FIG. 3A illustrates an alternate embodiment of the com-

puter system of FIG. 3 including memory control and
graphics/audio blocks coupled to the system memory;

FIG. 3B illustrates an alternate embodiment of the com-

puter system of FIG. 3 including two IMCS coupled to the
system memory;

FIG. 3C illustrates an alternate embodiment of the com-

puter system of FIG. 3 including a first IMC coupled to the
cache bridge which couples to system memory and a second
IMC coupled to the PCI bus which couples to system
memory;

FIG. 3D illustrates a computer system including the IMC
and using a prior art architecture where the IMC couples to
the PCI bus and uses a separate frame buffer memory for
video data;

FIG. 4 is a block diagram illustrating the IMC interfacing
to system memory and a video display monitor;

FIG. 5 is a block diagram illustrating the internal archi-
tecture of the integrated memory controller (IMC) of the
present invention;

FIG. 6 illustrates the compression/decompression logic
comprised in the IMC 140 according to the present inven-
tion;

FIG. 6A illustrates an alternate embodiment including
separate compression and decompression engines comprised
in the IMC 140 according to the present invention;

FIG. 7 illustrates normal or compressed data transfers in
a computer system incorporating the IMC where the [MC
does not modify data during the transfer;

FIG. 8 illustrates a memory-to-memory decompression
operation performed by the IMC according to the present
invention;
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FIG. 9 illustrates a memory decompression operation
performed by the IMC on data being transferred to the CPU
or to a hard disk according to the present invention;

FIG. 10 illustrates decompression of data received from
the hard disk or CPU that is transferred in normal format in

system memory according to the present invention;
FIG. 11 illustrates operation of the IMC decompressing

data retrieved from the hard disk that is provided in normal
format to the CPU;

FIG. 12 illustrates a memory-to-memory compression
operation performed by the IMC according to the present
invention;

FIG. 13 illustrates operation of the IMC 140 compressing
data retrieved from the system memory and providing the
compressed data to either the CPU or hard disk;

FIG. 14 illustrates compression of data in a normal format
received from the CPU or hard disk that is stored in

compremed form in the system memory;
FIG. 15 illustrates operation of the IMC in compressing

normal data obtained from the CPU that is stored in com-

pressed form on the hard disk 120;
FIG. 16 is a flowchart diagram illustrating operation of a

computer system where least recently used data in the
system memory is cached in a compressed format to the
system memory using the compression/decompression
engine of the present invention;

FIG. 17 illustrates memory mapping registers which
delineate compression and decompression operations for
selected memory address spaces; and

FIG. 18 illustrates read and write operations for an
address space shown in FIG. 17.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Incorporation by Reference
U.S. patent application Ser. No. 08/340,667 titled “Inte-

grated Video and Memory Controller with Data Processing
and Graphical Processing Capabilities” and filed Nov. 16,
1994, is hereby incorporated by reference in its entirety.
Prior Art Computer System Architecture

FIG. 1 illustrates a block diagram of a prior art computer
system architecture. As shown, prior art computer architec-
tures typically include a CPU 102 coupled to a cache system
104. The CPU 102 and cache system 104 are coupled to the
system bus 106.1\ memory controller 108 is coupled to the
system bus 106 and the memory controller 108 in turn
couples to system memory 110. In FIG. 1, graphics adapter
112 is shown coupled to the system bus 106. However, it is
noted that in modern computer systems the graphics adapter
112 is typically coupled to a separate local expansion bus
such as the peripheral component interface (PCI) bus or the
VESA VL bus. Prior art computer systems also typically
include bridge logic coupled between the CPU 102 and the
memory controller 108 wherein the bridge logic couples to
the local expansion bus where the graphics adapter 112 is
situated. For example, in systems which include a PCI bus,
the system typically includes a host/PCI/cache bridge which
integrates the cache logic 104, host interface logic, and PCI
interface logic. The graphics adapter 112 couples to frame
buffer memory 114 which stores the video data that is
actually displayed on the display monitor. Modern prior art
computer systems typically include between 1 to 4 Mega-
bytes of video memory. An I/O subsystetn controller 116 is
shown coupled to the system bus 106. In computer systems
which include a PCI bus, the I/O subsystem controller 116
typically is coupled to the PCI bus. The l/O subsystem
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controller 116 couples to an input/output (I/O) bus 118.
Various peripheral I/O devices are generally coupled to the
I/O bus 18, including a hard disk 120, keyboard 122, mouse
124, and audio rligital—to-analog converter (DAC) 144.

Prior art computer system architectures generally operate
as follows. First, programs and data are generally stored on
the hard disk 120. If a software compression application is
being used, data may be stored on the hard disk 120 in
compressed format. At the direction of the CPU 102, the
programs and data are transferred from the hard disk 120
through the I/O subsystem controller 116 to system memory
110 via the memory controller 108. If the data being read
from the hard disk 120 is stored in compressed format, the
data is decompressed by software executing on the CPU 102
prior to being transferred to system memory 110. Thus
software compression applications require the compressed
data to be transferred from the hard disk 120 to the CPU 120
prior to storage in the system memory 110.

The CPU 102 accemes programs and data stored in the
system memory 110 through the memory controller 108 and
the system bus 106. In processing the program code and
data, the CPU 102 generates graphical data or graphical
instructions that are then provided over the system bus 106
and generally the PCI bus (not shown) to the graphics
adapter 112. The graphics adapter 112 receives graphical
instructions or pixel data from the CPU 102 and generates
pixel data that is stored in the frame buffer memory 114. The
graphics adapter 112 generates the necessary video signals
to drive the video display monitor (not shown) to display the
pixel data that is stored in the frame buffer memory 114.
When a window on the screen is updated or changed, the
above process repeats whereby the CPU 102 reads data
across the system bus 106 from the system memory 110 and
then transfers data back across the system bus 106 and local
expansion bus to the graphics adapter 112 and frame buffer
memory 114.

When the computer system desires to store or cache data
on the hard disk 120 in a compressed format, the data is read
by the CPU 102 and compressed by the software compres-
sion application. The compressed data is then stored on the
hard disk 120. If compressed data is stored in system
memory 110 which must be decompressed, the CPU 102 is
required to read the compressed data, decompress the data
and write the decompressed data back to system memory
110.

Computer Architecture of the Present Invention
Referring now to FIG. 2, a block diagram illustrating the

computer architecture of a system incorporating the present
invention is shown. Elements in FIG. 2 that are similar or
identical to those in FIG. 1 include the same reference

numerals for convenience. As shown, the computer system
of the present invention includes a CPU 102 preferably
coupled to a cache system 104. The CPU 102 may include
a first level cache system and the cache 104 may comprise
a second level cache. Alternatively, the cache system 104
may be a first level cache system or may be omitted as
desired. The CPU 102 and cache system 104 are coupled to
a system bus 106. The CPU 102 and cache system 104 are
also directly coupled through the system bus 106 to an
integrated memory controller (IMC) 140 according to the
present invention. The integrated memory controller (IMC)
140 includes a compression/decompression engine for
greatly increasing the performance of the computer system.
It is noted that the IMC 140 can be used as the controller for
main system memory 110 or can be used to control other
memory subsystems as desired. The [MC 140 may also be
used as the graphics controller in computer systems using
prior art architectures having separate memory and video
subsystems.

02/04/2004, EAST Version: 1.4.1



257

US6J73381B1
7

The IMC 140 couples to system memory 110, wherein the
system memory 110 comprises one or more banks of
memory. In the preferred embodiment, the system memory
110 comprises two banks of memory, and the IMC 140
preferably includes two symmetric memory ports for cou-
pling to the two banks in system memory 110. The [MC 140
of the present invention may couple to any of various types
of memory, as desired. In the preferred embodiment, the
IMC 140 couples to the system memory 110 through a
RAMBUS implementation. For more information on the
RAMBUS memory architecture, please see “RAMBUS
Architectural Overview,” version 2.0, published July 1993
by RAMBUS, Inc., and “Applying RAMBUS Technology to
Desktop Computer Main Memory Subsystems,” version 1.0,
published March 1992 by RAMBUS, Inc., which are both
hereby incorporated by reference. In an alternate
embodiment, the system memory 110 comprises SGRAM or
single in-line memory modules (SIMMS). As noted above,
the IMC 140 of the present invention may couple to any of
various types of memory, as desired.

The IMC 140 also generates appropriate video signals for
driving video display monitor 142. The IMC 140 preferably
generates red, green, blue (RGB) signals as well as vertical
and horizontal synchronization signals for generating
images on the video display 142. Therefore, the integrated
memory controller 140 of the present invention integrates
memory controller and video and graphics controller capa-
bilities into a single logical unit. This greatly reduces bus
trafiic and increases system performance. In one
embodiment, the IMC 140 also generates appropriate data
signals that are provided to Audio DAC 144 for audio
presentation. Alternatively, the IMC 140 integrates audio
processing and audio DAC capabilities and provides audio
signal outputs that are provided directly to speakers. A boot
device 146 is also coupled to the IMC 140 to configure or
boot the IMC 140, as described further below.

The IMC 140 of the present invention is preferably
situated either on the main CPU bus or a high speed system
peripheral bus. In the preferred embodiment, as shown in
FIGS. 2 and 3, the IMC 140 is coupled directly to the system
bus 106 or CPU bus, wherein the IMC 140 interfaces
through a cache system 104 to the CPU 102. In an alternate
embodiment, the IMC 140 is situated on the peripheral
component interconnect (PCI) bus, which is a high speed
peripheral local bus standard developed by Intel Corpora-
tion. For more information on the PCI bus, please see “PCI
System Architecture” by Tom Shanley and Don Anderson,
copyright 1993 by MindShare Inc., which is hereby incor-
porated by reference. Please also see PCI documentation
available from Intel Corporation. In this embodiment, the
cache 104 preferably comprises a PCI/cache bridge, and the
system bus 106 is preferably a PCI bus. However, it is noted
that the IMC 140 can sit on any various types of buses as
desired.

An [/0 subsystem controller 116 is coupled to the system
bus 106. The I/O subsystem controller 116 in turn is coupled
to an I/O bus 118. Various I/O devices are coupled to the I/O
bus including a hard disk 120, keyboard 122, and mouse
124, as shown. In an embodiment including a PCI bus, the
I/O subsystem Controller 116 is coupled to the PCI bus.

Typical computer programs require more system bus
bandwidth for the transfer of application data than the
transfer of program code executed by the CPU. Examples of
application data include a bit mapped image, font tables for
text output, information defined as constants, such as table
or initialization information, etc. Graphical and/or video
data, for example, is processed by the CPU 102 for display
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before the video data is written to the graphical output
device. Therefore, in virtually all cases, the actual program
code executed by the CPU 102 which manipulates the
application data consumes considerably less system memory
110 for storage than the application data itself.

The IMC 140 includes a novel system architecture which
helps to eliminate system bandwidth bottlenecks and
removes extra operations required by the CPU 102 to move
and manipulate application data. According to the present
invention, the IMC 140 includes a data compression/
decompression engine which allows application data to
move about the system in a compressed format. The opera-
tion of the compression/decompression engine in the IMC
140 is discussed in greater detail below.

The IMC 140 also includes a high level protocol for the
graphical manipulation of graphical data or video data which
greatly reduces the amount of bus trafiic required for video
operations and thus greatly increases system performance.
This high level protocol includes a display list based video
refresh system and method whereby the movement of
objects on the video display screen 142 does not require
movement of pixel data in the system memory 110, but
rather only requires the manipulation of display address
pointers in a Display Refresh List, thus greatly increasing
the performance of pixel bit block transfers, animation. and
manipulation of 2D and 3D objects.

FIG. 2 illustrates the data transfer path of data within a
computer system including the IMC 140 according to the
present invention, As mentioned above, in typical computer
systems, the program code and data is initially stored on the
hard disk drive 122. First, the IMC 140 reads program code
and data stored on the disk 120 using a direct memory access
(DMA) and burst control methods where the IMC 140 acts
as a master on the system bus 106. The program code and
data are read from the disk 120 by the [MC 140 and stored
in the system memory 110. In an alternative embodiment,
the program code and data are transferred from the disk 120
to the IMC 140 under CPU control. The data is transferred

from the hard disk 120 to the system memory 110 preferably
in a compressed format, and thus the data requires less disk
storage and reduced system bus bandwidth. As the data is
transferred from the disk 120 to the IMC 140, the data is
preferably decompressed by the decompression engine
within the IMC 140 and stored in the system memory bank
110. In general, disk I/O transfer rates are suflicicntly slow
to allow decompression and storage of the data as the
compressed data is received from the disk 120.

The CPU 102 begins program execution by reading the
recently dccompresscd program code from the system
memory 110. Portions of the program code contain infor-
mation necessary to write data and/or instructions back to
the IMC 140 using a special graphical protocol to direct the
IMC 140 to control the display output on the video display
142. In many cases, the graphical data is not required to
leave the system memory 110 and is not required to move to
another location in system memory 110, but rather the
display list-based operation and high level graphical proto-
col of the IMC 140 of the present invention enables the CPU
102 to instruct the IMC 104 how window and other graphi-
cal data is presented on the screen. This provides a tremen-
dous improvement over prior art systems.

The IMC 140 of the present invention integrates a data
compression/decompression engine into the memory con-
troller unit. This reduces the amount of disk storage or
archive storage requirements and thus reduces overall sys-
tem costs. This also reduces the required amount of system
memory because, when data is compressed for storage, more
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ofiscreen or non-recently-used data can be stored in system
memory 110. This allows faster memory access time since
less time is required to decompress the compressed data in
system memory 110 than to retrieve the data from the hard
disk 120. The incorporation of data compression and decom-
presses engines in the memory controller unit and also
oflloads compression tasks from the CPU 102 and avoids
use of the cache system for decompression, thereby increas-
ing system performance.

Therefore, the IMC 140 of the present invention reduces
the amount of data required to be moved within the system
for processing, thus reducing the overall cost while improv-
ing the performance of the computer system. According to
the present invention, the CPU 102 spends much less time
moving data between the various subsystems. This frees up
the CPU 102 and allows the CPU 102 greater time to work
on the application program rather than moving data around
the system.
Computer System Block Diagram

Referring now to FIG. 3, a block diagram illustrating the
preferred embodiment of a computer system incorporating
the IMC 140 according to the present invention is shown. It
is noted that the present invention may be incorporated into
any of various types of computer systems having various
system architectures. As shown, the computer system
includes a central processing unit (CPU) 102 which is
coupled through a CPU local bus to a host/PCI/cache bridge
105. The bridge 105 incorporates the cache 104 and I/O
subsystem controller 116 of FIG. 2.

The IMC 140 of the prment invention couples to the
bridge 105. In the preferred embodiment, the IMC 140
comprises a single chip, as shown. However, it is noted that
the IMC 140 may comprise two or more separate chips or
controllers, as desired. Main memory or system memory 110
couples to the IMC 140. The IMC 140 provides video
outputs to video monitor 142 and audio outputs to Audio
DAC 144. Speakers 145 are connected to the Audio DAC
144. A boot device 146 is preferably coupled to the IMC
140. The host/PCI/cache bridge 105 also interfaces to a
peripheral component interconnect (PCI) bus 118. In the
preferred embodiment, a PCI local bus is used. However, it
is noted that other local buses may be used, such as the
VESA (Video Electronics Standards Association) VL bus or
a proprietary bus. In an alternate embodiment, the IMC 140
is coupled directly to the PCI bus 118 as a PCI device.
Alternatively, the IMC 140 is adapted to the P60 bus, which
is a high-speed interconnect for Intel P6 processors and
related devices. In one embodiment, the IMC 140 includes
a pin-strappable interface which can couple either to the PCI
bus or to an address/data CFU bus.

Various types of devices may be connected to the PCI bus
118. It is noted that, in prior art computer systems, a video
adapter and video frame buffer would be coupled to the PCI
bus 118 for controlling video functions. However, in the
computer system of the present invention, video functions
are performed by the IMC 140. Also, video data is stored in
system memory 110, and thus a separate video frame buffer
is not required.

As shown in FIG. 3, a SCSI (small computer systems
interface) adapter 119 is coupled to the PCI bus 118. In the
embodiment shown in FIG. 3, the SCSI adapter connects to
two disk drive units 120, a CD-ROM 130, and a tape drive
132. Various other devices may be connected to the PCI bus
118, such as a network interface card 134. As shown, the
network interface card 134 interfaces to a local area network
(LAN) 136.

In the embodiment shown, expansion bus bridge logic
150 is coupled to the PCI bus 118. The expansion bus bridge

10

logic 150 is coupled to the PCI bus 118. The expansions bus
bridge logic 150 interfaces to an expansion bus 152. The
expansion bus 152 may be any of varying types, including
the industry standard architecture (ISA) bus, also referred to
as the AT bus, the extended industry standard architecture
(EISA) bus, or the microchannel architecture (MCA) bus.
Various devices may be coupled to the expansion bus 152,
including expansion bus memory 154, a keyboard 122 and
a mouse 124. The expansion bus bridge logic 150 also
couples to a peripheral expansion bus referred to as the
X-bus 160. The X-bus 160 is used for connecting various
peripherals to the computer system, such as an interrupt
system 162, a real time clock (RTC) and timers 164, a direct
memory accem (DMA) system 166, and ROM/Flash
memory 168, among others.
Alternate Computer System Embodiments

FIG. 3A illustrates an alternate embodiment of the com-

puter system of FIG. 3 including memory control and
graphics/audio blocks coupled to the system memory 110. In
this embodiment, the host/PCI/cache bridge 105 couples to
a memory control block 181 which couples to system
memory 110. The host/PCI/cache bridge 105 also couples to
a graphics/audio control block 182 which couples to system
memory 110. Video monitor 142 and audio DAC 144 are
coupled to the graphics/audio block 182. Speakers 145
connect to the Audio DAC 144. Thus, in this embodiment,
the internal logic of the IMC 140 is split into two chips 18]
and 182, one comprising the memory control logic 181 and
the other comprising the graphics/audio control logic 182.
This embodiment is preferably used where it is impractical
to include both the memory and graphical capabilities of the
IMC 140 of the present invention on a single chip.

FIG. 3B illustrates an alternate embodiment of the com-

putcr system of FIG. 3 including two IMCs 140a and 14%
coupled between the host/PCI/cache bridge 105 and the
system memory 110. In one embodiment the IMC 140a is
used solely for memory control functions and the IMC 140b
is used solely for graphical and audio functions.
Alternatively, the IMCs 14012 and 14% each perform both
memory and graphics/audio functions for increased perfor-
mance. For example, the video monitor 142 may optionally
be coupled to both IMCs 140a and 140b,

FIG. 3C illustrates an alternate embodiment of the com-

puter system of FIG. 3 including a first IMC 140a coupled
between the host/PCI/cache bridge 105 and the system
memory 110. Asecond IMC 140b is coupled to the PCI bus
118, and the second IMC 140b also couples to the system
memory 110. Video monitor 142 and Audio DAC 144 are
coupled to the IMC 140b and speakers 145 connect to the
Audio DAC 145. Alternatively, the first IMC 140:1 can
simply be a memory controller without graphical or audio
capabilities.

FIG. 3D illustrates a computer system including the IMC
and using a prior art architecture similar to that of FIG. 1. A
firsl IMC 14011 or memory controller is coupled between the
host/PCI/cache bridge 105 and the system memory 110. A
second IMC 14% couples to the PCI bus 118. Aframe buffer
141 separate from system memory 110 is coupled to the IMC
1401‘). Video monitor 142 and Audio DAC 144 are coupled
to the IMC 14% and speakers 145 connect to the Audio
DAC 145. This embodiment does not have many of the same
advantages as the embodiments described above because a
separate frame buffer 141 is used. Also, this system requires
graphical data or pixel data transfers between the system
memory 110 and the frame bufier 141, which are not
required in the above systems. Alternatively, the computer
system includes a dedicated (non—IMC) memory controller,
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and the [MC 140 is used as the graphics accelerator in the
graphics adapter 112.
IMC as a Bus Master

In the preferred embodiment, the IMC 140 is a system bus
master, thus providing a better cost/performance ratio. In the 5
preferred embodiment of FIG. 3, the IMC 140 can act as a
master on the PCI bus 118 in a similar manner that the CPU
102 acts as a master on the PCI bus 118. In one embodiment,
the PCI/cache bridge 105 includes arbitration logic, and the
CPU 102 and the IMC 140 arbitrate for control of the PCI
bus 118. As is well known, a PCI master is able to initiate
burst mode or DMA data transfers onto or 05-of the system
bus, and such transfers minimize the amount of work the
CPU 102 and IMC 140 must perform to move data around
the system. Since the IMC 14-0 is a PCI master, memory
acquisition or data transfers of certain data-types which are
stored in permanent storage (disks) or across the network
(LAN) do not consume CPU resources. It is noted that the
CPU 102 must service the request to transfer, (IMC register
initialization for the transfer). However, the CPU 102 is not
required to actually perform the data transfer once the link
has been established, and thus CPU processing time is
saved. In the preferred embodiment where the IMC 140 is a
bus master, once the CPU 102 has set up the data transfer,
data movement is controlled by the IMC 140. In this case the
IMC 140 may be tasked with decompression of data coming
0E of the system hard drive. Another example is an external
MPEG decoder for live video. Once initialized, the IMC 140
moves and prepares the data for display without CPU
intervention. With the IMC’s ability to control transfer,
decompression and display, the CPU 102 is not required to
use processing power in order to transfer data between
subsystems.
IMC Interface

Referring now to FIG. 4, a block diagram illustrating how
the IMC 140 interfaces to various devices is shown. In the

embodiment shown in FIG. 4, the INIC 140 is coupled to a
PCI bus wherein the PCI bus is the system bus 106.
However, in the preferred embodiment, the IMC 140 is
coupled to an expansion bus/cache bridge 105, as shown in
FIG. 3. An external BIOS ROM 146 is coupled to the IMC
140 for boot and initialization of the computer system. As
mentioned above, in the preferred embodiment the [MC 140
includes dual memory control units for connection of up to
512 Megabytes of system memory. Each memory control
unit generates respective address and data signals as shown.
For example. a first memory control unit generates address
and data signals (Addl and Datal) and a second memory
control unit also generates address and data signals (Add2
and Data2). In an alternate embodiment, the IMC 140
includes a single memory control unit. The IMC 140 also
generates the appropriate video signals for driving the video
display monitor 142. As shown, the IMC 140 generates red,
green and blue signals referred to as red, gm and blu, for
driving the video display monitor 142 and generates hori-
zontal and vertical synchronization signals referred to as
HSYNC and VSYNC, respectively. The IMC 140 further
generates audio signals to an Audio DAC 144, which in turn
provides analog audio signals to one or more speakers (not
shown).
IMC System Boot Procedure

The BIOS ROM 146 stores boot data, preferably in a
compressed format. At power-up, the IMC 140 readsand
deeompresses the BIOS data from the BIOS ROM 146 into
a normal format and loads the data into the system memory
110. In the preferred embodiment, all memory accesses are
suspended until the boot code has been transferred to the
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system memory 110 and is ready to be read. All internal IMC
mapping registers default to point to the boot code for power
on operation. Once the boot code has been loaded into
system memory 110, the CPU 102 traps the starting address
of the boot code to begin boot operations.

The boot code is responsible for a number of configura-
tion options of the IMC 140. When a reset input to the IMC
140 referred to as nRESET goes inactive high, configuration
resistors tied to inactive signals determine the start up
procedures. If the configuration is set to boot from the IMC
boot code, the data is read by the IMC 140, optionally
decompressed, and transferred into the system memory 110.
Before this operation can take place, the IMC 140 must also
be programmed. When the boot device 146 is connected to
the [MC 140, the first portion of the boot code is specific to
the [MC 140. This code is read from the boot device 146 into

the IMC instruction register FIFO. IMC instructions such as
load and store registers set up the initialization of the IMC.
These operations include but are not limited to: set refresh,
map PCI memory bounds, initialize display timing, and read
main CPU boot code to specific system memory address. In
addition, if the boot code is in a compressed format, the IMC
initialization routine sets up the IMC for decompression of
such code. It is noted that all boot code for the IMC is in a

“non-compressed" format. Once the system boot and driver
have been initialized, the IMC protocol for instruction
processing can be in a compressed format.

Once the boot code is transferred to the system memory
110 by the IMC 140, an NMI or high level interrupt is
generated from the IMC intermpt output pin. Optionally, the
IMC can communicate a “NOT READY” status to the CPU

102 to prevent access until the boot memory 146 is in place.
After the IMC 140 has set the memory bounds and config-
ured the PCI interface configuration, set display and
memory refresh timings, decompressed and/or loaded host
CPU boot code into system memory, an interrupt out instruc- -
tion from the IMC 140 directs the host CPU 102 to begin
instruction execution for completion of system initialization.
Non—IMC System Boot Procedure

In an alternate embodiment, the computer system does not
include a boot device coupled to the [MC boot device port.
In this embodiment, the IMC 140 resides in the system as a
coprocessor. A waiting register loads into the IMC 140 to
enable access to the main memory 110. In an embodiment
where the IMC 140 is coupled to the PCI bus, the IMC 140
contains the correct configuration infonnation in order for
the system to recognize the IMC 140 as a PCI peripheral
device. In this architecture the host CPU 102 is responsible
for register loads to initialize the IMC 140. Such initializa-
tion sets up the decode memory map for non-compressed
and compressed data storage, as well as the display for
output and any other set—up required to boot the operating
system.
IMC Block Diagram

FIG. 5 illustrates a more detailed block diagram of the
internal components comprising the IMC 140 of the present
invention. It is noted that various of the elements in FIG. 5
are interconnected with each other, wherein many of the
various interconnections are not illustrated in FIG. 5 for

simplicity.
As shown, the IMC 140 includes bus interface logic 202

for coupling to the host computer system, i.e., for coupling
to the system bus 106. In the preferred embodiment, the
system bus 106 is the CPU bus or host bus. Alternatively, the
system bus 106 is the PCI bus, and the bus interface logic
202 couples to the PCI bus. Instruction storage/decode logic
230 is coupled to the bus interface logic 202.
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The bus interface logic 202 couples to an execution
engine 210 through two first in first out (FIFO) buflers 204
and 206. In other words, the two FIFO bufiers 204 and 206
are coupled between the bus interface logic 202 and the
execution engine 210. The FIFO buffers 204 and 206
decouple data transfers between the external asynchronous
computer system and the synchronous logic comprised
within the IMC 140. The execution engine 210 includes a
data compression/decompression (codec) engine according
to the present invention, as described further below. The
execution engine 210 also include texture mapping logic for
performing texture mapping on pixel data. In one
embodiment, the execution engine 210 includes separate
compression and decompression engines.

The execution engine 210 couples to a graphics engine
212. The graphics engine 212 essentially serves as the
graphical adapter or graphics processor and includes various
graphical control logic for manipulating graphical pixel data
and rendering objects. The graphics engine 212 includes
polygon rendering logic for drawing lines, triangles, etc.,
i.e., for interpolating objects on the display screen 142. The
graphics engine 212 also includes other graphical logic,
includingASCII to font conversion logic, among others. The
instruction storage/decode logic 230 stores instructions for
execution by the graphics engine 212.

In one embodiment, the execution engine 210 comprises
a DSP engine which performs both codec functions as well
as graphical functions. In one embodiment, the DSP engine
includes one or more ROMS which store different microcode

depending on the task being performed, and the DSP engine
dynamically switches between different sets of microcode to
perform different tasks.

The graphics engine 212 couples to respective memory
control units referred to as memory control unit #1 220 and
memory control unit #2 222 via respective FIFO buffers 214
and 216, respectively. Memory control unit #1 220 and
memory control #2 222 provide interface signals to com-
municate with respective banks of system memory 110. In
an alternate embodiment, the IMC 140 includes a single
memory control unit. The graphics engine 212 reads graphi-
cal data from system memory 110, performs various graphi-
cal operations on the data, such as formatting the data to the
correct x, y addressing, and writes the data back to system
memory 110. The graphics engine 212 performs operations
on data in the system memory 110 under CPU control using
the high level graphical protocol. In many instances, the
graphics engine 212 manipulates or resets pointers and
manipulates data in windows workspace areas in system
memory 110, rather than transferring the pixel data to a new
location in system memory 110.

The two memory control units 220 and 222 can each
preferably address up to 256 Megabytes of system memory
110. Each memory control unit 220 and 222 comprises a
complete address and data interface for coupling to system
memory 110. Each memory control unit 220 and 222 also
includes internal collision logic for tracking of operations to
avoid data coherency problems. The memory control units
220 and 222 are coupled internally and include a complete
display list of memory operations to be performed. Multiple
display lists are used for memory transfers as well as screen
refresh and DRAM refresh operations. Both memory control
units 220 and 222 span the entire memory interface address
space and are capable of reading any data comprised within
the system memory 110.

A Window Assembler 240 is coupled to each of the
memory control units 220 and 222. The Window Assembler
240 includes logic according to the present invention which
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assembles video refresh data on a per window or per object
basis using a novel pointerbased Display Refresh List
method. This considerably improves system and video per-
formance. The Display Refresh List is stored in system
memory 110 and uses pointers which reference video data
for display. The Window Assembler 240 ako uses a respec-
tive window workspace located in system memory 110 for
each window or object on the display screen 142. In other
words, the Window Assembler 240 includes memory
mapped I/O registers which point to applications-specific
memory areas within the system memory 110, i.e., areas of
system memory 1.10 which are mapped as windows work-
space memory. Each window workspace contains important
information pertaining to the respective window or
application, including the position of the window on the
display, the number of bits per pixel or color composition
matrix, depth and alpha blending values, and respective
address pointers for each function. Thus each window on the
display screen includes an independent number of colors,
depth, and alpha planes. The information in each respective
window workspace is used by the Window Assembler 240
during screen refresh to draw the respective window infor~
mation on the display screen 142.

Therefore, the system memory 110 includes workspace
areas which specify data types, color depths, 3D depth
values, screen position, etc. for each window on the screen.
A Display Refresh List or queue is located in system
memory 110, and the Window Asembler 240 dynamically
adjusts and/or constructs the Display Refresh List according
to the movement of data objects which appear on the video
display screen 142. Thus, when an object or window is
moved to a new position on the video screen, the data
comprising the object does not transfer to another location in
system memory 110. Rather, only the display pointer address
is changed in the system memory 110, and this change is
reflected in the Display Refresh List. This provides the effect
of moving data from a source address to a destination
address, i.e., a bit block transfer (bit blit), without ever
having to move data comprising the obj ect to a new location
in system memory 1.10. This provides greatly increased
performance over conventional bit blit operations com-
monly used in graphical systems.

The Window Assembler 240 is coupled to a display
storage buffer 244 where the screen refresh pixel data is
stored. The display storage bulfer 244 is coupled to a display
memory shifter 246 which in turn is coupled to respective
red, green and blue digital to analog converters (DACs)
which provide the respective red, green and blue signals to
the display unit 142. The IMC 140 also provides horizontal
and vertical synchronization signals (not shown in FIG. 4).
In one embodiment, the Window Assembler 240 also pro-
vides audio signal outputs to an Audio Shifter 242 which
provides audio output signals, as shown.

The IMC 140 includes a bursting architecture designed to
preferably burst 8 bytes or 64 bits of data during single
transfers, and can also burst 32 bit (4 byte) transfers for PCI
bus transfers. The IMC 140 also includes logic for single
byte and multiple byte operations using either big or little
endian formats. The IMC 140 transfers data between the
system bus and main memory 110 and also transfers data
between the system‘ memory 110 and the internal shift
registers 244 and 246 for graphical display output. All data
transferred within the [MC 140 is subject to operation within
the execution engine 210 and/or the graphics engine 212 as
the data traverses through the data path of the IMC 140.
Compression/Decompression Engine

Referring now to FIG. 6, the execution engine 210
preferably includes a single compression/decompression
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engine 301 which performs compression and decompression
functions. This single engine 301 is preferablye a dedicated
codec hardware engine. In one embodiment, the codec
engine 301 comprises a DSP core with one or more ROMS
which store different sets of microcode for certain functions,
such as compression, decompression, special types of
graphical compression and decompression, and bit blit
operations, as desired. In this embodiment, the codec engine
301 dynamically shifts between the different sets of micro-
code in the one or more ROMs depending on the function
being performed.

As shown in FIG. 6A, in one embodiment, the execution
engine 210 in the IMC 140 preferably includes an embedded
lossless data compression engine 302 and decompression
engine 304 designed to compress and decompress data as
data is transferred to/from system memory 110. In the
following description, the execution engine 210 is described
as having separate compression and decompression engines
302 and 304. In the present disclosure, the term
“compression/decompression engine” includes a single inte-
grated engine which performs compre$ion and decompres-
sion functions as well as separate compression and decom-
pression engines.

Thus, the IMC 140 includes two data formats referred to
as “compressed” data and “normal” data. The compressed
data format requires less storage and thus is less expensive.
The compressed format also reqtnres less system bandwidth
to transfer data between system memory 110 and I/O sub-
systems. Compression of normal data format to compressed
data format results in a small performance penalty. However,
the decompre$ion of compressed data format to normal data
format does not have an associated penalty. In one
embodiment, the compression engine 302 is implemented in
software by the CPU 102.

In the preferred embodiment, the compression engine 302
and decompression engine 304 comprise hardware engines
in the IMC 140, or alternatively use pieces of the same
engine for compression and decompression. In the preferred
embodiment, the compression engine 302 and decompres-
sion engine 304 in the IMC 140 comprise one or more
hardware engines which perform LZRW compression and
decompression. For more information on a data compression
and decompression system using LZRVV compression,
please see U.S. Pat. No. 4,701,745, titled “Data Compres-
sion System," which issued Oct. 20, 1987 and which is
hereby incorporated by reference in its entirety. In an
alternate embodiment, the data compression and decompres-
sion engines 302 and 304 utilize the data compression/
decompression processor hardware disclosed in U.S. Pat.
No. 5,410,671, titled “Data Compression/Decompression
Processor,” which issued Apr. 25, 1995 and which is hereby
incorporated by reference in its entirety. Other types of data
compression/decompression methods may be used. For
examples of other data compression/decompression meth-
ods which can be used in the hardware engines 302 and 304
of the present invention, please see U.S. Pat. Nos. 4,464,650
and 4,558502 which are both hereby incorporated by ref-
erence. The above two patents present implementations of a
data compression method described by Lempel and Ziv in
“Compression of Individual Sequences Via Variable-Rate
Coding," IEEE Transactions on Information Theory, IT-5,
September 1977, pages 530-537, and “A Universal Algo-
rithm for Sequential Data Compression,” IEEE Transactions
on Information Theory, IT-23-3, May 1977, pages 337-343
and the above two articles are both hereby incorporated by
reference.

The compression engine 302 and decompression engine
304 of the present invention may also include specialized
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compression/decompression engines for image data. For
example, one embodiment utilizes compression and decom-
pression engines 302 and 304, which are shown and
described in U.S. Pat. No. 5,408,542, titled “Method and
Apparatus for Real-Time Lossless Compression and
Decompression of Image Data," which issued Apr. 18, 1995
and which is hereby incorporated by reference in its entirety.
In an alternative embodiment, the compression and decom-
presion engines 302 and 304 utilize lossy decompression
techniques and comprise the system and method taught in
U.S. Pat. No. 5,046,119 titled “Method and Apparatus for
Compressing and Decompressing Color Video Data with an
Anti-Aliasing Mode,” this patent being hereby incorporated
by reference in its entirety. For related information on
compression and decompression engines for video
applications, please see U.S. Pat. No. 5,379,356 titled
“Decompression Procemor for Video Applications,” U.S.
Pat. No. 5,398,066 titled “Method and Apparatus for Com-
presion and Decompression of Digital Color Images," U.S.
Pat. No. 5,402,146 titled “System and Method for Video
Compression with Artifact Dispersement Control," and U.S.
Pat. No. 5,379,351 titled “Video Compression/
Decompression Processing and Processors," all of which are
hereby incorporated by reference in their entirety.

For other types of data compression and decompression
methods which may be used in the compression and decom-
pression engines 302 and 304 of the present invention,
please see U.S. Pat. No. 5,406,279 titled “General Purpose,
Hash-Based Technique for Single Pass Lossless Data
Compression,” U.S. Pat. No. 5,406,278 titled “Method and
Apparatus for Data Compression Having an Improved
Matching Algorithm which Utilizes a Parallel Hashing
Technique,” U.S. Pat. No. 5,396,595 titled “Method and
System for Compression and Decompression of Data."

In the preferred embodiment of the invention, the com-
pression engine 302 and decompression engine 304 use a
lossless compression method. Any of various lossless com-
pression methods may be used as desired. As noted above,
in the preferred embodiment, LZRW compression is used as
shown in U.S. Pat. No. 4,701,745. However, it is noted that
other logless compression methods may be used, and in
some embodiments lossy compression methods may be used
as desired.

In the preferred embodiment of the invention, the com-
pression engine 302 and decompression engine 304 are
hardware engines comprised of logic circuitry. In an alter-
nate embodiment, the compression and decompression
engines 302 and 304 include a dedicated compressionl
decompression processor which executes instructions out of
a ROM or RAM memory. Various other implementations
may be used to embed a compression/decompression within
the memory controller according to the present invention.

According to the present invention, a software subroutine
executing on the CPU 102 directs the IMC to compress data
before the data is written to system memory 110 or hard disk
120. This is preferably accomplished after the compilation
period of the software and thus does not affect the perfor-
mance of run time executables. During program execution,
the compressed data. in the form of either executables or
data files, is decompressed by the decompression engine 304
in the IMC 140 as data is retrieved from the system memory
110. Data stored in compressed format either on the hard
disk 120 or on other I/O subsystems such as a LAN (local
area network), serial ports, ctc., is transferred to the system
memory 110 and is either decompressed to normal data by
the decompression engine 304 in the IMC 140 during the
transfer or is stored as compressed data in the system
memory 110 for later decompression.
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The operation of the compression unit 302 and the decom-
pression unit 304 in the IMC 140 are completely transparent
to system level application software. According to the
present invention, special directives are included in the
computer’s operating system software which imbed direc-
tives used in file and data transfers, where the directives are
used by the IMC 140 for data manipulation. In this manner,
the IMC 140 predicts the necessary data manipulation
required, i.e., compression or decompression, ahead of the
actual execution requirements of the software application.
This system level architecture provides a mechanism for the
determination of when and how data is to be transferred and

the particular data format, either normal or compressed
format, in which the data is to be represented. Software
overrides may also be included in software applications in
systems where it is desired to control decompression of data
at the software application level. In this manner, an addi-
tional protocol for data compression or decompression is not
required.

Data decompression is particularly important for live
video system throughput and texture map storage. In prior
an computer systems, live video is limited by the data
transfer rate of the raw digital video data between the storage
device, the system bus, and the system memory 110 or video
subsystem. The IMC 140 of the present invention provides
video acceleration with minimal CPU overhead because the

IMC 140 decompresses the incoming video data. It is noted
that the IMC 140 requires external video input digitization
for live video. The IMC 140 also may require an external
device for compression of some video formats, such as
MPEG.

In addition, while incoming video input is received by the
IMC 140, decompressed, and transferred to the hard disk
120 or other I/O device, the video data may also be stored
in normal format in the system memory 110 for immediate
display on the video monitor 142. The video data stored in
the system memory 110 is displayed according to the refresh
display list system and method of the present invention
comprised in the Window Assembler 240. Thus, this pro-
vides the mechanism for receiving video, storing it in
compressed format on the disk 120, and also displaying the
live video on the display screen 142 in real time during video
capture with minimal CPU involvement. Also, as discussed
further below, the pointer-based display list video refresh
system and method of the present invention provides greatly
improved video display capabilities than that found in the
prior art. In the 3D video game market large amounts of
memory storage are required to store and manipulate texture
images for texture mapping. By storing the texture source
(or texels) in compressed format, the IMC 140 reduces both
hard disk and memory capacity requirements. The IMC 140
can then be directed by the CPU 102 to expand the com-
pressed textures before texture mapping of display objects is
required.

FIGS. 7-15 illustrate various examples of data
compression, data decompression, and data transfer within a
computer system including an [MC 140 according to the
present invention. FIG. 7 illustrates data transfer in either a
normal format or compressed format within the computer
system without modification by the IMC 140. Thus, the IMC
allows data transfers by the system DMA logic or CPU
without performing any type of compression or decompres-
sion operations, i.e., without any special functions or opera-
tions on the data stream. The data is stored in memory or is
transferred to the disk or [/0 subsystem without any modi-
fications. It is noted that this mode represents the standard
prior art method for system data transfer where no compres-
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sion or decompression operations are performed on the data
by the memory controller. In this mode, the IMC 140 is
unaware of the data format type and whether the data is for
transfer or storage.

FIG. 8 illustrates a memory-to-memory decompression
operation implemented by the IMC 140 according to the
present invention. As shown, the [MC 140 performs decom-
pression of data within the system memory 110 without host
CPU intervention, i.e., without requiring intervention of
software routines executing on the host CPU 102. As shown
in FIG. 8, compresed data stored in the system memory is
expanded into a nomial data format by passing through the
decompression engine 304 in the IMC 140. This operation is
necessary for preparation of executables which contain
instructions and operands directly responsible for CPU
program execution. The IMC 140 is directed by initialization
code in the form of a malloc instruction to allocate a block

for executable storage and to decompress the existing rou-
tines already present in the memory subsystem.

FIG. 9 illustrates operation of the decompression engine
304 in the IMC 140 obtaining compressed data from the
system memory 110, decompressing the data, and transfer-
ring the data to the CPU 102 or hard disk 121). Thus, the CPU
102 or hard disk 120 or respective I/O subsystem is capable
of reading normal noncompressed data for storage and/or
execution from the system memory 110 even when the data
stored in system memory is stored in a compremed format.
The decompression engine 304 and the IMC 140 operates
transparently relative to the remainder of the computer
system and operates to transform compressed memory data
stored in system memory 110 into noncompressed data or
data in the normal format. The decompression operation is
transparent and occurs during a read operation from the CPU
to system memory 110. The IMC 140 also includes a look
ahead architecture system which ensures that the data being
read is always available. Thus, stall-out, i.e., the decompres-
sion engine 304 failing to keep up with the CPU requests,
only occurs when the CPU reads blocks of nonscquential
data.

FIG. 10 illustrates operation of the IMC 140 in decom-
pressing data from either the CPU 102 or hard disk 120 and
storing the decompressed or normal data into system
memory 110. Thus, data can be transferred from hard disk
120 and I/O subsystem or from the CPU 102 can be
decompressed and stored in a normal format for later
execution or use. This mode of operation is preferably the
standard mode. This method allows smaller data files and
smaller amounts of information to be transferred on the

system bus as data is read from a hard disk 120 or from a
local area network (LAN) via a network interface card. The
CPU 102 may also obtain and/or move data from a com-
presed format and store the data in a normal format in the
system memory 1.10 without the CPU 102 having to execute
a decompression algorithm in software. This enables execut-
able programs that are stored on the hard disk 120 in
compressed format that are transferred by the CPU 102 in
compressed format to be expanded within the IMC 140 into
a normal format during memory storage.

FIG. 11 illustrates compressed data transferred from the
hard disk 120 decomprcssed within the IMC 140 and read as
normal data by the CPU 102. This is for cases where it is
desirable for the CPU to read data from the hard disk 120 or
an I/O subsystem where the data is stored in a compressed
format and CPU 102 desires to read the data in a normal
format or noncompressed format. The IMC 140 includes a
special transfer mode by which the data is not required to be
temporarily stored in the system memory 110 in order for
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decompremion to occur. It is noted, however, that the data
transfer time may actually be increased in this mode due to
the duality of the single interface bus at the interface of the
IMC 140. In one embodiment of the invention, the decom-
premion logic 304 includes a dual ported nature with FlFOs
at each end wherein compressed data is read into one end
and decompressed data is output from the other to increase
decompression operations.

FIG. 12 illustrates operation of the IMC 140 in convening
normal data, i.e., data in a normal format, in the system
memory 110 into data stored in a compressed format within
the system memory 110. In one embodiment, the IMC 140
includes a compression engine 302 which accompanies
software compression performed by the CPU 102. In some
applications, it is faster and more convenient to be able to
compress data off line without CPU intervention. This
compression operation may generally be used for areas of
"cached—out" program or operand data, i.e., data stored in
the system memory 110 that is either non-cacheable or is not
currently in the cache memory. Thus, the IMC 140 allows
for memory compaction during a software application’s
memory allocation and cleanup routine. FIG. 12 illustrates
how the IMC 140 can read data in its normal format from the

system memory 110, compress the data, and then write the
data back to system memory 110 for later decompression.
This is a dynamic operation and can be imbedded into
software applications as desired.

FIG. 13 illustrates operation of the compression engine
302 in the IMC 140 retrieving data stored in a normal format
in the system memory 110 and providing compressed data to
either the CPU 102 or the hard disk 120. In a computer
system incorporating the IMC 140 according to the preferred
embodiment, this operation of the compression engine 302
in transferring data stored in a normal format from system
memory 110 and storing the data in a compressed format on
the hard disk 120 is preferably one of the most common uses
for the IMC compre$ion engine 302.

As shown, data stored in the normal format in the system
memory 110 can effectively be “cached” onto the hard disk
120 or an I/O subsystem in compressed format for later use.
This method is substantially more efficient than normal data
transfers because, due to the compression, the amount of
data transferred is less. When a memory miss occurs, i.e.,
when the CPU requests data from the system memory 110
and the data is not present in the system memory 110
because the data has been stored in a compressed format on
the hard disk 120, data in the system memory 110 that has
been least recently used is written in compressed format to
the disk to make room for the data requested by the CPU
102. Thus, this operation is similar to a cache system where,
on a cache miss, the least recently used (LRU) data is
overwritten with the requested data because this data is the
least likely to be requested in the future. If the CPU 102
includes an internal first level cache system and the cache
system 104 is a second level cache system, the system
memory 110 effectively acts as a third level cache system
storing LRU data in a compressed format in main memory
rather than writing the data back to the hard disk 120.

As shown in FIG. 12, instead of transferring the LRU data
from system memory 10 to the hard disk 120, the data is not
cached to disk but rather is compressed by the compression
engine 302 and stored in system memory 110 in compressed
format. For example, when a page miss occurs the data is
conventionally transferred to the hard disk. However,
according to the present invention, the data is stored in
system memory 110 in compressed format. This allows
faster recall of data when a page miss occurs since the
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requested data is still in system memory 110, albeit in
compressed format.

The compression engine 302 in the IMC 140 provides that
only compressed data is transferred between the hard disk
120 and the system memory 110, thus providing substan-
tially faster transfers because of the reduced amount of data
required to be transferred. This greatly increases the perfor-
mance and storage capability of computer systems which
implement virtual memory by swapping data from the
system memory 110 to and from the hard disk 120. It is
further noted that the IMC 140 compresses data stored in the
normal format in system memory 110 and transfers this
compressed data to the CPU if the CPU 102 desires to obtain
the data in a compressed format. lt is anticipated that this
will not be as common as the transfer of data in a normal

format in system memory 110 to a compressed format on the
hard disk 120 as described above.

FIG. 14 illustrates data in a normal noncompressed format
transferred from either the hard disk 120 or CPU 102 to the

IMC 140 where the compression engine 302 in the IMC 140
converts the data into compressed data and stores the
compressed data in the system memory 110. It is noted that
there are generally rare occasions when the hard disk 120, an
I/O subsystem, or even the CPU 102 transfers data in normal
format to the IMC where it is desirable to store the data in
compressed format in the system memory 110. This could
typically occur from foreign applications programs loaded
into from the floppy drive or retrieved from a local area
network where it is desirable to compress this information
before use or storage in the main system memory 110.
Another usage is for storage of bitmaps and texture maps
which must be animated in real time. Here the disk or LAN

is too slow to load and register the image data for animation.
In this example, the IMC 140 registers compressed bit maps
(stored in compressed format on disk) and then uses the
method shown in FIG. 8 on an “as needed” basis.

FIG. 15 illustrates compression of data from the CPU 102
and storage of the compressed data on the hard disk 120 or
transferred over another I/O subsystem. Thus, another fea-
ture of the compression engine 302 of the present invention
is the ability to write CPU data in normal format directly
onto the system disk 120 or 1/0 subsystem in a compressed
format. This is performed without requiring the CPU 102 to
implement a special software compression algorithm, thus
saving CPU resources.
Compression/Decompression Engine for Caching Data in a
Compressed Format

The compression/decompression engine 301 in the IMC
140 is also preferably used to cache least recently used
(LRU) data in the main memory 110. Thus, on CPU memory
management misses, which occur during translation from a
virtual address to a physical address, the compression/
decompression engine 301 compresses the LRU block of
system memory 110 and stores this compressed LRU block
in system memory 110. Thus the LRU data is effectively
cached in a compressed format in the system memory 110.
As a result of the miss, if the address points to a previously
compressed block cached in the system memory 110, the
compressed block is deoompresscd and tagged as the most
recently used (MRU) block. After being decompressed, thisMRU block is now accessible to the CPU 102.

Referring now to FIG. 16, a flowchart diagram is shown
illustrating operation of the computer system where the
compression/decompression engine is used to store or
“cache” LRU data in a compressed format in the system
memory 110. In step 502 the CPU 102 requests data from the
system memory 110, i.e., the CPU provides addresses of
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requested data to the IMC 140. In step 504 the IMC 140
determines if the data resides in the main memory 110 in a
nonnal format, ie, the [MC 140 determines if the data
resides in the “system memory cache”. If so, then in step 506
the IMC 140 transfers the requested data to the CPU 102,
and operation completes.

If the data is determined to not reside in the main memory
110 in a normal format, then in step 508 the IMC 140
determines if the data resides in the main memory 110 in a
compressed format. It is noted that the determinations of 10
steps 504 and 508 may essentially be performed in the same
step. If the data does not reside in the main memory 110 in
a compressed format, then the data must be cached on the
disk subsystem 120, and in step 510 the requested data is
retrieved from the disk subsystem 120.

If the data resides in the main memory 110 in a com-
pressed format, then in step 522 the [MC 140 determines the
least recently used data in main memory 110. Step 522
involves either determining the “true” LRU data or deter-
mining “pseudo LRU” data according to a desired replace-
ment algotithm. In the present disclosure, the term “least
recently used data” or “LRU data” refers to the data the IMC
140 decides to compress and store (cache) in the system
memory 110, presumably because this data was determined
to be the least likely to be accessed by the CPU 102 in the
future.

In step 524 the IMC 140 compresses the LRU data and
stores the compressed LRU data in main memory 110. The
compressed LRU data may also be cached to the disk
subsystem 120 if additional free system memory space is
needed. In step 526 the IMC 140 decompresses the
requested data and stores the uncompressed requested data
back to main memory 110. The IMC 140 also preferably
marks this data as most recently used (MRU) data. In step
528 the IMC 140 provides the requested data to the CPU
102, and operation completes.

It is noted that if the requested data resides in the disk
subsystem 120, then the data is retrieved by the IMC 140 in
step 510 and steps 522-528 are then performed as described
above. In this instance, step 526 is performed only if the data
was stored on the disk subsystem 120 in a eompresed
format, which is typically the case.

The use of the compression/decompression engine to
cache LRU data in compressed format in the system
memory greatly improves system performance, in many
instances by as much as a factor of 10, since transfers to and
from disk generally have a maximum transfer rate of 10
Mbytes/sec, whereas the decompression engine can perform
at over 100 Mbytes/second.
Mapping System Memory as Compressed and Normal

Under normal operations where the compression/
decompression engine is not used, the operating system
software maps the IMC 140 as normal “physically
addressed” memory. For certain applications it is more
advantageous to map the system memory 110 into com-
pressed and normal data storage areas. This allows the
operating system to read and write to alternate address
ranges where the data is compressed or decompressed
during access or operation. This stage is preferably deter-
mined by information in an “attributes” list which stores
attributes about each window or object on the screen. The
attributes list is used by the Window Assembler 240 to
maintain information about windows or objects on the
screen. For more information on the attributes list and the

operation of the Window Assembler 240, please see FIG. 18
and the associated text in U.S. patent application Ser. No.
08/340,667, referenced above.
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FIG. 17 illustrates an example of mapping registers which
determine whether the system memory space is mapped into
compressed or normal data storage areas. Thus, as the
address is input to the mapping registers, the compression]
decompression engine is engaged depending on the pre-
defined “lock " memory bounds for each system memory
region.

As shown in FIG. 17, address range O000xxxx to
00O1xxxx is designated with “compress reads”, address
range 0001xxxx to 0002xxxx is designated with “decom-
press reads”, address range ()002xxxx to 00O3xxxx is des-
ignated with “compress writes”, address range 0003xxxx to
O004xxxx is designated with “decompress writes”, and
address range 0004xxxx to 0O08xxxx is designated with
“normal”. Thus, if an address is in the range 00O3xxxx to
0004xxxx, then reads are normal and writes are
decompressed, which is shown in FIG. 18. It is noted that all
combinations are possible, including any combination of
normal, compressed, and decompressed transfers for reads
and writes.

Thus, according to the present invention, the operating
system tags system memory 110 for usage. In addition, the
IMC 140 maps areas of system memory as compressed or
decompressed.
Conclusion

Therefore, the IMC 140 of the present invention includes
a compression/decompression engine 301 which OE loads
work from the CPU 102 and provides increased data transfer
capabilities that reduce the amount of data required to be
transferred. The [MC 140 of the present invention incorpo-
rates compression and decompression in the memory sub-
system and thus off loads the host CPU 102 from having to
perform this function. Thus, as shown above, multiple
choices are available for cost and performance
enhancements, and the IMC of the present invention pro-
vides numerous advances over the prior art.

Although the system and method of the present invention
has been described in connection with the preferred
embodiment, it is not intended to be limited to the specific
form set forth herein, but on the contrary, it is intended to
cover such alternatives, modifications, and equivalents, as
can be reasonably included within the spirit and scope of the
invention as defined by the appended claims.

What is claimed is:

1. Amethod for managing memory accesses in a system
including a CPU, a system memory for storing data, and a
memory controller coupled to the system memory, wherein
the memory controller performs memory control functions
for the system memory, wherein the memory controller
includes a hardware compression and decompression
engine, the method comprising:

the CPU initiating an access of data in the system
memory, wherein the system memory is a volatile
memory which stores uncompressed data currently
being used for execution by the CPU, wherein the
uncompressed data includes most recently used data;

determining a replacement block of data in the system
memory after said initiating;

the memory controller compressing said replacement
block of data;

the memory controller storing said compressed replace-
ment block of data in said system memory after said
compressing said replacement block of data;

wherein said compressing said replacement block of data
and storing said compressed replacement block of data
in said system memory operates to free up at least a
portion of said system memory;
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the memory controller performing said access of data in
the system memory.

2. The method of claim 1, wherein the CPU initiating an
access of data in the system memory comprises the CPU
initiating a read of requested data in the system memory,
wherein the memory controller performing said accem of
data in the system memory includes:

the memory controller providing said requested data to
the CPU.

3. The method of claim 2, wherein the requested data
resides in the system memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller decompressing said requested data
after the CPU initiating the access to produce uncom-
pressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

4. The method of claim 3, further comprising:
marking said uncompressed requested data as most

recently used data.
5. The method of claim 2, further comprising:
marking said requested data as most recently used data.
6. The method of claim 2, wherein the computer system

includes a non-volatile memory coupled to the memory
controller, wherein the requested data resides in the non-
volatile memory, wherein the memory controller performing
said access of data in the system memory comprises:

the memory controller accessing said requested data from
the non-volatile memory; and

the memory controller storing said requested data in the
system memory.

7. The method of claim 2, wherein the computer system
includes a non-volatile memory coupled to the memory
controller, wherein the requested data resides in the non-
volatile memory in a compressed format, wherein the
memory controller performing said access of data in the
system memory comprises:

the memory controller accessing said requested data from
the non-volatile memory;

the memory controller dc-compressing the requested data
to produce uncompressed requested data,‘ and

the memory controller storing said uncompressed
requested data in the system memory.

8. The method of claim 1, further comprising:
marking said data as most recently used data.
9. The method of claim 1, wherein the CPU initiating an

access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller writing said first data to the system
memory after the memory controller compressing said
replacement block of data and storing said compressed
replacement block of data in said system memory.

10. The method of claim 9, further comprising:
marking said first data as most recently used data.
11. The method of claim 1, wherein the CPU initiating an

access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises

the memory controller compressing the first data to pro-
duce compressed first data; and

the memory controller writing said compressed first data
to the system memory after the memory controller
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compressing said replacement block of data and storing
said compressed replacement block of data in said
system memory.

12. The method of claim 1,
the memory controller detennining if the data resides in

the system memory in an uncompressed format in
response to the CPU initiating the access of data in the
system memory;

wherein the memory controller compresses the replace-
ment block of data and stores the compressed replace-
ment block of data in the system memory in response
to the memory controller determining that the data does
not reside in the system memory in an uncompressed
format.

13. The method of claim 12,
wherein the memory controller determining if the data

resides in the system memory in an uncompressed
format comprises the memory oonuoller determining if
a page hit occurs;

wherein the memory controller compresses the replace-
ment block of data and stores the compressed replace-
ment block of data in the system memory in response
to the memory controller determining that a page miss
has occurred.

14. The method of claim 1, wherein the memory control-
ler compressing said replacement block of data comprises
the memory controller performing a lossless compression on
said replacement block of data.

15. The method of claim 1, wherein the memory control-
ler compressing said replacement block of data comprises
the memory controller performing a lossy compression on
said replacement block of data.

16. The method of claim 1, wherein the system memory
stores application data used by the CPU for executing one or
more applications.

17. The method of claim 16,
wherein the CPU initiating an access of data in the system

memory comprises the CPU initiating an access of
application data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the application data in the system
memory.

18. The method of claim 16, wherein the replacement
block of data in the system memory comprises applicationdata.

19. The method of claim 1, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the CPU initiating an access of data in the system
memory comprises the CPU initiating an access of
graphics data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the graphics data in the system
memory.

20. The method of claim 1, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the replacement block of data in the system
memory comprises graphics data.

21. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
determining a least recently used block of data in the system
memory.

22. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
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determining a true least recently used block of data in the
system memory.

23. The method of claim 1, wherein said determining a
replacement block of data in the system memory comprises
determining a pseudo least recently used block of data in the
system memory.

24. The method of claim 1, wherein the memory control-
ler comprises a hardware compression engine and a hard-
ware decompresion engine.

25. The method of claim 1, wherein the data includes
application code and application data.

26. Amethod for managing memory accesses in a system
a system including a CPU, a system memory for storing
data, and a memory controller coupled to the system
memory, wherein the memory controller performs memory
control functions for the system memory, wherein the
memory controller includes a hardware compression and
decompression engine, the method comprising:

the CPU requesting data from the memory controller,
wherein the data resides in the system memory in a
compressed format, wherein the system memory is a
volatile memory which stores uncompressed data cur-
rently being used for execution by the CPU, wherein
the uncompressed data includes most recently used
data;

determining a replacement block of data in the system
memory after said requesting;

the memory controller compressing said replacement
block of data;

the memory controller storing said compressed replace-
ment block of data in said system memory after said
compressing said replacement block of data;

the memory controller deoompressing said requested data
after said requesting to produce uncompressed
requested data; and

the memory controller providing said uncompressed
requested data to the CPU.

27. The method of claim 26, further comprising:
marking said uncompressed requested data as most

recently used data.
28. The method of claim 26, wherein the memory con-

troller comprises a hardware compression engine and a
hardware decompression engine.

29. The method of claim 26, wherein the data includes
application code and application data.

30. A method for managing data accesses in a system
including a CPU, a system memory for storing data, a
memory controller coupled to the system memory, and a
non-volatile memory coupled to the memory controller,
wherein the memory controller performs memory control
functions for the system memory, wherein the memory
controller includes a hardware compression and decompres-
sion engine, the method comprising:

the CPU initiating an access of data in the system
memory, wherein the system memory is a volatile
memory which stores uncompressed data currently
being used for execution by the CPU, wherein the
uncompressed data includes most recently used data;

determining a replacement block of data in the system
memory after said initiating;

the memory controller compressing said replacement
block of data;

the memory controller transferring said compressed
replacement block to the non—volatile memory for
storage after said compressing said replacement block
of data;
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wherein said compressing said replacement block of data

and transferring said compressed replacement block of
data to the non-volatile memory operates to free up at
least a portion of said system memory;

the memory controller performing said access of data in
the system memory.

31. The method of claim 30, further comprising:
marking said data as most recently used data.
32. The method of claim 30, wherein the CPU initiating

an access of data in the system memory comprises the CPU
initiating a read of requested data in the system memory,
wherein the memory controller performing said access of
data in the system memory includes:

the memory controller providing said requested data to
the CPU.

33. The method of claim 32, further comprising:
marking said requested data as most recently used data.
34. The method of claim 32, wherein the requested data

resides in the system memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller deoompressing said requested data
after the CPU initiating the access to produce uncom-
pressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

35. The method of claim 32, wherein the requested data
resides in the non-volatile memory, wherein the memory
controller providing said requested data to the CPU
includes:

the memory controller accessing said requested data from
the non-volatile memory; and

the memory controller storing said requested data in the
system memory.

36. The method of claim 32, wherein the requested data
resides in the non-volatile memory in a compressed format,
wherein the memory controller providing said requested
data to the CPU includes:

the memory controller accessing said requested data from
the non-volatile memory;

the memory controller decompressing the requested data
to produce uncompressed requested data; and

the memory controller storing said uncompressed
requested data in the system memory.

37. The method of claim 30, wherein the CPU initiating
an access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller writing said first data to the system
memory after the memory controller compressing said
replacement block of data and storing said compressed
replacement block of data in said system memory.

38. The method of claim 37, further comprising:
marking said first data as most recently used data.
39. The method of claim 30, wherein the CPU initiating

an access of data in the system memory comprises the CPU
initiating a write of first data to the system memory, wherein
the memory controller performing said access of data in the
system memory comprises:

the memory controller compressing the first data to pro-
duce compressed first data; and

the memory controller writing said compressed first data
to the system memory after the memory controller
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compressing said replacement block of data and storing
said compressed replacement block of data in said
system memory.

40. The method of claim 30,
the memory controller determining if the data resides in

the system memory in an uncompresed format in
response to the CPU initiating the access of data in the
system memory;

wherein the memory controller compresses the replace-
ment block of data and transfers the comprcmed
replacement block of data to the non-volatile memory
in response to the memory controller determining that
the data does not reside in the system memory in an
uncompressed format.

41. The method of claim 40,
wherein the memory controller determining if the data

resides in the system memory in an unc0tnprc$ed
format comprises the memory controller determining if
a page hit occurs;

wherein the memory controller compresses the replace-
ment block of data and transfers the compressed
replacement block of data to the non-volatile memory
in response to the memory controller determining that
a page miss has occurred.

42. The method of claim 30, wherein the memory con-
troller compressing said replacement block of data com-
prises the memory controller performing a lossless compres-
sion on said replacement block of data.

43. The method of claim 30, wherein the memory con-
troller compressing said replacement block of data com-
prises the memory controller performing a lossy compres-
sion on said replacement block of data.

44. The method of claim 30, wherein the system memory
stores application data used by the CPU for executing one or
more applications.

45. The method of claim 44,
wherein the CPU initiating an access of data in the system

memory comprises the CPU initiating an access of
application data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the application data in the system
memory.

46. The method of claim 44, wherein the replacement
block of data in the system memory comprises application
data.

47. The method of claim 30, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the CPU initiating an access of data in the system
memory comprises the CPU initiating an access of
graphics data in the system memory; and

wherein the memory controller performing said access of
data in the system memory comprises the memory
controller accessing the graphics data in the system
memory.

48. The method of claim 30, wherein the computer system
includes a display, wherein the system memory stores graph-
ics data used for presenting images on the display;

wherein the replacement block of data in the system
memory comprises graphics data.

49. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
determining a least recently used block of data in the system
memory.

50. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
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determining a true least recently used block of data in the
system memory.

51. The method of claim 30, wherein said determining a
replacement block of data in the system memory comprises
determining a pseudo least recently used block of data in the
system memory.

52. The method of claim 30, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

53. The method of claim 30, wherein the data includes
application code and application data.

54. Amethod for managing memory accesses in a system
including a CPU, a system memory for storing data, a
memory controller coupled to the system memory, and a
non-volatile memory coupled to the memory controller,
wherein the memory controller performs memory control
functions for the system memory, wherein the memory
controller includes a hardware compression and decompres-
sion enginc, the method comprising:

the CPU requesting data from the memory controller,
wherein the data resides in the system memory in a
compressed format, wherein the system memory is a
volatile memory which stores uncompressed data cur-
rently being used for execution by the CPU, wherein
the uncompressed data includes most recently used
data;

determining a replacement block of data in the system
memory after said requesting;

the memory controller compressing said replacement
block of data;

the memory controller transferring said compressed
replacement block of data to the non-volatile memory
after said compressing said replacement block of data;

the memory controller deoompressing said requested data
after said requesting to produce uncompressed
requested data; and

the memory controller providing said uncompressed
requested data to the CPU.

55. The method of claim 54, further comprising:
marking said uncompressed requested data as most

recently used data.
56. The method of claim 54, wherein the memory con-

troller comprises a hardware compression engine and a
hardware decompression engine.

57. The method of claim 54, wherein the data includes
application code and application data.

58./ksystem with improved memory access management,
the system comprising:

a CPU;
a system memory, wherein the system memory is a

volatile memory for storing data, wherein the data
includes uncompressed data currently being used for
execution by the CPU, wherein the uncompressed data
includes most recently used data; and

a memory controller coupled to the CPU and to the system
memory, wherein the memory controller performs
memory control functions for the system memory,
wherein the memory controller includes a hardware
compression/decompression engine;

wherein the CPU is operable to initiate an access of data
in the system memory;

wherein, in response to the access, the memory controller
is operable to acces a replacement block of data in the
system memory, compress said replacement block of
data, and store said compressed replacement block of
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data in said system memory, wherein said compression
of said replacement block of data and storage of said
compressed replacement block of data in said system
memory operates to free up at least a portion of said
system memory;

wherein the memory controller is operable to perform said
access of data in the system memory after freeing up
said at least a portion of said system memory.

59. The system of claim 58,
wherein said data is marked as most recently used data.
60. The system of claim 58, wherein the CPU is operable

to initiate a read of requested data in the system memory;
wherein, in performing said access of data in the system

memory, the memory controller is operable to provide
said requested data to the CPU.

61. The system of claim 60, wherein the requested data
resides in the system memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to decompress said
requested data and store said uncompressed requested
data in the system memory.

62. The system of claim 60, wherein the system further
includes:

a non-volatile memory coupled to the memory controller,
wherein the requested data resides in the non—volatile
memory;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory and store said
requested data in the system memory.

63. The system of claim 60, wherein the system further
includes:

a non-volatile memory coupled to the memory controller,
wherein the requested data resides in the non—volatile
memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non—volatile memory, decompress the
requested data to produce uncompressed requested
data, and store said uncompressed requested data in the
system memory.

64. The system of claim 58, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to write
said first data to the system memory.

65 . The system of claim 58, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in die system
memory, the memory controller is operable to com-
press the first data to produce compressed first data and
write said compressed first data to the system memory.

66. The system of claim 58,
wherein, in response to the access, the memory controller

is operable to determine if the data resides in the system
memory in an uncompressed format;

wherein the memory controller is operable to access the
replacement block of data, compress the replacement
block of data, and store the compressed replacement
block of data in the system memory in response to the
memory controller determining that the data does not
reside in the system memory in an uncompressed
format.

67. The system of claim 66,
wherein the memory controller is operable to provide the

data to the CPU in response to the memory controller
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determining that the data resides in the system memory
in an uncompressed format.

68. The system of claim 66,
wherein, in detennining if the data resides in the system

memory in an uncompressed format, the memory con-
troller is operable to determine if a page hit occurs;

wherein the memory controller accesses the replacement
block of data, compresses the replacement block of
data, and stores the compressed replacement block of
data in the system memory in response to the memory
controller determining that a page miss has occurred.

69. The system of claim 58, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lo$less compression on said
replacement block of data.

70. The system of claim 58, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossy compression on said replace-
ment block of data.

71. The system of claim 58, wherein the system memory
stores application data used by the CPU for executing one or
more applications;

wherein the data comprises application data.
72. The system of claim 58, wherein the system further

includes a display;
wherein the system memory stores graphics data used for

presenting images on the display;
wherein the data comprises graphics data.
73. The system of claim 58, wherein the replacement

block of data comprises a least recently used block of data
in the system memory.

74. The system of claim 58, wherein the replacement
block of data comprises a true least recently used block of
data in the system memory.

75. The system of claim 58, wherein the replacement
block of data comprises a pseudo least recently used block
of data in the system memory.

76. The system of claim 58, wherein the system comprises
a computer system.

77. The system of claim 58, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

78. The system of claim 58, wherein the data includes
application code and application data.

79. Asystem with improved memory access management,
the system comprising:

a CPU;

a system memory, wherein the system memory is a
volatile memory for storing data, wherein the data
includes uncompressed data currently being used for
execution by the CPU, wherein the uncompressed data
includes most recently used data;

a memory controller coupled to to the CPU and to the
system memory, wherein the memory controller per-
forms memory control functions for the system
memory, wherein the memory controller includes a
hardware compression/decompression engine; and

a non-volatile memory coupled to the memory controller;
wherein the CPU is operable to initiate an access of data

in the system memory;
wherein, in response to the access, the memory controller

is operable to access a replacement block of data in the
system memory, compress said replacement block of
data, and transfer said compressed replacement block
of data to the non-volatile memory, wherein said com-
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pression of said replacement block of data and transfer
of said compressed replacement block of data to the
non-volatile memory operates to free up at least a
portion of said system memory;

wherein the memory controller is operable to perform said
access of data in the system memory after freeing up
said at least a portion of said system memory.

80. The system of claim 79,
wherein said data is marked as most recently used data.
31. The system of claim 79, wherein the CPU is operable

to initiate a read of requested data in the system memory;
wherein, in performing said access of data in the system

memory, the memory controller is operable to provide
said requested data to the CPU.

82. The system of claim 81, wherein the requested data
resides in the system memory in a compressed format;

wherein, in providing said requested data to the CPU, the
memory controller is operable to decompres said
requested data and store said uncompressed requested
data in the system memory.

83. The system of claim 81,
wherein the requested data resides in the non-volatile

memory;

wherein, in providing said requested data to the CPU, the
memory controller is operable to access said requested
data from the non-volatile memory and store said
requested data in the system memory.

84. The system of claim 81,
wherein the requested data resides in the nonavolatile

memory in a compressed format;
wherein, in providing said requested data to the CPU, the

memory controller is operable to access said requested
data from the non-volatile memory, decompress the
requested data to produce uncompressed requested
data, and store said uncompressed requested data in the
system memory.

85. The system of claim 79, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to write
said first data to the system memory.

86. The system of claim 79, wherein the CPU is operable
to initiate a write of first data to the system memory;

wherein, in performing said access of data in the system
memory, the memory controller is operable to com-
press the first data to produce compresed first data and
write said compressed first data to the system memory.

32

87. The system of claim 79,
wherein, in response to the access, the memory controller

is operable to determine if the data resides in the system
memory in an uneompresed format;

wherein the memory controller is operable to access the
replacement block of data, compress the replacement
block of data, and transfer the compressed replacement
block of data to the non-volatile memory in response to
the memory controller determining that the data does
not reside in the system memory in an uncompressed
format.

88. The system of claim 79, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossless compresion on said
replacement block of data.

89. The system of claim 79, wherein the compression/
decompression engine comprised in the memory controller
is operable to perform a lossy compresion on said replace-
ment block of data.

90. The system of claim 79, wherein the system memory
stores application data used by the CPU for executing one or
more applications;

wherein the data comprises application data.
91. The system of claim 79, wherein the system further

includes a display;
wherein the system memory stores graphics data used for

presenting images on the display;
wherein the data comprises graphics data.
92. The system of claim 79, wherein the replacement

block of data comprises a least recently used block of data
in the system memory.

93. The system of claim 79, wherein the replacement
block of data comprises a true least recently used block of
data in the system memory.

94. The system of claim 79, wherein the replacement
block of data comprises a pseudo least recently used block
of data in the system memory.

95. The system of claim 79, wherein the system comprises
a computer system.

96. The system of claim 79, wherein the memory con-
troller comprises a hardware compression engine and a
hardware decompression engine.

97. The system of claim 79, wherein the data includes
application code and application data.
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(57) ABSTRACT

A computer system includes a nonvolatile memory posi-
tioned between a disk controller and a disk drive storing a
boot program, in a computer system. Upon an initial boot v
sequence, the boot program is loaded into a cache in the
nonvolatile memory. Subsequent boot sequences retrieve the
boot program from the cache. Cache validity is maintained
by monitoring cache misses, and/or by monitoring writes to
the disk such that a write to a sector held in the cache results

in the cache line for that sector being invalidated until such
time as the cache is updated. A filter driver is provided to
monitor writes to the disk and determine if a cache line is
invalidated.
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HARDWARE ACCELERATION OF BOOT-UT’
UTHJZING A NON-VOIATILE DISK CACHE

TECHNICAL FIELD OF THE INVENTION

The present invention pertains generally to computers,
and more particularly to method and apparatus for speeding
the boot-up process in computers.

BACKGROUND OF THE INVENTION

Booting up a computer, and in particular an IBM-
compatible personal computer (PC), often takes longer than
desired. For example, it is not atypical for a PC using the
Windows® 98 operating system to require one minute or
more to boot up. This delay can be untenable when the PC
needs to be activated on an expedited basis. For instance, if
the user needs a phone number quickly, it can be more
expeditious to look the number up in a telephone directory
as opposed to a PC if the PC requires booting. Thus, unless
PC’s can be booted more quickly than as is currently the
case, their use in applications that require fast initialization
is limited. Thus, there is a need for a PC with a shorter boot
up time than is currently available.

SUMMARY OF THE INVENTION

The present invention provides method and apparatus for
speeding the boot-up of a computer. According to one
embodiment of the invention, a boot program stored on a
boot disk is cached in a nonvolatile memory, and retrieved
by the system from the cache during the boot sequence
instead of from the boot disk, thereby increasing the speed
of access to the boot program. This and various other
embodiments of the invention are described below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a first embodiment of the apparatus of
the invention.

FIGS. 2-5 illustrate various alternate embodiments of the

method of using the cache according to the present inven-
tion.

FIG. 6 illustrates an alternate embodiment of the appara-
tus of the invention.

FIG. 7 illustrates yet another embodiment of the method
of the invention.

DETAILED DESCRIPTION OF THE
INVENTION

In the following detailed description of the invention
reference is made to the accompanying drawings which
form a part hereof, and in which is shown, by way of
illustration, specific embodiments in which the invention
may be practiced. In the drawings, like numerals describe
substantially similar components throughout the several
views. These embodiments are described in sufficient detail
to enable those skilled in the art to practice the invention.
Other embodiments may be utilized and structural, logical,
and electrical changes may be made without departing from
the scope of the present invention.

Referring now to FIG. 1, there is shown a first embodi-
ment of the invention. A computer system 10 includes a
Central Processing Unit (CPU) 12, a boot disk 14 storing a
boot program 16 used by the computer system 10 to boot,
and a nonvolatile random access memory 18 used as a disk
cache. Memory 18 receives all or a portion of the boot

2

program 16 from the boot disk 14 and stores it for access by
the CPU 12 so that the computer system 10 can boot in
whole or in part from the disk cache in memory 18. A data
bus 20 couples the CPU 12 to a controller 22 that controls
the boot disk 14, and a cache controller 24 is coupled
between the bus 20 and the boot disk 14, and wherein the
memory 18 is coupled to the cache controller 22. In one
example embodiment, the computer system 10 may com-
prise an IBM~compatible computer with a Pentium class
microprocessor and an IDE controller for controller 22, or an
Apple Macintosh computer with a Motorola microprocessor.
The invention, however, is not limited in this respect, and
other types of computer systems and processors can be used.
Nonvolatile memory 18 may be a FLASH memory, or any
suitable form of nonvolatile memory, and, preferably in at
least some embodiments of the invention, random access
memory.

In operation, the computer system 10 operates under the
control of an operating system 26, which includes as a
portion thereof boot program 16. Boot program 16 has a”
boot-time disk footprint of a ascertainable The memory
18 is sized to be substantially as large as the boot-time disk
footprint, so that the boot program 16 can be cached in the
memory 18. However, the memory 18 could be smaller than
the footprint, and store only a portion of the entire boot
program 16. Alternatively, memory 18 could exceed the size '
of program 16. All or a portion of boot program 16 can
therefore be stored in memory 18, from where it can be more _
quickly retrieved, as opposed to being retrieved from the
boot disk 14, during boot-up of the system 10. If only‘a
portion of the boot program 16 is stored in memory 18, that
portion may be retrieved therefrom, with the remaining
portion retrieved from the boot disk 14:

According to another example embodiment, the boot
program cache in memory 18 is formed of lines, the boot
program 16 is stored in linear sectors on the boot disk 14,
and the lines of the cache are mapped to the linear sectors of
the boot disk 14 read in a boot sequence upon boot up of
system 10. Referring to FIGS. 2-5, there is shown an
example method for using the boot program cache. Initially,
the cache lines are marked invalid (30). The cache is loaded
with data from sectors of disk 14 read during an initial boot
sequence (32). As shown in FIG. 3, during boots of the
system 10 subsequent to the initial boot sequence, data in the
cache is used (34) instead of the corresponding sector data
from the boot disk, if the sector data in the cache is valid
(33). Otherwise, the boot program or the disk is used (35).
According to another example variant of this embodiment
shown in FIG. 4, if data is written to a sector read during the
initial boot sequence (36), the cache lines corresponding to
the sector are marked invalid (37). The invalid cache line can
be subsequently replaced with new data from the boot disk
and the cache line marked valid (38). According to yet
another example embodiment of the method of the present
invention, illustrated in FIG. 5, cache coherency is main-
tained by detecting cache misses (40), and if a miss is
detected, aging the cache, to invalidate lines from the cache
(41). According to one approach, the cache is aged in a
first-in first-out (FIFO) manner.

According to yet another embodiment of the invention
diagrammatically illustrated in FIG. 6, a filter driver 50 is
positioned between the operating system 26 and the disk
controller 22, and the filter driver 50 has access to all
input-output (I/O) requests to the boot disk 14, and to a
cache map 52 in cache controller 24. Filter driver 50 can
detect writes to the disk 14 which are in the same sector as
a sector in the cache. In one embodiment, filter driver 50 can
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monitor all I/0 operations without significantly slowing
performance of the system.

According to a method of operation using the embodi-
ment of FIG. 6, illustrated in FIG. 7, if a disk sector cached
in the cache is changed (60), as detected by filter driver 50,
the corresponding cache line is invalidated (61). The invali-
dated line can be refreshed with the correct contents during
the next boot sequence (62). In one embodiment, the cache
is not updated by the filter driver so that performance is not
degraded. However, according to another embodiment, the
cache is refreshed during the write operation to the corre-
sponding sector in the disk drive (64) using a cache write-
back queue.

Thus, as described above, there is provided method and
apparatus for speeding the boot-up of a computer. The
invention is applicable to all manner of computer systems,
including appliance-like, sealed case systems, where the
loadable files and configuration are seldom changed.

What is claimed is:

1. A computer system comprising a CPU, a boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program from the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
controlling the boot disk, wherein the cache has lines,
wherein the lines of the cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache
is valid, and wherein if data is written to a sector read during
the initial boot sequence, the cache line corresponding to the
sector is marked invalid.

2. The computer system of claim 1, wherein the invalid
cache line is replaced with new data from the boot disk and
the cache line marked valid.

3. A computer system comprising a CPU, a boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program from the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
controlling the boot disk, wherein the cache has lines,
wherein the lines of the cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache

is valid, and wherein cache coherency is maintained by
detecting cache misses, and if a miss is detected, the cache
is aged, to invalidate lines from the cache.

4. Die computer system of claim 3, wherein the cache is
aged in a first-in first-out (FIFO) manner.

5. A computer system comprising a CPU, a boot disk
storing a boot program used by the computer system to boot,
and a nonvolatile memory disk cache receiving all or a
portion of the boot program Erom the boot disk and storing
it for access by the CPU so that the computer system can
boot in whole or in part from the disk cache, wherein the
computer system further includes an IDE controller for
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controlling the boot disk, wherein the cache has lines,
wherein the lines of the cache are mapped to linear sectors
read in a boot sequence, wherein the cache lines are initially
marked invalid, wherein the cache is loaded with data from
sectors read during an initial boot sequence, wherein during
boots of the system subsequent to the initial boot sequence
sector data in the cache is used instead of the corresponding
sector data from the boot disk if the sector data in the cache

is valid, and wherein the computer system further includes
a filter driver between the CPU and the IDE controller,
wherein the filter driver has access to all input-output (l/O)
requests to me boot disk, and wherein the filter driver has
access to a cache map and can detect writes to the disk which
are in the same sector as a sector in the cache.

6. The computer system of claim 5, further wherein if
such a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

7. The computer system of claim 5, wherein the cache is
not updated by the filter driver.

8. The computer system of claim 5, wherein the cache is
refreshed during the write operation to the corresponding
sector in the disk drive.

9. A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in part from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the hues of the cache are
mapped to linear sectors read in a boot sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data from sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and wherein if
data is written to a sector read during the initial boot
sequence, the cache line corresponding to the sector is
marked invalid.

10. The method of claim 9, wherein the invalid cache line
is replaced with new data from the boot disk and the cache
line marked valid.

11. A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in part from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the lines of the cache are
mapped to linear sectors read in a boot sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data fi'om sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and wherein
cache coherency is maintained by detecting cache misses.
and if a miss is detected, the cache is aged, to invalidate lines
from the cache.

12. The method of claim 11, wherein the cache is aged in
a first-in first-out (FIFO) manner.

13. A method comprising storing a boot program used by
a computer system in a nonvolatile memory disk cache
which receives all or a portion of the boot program from a
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system boot disk, the boot program stored in the cache for
access by the CPU so that the computer system can boot in
whole or in pan from the disk cache, wherein an IDE
controller is used to control the boot disk, wherein the cache
is organized in lines, and wherein the lines of the cache are
mapped to linear sectors read in a boot sequence, wherein
the cache lines are initially marked invalid, wherein the
cache is loaded with data from sectors read during an initial
boot sequence, wherein during boots of the system subse-
quent to the initial boot sequence sector data in the cache is
used instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and further
wherein a filter driver is positioned between the CPU and the
IDE controller, and wherein the filter driver has access to all
input-output (I/0) requests to the boot disk, and wherein the
filter driver has access to a cache map and can detect writes
to the disk which are in the same sector as a sector in the
cache.

14. The method of claim 13, and further wherein if such
a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

15. The method of claim 13, wherein the cache is not
updated by the filter driver.

16. The method of claim 13, wherein the cache is
refreshed during the write operation to the corresponding

6

a nonvolatile memory disk cache receiving all or a portion
of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in pan from the disk cache; and

a controller for controlling the boot disk,
wherein the cache has lines that are initially marked

invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded with data from sectors read

during an initial boot sequence,
wherein during boots of the system subsequent to the

initial boot, sequence sector data in the cache is used
instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and

wherein cache coherency is maintained by detecting
cache misses, and if a miss is detected, the cache is
aged, to invalidate lines from the cache.

22. The computer system of claim 21, wherein the cache
' aged in a first-in first-out (FIFO) manner.

23. The computer system of claim 21, further comprising:
a data bus coupled to the CPU; and
a cache controller coupled between the bus and the boot

disk,
wherein the disk cache is coupled to the cache controller.
24. The computer system of claim 21, wherein the com-

sector in the disk drive, puter system operates under the control of an operating
17, Acomputer system, comprising; system, and wherein the operating system has a boot-time
3 CPU; disk footprint size and the cache is sized substantially as
a boot disk storing a boot program used by the computer 3° large as the Size of the footprint‘

system to boot;
a nonvolatile memory disk cache receiving all or a portion

of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in part from the disk cache; and

a controller for controlling the boot disk,
wherein the cache has lines that are initially marked

invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded with data from sectors read

during an initial boot sequence,
wherein during boots of the system subsequent to the

initial boot, sequence sector data in the cache is used
instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid, and

wherein if data is written to a sector read during the initial
boot sequence, the Cache line corresponding to the
sector is marked invalid.

18. The computer system of claim 17, funher comprising:
a data bus coupled to the CPU; and
a cache controller coupled between the bus and the boot

disk,
wherein the disk cache is coupled to the cache controller.
19. The computer system of claim 17, wherein the com-

25. A computer system, comprising:
a CPU;
a boot disk storing a boot program used by the computer

‘system to boot;
a nonvolatile memory disk cache receiving all or a portion

of the boot program from the boot disk and storing it for
access by the CPU, so that the computer system can
boot in whole or in part from the disk cache;

a controller for controlling the boot disk; and
a filter driver between the CPU and the controller,
wherein the cache has lines that are initially marked

invalid, and are mapped to linear sectors read in a boot
sequence,

wherein the cache is loaded with data from sectors read

during an initial boot sequence,
wherein during boots of the system subsequent to the

initial boot, sequence sector data in the cache is used
instead of the corresponding sector data from the boot
disk if the sector data in the cache is valid,

wherein the filter driver has access to all input-output
(l/O) requests to the boot disk, and

wherein the filter driver has access to a cache map and can
detect writes to the disk which are in the same sector as
a sector in the cache.

26. The computer system of claim 25, further wherein if
puter system operates under the control of an operating
system, and wherein the operating system has a boot-time
disk footprint size and the cache is sized substantially as
large as the size of the footprint.

20. The computer system of claim 17, wherein the invalid
cache line is replaced with new data from the boot disk and
the °3°h° line Walked V31id~ is refreshed during the write operation to the corresponding

21- A °°mP‘-'19‘ 5Y5‘°m» °°mP‘i5l“g5 sector in the disk drive.
a CPU; 29. A method comprising:
a boot disk storing a boot program used by the computer storing a boot program used by a computer system in a

system to boot; nonvolatile memory disk cache that receives all or a

such a sector is changed, the corresponding cache line is
invalidated, and refreshed with the correct contents during
the next boot sequence.

27. The computer system of claim 25, wherein the cache
is not updated by the filter driver.

28. The computer system of claim 25, wherein the cache
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portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the mmputer system can boot in whole or

8

if a miss is detected, aging the cache to invalidate lines
from the cache.

33. The method of claim 32, further comprising providing
in part from the disk cache;

controlling the boot disk with a controller;
a data bus that couples the CPU to a cache controller coupled
between the bus and the boot disk, wherein the disk cache
is coupled to the cache controller.

34. The method of claim 32, wherein the aging of the
cache includes aging the cache in a first-in first-out (FIFO)manner.

organizing the cache in lines;
initially marking the lines of the cache as invalid;
mapping the lines of the cache to linear sectors read in a

boot sequence; 10
loading the cache with data from sectors read during an

initial boot sequence;
using sequence sector data in the cache instead of the

corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid; and

marking the cache line corresponding to a sector as
invalid if data is written to the sector read during the
initial boot sequence.

30. The method of claim 29, further comprising providing
a data bus that couples the CPU to a cache controller coupled
between the bus and the boot disk, wherein the disk cache
is coupled to the cache controller.

31. The method of claim 29, further comprising:
replacing the invalid cache line with new data from the

book disk; and

marking the cache line as valid.
32. A method comprising:
storing a boot program used by a computer system in a

nonvolatile memory disk cache that receives all or a
portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the computer system can boot in whole or
in pan from the disk cache;

controlling the boot disk with a controller;
organizing the cache in lines;
initially marking the lines of the cache as invalid;
mapping the lines of the cache to linear sectors read in a

boot sequence;
loading the cache with data from sectors read during an

initial boot sequence;
using sequence sector data in the cache instead of the

corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid;

maintaining cache coherency by detecting cache misses;
and

35. A method comprising:
storing a boot program used by a computer system in a

nonvolatile memory disk cache that receives all or a
portion of the boot program from a system boot disk,
the boot program stored in the cache for access by a
CPU so that the computer system can boot in whole or
in part from the disk cache;

controlling the boot disk with a controller;
organizing the cache in lines;
initially marking the lines of the cache as invalid;
mapping the lines of the cache to linear sectors read in a

boot sequence;
loading the cache with data from sectors read during an

initial boot sequence;
using sequence sector data in the cache instead of the

corresponding sector data from the boot disk during
boots of the system subsequent to the initial boot if the
sector data in the cache is valid; and

positioning a filter driver between the CPU and the
controller,

wherein the filter driver has accms to all input-output
(I/O) requests to the boot disk, and

wherein the filter driver has access to a cache map and can
detect writes to the disk which are in the same sector as
a sector in the cache.

36. The method of claim 35, and furtherwherein the cache
is not updated by the filter driver.

37. The method of claim 35, further comprising:
invalidating a cache line if a sector mapped to the cache

line is changed; and
refreshing the cache line with correct contents during a

next boot sequence.
38. The method of claim 35. further comprising refreshing

the cache during a write operation to a corresponding sector
in the disk.
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A host controller performs a centralized controlled over the
operation of an information processing apparatus as a whole.
Codes which are read out for booting the information
processing apparatus are stored in a ROM in advance. The
host controller copies the contents of the ROM into a high
speed storage element and reads out the storage contents of
the high speed storage element to boot the apparatus when
a VCC power supply is turned on after the VCC power supply
is once turned off. This allows the apparatus to be booted
based on the contents read out from the high speed storage
element which can be read much faster than the ROM.
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INFORMATION PROCESSING APPARATUS
AND METHOD THAT USES FIRST AND

SECOND POWER SUPPLIES FOR
REDUCING BOOTING TIME

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an information processing
apparatus and a method for booting the same. More
particularly, the present invention relates to an information
processing apparatus having a first power supply for sup-
plying power only in a normal operating state and a second
power supply for supplying power not only in a normal
operating state but also in a power supply off state and a
method for booting the same.

2. Description of the Related Art
In some information processing apparatuses such as per-

sonal computers, codes for a basic input/output system
(BIOS) to serve as an interface between the operating
system(OS) and the hardware are stored in a read only
memory (ROM). In such an information processing
apparatus, the BIOS codes are read from the ROM when the
apparatus is booted.

Such a conventional information processing apparatus has
a problem in that a long time is spent before the apparatus
is booted because the BIOS codes stored in the ROM are

read at a low speed and hence the user must spend wasteful
time until the apparatus is booted.

SUMMARY OF THE INVENTION

It is an object of the present invention to provide an
information processing apparatus which can be booted at a
high speed and a method for booting the same.

It is another object of the invention to provide an infor-
mation processing apparatus whose booting time can be
reduced with an inexpensive configuration and a method for
booting the same.

An information processing apparatus according to the
present invention comprises:

a processor;

a storage device;
a first power supply;
a host controller connected to the processor, the host

controller reading out codes stored in the storage device
to boot the apparatus when the first power supply is
turned on;

a high speed storage element which can be read out at a
speed higher than that for the storage device;

a second power supply for supplying power to each of the
host controller and the high speed storage element at all
times whether the first power supply is turned on or
turned off; and

a controller for reading out codes stored in advance in the
high speed storage element having the same storage
contents as those in the storage device to boot the
apparatus when the first power supply is turned on.

According to the present invention, there is provided a
method for booting an information processing apparatus in
which a host controller connected to a processor reads codes
stored in a storage device to boot the apparatus when a first
power supply is turned on, comprises the steps of:

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for the storage device and the

2

host controller at all times whether the first power
supply is on or off; and

reading out codes stored in advance in the high speed
storage element having the same storage contents as
those in the storage device to boot the apparatuswhen
the first power supply is turned on?

According to the present invention, since booting is
performed by reading out codes stored in advance in the high
speed storage element having the same contents as those in
the storage device when the first power supply is turned on,
the time required for booting can be significantly reduced
compared to the related art.

Further, according to the present invention, the storage
contents of the high speed storage element are cleared
during the period from a system terminating operation until
the time at which the first power supply is turned off as a
result of the system terminating operation; thereafter, a
process is performed to copy the codes used for booting read
out from the storage device into the high speed storage
element and set a write protect therein; and, when the first
power supply is turned on again thereafter, booting is carried
out using the codes read out from the high speed storage
element and the write protect is cancelled. Since this makes
it possible to use an existing high speed storage element for
booting, the present invention can be carried out at a low
cost without the need for additional components.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a configuration diagram showing the principle of
the present invention;

FIG. 2 is a block diagram of an embodiment of the present
invention; and _

FIG. 3 is a Bow chart illustrating the operation of the
embodiment shown in FIG. 2.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Preferred embodiments of the present invention will now
be described specifically with reference to the accompany-
ing drawings. FIG, 1 is a block diagram of a first embodi-
ment of the present invention. Referring to FIG. 1, an
information processing apparatus according to the embodi-
ment of the present invention comprises a processor 11, a
host controller 12, a read only memory (ROM) 13 which is
a storage device, and a high speed storage element 21. The
processor 11, host controller 12 and ROM 13 are provided
in a V5,; power supply circuit 10 to which power is supplied
from a VCC power supply as a first power supply only in a
normal operating state.

"Hie host controller 12 and high speed storage element 21
are provided in a VEE power supply circuit 20 to which
power is supplied from a V5,: power supply as a second
power supply not only in a normal operating state but also
when the VCC power supply is off. That is, power is supplied
to the host controller 12 from both of the VCC and V55
power supplies.

The host controller 12 carries out centralized control over

the operation of the information processing apparatus as_ a
whole. Codes to be read to boot the information processing)
apparatus are stored in the ROM 13 in advance. Codes
having the same storage contents as those stored in the ROM
13 are stored in advance in the high speed storage element
21 which is configured such that it can be read out at a much
higher speed than the ROM 13. According to the present
invention, the storage contents of the high speed storage
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element 21 are read out to boot the apparatus when the Vcc
power supply is turned on after the V“. power supply is
once turned off.

Further, according to the present invention, when a boot-
ing mode is set at a high speed mode during a normal
operation for which the first power supply VCC is on, the
storage contents of the high speed storage element 21 are
cleared during the period from a system terminating opera-
tion until the time at which the first power supply VCC is
turned ofi as a result of the system terminating operation
under the control of the host controller 12. Thereafter, a
process is performed to copy the codes used for booting read
out from the ROM 13 into the high speed storage element 21
and set write protect therein. When the first power supply
VCC is turned on again thereafter, booting is carried out
using the codes read out from the high speed storage element
21 and the write protect is cancelled. This makes it possible
to use an existing high speed storage element for booting.

A second embodiment of the present invention will now
be described. FIG. 2 is a block diagram of an information
processing apparatus according to the second embodiment
of the present invention. In FIG. 2, components identical to
those in FIG. 1 are indicated by same reference numbers.
Referring to FIG. 2, the information processing apparatus
comprises a processor 11, a host controller 12, a ROM 13,
a system memory 14 and a cache memory (hereinafter
referred to as “cache”) 22.

The processor 11, the host controller 12, the ROM 13 and
the system memory 14 are provided in a Vac power supply
circuit 10 to which power is supplied from a VCC power
supply only in a normal operating state. The host controller
12 and cache 22 are provided in a V55 power supply circuit
20 to which power is supplied from a VEE power supply not
only in a normal operating state but also when the V65
power supply is off. The cache 22 is a memory which is an
example of the high speed storage element 21, and write and
read operations on the same is controlled by the host
controller 12. The same storage contents as those stored in
the system memory 14 are stored in the cache 22 during a
normal operation.

The operation of the present embodiment will now be
described with reference to the flow chart in FIG. 3. In the

information processing apparatus of the present
embodiment, a V5,; power supply is first turned on (step 31)
to supply power to each of the host controller 12 and the
cache 22 not only in a normal operating state but also when
the power supply to the information processing apparatus is
oil‘, thereby putting them in an operating state at all times.
Then, the VCC power supply is turned on (step 32). Since
this is the beginning of the use of the apparatus and a system
boot mode has not been set by the user yet, the storage
contents of the ROM 13 (BIOS codes) are read out in a
default state (step 33).

This puts the information processing apparatus in a nor-
mal operating mode after booting (step 34) in which the user
sets a boot mode (step 35). The present embodiment has a
normal boot mode in which the storage contents of the ROM
13 are read out for booting and a high speed boot mode in
which the storage contents of the cache 22 are read out for
booting.

If the user chooses to terminate the system thereafter (step
36), it is determined which boot mode has been set (step 37).
If the user has set the normal mode described above, the host
controller 12 is set such that it reads out the contents of the

ROM 13 when booting is carried out (step 38). Therefore,
the VCC power supply is turned off as a result of system

4

termination (step 39). When the V“. power supply is turned
on again later to use the apparatus (step 40), the host
controller 12 reacts out the storage contents of the ROM 13
for booting (steps 33, 34).

In the case that the user has set the above—described high
speed mode in the normal operating state, if the user chooses
to terminate the system (step 36) and it is determined that the
high speed mode has been set for the host controller l2(step
37), the host controller 12 is set in the high speed mode (step
41).

Thereafter, the VCC power supply is turned off when the
system is terminated. Since the contents of the system
memory 14 have been written into the cache 22 until that
time through a normal operation, the cache 22 is flushed to
clear the storage contents (step 42) and, thereafter, the
storage contents (BIOS codes) of the ROM 13 are copied to
the cache 22 of the host controller 12 (step 43). In order to
maintain the copied contents, the host controller 12 provides
a write protect by adding a cache control signal 23 (step 44)
during writing. The system is terminated after the process
described above and, as a result, the VCC power supply is
turned ofi (step 45).

When the VCC power supply is turned on again to use the
apparatus later (step 46), the host controller 12 reads out the
storage contents (BIOS codes) of the cache 22 (step 47),
cancels the write protect in the cache 22 with the cache
control signal 23 when the reading-out is complete to enable
the cache 22 to start operating as a normal cache (step 48)
and boots the system (step 34). Thus, the apparatus starts a
normal operation.

As described above, booting is carried out using the
contents of the cache 22 which can be read out at a high
speed instead of the contents of the ROM 13 which is read
out at a lower speed. This makes it possible to reduce the
apparatus boot time significantly compared to the related art.

In addition, an existing cache 22 which has been provided
in an information processing apparatus is used as the high
speed storage element 21 to be used for increasing the
reading-out speed of the BIOS codes. This eliminates the
need for any external additional circuit and therefore the
need for additional components, which allows inexpensive
configurations.

Since the cache 22 is required to have the memory of the
codes having the same storage contents of the ROM 13 when
the VCC power supply is turned on after the V5,: power
supply is once turned olf, it may be a dedicated memory in
which the codes having the same storage contents of the
ROM 13 are stored in advance.

What is claimed is:

1. An information processing apparatus comprising:
a processor;
a storage device;
a first power supply coupled to the processor and the

storage device;
a host controller connected to said processor and said first

power supply for reading out basic input/output system
codes stored in said storage device to boot the appara-
tus when said first power supply is turned on;

a high speed storage element which can be read out at a
speed higher than that for said storage device wherein
said high speed storage element is a cache memory
used during a normal operation for which said first
power supply is on and wherein said host controller
copies the codes used for booting read out from said
storage device into said high speed storage element
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during the period from a system terminating operation when a high speed boot mode isset during a subsequent
at the host controller until the time said first power normal operation.
Suppl)/1'8 turned 05.53153 Wfile P|'0l¢Cl lhefeaflei, F831‘-‘S 3. A method for booting an information processing
1116 C0d¢5 11S¢d fol‘ b001ing fmm Sllid Cacht 11101301’)! apparatus, in which a host controller connected to a proces-
When Said 55‘ P°We|’ 5“PP1Y is "-"Bed 03 and 9399915 sor reads out basic input/output system codes stored in a
Said Wm-9 P1'°1¢C‘”1°|'¢afl¢1'i and storage device to boot the apparatus when a first power

a second power supply for supplying power to each of supply is turned on, said method comprising the steps of:
said host controller and said high speed storage element
at all times whether said first power supply is on or oil";
and

wherein said host controller reads out BIOS codes stored

in advance in said high speed storage element having
the same storage contents as those in said storage
device to boot the apparatus when said first power
supply is turned on.

2. A method for booting an information proceming appa-
ratus in which a host controller connected to a processor
reads out basic input/output system codes stored in a storage
device to boot the apparatus when a first power supply is
turned on, said method comprising the steps of:

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for said storage device and said
host controller at all times whether said first power
supply is on or off; and

reading out BIOS codes stored in advance in said high
speed storage element having the same storage contents
as those in said storage device to boot the apparatus
when said first power supply is turned on;

wherein if a boot mode is set at the high speed mode
during a normal operation for which said first power

supplying power from a second power supply to each of
a high speed storage element which can be read out at
a speed higher than that for said storage device and said
host controller at all times whether said first power
supply is on or 05; and

reading out BIOS codes stored in advance in said high
speed storage element having the same storage contents
as those in said storage device to boot the apparatus
when said first power supply is turned on; and

performing booting based on the codes used for booting
read out from said storage device in a default state
when said first power supply is initially turned on; and

copying the codes used for booting read from said storage
device into said high speed storage element immedi-
ately before said first power supply is turned 011' only

supply is on;
the storage contents of said high speed storage element

are cleared in the period from a system terminating
operation until the time at which said first power supply
is turned off as a result of said system terminating
operation;

a process is performed thereafter to copy the codes used
for booting read out from said storage device into said
high speed storage element and to set a write protect
further; and

booting is performed using the codes read out from said
high speed storage element and said write protect is
canceled when said first power supply is turned on
again thereafter.
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METHOD FOR MINIMIZING A
COMPUTER’S INITIAL PROGRAM LOAD

TIME AFTER A SYSTEM RESET OR A
POWER-ON USING NON-VOLATILE

STORAGE

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to peripheral stor-
age apparatus for computers, and more particularly to short-
ening the load time of computer programs from a hard disk
drive to a host computer.

2. Description of the Related Art
When a computer undergoes a hardware reset (i.e., a

power-on or reset), the computer executes procedures
embodied in its power-on/reset firmware which prepare for
loading an operating system into the computer to condition
it for operation. Typically, execution of such procedures
begins what is referred to as a “boot”. While the computer
is executing these power on/reset procedures, peripheral
devices that are associated with the computer, such as, for
example, a hard disk drive, also execute their own power-
on/rcset procedures embodied in firmware. When the com-
puter finishes the above-described firmware-implemented
portion of the “booting” process, it typically requests data
from the disk drive as part of initializing user-selected
software, e.g., a program marketed under one of the trade-
names DOS, Windows, UNIX, OS/2, AIX, etc.

It happens that the transfer of the selected program to the
computer is relatively slow, particularly when the program
is a modern large operating system. Accordingly, methods
have been disclosed for increasing the speed with which
computers “boot”. One example of such a method is dis-
closed in US. Pat. No. 5,307,497, which teaches that a
portion of an operating system can be stored in read-only
memory (ROM) for fast access of the portion during power-
on or reset. Unfortunately, the portion stored in ROM is
unchangeable. In other words, the method disclosed in the
’497 patent does not adapt to changing user preferences
regarding operating systems, or indeed to updated versions
of a particular operating system.

Another example of a previous attempt to shorten the load
time from a disk drive to its host computer is set forth in U.S.
Pat. No. 5,269,022. As disclosed in the ’022 patent, a
snapshot of computer memory is stored in a backup memory
that is separate from the disk drive associated with the
computer, for use during the next succeeding boot.
Unfortunately, the backup memory must be large, because it
must store the entire computer memory. Also, the method
disclosed in the ’022 patent requires operating system
intervention, which, because of security features common to
many modern operating systems, renders the ’022 invention
unfeasible.

As recognised by the present invention, however, it is
possible to provide, without operating system intervention,
a method for adaptively preparing a disk drive to effect rapid
application program loading to a host computer. Specifically,
we have found that during hardware resets the disk drive;
associated with a host computer typically completes its
booting process before the host computer is ready for
program transfer, and as recognized by the present
invention, the disk drive can be configured during this period
for rapidly communicating a program to the host computer;

Accordingly, it is an object of the present invention to
provide a method for rapidly communicating a computer
program from a disk drive to a host computer.

2

Another object of the present invention is to provide a
method for rapidly communicating a computer program
from a disk drive to a host computer which adapts to changes
in user program preference, and to changes in program
storage location on the disks of the disk drive. Yet another
object of the present invention is to provide a method for
rapidly communicating a computer program from a disk
drive to a host computer which does not require excessively
large storage space, and which can be undertaken entirely by
the disk drive itself, transparent to the host computer. Still
another object of the present invention is to provide a
method for rapidly communicating a computer program
from a disk drive to a host computer which is easy to use and
cost-effective.

SUMMARY OF THE INVENTION

The invention is embodied in an article of

manufacture—a machine component—that is used by a
digital processing apparatus and that tangibly embodies a
program of instructions that are executable by the digital
processing apparatus to rapidly communicate a computer
program from a hard disk drive to the drive’s host computer.

This invention is realized in a critical machine component
that causes a digital processing apparatus to adaptively store
a computer program on the cache of the hard disk drive and
communicate the program to the host computer. Hereinafter,
the machine component is referred to as a “computer pro-
gram product”.

In accordance with the present invention, steps executed
by the digital processing apparatus include, after an initial
power-up or reset of the hard disk drive and a host computer
associated with the drive, receiving an initial read command
from the host computer for transferring to the host computer
a plurality of data records of a program stored on the disk.
A prefetch table is then generated, with the table represent-
ing a disk location and length of each data record requested
by the initial read command;« Then, after a subsequent
power-on or reset of the hard disk drive, and during a second
power-on or reset of the host computer, the prefetch table is
accessed to read into the data cache the data records. In

response to a subsequent read command from the host
computer, it is determined whether records requested by the
subsequent read command are stored in the data cache. If
they are, the records are communicated from the cache to the
host computer; otherwise, the records are communicated
from the disk to the host computer.

Preferably, the accessing and determining steps are
repeated for each power-on or reset of the host computer.
The steps executed by the digital processing apparatus
further include either incrementing a read counter toward a
predetermined value, fixed in the algorithm or programmed
by the user or adaptively determined based on system
environmental conditions, or decrementing a counter
towards zero using the same process described for the
incrementing condition when it is determined during the
determining step that records requested by the subsequent
read command are not stored in the data cache. As used

generally herein. then, “incrementing” a counter refers both
to incrementing and decrementing a counter. Additionally,
the steps further include updating the data prefetch table,
communicating the records from the disk to the host com»
puter when the read counter exceeds a predetermined
threshold, and setting a prefetch flag to inactive when the
read counter exceeds the predetermined threshold.

In the presently preferred embodiment, the invention also
includes setting the prefetch flag to inactive when a prede-
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termined number of write commands from the host com-
puter to the hard disk drive have been received. Moreover,
the invention can include, after the communicating step and
when the prefetch flag is inactive, determining whether the
hard disk drive is idle and if so, storing the prefetch table on
the disk. The computer program product is disclosed in
combination with the hard disk drive, and in combination
with the host computer.

In another aspect, a computer program product is dis-
closed for use with a host computer that is coupled to a hard
disk drive. The hard disk drive includes at least one storage
disk having a program stored thereon and a data cache, and
the computer program product includes a data storage device
which includes a computer usable medium having computer
readable program means. As disclosed in detail below, these
code means are for enhanced loading of the program from
the hard disk drive to the host computer during power-on or
reset of the host computer. In accordance with the present
invention, code means receive a command from the host
computer during a power-up or reset of the host computer.
When the command is a read command, code means gen-
erate a prefetch table representative of at least the disk
location of the records requested by the read command for
transfer of the records from the disk to the cache for a

subsequent power-on or reset of the host computer.
Moreover, code means are provided for determining whether
the records have been stored in the cache in response to a
previous power-on or reset of the host computer, and the
records are communicated to the host computer in response.

In still another aspect, a computer hard disk drive includes
at least one data storage disk and a data storage cache.
Furthermore, the hard disk drive includes means for record-
ing onto the cache, immediately after a hardware reset of the
hard disk drive, data on the disk that has been requested by
a host computer during a first hardware reset of the host‘
computer. Additionally, the disk drive includes means for
communicating the data from the cache to the host computer
during a second hardware reset of the host computer.

The details of the present invention, both as to its structure
and operation, can best be understood in reference to the
accompanying drawings, in which like reference numerals
refer to like parts, and in which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a partially schematic View of a disk drive with
associated host computer, with portions broken away for
clarity;

FIG. 2 is an illustration of memory such as read-only
memory (ROM), random access memory (RAM),
electrically-erasable programmable read only memory
(EEPROM), or dynamic random access memory (DRAM)
containing microcode, that embodies the invention as a
program storage product; and

FIG. 3 is a flow chart showing the method steps of the
present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Referring initially to FIG. 1, a system is shown, generally
designated 10, for promoting rapid communication of a
computer program from a hard disk drive 12 to a host
computer 14 that is in data communication with the disk
drive 12 in accordance with principles well-known in the art.
In one intended embodiment, the host computer 14 may be
a personal computer (PC) or laptop computer made by IBM

4

Corp. of Armonk, N.Y. Or, the host computer 14 may be a
Unix computer, or OS/2 server, or Windows NT server, or
IBM RS/6000 250 workstation. Indeed, the host computer
14 can be an embedded controller that is part of a music
synthesizer, or part of an industrial instrument. And, the hard
disk drive 12 can be any hard disk drive suitable for
computer applications, provided that the hard disk drive 12
includes at least one, and typically a plurality of, data storage
disks 16 and an on-board, solid state, random access
memory (RAM) data cache 18.

As shown in FIG. 1, the hard disk drive 12 also includes
an onboard controller 20. In accordance with principles
well-known in the art, the onboard contmller 20 is a digital
processor which, among other things, controls read beads 22
in the disk drive 12 for effecting data transfer to and from the
disks 16.

Additionally, as intended by the present invention the
onboard controller 20 includes an adaptive cache module 24.
Per the present invention, the adaptive cache module 24 is
executed by the onboard controller 20 as a series of
computer-executable instmctions. These instmctions are
embodied as microcode in a memory, e.g., read-only
memory (ROM) of the onboard controller 20. Such a ROM
is indicated by reference numeral 21 in FIG. 2. The ROM 21
contains microinstructions that embody means and program
steps that perform according to the invention. When in the
ROM 21, the microinstructions become part of the ROM 21,
and therefore, part of the hardware of the disk drive 12.

Those skilled in the art will appreciate that the hard disk
drive is merely illustrative of a particular tangible environ-
ment that is useful for understanding the concepts of our
invention. Broadly, the hard disk drive 12 represents a
peripheral storage apparatus. The hard disks 16 of the hard
disk drive 12 represent data storage elements that are found
in the general peripheral storage apparatus. The invention,
therefore, applies to such a peripheral storage apparatus and
a data storage element, and should not be limited to a hard
disk drive.

FIG. 3 illustrates the structure of such microinstructions

as embodied in a computer program. Those skilled in the art
will appreciate that FIG. 3 illustrates the structures of
computer program code elements that function according to
this invention. Manifestly, the invention may be practiced in
its essential embodiment by a machine component, embod-
ied by the ROM 21, that renders the computer program code
elements in a form that instructs a digital processing appa-
ratus (e.g., the onboard controller 20) to perform a sequence
of function steps corresponding to those shown in the
Figures. The machine component is shown in FIGS. 1 and
2 as a combination of program code elements A—C in
computer readable form that are embodied in a computer-
usable data medium (the ROM 21) of the onboard controller
20. Such media can also be found in other semiconductor

devices, on magnetic tape, on optical disks, on floppy
diskettes, on a DASD array, on a conventional hard disk
drive, in logic circuits, in other data storage devices, or even
in a node of a network. In an illustrative embodiment of the

invention, the computerexecutable instructions would be in
object code form, compiled or assembled from a C"‘ lan-
guage program and stored, by conventional means, in the
ROM 21. Or, the code used can be an interpretative code
such as Forth, Smalltalk, or Java and its derivatives.

Referring in detail to FIG. 3, the method of the present
invention can be seen. It is to be understood that in the
presently preferred embodiment, the method begins imme-
diately after the hard disk drive 12 has completed its
power-on/reset (i.e., hardware reset) routine. 5

01/29/2004, EAST version: 1.4.1



291

6,073,232
5

Commencing at start state 26, the process moves to block
28, wherein a prefetch table is read from a rserved area of
the disks 16 into the RAM cache 18. As discused further
below, the prefetch table contains a listing of the disk?»
locations and lengths of data remrds that were requested’/by 5
the host computer 14 in the immediately previous power-
on/reset. Additionally, a copy of a prefetch flag, if enabled
by the user, is created and set active at block 28. In other
words, the prefetch flag is preferably defined to be active by
the user of the hard disk drive 12 to enable the adaptive 10
caching of the present invention. If desired, the default
setting of the prefetch flag can be set to active. The original
prefetch flag resides on the disk and is settable by the user
(setting the features for IDE, and setting the mode pages for
SCSI), and the copy of the prefetch Bag is what is used for 15
all steps discussed below, except where indicated otherwise.

Next, at block 30, task control blocks (TCBs) are created
and initiated in accordance with well-known principles to
read the data represented by the prefetch table from the disks
16 into the RAM cache 18. The method then enters an idle 20
state 32 to await a command from the host computer 14.

During the idle state 32, the process can move to decision
diamond 33 to determine whether the prefetch table has been
stored since the latest power on or reset. Also, it is deter-
mined whether the original prefetch flag is active and
whether the copy of the flag is inactive. If the original flag
is active, the copy is not, and the table has not been stored
since the latest power on/reset, (and, if desired, a disk drive
idle time has been exceeded), then the process moves to
block 33A to store the table onto the area of the disk reserved
for the table. From block 33A or from decision diamond 33

if any one of the above-noted conditions have not been met,
the logic moves back to the idle state 32.

At block 34, a command is received from the host
computer 14, and a task control block (TCE) is accordingly
built to support the command. From block 34, the process
moves to decision diamond 36 to determine whether the

command received from the host computer 14 is a read
command.

If the command is a read command, indicating that the
host computer 14, pursuant to its initialization, is requesting
data records that are part of a computer program such as
DOS or Windows, the process moves to decision diamond
38 wherein it is determined whether the prefetch flag is
active. If it is, the process continues to block 40, whereinthe
disk location and length of the record requested by the read
command is recorded in the prefetch table for the next
power-on/reset..-Thus, at block 40 the prefetch table is
updated to reflect a newly requested record, or to reflect~,a
new disk location of a previously—requested record. Then, it
is determined at decision diamond 42 whether a read miss

counter exceeds a predetermined read miss threshold. If so,
the prefetch flag is set to inactive at block 44.

The skilled artisan will recognize that the read miss
threshold represents a predetermined number of cache
misses. Per the present invention, the read miss threshold
can be a programmed integer, or it can be an adaptively
determined integer. For example, the read miss threshold can
be calculated as a predetermined fraction of total cache
“hits”. Or, the read miss threshold can be calculated as the
number of misses beyond which a predetermined percentage
of the records requested by the host computer 14 cannot be
retrieved from the cache 18.

From block 44, or from decision diamonds 38 or 42 when
the decisions there are negative, the process moves to
decision diamond 46 to determine whether the requested

6
data exists in cache. If not, a cache read miss counter
(initialized at zero) is incremented by one at block 48, and
the requested record is transferred from the disks 16 to the
host computer 14 using normal procesing at block 50. (As
the skilled artisan will recognize, a counter can instead by
initialized to a predetermined value and then decremented
instead of incremented, in which case the test at decision
diamond 42 would be changed to “is the read miss counter
greater than zero?”). From block 50, or from decision
diamond 46 if it was determined that the requested data
exists in cache, the process moves to block 52 to transfer the
record from cache 18 to the host computer 14.

After the read processing just described, the method
proceeds to decision diamond 54 to determine whether the
copy of the prefetch flag is active. If it is active, the logic,
at block 56, uses the next entry in the prefetch table to build
a task control block CTCB) to fetch data into the same
segment of the cache 18 that the just-transferred record had
occupied prior to being communicated to the host computer
14. In accordance with the present invention, the TCB in
block 50 is activated as though a command otherwise was
received across the device/file interface, In other words,
when the host computer 14 is a PC, the TCB in block 50 is
activated as though a command otherwise was received
across the SCSI (or IDE)—disk drive interface. In this way,
the relatively small amount of cache storage space can be
optimally used during the adaptive caching process until all
records designated in the prefetch table have been loaded
into cache and then transferred to the host computer 14.
Also, if desired the process updates the data in the cache 18
of the disk drive 12 in response to the step undertaken at
block 56. Stated ditferently, at block 56 the next entry in the
prefetch table is copied from the disks 16 to the data cache
18. The control then loops back to idle state 32.

Thus, the above discussion is directed to the condition
wherein a read command is received. Recall that this deci-

sion is made at decision diamond 36. In contrast to the steps
executed as described above, when it is determined at
decision diamond 36 that the command received at block 34

is not a read command, the logic moves to decision diamond
58 to determine whether the command is a write command.

If the command is not a write command, the process moves
to block 60 to proceed using existing data access and
command processing methods, and then the process contin-
ues back to the idle state 32.

If, however, the command received at block 34 is a write
command, the proces moves to decision diamond 62 to
determine whether the copy of the prefetch flag is active. If
not, the logic loops back to block 60, but otherwise the logic
moves to decision diamond 64 to determine whether a write
miss counter exceeds a predetermined write miss threshold.
If it does, the prefetch flag copy is set to inactive at block 66.
Otherwise, the write miss counter is incremented at block
68. From blocks 66 and 68 the process loops back to block
60. If desired, while the disk drive 12 is idle, the data on the
disks 16 that was requested by the host computer 14 is
reordered on the disks 16 for accessing the data into cache
during the next poweron/reset with a minimum of latency
and seek times.

The method just described and illustrated in FIG. 3 may
be realized in a computer program in, for example, the C++
language, when commonly known programming techniques
are employed with reference to the pseudo code represen-
tation in Table l. -
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TABLE I

A high-level pseudo-code representation of a computer program embodying the invention
for a hard disk drive sequence after power-on through the firs! X number of READ commands from
a host computer.

1) disk drive diagnostics successfully complete
2) all drive ache segments are filled with data that was requested from the previous

POWCI-On
the power-on prefetch table is read from the reserved area on the disk intoSRAM
a series of tasks are initiated, by creating task control blocks (PCB) and
starting them much like they would normally be started upon command
receipt, to read the data the power-on prefetch table points to into data bulferRAM.

3) drive goes into its idle loop
4) command is received from host
5) n TCB is built to handle command
ti) is the command a read?

Y) is the preietch flag active‘!
Y) store the lomttinn and length of the requested record for the

subsequent power-on or rest: cycle.(niche read miss thrshold exceeded?
Y) set prefetch flag inactivedata in cache?

N’) increment cache read miss count
normal read processing, set up hardware and start transfer. disk tocache
prefetch flag active?

Y) when transfer complete, use next entry in prefetch table to build TCB
to fetch data into some segment as last transfer. TCB is activated asif a command was received across the interface.

N) is the command a write?
Y) Prefetch flag active?

Y) write threshold count exceeded?
Y) set prefetch flag inactive
N) increment write threshld count

proceed using existing data access and command processing methods
7) whenever command is received from host, go to (3)4
8) during idle time the revised table is stored onto the reserve area of the disk (only

done once per power onlreset session).

Note <a>: The file side code (software that worlrs very close to the disk side of the hardware, as
opposed to the IDEISCSI‘ or host side of the hardware) operates quasi-independently from host side
code (it is linked together through TCBS and other global variables). The hardware can support con-
current host and file side operations.

While the particular METHOD FOR MINIMIZING A
COMPUTER’S INITIAL PROGRAM LOAD TIME
AFTER A SYSTEM RESET OR A POWER-ON USING
NON-VOLATILE STORAGE as herein shown and

described in detail is fully capable of attaining the above-
described objects of the invention, it is to be understood that
it is the presently preferred embodiment of the present
invention and is thus representative of the subject matter
which is broadly contemplated by the present invention, that
the scope of the present invention fully encompasses other
embodiments which may become obvious to those skilled in
the art, and that the scope of the present invention is
accordingly to be limited by nothing other than the appended
claims.

We claim:

1. A computer program product for use with a peripheral
storage apparatus including at leastone data storage element _
and a data cache, comprising:

a computer program storage medium readable by a digital
processing apparatus; and

a program means on the program storage medium and
including instructions executable by the digital pro-
cessing apparatus for causing the digital processing
apparatus to copy data stored on the data storage
element to the data cache by:
after an initial power-up or reset of the peripheral

storage apparatus and a host computer associated
with the peripheral storage apparatus, receiving a
read command from the host computer for transfer-

01/29/2004 , EAST

ring to the host computer a data record of a program
stored on the data storage element;

in response to receiving, generating and storing in the
peripheral storage apparatus a prefetch table repre-
sentative of a storage location and length of the data
record requested by the initial read command;

after a subsequent power-on or reset of the peripheral
storage apparatus, and during a second power-on or
reset of the host computer, accessing by the periph-
eral storage apparatus the prefetch table to read the
data record into the data cache; and

in response to subsequent read commands from the host
computer, determining whether records requested by
the subsequent read commands are stored in the data
cache, and if so, communicating the records from the
data cache to the host computer, and otherwise
communicating the records from the data storage
element to the host computer.

2. The computer program product of claim 1, wherein
accessing and determining are repeated for each power-on or
reset of the host computer, the program means further
causing the digital processing apparatus to:

increment a read counter when it is determined that

records requested by the subsequent read command are
not stored in the data cache.

3. The computer program product of claim 1, wherein the
program means further causes the digital processing appa-
ratus to updatethe data prefetch table.

4. The computer program product of claim 1, in combi-
nation with the storage apparatus.
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5. The computer program product of claim 2, wherein the
program means further causes the digital processing appa-ratus to:

communicate the records from the data storage element to
the host computer when the read counter exceeds a '5
predetermined threshold; and

set a prefetch flag to inactive when the read counter
exceeds the predetermined threshold.

6. The combination of claim 4, in further combination
with the host computer. '

7. The computer program product of claim 4, wherein the
storage apparatus is a disk drive.

8. The computer program product of claim 5, wherein the
program means further causes the digital processing appa-
ratus to set the prefetch flag to inactive when a predetcr-’
mined number of write commands from the host computer
to the peripheral storage apparatus have been received.

9. The computer program product of claim 5, wherein the
program means further causes the digital processing appa-
ratus to: "

after communicating, when the prefetch flag is inactive,
determine Whether the peripheral storage apparatus is
idle and if so, store the prefetch table on the data
storage element.

10. The computer program product of claim 7, wherei
the data storage element is a disk. ~

11. A computer program product for use with a host-
computer coupled to a peripheral storage apparatus includ-
ing at least one data storage element having a program stored
thereon and a data cache, comprising:

a data storage device for use within a peripheral storage
apparatus, the data storage device including a computer
usable medium having computer readable program

10

15

20

15

means for loading the program from the peripheral _
storage apparatus to the host computer during power-on
or reset of the host computer, comprising:
computer readable code means for receiving a com-

mand from the host computer during it power-up or
reset of the host computer;

computer readable code means for, when the command
is a read command, generating and storing in the
peripheral storage apparatus a prefetch table repre-
sentative of at least a storage location of the records
requested by the read command for transfer of the
records from the data storage element to the data
cache for a subsequent power-on or reset of the host
computer;

computer readable code means for determining
whether the records have been stored in the data

cache in response to a previous power-on or reset of
the host computer; and

computer readable code means for communicating the
records on the host computer in response to the code
means for determining.

12. The computer program product of claim 11, wherein
the code means for communicating transfers the records
from the cache if the records are in the cache, and otherwise
from the data storage element.

13. The computer program product of claim 12, wherein
the length of the records is recorded in the prefetch table, and
the computer program product further comprises:

computer readable code means for updating the prefetch
table when a record or the storage location of a record
requested during a subsequent power-on or reset of the
host computer is different from the storage location or
record represented in the prefetch table.

55

60
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14. The computer program product of claim 13, further
comprising:

computer readable code means for incrementing a read
counter when records requested by the read command
are not stored in the cache;

computer readable code means for communicating the
records from the data storage element to the host
computer when the read counter exceeds a predeter-
mined threshold;

computer readable code means for setting a prefetch flag
to inactive when the read counter exceeds the prede-
termined threshold; and

computer readable code means for setting the prefetch
flag to inactive when a predetermined number of write
commands from the host computer to the peripheral
storage apparatus have been received.

15. The computer program product of claim 14, further
comprising computer readable code means for, after the
communicating step and when the prefetch flag is inactive,
determining whether the peripheral storage apparatus is idle
and if so, storing the prefetch table on the data storage
element.

16. The computer program product of claim 15, in com-
bination with the peripheral storage apparatus.

17. The computer program product of claim 16, wherein
the peripheral storage apparatus is a disk drive.

18. The combination of claim 16, in further combination
with the host computer.

19. The computer program product of claim 17, wherein
the data storage element is a disk.

20. A method for causing a computer program stored in a
data storage element in a peripheral storage apparatus of a
computer system to be loaded to a host computer, the
method comprising the steps of:

after power-up or reset, receiving a read command from
the host computer for transferring a data record of a
computer program stored on the data storage element to
the host computer;

in response to receiving, generating and storing in the
peripheral storage apparatus a prefetch table represen-
tative of a storage location and length of the data record
requested by the initial read command;

after a subsequent power-on or reset of the peripheral
storage apparatus, and during a second power-on or
reset of the host computer, accessing by the peripheral
storage apparatus the prefetch table to read the data
record into the data cache; and

in response to subsequent read commands from the host
computer, determining whether records requested by
the subsequent read commands are stored in the data
cache, and if so, communicating the records from the
data cache to the host computer, and otherwise com-
municating the records from the data storage element to
the host computer.

2]. The method of claim 20, wherein the accessing and
determining steps are repeated for each power-on or reset of
the host computer, and the method steps further comprise:

incrementing a read counter when it is determined during
the determining step that records requested by the
subsequent read command are not stored in the data
cache.

22. The method of claim 20, wherein the method steps
further include updating the data prefetch table.

23. The method of claim 21, wherein the method steps
further comprise:

communicating the records from the data storage element
to the host computer when the read counter exceeds a
predetermined threshold; and
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setting a prefetch flag to inactive when the read counter
exceeds the predetermined threshold.

24. The method of claim 23, wherein the method steps
further comprise setting the prefetch flag to inactive when a
predetermined number of write commands from the host
computer to the peripheral storage apparatus have been
received.

25. The method of claim 23, wherein the method steps
further comprise:

after the communicating step, when the prefetch flag is 1
inactive, determining whether the peripheral storage
apparatus is idle and if so, storing the prefetch table on
the data storage element.

26. The method of claim 23, wherein the peripheral
storage apparatus is a disk drive.

27. The method of claim 26, wherein the data storage
element is a disk.

28. A disk drive, comprising:
one or more read heads for reading from one or more

disks of the disk drive;
a data cache comprising a random access memory

(RAM);
a controller;
the controller being operative to execute the following

steps after a power—up or reset of the disk drive and a
host computer associated with the disk drive:
receiving, from the host computer, a read command

which requests data records of an application pro_-,
gram stored on the one or more disks;

generating and storing a prefetch table in the disk drive
in response to receiving the read command, :the
prefetch table representing disk storage location and
length of the data records requested by the read
command;

the controller being operative to execute the following
steps for subsequent power-up or resets of the disk
drive and host computer:
receiving, from the host computer, a subsequent read

command which requests data records stored on the
one or more disks;

prior to receiving the subsequent read command, iden-
tifying and locating the data records of the applica-
tion program on the one or more disks based on the
disk storage location and length represented in the
prefetch table;

prior to receiving the subsequent read command, and
upon identifying and locating the data records, read-
ing the data records of the application program from
the one or more disks and storing them in the data
cache; and

in response to receiving the subsequent read command,
communicating the prestored data records of ;the
application program from the data cache to the host
computer if the subsequent read command requests
those data records, and otherwise accessing data
records from the one or more disks for communi-
cating. »

29. The disk drive according to claim 28, wherein the one
or more disks comprise one or more hard disks and the disk
drive comprises a hard drive.

30. The disk drive according to claim 28, wherein the
controller is further operative to execute the following steps
for subsequent power-up or resets of the disk drive and host
computer:

determining whether the subsequent read command
requests the prestored data records in the data cache;
and

12

updating the prefetch table with disk storage location and
length corresponding to those data records being
requested by the subsequent read command when those
data records are not the same as the prestored data
records in the data cache.

31. The disk drive according to claim 28, wherein the one
or more disks comprise one or more hard disks and the disk
drive comprises a hard drive, and wherein the controller is
further operative to execute the following steps for subse-

0 quent power-up or resets of the disk drive and host com-puter:
determining whether the subsequent read command

requests the prestored data records in the data cache;
and

updating the prefetch table with disk storage location and
length corresponding to those data records being
requested by the subsequent read command when those
data records are not the same as the prestored data
records in the data cache.

32. A method for reducing an initial program load time
with use of a hard drive, the method comprising:

after a power-up or reset of the hard drive and a host
computer associated therewith, the following steps
being performed by and at the hard drive:
receiving, fiom the host computer, a read command

which requests data records of an application pro-
gram stored on one or more hard disks of the hard
drive;

generating and storing a prefetch table in response to
receiving the read command. the prefetch table rep-
resenting disk storage location and length of the data
records requested by the read command;

for subsequent power-up or resets of the hard drive and
host computer, the following steps being performed by
and at the hard drive:

receiving, from the host computer, a subsequent read
command which requests data records stored on the
one or more hard disks;

prior to receiving the subsequent read command, iden-
tifying and locating the data records of the applica-
tion program on the one or more hard disks based on
the disk storage location and length represented in
the prefetch table;

prior to receiving the subsequent read command, and
upon identifying and locating the data records, read-
ing the data records of the application program from
the one or more hard disks and storing them in a data
cache in the hard drive; and

in response to receiving the subsequent read command,
communicating the prestored data records of the
application program from the data cache if the sub-
sequent read command requests those data records,
and otherwise accessing data records from the one or
more hard disks for communicating.

33. The method according to claim 32, further comprising
for the subsequent power-up or resets of the hard drive and
host computer:

determining whether the subsequent read command
requests the prestored data records in the data cache;
and

updating the prefetch table with disk storage location and
length of those data records being requested by the
subsequent read command when those data records are
not the same as the prestored data records in the data
cache.
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METHOD AND APPARATUS FOR
PRELOADING DATA IN A DISTRIBUTED

DATA PROCESSING SYSTEM

CROSS REFERENCE TO RELATED
APPLICATION

The present invention is related to an application entitled
Method and Apparatus For Hibernation Within A Distributed
Data Processing System, Ser. No. 09/062,885, filed Apr. 20,
1998, now U.S. Pat. No. 6,101,601, assigned to the same
asignee and incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Technical Field

The present invention relates to an improved distributed
data processing system and in particular to an improved
method and apparatus for managing data processing systems
within a distributed data processing system. Still more
particularly, the present invention relates to a method and
apparatus for pre-loading data within a distributed data
processing system.

2. Description of Related Art
Acomputer includes both a physical machine, namely the

hardware, and the instructions which cause the physical
machine to operate, namely the software. Software includes
both application and operating system programs. If the
program is simply to do tasks for a user, such as solving
specific problems, it is referred to as application software. If
a program controls the hardware of the computer and the
execution of the application programs, it is called operating
system software. System software further includes the oper-
ating system, the program which controls the actual com-
puter or central processing unit (CPU), and device drivers
which control the input and output devices (I/0) such as
printers and terminals.

A general purpose computer is fairly complicated. Usu-
ally a queue of application programs is present waiting to
use the CPU. The operating system will need to determine
which program will run next, how much of the CPU time it
will be allowed to use and what other computer resources the
application will be allowed to use. Further, each application
program will require a special input or output device and the
application program must transfer its data to the operating
system, which controls the device drivers.

A network containing a number of computers may be
formed by having these computers, also referred to as
“nodes” or “network computers”, communicate with each
other over one or more communications links, which is an
aggregation which is a computer network. Today, many
computer workstations are connected to other workstations,
file sewers, or other resources over a local area network

Each computer on a network is connected to the
network via an adapter card or other similar means, which
provides an ability to establish a communications link to the
network.

Recently, in a many network computer paradigms, appli-
cations are stored on a server and are sent to other network

computers (NCS), also referred to as “clients”.
A problem exists for network-loaded applications or

images. In a network computing environment, when a
client’s system applications are acce$ed across the network,
a run time problem in the application may occur due to
constraints, such as, network traflic, application or image
size, or initialization of the image. Such a situation may
result in minutes being required to execute an application or

2

portions of the application. In addition, as an application is
executed on a client, additional code in the form of pages
may be required to continue execution of the application. In
such an instance, these additional pages are downloaded
from the server, requiring additional access across the net-
work. A “page” is a fixed size block of memory. When a
page is used in a paging memory system, a page is a block
of memory whose physical address can be changed via
mapping hardware.

Therefore, it would be advantageous to have an improved
method and apparatus for executing applications across a
network.

SUMMARY OF THE INVENTION

It is one object of the present invention to provide an
improved distributed data processing system.

It is another object of the present invention to provide an
improved method and apparatus for managing data process-
ing systems within a distributed data processing system.

It is yet another object of the present invention to provide
a method and apparatus for pre-loading data within a dis-
tributed data processing system.

The present invention provides a method and apparatus
for reducing time needed to initialize a data processing
system and to execute applications on the data processing
system. In accordance with a preferred embodiment of the
present invention, pages for an application are pre-loaded
onto a client from a server. The pre-loading of the applica-
tion includes loading pages that will be required for excep-
tion of the application in preparation for hibernation. These
pages may include other pages for executable code or data
that will be used during execution of the application.
Subsequently, the application is executed using the locally
stored pages without having to retrieve pages from theserver. I

In addition, an application is provided with an opportunity
to prepare itself for hibernation via hibernation notification.
For example, the application may read and process files from
the server. This processing is done once prior to hibernation
and is not required for later executions of the application.

BRIEF DESCRIPTION OF THE DRAWINGS
The novel features believed characteristic of the invention

are set forth in the appended claims. The invention itself,
however, as well as a preferred mode of use, further objec-
tives and advantages thereof, will best be understood by
reference to the following detailed description of an illus-
trative embodiment when read in conjunction with the
accompanying drawings, wherein:

FIG. 1 is a diagram of a distributed data processing
system in accordance with a preferred embodiment of the
present invention;

FIG. 2 is a block diagram of a data processing system in
which the present invention may be implemented;

FIG. 3 is a block diagram of components used in man-
aging a network computer in accordance with a preferred
embodiment of the present invention;

FIG. 4 is a flowchart of a process for registering an
application for hibernation notification in accordance with a
preferred embodiment of the present invention;

FIG. 5 is a flowchart of a process used by a network
computer to pre-load modules from a server in accordance
with a preferred embodiment of the present invention,

FIG. 6 is a flowchart of a process used by a network
computer for determining which modules to pre-load in
accordance with a preferred embodiment of the present
invention;
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FIG. 7 is a flowchan ofa process for pre-loading pages in
accordance with a preferred embodiment of the present
invention; and

FIG. 8, a flowchart of a process for boating a network
computer in accordance with a preferred embodiment of the
present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

With reference now to the figures, and in particular with
reference to FIG. 1, a diagram of a distributed data process-
ing system is depicted in accordance with a preferred
embodiment of the present invention. Distributed data pro-
cessing system 100 is a network of computers in which the
present invention may be implemented. Distributed data
processing system 100 contains a network 102, which is the
medium used to provide communications links between
various devices and computers connected together within
distributed data procesing system 100. Network 102 may
include permanent connections, such as wire or fiber optic
cables, or temporary connections made through telephone
connections.

In the depicted example, a server 104 is connected to
network 102 along with storage unit 106. In addition,
network computers (NCs) 108, 110, and 112 also are con-
nected to network 102. For purposes of this application, a
network computer is any computer, coupled to a network,
which receives a boot image front another computer coupled
to the network and also may be a server managed computer.
Server 104 provides data, such as boot files, operating
system images, and applications to NCs 108-112. NCs 108,
110, and 112 are clients to server 104. Distributed data
processing system 100 may include additional servers, NCs,
and other devices not shown. FIG. 1 is intended as an
example, and not as an architectural limitation for the
processes of the present invention.

Turning next to FIG. 2, a block diagram of a data
processing system 200 in which the present invention may
be implemented is illustrated. Data processing system 200
employs a peripheral component interconnect (PCI) local
bus architecture. Although the depicted example employs a
PCI bus, other bus architectures such as Micro Channel and
ISA may be used. Processor 202 and main memory 204 are
connected to PCI local bus 206 through PCI bridge 208. PCI
bridge 208 also may include an integrated memory control-
ler and cache memory for processor 202. Additional con-
nections to PCI local bus 206 may be made through direct
component interconnection or through add-in boards. In the
depicted example, local area network (LAN) adapter 210,
SCSI host bus adapter 212, and expansion bus interface 214
are connected to PCI local bus 206 by direct component
connection. In contrast, audio adapter 216, graphics adapter
218, and audio/video adapter 219 are connected to
PCI local bus 206 by add-in boards inserted into expansion
slots. Expansion bus interface 214 provides a connection for
a keyboard and mouse adapter 220, modern 222, and addi-
tional memory 224. SCSI host bus adapter 212 provides a
connection for hard disk drive 226, tape drive 228, and
CD-ROM 230 in the depicted example. Typical PCI local
bus implementations will support three or four PCI expan-
sion slots or add—in connectors.

Those of ordinary skill in the art will appreciate that the
hardware in FIG. 2 may vary depending on the implemen-
tation. For example, other peripheral devices, such as optical
disk drives and the like may be used in addition to or in place
of the hardware depicted in FIG. 2. Implemented as an NC,

20
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data processing system 200 may include fewer components
than illustrated in FIG. 2. For example, many NCs may be
disldess or have only a single storage device, such as hard
disk drive 226. Data processing system 200 also may be
implemented as a server. The depicted example is not meant
to imply architectural limitations with respect to the present
invention.

The present invention provides a method and system for
minimizing tra.iIic within a distributed data processing sys-
tem by pre-loading client images for applications onto client
network computers for use in a hibemated environment. In
the depicted example, the processes of the present invention
are implemented in the operating system on the client data
processing system.

Turning next to FIG. 3, a block diagram of components
used in managing a network computer is depicted in accor-
dance with a preferred embodiment of the present invention.
In the depicted example in FIG. 3, server 300 downloads
pages 302-308 for application 309 to NC 310 using com-
munications link 312. In the depicted example, a page is a
fixed-size block of memory. When used in the context of a
paging memory system, a page is a block of memory whose
physical address can be changed via mapping hardware.
These pages may include execution code and data for an
application used on NC 310. Typically, only some pages for
the application are initially sent to NC 310. Thus, hibemat~
ing NC 310 at this point would provide some benefits at boot
up, but would still require accessing server 300 to load any
other pages that the application would need during runtime.
According to the present invention, in response to NC 310
receiving a hibernation request from server 300, all of the
pages for an application would be sent to NC 310. After all
of the pages have been sent to NC 310, NC 310 is hibemated
in a known or selected state to produce image 314, which
may be used to restart NC 310, when NC 310 is restarted and
unhibemation is appropriate. These pages are stored in a
paging space or paging file in image 314. Hibernation
involves saving the state of a computer, such as a NC.
Hibernation is implementation specific and the data may be
saved in a file or raw I/O format located on a storage device,
such as a hard disk drive or a static RAM. More information

on hibernation may be found in Method and Apparatus for
Hibernation Within A Distributed Data Processing System,
serial no. 09/062,885, filed on Apr. 20, 1998.

[n this manner, applications are pre-loaded onto NC 310
such that network traflic within the distributed data process-
ing system is reduced by reducing the number of accesses to
server 300. In addition, the present invention may notify an
application that hibernation will occur and allows the appli-
cation to perform whatever processes are necessary to
prepare for hibernation. These processes may include, for
example, reading and processing additional files from the
sewer or processing data. In the depicted example, an
application is notified if the application has registered for
hibernation notification. In the depicted example, each appli-
cation individually registers hibernation notification for
hibernation.

With reference now to FIG. 4, a flowchart of a process for
registering an application for hibernation notification is
illustrated in accordance with a preferred embodiment of the
present invention. The process begins with the booting of the
NC (step 400). Thereafter, an application starts (step 402),
and a determination is made as to whether the application is
one that will register for hibernation notification. (step 404).
If the application is to register for hibernation notification it
issues an API call. Thereafter hibernation notification infor-

mation for the application is stored (step Registration
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involves employing an API to inform the operating system
to call a selected function for the application when hiber-
nation occurs. Thereafter, a determination is made as to
whether more applications are started (step 408). If more
applications are started, the process retums to step 402.
Otherwise, the NC executes in a normal fashion (step 410).
With reference again to step 404, if the application does not
register for hibernation notification, the process proceeds
directly to step 408.

Turning next to FIG. 5, a flowchart of a process used by
a network computer to pre-load modules from a server is
depicted in accordance with a preferred embodiment of the
present invention. The process begins by receiving a request
to hibernate the network computer (step 500). Thereafter, the
set of modules that are to be prc-loadcd is identified (step
502). These modules may be, for example, executable
programs for the application or images containing the
executable programs, dynamic link library (DLL) files, or
memory pages. The identified modules are then loaded onto
the local network computer (step 504). Identified modules
are modules that are identified by the system administrator
as a set of executables that will normally be executed on a
particular network computer. Thereafter, a determination is
made as to whether applications are registered for hiberna-
tion notification (step 506). If any application has been
registered for hibernation notification, the process then calls
the hibernation notification routine for the applications (step
508). Calling the hibernation notification routine for an
application allows the application to pull and process appli-
cation specific information, such as, for example, files from
the server.A determination is then made as to whether more

registered notification routines are present for execution
(step 510). If additional hibernation notification routines are
present, the process retums to step 508. Otherwise, hiber-
nation of the network computer is initiated (step 512). With
reference again to step 506, if no applications are registered
for hibernation notification, the process also proceeds to step
512 to initiate hibernation.

Turning now to FIG. 6, a flowchart of a process used by
a network computer for determining which modules to
pre-load is illustrated in accordance with a preferred
embodiment of the present invention. In the depicted
example, the end user tells system administrator what appli-
cations will be used on the network computer. Of course,
other mechanisms may be used such as having the system
administrator select the applications. FIG. 6 is a more
detailed description of steps S02 and 504 in FIG. 5. The
process begins by sending a message to the sewer, request-
ing a list of modules or executable files to pre~load onto the
network computer (step 600). In response to this request, a
list of the modules is received from the server (step 602).
The process then obtains the next pre-load entry on the list
(step 604). The list of modules may take various forms
depending on the implementation. A list may include, for
example, the path and name of the module. Alternatively, the
list may include the name of module and a list of pages from
the module to load from. In this manner a network computer
that has limited resources can have cnicial portions of an
application loaded while omitting pages that are not fre-
quently used. ‘Thereafter, the application or modules are
loaded onto the network computer from the server (step
606). After loading of the application, a determination is
made as to whether additional entries are present on the list
(step 608). If additional entries are present, the process
returns to step 604 to obtain the next entry. Otherwise, the
list of executables and DLIs currently in use are traversed
and all of the pages for these files are pre-loaded onto the

6

network computer (step 610) with the procem terminating
thereafter. After pre—loading all of the pages for all
applications, hibernation is used to save an image of the
network computer.

Turning next to FIG. 7, a flowchart of a process for
pre—loading pages is depicted in accordance with a preferred
embodiment of the present invention. FIG. 7 is a more
detailed description of step 610 in FIG. 6. The process
begins by receiving a request to pre—load pages (step 700).
Thereafter, a page is retrieved from the source (the server)
and across the network and stored in the network computer
(step 702). After the page has been retrieved, the page is
expanded and fixed up, if required (step 704). In the depicted
example, pages may be retrieved from the module on the
server and may be in a compressed form. In such an
instance, decompression is performed so that each time the
page is accessed by the network computer, it does not have
to be uncompressed. Fix up of code occurs to provide any
needed fix up of relocatable addresses referenced in the
code. Such a feature allows for relocation of code in

memory. A determination is then made as to whether addi-
tional pages are present for retrieval from the source (step
706). If additional pages are present for retrieval from the
source, the process then returns to step 702 to retrieve the
next page. Otherwise, the process of pre—loading pages is
finished.

With reference now to FIG. 8, a flowchart of a process for
booting a network computer is depicted in accordance with
a preferred embodiment of the present invention. Process
begins with a system event such as the power being turned
on at the network computer (step 800). Thereafter, devices
are initialized in the BIOS (step 802), and control is passed
to the operating system (step 804). The network computer
then polls the server to determine whether to unhibernate
(step 806). The polling may be accomplished using a known
network protocol. Unhibernate means to restore the stored
state of the system back to the physical state, e.g. restore
device states, load physical memory, and set paging space
back to pre-hibernated state. If the NC is to unltibernatc
locally, the server returns information describing properties
and location of the hibernated image (step 808). Examples
ofcriteria that may be used by a server to determine whether
to unhibernate locally or to use an image from the server
include the addition of new devices to the hardware, changes
in applications used by the network computer, or updates to
operating systems. The network computer then restores
itself to the desired state from the local hibernation image
(step 810), with the boot process terminating thereafter.

With reference again to step 806, if the server indicates
that a normal network boot is to be employed, normal
network I/O occurs to remotely boot the NC (step 812) with
the boot process terminating thereafter. The server may
indicate that a normal network boot is to be employed in
order to download new data, such as, for example, updated
operating systems, applications, or configurations.
Additionally, new applications may be loaded from the
server to the NC. After a normal network boot, the NC may
then be instructed to save an image of the system for
hibernation using the processes of the present invention.

Thus, the present invention provides an improved method
and apparatus for reducing the amount of network access
needed to execute applications on a network computer. The
present invention also decreases boot time and run time
using the hibernation mechanism described above. The
present invention provides this advantage by pre-loading
pages for modules required for execution of applications at
the time the NC is requested to hibernate. In addition, the

01/28/2004, EAST Version: 1.4.1
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present invention provides hibernation notification to regis-
tered applications, which allows an application to perform
necessary tasks for hibernation. For example, when notified,
a word processing program may pre-load macros in response
to receiving hibernation notification, rather than Waiting for
a macro to be executed. This mechanism reduces the need to
access the server at a later time for additional pages and
eliminates the need for the network computer to re-load the
application from the server each time the application is run.

It is important to note that while the present invention has
been described in the context of a fully functioning data
processing system, those of ordinary skill in the art will
appreciate that the processes of the present invention are
capable of being distributed in a form of a computer readable
medium of instructions and a variety of forms and that the
present invention applies equally regardless of the particular
type of signal bearing media actually used to carry out the
distribution. Examples of computer readable media include
recordable-type media such a floppy disc, a hard disk drive,
a RAM, and CD-ROMs and transmission-type media such
as digital and analog communications links.

The description of the present invention has been pre-
sented for purposes of illustration and description, but is notlimited to be exhaustive or limited to the invention in the

form disclosed. Many modifications and variations will be
apparent to those of ordinary skill in the art. The embodi-
ment was chosen and described in order to best explain the
principles of the invention, the practical application, and to
enable others of ordinary skill in the art to understand the
invention for various embodiments with various modifica-
tions as are suited to the particular use contemplated.

What is claimed is:
1. A method for reducing network traflic in a distributed

data processing system, the method comprising:
pre-loading a plurality of pages associated with an appli-

cation onto a client data processing system from a
server data processing system;

hibernating the client data processing system after the
plurality of pages has been pre-loaded onto the client
data processing system to form an image containing the
plurality of pages; and

executing the application using plurality of pages on the
client data processing system, wherein the client data pro-
cessing system is unhibernated, the application is executed
using the image without accessing the sewer data processing
system.

2. The method of claim 1, wherein each page is locally
stored in a paging file within the client data processing
system.

3. The method of claim 1, wherein the plurality of pages
are in a compressed format and former comprising decom-
pressing the plurality of pages.

4. The method of claim 1, wherein the step of hibernating
the client data processing system includes notifying the
application that hibernation of the client data processing
system will occur.

5. Amethod in a data processing system for reducing time
needed to access client images in a distributed data process-
ing system, the method comprising:

transferring a plurality of memory pages for an applica-
tion from a server to a client, wherein the plurality of
pages includes code needed to execute the application
each time the application is started;

storing the plurality of memory pages for the application
within the client;

accessing the stored plurality of memory pages when
executing the application without accessing the server
to execute the application;

8

hiberating die client;
unhibernating the client; and
executing the application only using the plurality ofpages

stored within client.
6. The method of claim 5, wherein the plurality of

memory pages is stored in a paging file within the client.
7. A method in a distributed data processing system for

executing an application on a client data processing system,
wherein the application is stored on a server and includes a
plurality of portions, the method comprising:

pre-loading the plurality of ponions for the application
onto a client data processing system from a server
within the distributed data processing system;

hibernating the client data processing system after the
plurality of portions have been pre-loaded onto the
client data processing system, wherein the plurality of
portions for the application are stored within the client
data processing system; and

executing the application after unhibemating the client
data processing system using the stored plurality of
portions for the application without accessing the
server data processing system to execute the applica-
tion.

8. The method of claim 7, wherein the plurality of
portions is a plurality of pages.

9. The method of claim 7, wherein the plurality of
portions includes a number of executable files.

10. The method of claim 7, wherein the plurality of
portions includes a number of dynamic—link library files.

11. A data processing system for reducing network traffic
in a distributed data processing system, the data processing
system comprising:

pre-loading means for pre-loading a plurality of pages
associated with an application onto a client data pro-
cessing system from a server data processing system;

hibernation means for hibernating the client data proces-
ing system after the plurality of pages has been pre-
loaded onto the client data processing system to form
an image containing the plurality of pages; and

execution means for executing the application using plu-
rality of pages on the client data processing system
each time the application is run using the image without
accessing the server data proccsing system.

12. The data processing system of claim 11, wherein each
page is locally stored in a paging file within the client data
processing system.

13. The data processing system ofclaim 11, wherein the
plurality of pages is in a compressed format and further
comprising decompression means for decompressing the
plurality of pages.

14. The data processing system of claim 11, wherein the
hibernation means includes notification means for notifying
the application that hibernation of the client data processing
system will occur.

15. A data processing system for reducing time needed to
access client images in a distributed data processing system,
the data processing system comprising:

transferring means for transferring a plurality of memory
pages for an application from a server to a client;

storing means for storing the plurality of memory pages
for an application within the client;

accessing means for accessing the stored plurality of
memory pages when executing the application without
accessing the server to execute the application;

hiberatiog means for hiberating the client;
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unhiberating means for unhibernating the client; and
executing means for executing the application only using

the plurality of pages stored within client.
16. The data processing system of claim 15, wherein the

plurality of memory pages is stored on a hard disk drive
within the client.

17. The data processing system of claim 15, wherein the
plurality of memory pages is stored on a tape drive Within
the client.

18. The data processing system of claim 15, wherein the
plurality of memory pages is stored in a paging file withinthe client.

19. A data processing system for executing an application
on a client data processing system, wherein the application
is stored on a sewer and includes a plurality of portions, the
data processing system comprising:

pre—loading means for pre—loading the plurality of por-
tions for the application onto the client data processing
system from a server Within the distributed data pro-
cessing system;

hibernation means for hibernating the client data process-
ing system after the plurality of portions have been
pre-loaded onto the data processing system, wherein
the plurality of portions for the application are stored
within the client data processing system; and

execution means for executing the application after unhi-
bernating the client data processing system, using the
stored plurality of portions for the application without
accessing the server to execute the application.

20. The data processing system of claim 19, wherein the
plurality of portions is a plurality of pages.

10

21. The data processing system of claim 19, wherein the
plurality of portions includes a number of executable files.

22. The data processing system of claim 19, wherein the
plurality of portions includes a number of dynamic-link
library files.

23. The data procesing system of claim 19 further
comprising notification means for notifying the application
to prepare for hibernation after the pre-loading means has
pre-loaded the plurality of pages.

24. A computer program product for executing an appli-
cation on a client data processing system within a distributed
data processing system, the computer program product
comprising:

first instructions for pre-loading a plurality of pages
associated with an application onto the client data
processing system from a server data processing sys-
tem;

second instructions for hibernating the client data pro-
cessing system after the plurality of pages has been
pre-loaded onto the client data processing system to
form an image containing the plurality of pages; and

third instructions for executing the application using the
plurality of pages on the client data processing system
after each time the application is executed using the
image without accessing the server data processing
system.

25. The computer program product of claim 24, further
comprising fourth instructions for notifying the application
that hibernation of the client data processing system will

30 occur, wherein the application may prepare for hibernation.
It * It ‘K it
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however, that in addition to apprising the Examiner of these

particular items, they will assist in identifying fields of

search and in making as full and complete a search as possible.

The filing of this information disclosure statement is

not an admission that the information cited herein is, or is
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of this application.
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37 C.F.R. § 1.491 in an international application.
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in condition for allowance. Early and favorable consideration of
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PTO/SB/01 (6/95)

I believe that I am the original, first and sole (if only one name is listed below), or an original, first and joint inventor

(ifplural names are listed below), of the subject matter which is claimed and for which a patent is sought on the invention
entitled:

TITLE: SYSTEMS AND METHODS FOR ACCELERATED LOADING OF OPERATING

SYSTEMS AND APPLICATION PROGRAMS

the specification of which either is attached hereto or indicates an attorney docket no. , or:

[X] was filed in the U.S. Patent & Trademark Office on Februagg 2, 2001 and assigned Serial No. 09/776 267,

El and (if applicable) was amended on ,

I hereby state that I have reviewed and understand the contents of the above—identified specification, including the claims,

as amended by any amendment referred to above. I acknowledge the duty to disclose information which is material to

patentability and to the examination of this application in accordance with Title 37 of the Code of Federal Regulations §1.56.

I hereby claim foreign priority benefits under Title 35, U.S. Code §l l9(a)-(d) or §365(b) of any foreign application(s) for patent
or inventor’s certificate, or §365(a) of any PCT international application which designated at least one country other than the

United States, or §l l9(e) of any United States provisional application(s), listed below and have also identified below any foreign

applications for patent or inventor’s certificate having a filing date before that of the application on which priority is claimed:
Priority Claimed:

Yes [ ] No [ ]

(Application Number) (Country) Day/Month/Yearfiled)

Yes [ ] No [ ]

(Application Number) (Country) (Day/Month/Yearfiled)

I hereby claim the benefit under Title 35, U.S. Code, §l20, of any United States application(s), or §365(c) of any PCT

International application designating the United States, listed below and, insofar as the subject matter of each of the claims of

this, application is not disclosed in the prior United States or PCT International application(s) in the manner provided by the first

paragraph of Title 35, U.S. Code, §l12, I acknowledge the duty to disclose information material to patentability as defined in

Title 37, The Code of Federal Regulations, §l.56(a) which became available between the filing date of the prior application and

the-national or PCT international filing date of this application:

60/ 180,114 February 3, 2000 Pending

(Application Serial Number) (Filing Date) (STATUS: patented, pending, abandoned)

(Application Serial Number) (Filing Date) (STATUS: patented, pending, abandoned)

I hereby appoint the following attorneys: FRANK CHAU, Reg. No. 34,136; JAMES J. BITETTO, Reg. No.

40,513, FRANK V. DeROSA, Reg. No. 43,584; and GASPARE J. RANDAZZO, Reg. No. 41,528, each of them of F.

CHAU & ASSOCIATES, LLP, 1900 Hempstead Turnpike, Suite 501, East Meadow, New York 11554 to prosecute this

application and to transact all business in the U.S. Patent and Trademark Office connected therewith and with any divisional,

continuation, continuation—in-part, reissue or re-examination application, with full power of appointment and with full power

to substitute an associate attorney or agent, and to receive all patents which may issue thereon, and request that all

correspondence be addressed to:
Frank Chau, Esq.
F. CHAU & ASSOCIATES, LLP

1900 Hempstead Turnpike, Suite 501
East Meadow, New York 11554

P Area Code: 516-357-0091
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I HEREBY DECLARE that all staterms made herein of my own knowledge “ rue and that all statements made oninformation and belief are believed to b _ e; and further that these statements were e with the knowledge that willful false
statements and the like so made are punishable by fine or imprisonment, or both, undei §1001 of Title 18 U.S. Code and that
such willful false statements may jeopardize the validity of the application or any patent issued thereon.

FULL NAME OF FIRST OR SOLE INVENTOR: James J. Fallon Citizenship USA

Inventor’s signature: I Date: %"/4&2
Residence & Post Off : 11 Wampus Close, Armonk

New York 10504

FULL NAME OF SECOND INVENTOR: John Buck Citizenship USA

Inventor’s signature: 7 Date: [0 /
Residence & Post Office A ress: 362 ristopher Street, Oceanside, New York 11572

FULL NAME OF THIRD INVENTOR: Paul F. Pickel I ' Citizenship USA

Inventor’s signature: Date: Zfzbl
Residence & Post Office Address: 225 Stewart Avenue, Bethpage, New York 11714

FULL NAME OF FOURTH NTOR' Stephen J. *4 s»&LA( I‘) Citizenship USAP

Inventor’s signature: Date: | .[-2°/oz
Residence & Post Office Addres Street, New York, New York 10003

FULL NAME OF FIFTH INVENTOR: Citizenship

Inventor’s signature: ' Date:
Residence & Post Office Address:

FULL NAME OF SIXTH INVENTOR:

Inventor’s signature:
Residence & Post Office Address:

FULL NAME OF SEVENTH INVENTOR:

Inventor’s signature:
Residence & Post Office Address:

Page 2 of 2
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H 'A' P§T§IT D I
IN THQJNITED STATES PATENT AND T -1 EMARK OFFICE

Docket: 8,011-15

09/776,267

February 2, 2001

SYSTEMS AND METHODS FOR ACCELERATED LOADING

OF OPERATING SYSTEMS AND APPLICATION PROGRAMS

Assistant Commissioner for Patents

Washington, DC 20231

RESPONSE TO NOTICE TO FILE MISSING PARTS

. OF NONPROVISIONAL APPLICATION

In response to the Notice to File Missing Parts of NonprovisionalApp1ication

dated March 9 2001, Applicant encloses herewith an executed Declaration and Power of

Attorney in compliance with 37 C.F.R. §l .63; together with substitute drawings in compliance

with 37 CFR 1.84. Also enclosed is a check for $_6_§QQ to cover the surcharge under 37

C.F.R. § 1.16(e) along with a copy of the Notice to File Missing Parts of Nonprovisional

Application. A A

If the enclosed check is insufficient for any reason or becomes detached, please

charge the required fee under 37 C.F.R. § l.16(e) to Deposit Account No. 5()-(Ii. Also, in

the event any additional extensions of time are required, please treat this paper as a petition to

extend the time as required and charge Deposit Account No. 50%. TWO (2) COPIES OF

THIS SHEET ARE ENCLOSED. '

Respectfully submitted,

F1 V. DeRosa
Registration No. 43,584

Attorney for Applicant(s)

F. CHAU & ASSOCIATES, LLP '

1900 Hempstead Turnpike, Suite 510

East Meadow, New York 11554

(516) 357-0091

CERTIFICATE OF MAILING UNDER 37 C.F.R. 1.8 a

I hereby certify that this correspondence is being deposited with the United States Postal Service
as first class mail, postpaid in an envelope, addressed to the: Assistant Commissioner for Patents, Washington,

D.C. 20231 on Ma 9 20 1. Z .Dated: 0 -
Frank V. DeRosa
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Page 1 of 2

COMMISSIONER FOR PATENTS
UNITED STATEs PATENT AND TRADEMARK OFFICE

INASHINGTDN. DACI 2023!
wwwusptotgov

FIUNGIRECEIPT DATE FIRST NAMED APPLICANT
09/776,267 02/02/2001 James J. Fallon 8011-15

CONFIRMATION NO. 9730

FORMALITIES LETTER

F k Ch ,E .
Ff‘g'HAUa;AS~°;jOC,ATEs§ LU, IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII_ -oco0oooo0o5a4594e-
Suite 501

1900 Hempstead Turnpike
East Meadow, NY 11554

Date Mailed: 03/09/2001

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all

required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained
by filing a petition accompanied by the extension fee underthe provisions of 37 CFR 1.136(a).

o The oath or declaration is missing.

c To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)

of $65 for a small entity in compliance with 37 CFR 1.27, must be submitted with the missing items
identified in this letter.

a The balance due by applicant is $ 65.

The application is informal since it does not comply with the regulations for the reason(s) indicated below.
Applicant is given TWO MONTHS from the date of this Notice within which to correct the informalities
indicated below.

The required item(s) identified below must be timely submitted to avoid abandonment:

o Substitute drawings in compliance with 37 CFR 184 because:

- drawing sheets do not have the appropriate margin(s) (see 37 CFR 1.84(g)). Each
sheet must include a top margin of at least 2.5 cm. (1 inch), a left side margin of at
least 2.5 cm. (1 inch), a right side margin of at least 1.5 cm. (5/8 inch), and a
bottom margin of at least 1.0 cm. (3/8 inch);

A copy ofthis notice MUST be returned with the reply.

05/15/2001 IIZERSNI 00000050 09776257

01 rI::2o5 55-00 W
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. Page 2 of 2

g W
Customer Service Center 6
Initial Patent Examination Divisiol(703) 308-1202 _g#_’____y____ __ _

HKRT*2’-‘COPY‘TO‘BE‘RETURNED WITH RESPONSE?'x....,._,, 7 W , ,,.._ , H . ,/A _/$1,’ ,_,_+ , _ ,
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D _ ' . Page 1 of2o.

UNITED STATES PATENT AND TRADEMARK OFFICE
COMMISSIONER FOR PATENTS

UNITED STATES PATENT AND TRADEMARK OFFICE
WASHINGTON. DC. 20231

www.usptogov

FIRST NAMED APPLICANT
09/776,267 02/02/2001 James J. Fallon 8011-15

CONFIRMATION NO. 9730

FORMALITIES LETTER

;_rag;g3gg»Ag;g»¢C,A.Es, LU, llllllllllllllllllllllllllllllllllllllllllllIlllllllllllllllllllllllllllllllllI ‘ocoooooooo534594s'
Suite 501 , —

1900 Hempstead Turnpike
East Meadow, NY 11554

Date Mailed: 03/O9/2001

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER 37 CFR1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all
required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained
by filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a).

o The oath or declaration is missing.

9 To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)

of $65 for a small entity in compliance with 37 CFR 1.27, must be submitted with the missing items
identified in this letter.

a The balance due by applicant is $ 65.

The application is informal since it does not comply with the regulations for the reason(s) indicated below.
Applicant is given TWO MONTHS from the date of this Notice within which to correct the informalities
indicated below.

The required item(s) identified below must be timely submitted to avoid abandonment:

a substitute drawings in compliance with 37 CFR 1.84 because:

I drawing sheets do not have the appropriate margin(s) (see 37 CFR 1.84(g)). Each
sheet must include a top margin of at least 2.5 cm. (1 inch), a left side margin of at
least 2.5 cm. (1 inch), a right side margin of at least 1.5 cm. (5/8 inch), and a
bottom margin of at least 1.0 cm. (3/8 inch);

A copy ofthis notice MUST be returned with the reply.
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@Qr©%/- of /47
PTOISBIOS (08-00

, , , , Approved for use through 10/31/2002. OMB D651-O03
Please We 3 P‘"5 5'9" N ‘"5‘de W5 W --V [3 u.s. Patent and Trademark orrice; us, DEPARTMENT or COMMERC 1‘

Underthe Paperwork Reduction Act 0! l99_5. no persons are required to respond to a collection of information unless it displays a valid OMB control numbervicq

unuw
PATENT APPLICATION

TRANSMITTAL SYSTEMS AND METHODS FOR ACCELER
(Only for new nonprovisional applications under 37 CFR 'l.53(b)) EL6794541 91 Us

Assistant Commissioner for Patents

‘“"’”°”'°” ELEMENTS ADDRESS TO: Box Patent Application
See MPEP chaier 600 concemin utili atent a Iication contents. Washintcn, DC 20231

F89 Transmittal Folm (8-9-. PTO/SB/17) 7. E] CD-ROM or CD-R in duplicate, large table or(Submit an original zmda duplicarefiv/fezprocwsing)

' A 1. _ I _ ta Computer Program (Appendix)
2_ SZf;‘§$"é§’§';“;?ma’ e“mV 3 t”5- 8. Nucleotide andlor Amino Acid Sequence Submission

. . (if applicable, all necessary)
3. $£Z°:§§3.‘;%2.m....£l£Z§a’Pag” 5% ‘ a. E] Comlvumeadable Form <<=RF>

- Descriptive title of the invention _ _ b. Specification Sequence Listing on:
- Cross Reference to Related Applications , _
- Statement Regarding Fed sponsored R & D l- [3 CD-R0M 0' CDTR (2 G0lJ|e5)2 0!’
- Reference to sequence listing. a table.

or a computer program listing appendix
- Background of the Invention
- Brief Summary of the Invention

llil /lllllllllylllllllllllllllll

ii. Cl paper

c. I: Statements verifying identity of above copies

, an-8, Dempfion om D,aw,,,gs (,-med, ACCOMPANYING APPLICATION PARTS
- Detailed DeSCl'?P50n 9, D Assignment Papers (mver sheet & dcoument(s))
' 9'3"“-°'l 37 CFR 3 73(b) Statement Power of
- Abstract of the Disclosure 10. B (When there is an ass,-gnee) Momey

11. D English Translation Document (ifappllcable)4_ Drawing(s) (35 U.S.C. 113) [Total Sheets [fit ]
5. Oath or Dedaration [Total Pages [:I ]

a. E] Newly executed (original or copy)
I: Copy from a prior application (37 CFR 1.63 (d))b- (for continuation/divisional with Box 17 completed)

information Disclosure
Statement (IDS)/PTO-1449

13. B Preliminary Amendment

El Copies of IDS12- Citations

14_ Return Receipt Postcard (MPEP 503)(Should be specifically itemized)

rats-g.°:i.i.i;i;i:i2i.2:r~me~t<sl
16- Other:

DELETION OF lNVENTOR(S)
Signed statement attached deleting inventor(s)
named in the prior application, see 37 CFR
1.63(d)(2) and 1.33(b).

6. E} Application Data Sheet. See 37 CFR1.76
17. If a CONTINUING APPLlCATlON, check appropriate box, and supply the requisite information below and in a preliminary amendment,
or in an Application Data Sheet under 37 CFR 1. 76:

[:1 Continuation D Divisional E] caniinualiomn-panlclP) °‘°“°'3PPl'°3“°“ N0 __———————J
Prior appllcstion irlfarmation: Examine, Group /Art Unit;

For CONTINUATION OR DlVlSl0NAL APP§ only: The entire disclosure of the prior application, from which an oath or declaration is supplied under
Box 5b, is considered a part of the disclosure of the accompanying continuation or divisional application and is hereby incorporated by reference.
The Incorporation can only be relied upon when a portion has been inadvertently omitted from the submitted application parts.

18. CORRESPONDENCE ADDRESS

E Customer Numberor Bar Code Label , Q E Correspondence address below

Frank c

_F. CHAU & ASSOCIATES LLPAddress i900‘Hemst;ead Turnike Suite 501

.East Meadow see 11554Country USA Telephone 16-357-0091  v

iraniv. oeiosa  43,584

Burden Hour Statement: This form is esti -= ted 0 ta e 0.2 hours to complete. Time will vary depending upon the needs of the individu case. Any comments on
the amount of time you are required to complete this form should be sent to the Chief information Officer. UQSO Patent and Trademark Office, Washington. DC
20231, Do NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Assistant Commissioner for Patents, Box Patent Application.
Washington, DC 20231.

n.- nu: rs?ilis’z§‘!i-%3$’<1E~ar¢‘ as -

5



349

PTOISBI17 (09-00)
Approved for use through 10131/2002. OMB 0651-0032

ndrth P rwrk Rd tin A

F E E TRANS M Apfificafion Numbercomplete if Known
iin a e F 9

for FY 2001 F‘ 123226313122‘First Named inventor

Patent fees are subject to annual revision. Examiner Name
Group Art Unit

TOTAL AMOUNT OF PAYMENT (S5) 355 . 00 Attorney oocke1No_ 801 1 -1 5

METHOD OF PAYMENT FEE CALCULATION (oontinued)

1 D The Commissioner is hereby authorized to charge 3_ ADD|1"|QNA[_ FEES' indicated fees and credit any overpayments to‘ Large Entitysmall Entity
Deposit _ Fee Fee Fee Fee F D 1 ~

131:2: 50-0579 is» is) 1* e‘°"P*‘°“105 130 205 65 Surcharge-late filing feeoroath
Deposit _

Account ‘ F . au & AS SOC 1 ate 5 127 50 227 25 Surcharge - late provisional filing fee orName ’ cover sheet

Charge Any Additional Fee Required 139 130 139 130Under 37 CFR1 16 and 1 17

D Appm_’a;“da|mS small enmy slams 147 2.520 147 2.520 For filing a request for ex parte reexaminatioSee 37 CFR1 27 112 920' 112 920- Requesting publication orSlR prior to

2. [-K] Payment Enclosed: Exam'"e'a°fi°"' ‘R t‘ bl‘ t‘ fS|R ft

Check D Credit card 5’ 113 1'8“ 113 L840 ;;,‘:’§',‘,‘,’f1’,?e',"g¢;"1;Li,n'°a‘°"° 5 er

FEE CALCULAHON 115 110 215 55 Extensionforreplywithlnfirstmonth

1 BASK: HUNG FEE 116 390 216 195 Extension for reply within second month
' Large Entity small Entity ‘ 117 590 217 445 Extension for reply withinthird monthFee Fee Fee Fee Fee Descri tion 118 1.390 218 695 Extension forreplywithinfourlh month0 e o e

C d (S) C d (5) P 28 ,89 22 945 E ' f l 'th| ffth (h
101 710 201 355 Utility filing fee 1 1 ° 8 xte"S'°” mepyw‘ ” ' m°”119 310 219 155 Notice ofAppeal

106 320 "206 160 Design filing fee lFl‘ D‘ f‘ rt f
107 490 207 245 Plaritfilirig fee 120 310 220 155 [mg a He In suppo O an appea
108 710 208 355 Reissuefilingfee 121 221 135 Requestfororalhearing .
H4 150 214 75 Pmvisionalfilmgfee 1313 1381.510 Petitlontolnstltuteapubllcuse proceeding140 240 55 Petition to revive - unavoidable

SUBTOTAL (1.) ($) 355 - O0 141 241 620 Petition to revive - unintentional
2. EXTRA CLAIM FEES - 142 242 620 Utilitylssuefee(orreissue}

Ema Claims F9‘-’ "°"‘ Fee Paid 143 243 220 Design issue fee
~ l w

m.c.m 1131 xlTi§:l=l:0TJ in 244
'é‘g?rFr’:”de"‘ E] -3“'= CE X $1 122 122 130 Petitionstothe Commissioner
Multiple Dependent [ESE] =[:] 123 123 so Petitions related to provisional applications126 126 240 Submission of Information Disclosure Stmt

Non-English specification

Lar Ent’ S IIE l . .

Fe?! Fee|tyFe'2a Fe?” Feeoescfipfion 581 581 40 Recording eachpatentassignmentper
code (5) code (5) property (times number of properties)

103 18 203 9 Claims in excess of 20 146 246 355 §Rsl§b{ni§;<(>g)?fierfina| reiection102 80 202, 40 Independent claims in excess of3- 149 249 355 For each additional invention to be
104 270 204 135 Multiple dependent claim, if not paid examined (37 CFR§ 1.l29(b))

109 8° 209 40 ''R9i55‘{9.i"d9Pe”de"‘°'3”"5 179 710 279 355 Requestfoicontinued Examination(RCE)over onglnal patent

no 18 210 .. Reissue daims in excess of 20 169 900 169 900 Requdesttor exp‘edited examination' and over original patent °fa 95'9" 399 ‘°a"°”

O Other fee (specify)

"or number previously paid, if greater; For Reissues, see above Reduced by Basic Filing Fee Paid SUBTOTAL (3) O
SUBTOTAL (2) (5)

SUBMITTED BY Comoletemapplicablel

Name(Pnnt/Type) , Frank v. DeR0s E ’f,‘:,g::;'_3,_:jg;7°- 43 534 (516)357-0091
.2, . I so 2&2

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card Information and authorization on PTO-2038.

Burden Hour Statement This form is estimated to take 02 hours to complete. Time will vary depending upon the needs of the individual case. Any comments onthe amount of time you are required to complete this form should be sent to the Chief information Officer, US. Patent and Trademark Office, Washington, DC
20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Assistant Commissioner for Patents, Washington, DC 20231.
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PATENT APPLICATION i
Atty. Docket NO. 8011-15

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE OI0/80/Z0 lLHflI[[||||llfllnlylllfllfllflllfl 25T ylylllllllllll
Assistant Commissioner for Patents

Washington, D.C. 20231 460.8.P9/7767 gun
/

D0 nunlnznymUTILITY APPLICATION FEE TRANSMITTAL
jl

Sir:

Transmitted herewith for filing is the patent application of

Inventor(s): James J. Fallon, John Buck, Paul F. Pickel,
Stephen J. McEer1ain

SYSTEMS AND METHODS FOR ACCELERATED LOADING OF

OPERATING SYSTEMS AND APPLICATION PROGRAMS

Enclosed are:

[X] 52 page(s) of specification

[X] 1 page(s) of Abstract

[X] 4 page(s) of claims

[X] sheets of drawings [ ]formal [X] informal

[ ] page(s) of Declaration and Power of Attorney

[ ] An Assignment of the invention to:

CERTIFICATION UNDER 37 C.F.R. § 1.10

_ I hereby certify that this New Application Transmittal and the documents
referred to as enclosed therein are being deposited with the United States

Postal Service on this date February 2, 2001 in an envelope as “Express Mail
Post Office to Addresses" Mail Label Number EL679454l9lUS addressed to:

Assistant Commissioner for Patents, Washington, D.C. 20231.

Frank V. DeRosa

or print name of son mailing paper)

4;/;
ture of person mailing paper)
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[X] This application claims the benefit under 35 U.S.C.

§ll9(e) of U.S. Provisional Application(s) No(s).:

APPLICATION NO(S).: FILING DATE

60[180,114 February 3, 2000

/

[ ] Certified copy of applications

Country Appln. No.

from which priority under Title 35 United States Code, § 119
is claimed

[ ] is enclosed.

[ ] will follow.

CALCULATION OF UTILITY APPLICATION FEE

Number Number Basic Fee

16 -20 = O X 18.00

Independent
Claims 3 -3 = O X 80.00

Multiple [ ] yes Add'l. Fee $270.00

Dependent
Claims [ ] no Add'l. Fee None

TOTAL § 710.00

[X] "Small Entity" Status Claimed Under 37 C.F.R. § 1.27.

Reduced fees under 37 C.F.R. § 1.9(f) (50% of total) paid
herewith $355.00.

‘includes all independent and single dependent claims and all claims referred to in multiple
See 37 C.F.R. § l.75(C).
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