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STATISTICAL COMMENT 

A brief note on overlapping confidence intervals 
Peter C. Austin, PhD,a'b and Janet E. flux, MD, SM, FRCP(C),'''jd Toronto, Ontario, Canada 

Clinical researchers frequently assess the statistical significance of the difference between two means by examining 
whether the two 95% confidence intervals overlap. The purpose of this brief communication is to illustrate that the 95% 
confidence intervals for two means can overlap and yet the two means can be statistically significantly different from one 
another at the a = 0.05 level. (J Vase Surg 2002;36:194 -5.) 

During seminars in which the results of clinical research 
are presented, one frequently hears the statement that 
because the 95% confidence intervals overlap, the means of 
two different groups are not statistically significantly differ- 
entfrom each other (at the a = 0.05 level). Furthermore, in 
the literature, one occasionally observes similar asser- 
tions.1'2 The purpose of this technical note is to discuss the 
relationship between confidence intervals and hypothesis 
testing and to illustrate that 95% confidence intervals can 
overlap, yet the two means can be significantly different 
from one another at the 0.05 level. 

Rosner' describes the relationship between hypothesis 
testing and confidence intervals. In testing of the null 
hypothesis that a population mean is equal to a specific fixed 
value (ie, the international normalized ratio is 1.0), the null 
hypothesis is rejected at a significance level of 0.05 if and 
only if the 95% confidence interval for the population mean 
excludes that value. One can make this assertion because 
the value under the null hypothesis is considered to be 
fixed. The only source of variability is in the estimation of 
the population mean with the sample mean. 

In testing of the null hypothesis that a mean is equal to 
a fixed quantity, the only source of variability is in the 
estimate of the sample mean. Extreme observations are 
those that lie in the extreme tails of the sampling distribu- 
tion of the sample mean under the null hypothesis. The 
probability that a sample mean would lie in the lower 2.5th 
percentile or the upper 2.5th percentile is 5 %. However, 
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when one compares two means, the probability that one 
mean would lie in the upper 2.5th percentile of that means 
sampling distribution, while the other simultaneously lies 
in the lower 2.5th percentile of its sampling distribution, is 

substantially less than 5 %. Hence, despite having overlap- 
ping 95% confidence intervals, one can reject the null 
hypothesis with a Pvalue that is substantially less than .05. 

In comparison of two groups, the confidence intervals 
may overlap yet the means may be significantly different 
from one another. This fact is known in the statistical 
community4's but bears the occasional repeating within the 
medical community. Let us assume that we have two inde- 
pendent samples, each composed ofn subjects, and that we 
measure a continuous variable on each subject. For in- 
stance, we use 200 patients with diabetes receiving two 
different drug regimens with hemoglobin Arc values as the 
outcome measure. Let R1 and 72 denote the sample means 
in the first and second groups, respectively. To simplify the 
algebra, we assume a common known population variance, 
a2, in each of the two groups. We shall use formulas from 
Rosner.' For simplicity, we assume that the first mean is less 
than the second mean. Suppose the confidence intervals 
overlap, with the proportion of the overlap being p. For 
example, we use mean hemoglobin Arc of 7.4 (7.0, 7.8) 
and 8.0 (7.6, 8.4). The width of a 95% confidence interval 
is equal to 2 x 1.96 a /Vi. Then we have that 

(1) z1 +1.96ff /Jn =R2- 1.96a /Jn +p 
X2X1.96Xa /Jn 

Rearranging to give the difference between means, we 
have that 

(2) R2- R1= 2X1.96Xa /Jn- 2xpx1.96a /f 
We can now test the hypothesis that the means are 

equal in the two groups. We will compute the two- sample 
z test for independent samples with equal and known 
variances. The test statistic z is: 

(3) ;etc = (3Z2 - x1)/a J1/n + 1/n 
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P values for testing equality of two means when two 
confidence intervals overlap 

Percent overlap of two confidence intervals 

0% 5% 10% 15% 20% 25% 
.0056 .0085 .0126 .0185 .0266 .0376 

Above table only refers to comparisons of groups with equal sample size and 

equal variance. Variations would give different results. 

We reject the null hypothesis of the equality of the two 
means if z,, is more than 1.96 because the probability that 
the absolute value of zms, is greater than 1 96 is .05. We can 
now insert the definition of z2 - àt from Eq 2. This results 
in a test statistic of: 

(4) z,,,,= ax 1.96x(1 -p) 
We will reject the null hypothesis of the equality of the 

two means when ztest is larger than 1.96. This will hold as 

long as p is less than .29. Hence, as long as the two 95% 
confidence intervals overlap by less than 29%, one will reject 
the null hypothesis of the equality of the two means with a 

P value of less than .05. The previous argument can be 
easily modified to the case in which unknown population 
variances are estimated with the sample variances. In such a 

situation, depending on the sample size, the degree of 
overlap can exceed 29 %, and the two means would still be 
significantly different from one another at the .05 level. The 
Table contains several degrees of overlap and the P values 
with which one would reject the null hypothesis that the 
means of the two groups are equal, if the two 95% confi- 
dence intervals overlap. Therefore, the fact that two confi- 
dence intervals overlap does not necessarily imply that the 
two means are not significantly different from one another. 

We have shown that two 95% confidence intervals can 
overlap and yet the two means can be statistically signifi- 
cantly different from one another at the a = 0.05 level. 
Hence, one cannot use the fact that two 95% confidence 
intervals overlap as a substitute for hypothesis testing in 
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assessing the statistical difference between two means. 
However, one can modify the previous calculations to show 
that if one constructs 83% confidence intervals, rather than 
95% confidence intervals, then if the confidence intérvals 
abur, the Pvalue associated with testing the equality of the 
two means would be approximately .05. Therefore, one can 
use the criterion of whether or not two 83% confidence 
intervals overlap as a method for assessing whether or not 
two means are significantly different from one another at 
the a = 0.05 level. 

Returning to the diabetes example, despite the 95% 

confidence intervals overlapping by 25 %, the means differ 
with P = .0376. If the confidence intervals abutted (ie, 
[7.1, 7.7] and [7.7, 8.3]), the means would differ with P = 
.0056. 

In summary, comparing two means is different than 
comparing one mean with a constant. In comparing two 
means, there is variability on both measurements of the 
means, whereas comparing a single mean with a constant 
involves only one source of variability. Two means may be 
significantly different from one another, despite the two 
confidence intervals abutting or having a modest degree of 
overlap. 
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