the algorithm is fairly general and performs remarkably well with most types of images.
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#### Abstract

The wavelet transform has become a cutting-edge technology in image compression research. This article explains what wavelets are and provides a practical, nuts-andbolts tutorial on wavelet-based compression that will help readers to understand and experiment with this important new technology.
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## 1. Introduction

The advent of multimedia computing has lead to an increased demand for digital images. The storage and manipulation of these images in their raw form is very expensive; for example, a standard 35 mm photograph digitized at $12 \mu \mathrm{~m}$ per pixel requires about 18 MBytes of storage and one second of NTSC-quality color video requires almost 23 MBytes of storage. To make widespread use of digital imagery practical, some form of data compression must be used.



- Spatiak Redundanern almost all natural images, the values of neighboring pixels are strongly correlated.
- Speotrakinnandinages composed of more than one spectral band, the spectral values for the same pixel location are often correlated.
- Tenmper Adjacent frames in a video.sequence often show very little
change.

The removal of spatial and spectral redundancies is often accomplished by transform coding, which uses some reversible linear transform to the decorrelate the image data (Rabbani and Jones 1991). Temporal redundancy is exploited by techniques that only encode the differences between adjacent frames in the image sequence, such as motion prediction and compensation (Jain and Jain 1981; Liu and Zaccarin 1993).

In the last few years, the wavelet transform has become a cutting edge technology in image compression research. Although the literature on wavelets is vast, most of the papers

[^0]dealing with wavelet-based image compression are written by specialists for the specialist. The purpose of this article is to provide a practical, nuts-and-bolts tutorial on waveletbased compression that will (hopefully) help you to understand and experiment with this important new technology.

This paper is organized into three main sections. Section 2 discusses the theory behind wavelets and why they are useful for image compression. Section 3 describes how the wavelet transform is implemented and used in still image compression systems, and presents some results comparing several different wavelet coding schemes with the JPEG (Wallace 1991) still image compression standard. In Section 4 we describe some initial results with a novel software-only video decompression scheme for the PC environment. We conclude the paper with some remarks about current and future trends in wavelet-based compression.

### 1.1 A Note on Performance Measures

Throughout this paper, numbers are given for two measures of compression performance - compression ratio and peak signal-to-noise ratio (PSNR). The results of both of these performance measures can be used to mislead the unwary reader, so it is important to explain exactly how these figures were computed. We define compression ratio as

$$
\frac{\text { the number of bits in the original image }}{\text { the number of bits in the compressed image }} .
$$

In this paper we confine our measurements to 8 bits per pixel (bpp) greyscale images, so the peak signal-to-noise ratio in decibels (dB) is computed as

$$
\mathrm{PSNR}=20 \log _{10} \frac{255}{\mathrm{RMSE}}
$$

where RMSE is the root mean-squared error defined as

$$
\text { RMSE }=\sqrt{\frac{1}{N M} \sum_{i=1}^{N} \sum_{j=1}^{M}[f(i, j)-\hat{f}(i, j)]^{2}}
$$

and $N$ and $M$ are the width and height, respectively, of the images in pixels, $f$ is the original image, and $\hat{f}$ is the reconstructed image. Note that the original and the reconstructed images must be the same size.

## 2 Wavelets

The purpose of this section is to provide an intuitive understanding of what wavelets are and why they are useful for signal compression. For a more rigorous introduction to wavelets, see (Daubechies 1992), (Chui 1992), or (Jawerth and Sweldens 1992).

One of the most commonly used approaches for analyzing a signal $f(x)$ is to represent it as a weighted sum of simple building blocks, called basis functions:

$$
f(x)=\sum_{i} c_{i} \Psi_{i}(x)
$$

where the $\Psi_{i}(x)$ are basis functions and the $c_{i}$ are coefficients, or weights. Since the basis functions $\Psi_{i}$ are fixed, it is the coefficients which contain the information about the signal.

The simplest such representation uses translates of the impulse function as its only bases, yielding a representation that reveals information only about the time domain behavior of the signal. Choosing the sinusoids as the basis functions yields a Fourier representation that reveals information only about the signal's frequency domain behavior.

For the purposes of signal compression, neither of the above representations is ideal. What we would likeate bewe is a representation which contains information about-botlo the time and frequency behasiop of the signal More specifically, we want to know the frequency content of the signal at a particular instant in time. However, resolution in time ( $\Delta x$ ) and resolution in frequency $(\Delta \omega)$ cannot both be made arbitrarily small at the same time because their product is lower bounded by the Heisenberg inequality

$$
\Delta x \Delta \omega \geq \frac{1}{2}
$$

This inequality means that we must trade off time resolution for frequency resolution, or vice versa. Thus, it is possible to get very good resolution in time if you are willing to settle for low resolution in frequency, and you can get very good resolution in frequency if you are willing to settle for low resolution in time.

The situation is really not all that bad from a compression standpoint. By their very nature, low frequency events are spread out (or non-local) in time and high frequency events are concentrated (or localized) in time. Thus, one way that we can live within the confines of the Heisenberg inequality and yet still get useful time-frequency information about a signal is if we design our basis functions to act like cascaded octave bandpass filters, which repeatedly split the signal's bandwidth in half.

To gain insight into designing a set of basis functions that will satisfy both our desire for information and the Heisenberg inequality; let us compare the impulse function and the sinusoids. The impulse function cannot provide information about the frequency behavior of a signal because its support - the interval over which it is non-zero - is infinitesimally small. At the opposite extreme are the sinusoids, which cannot provide information aboyt the time behavior of a signal because they have infinite support. Whemensuman
 supperts of diffrant width The different support widths allow us to trade off time and frequency resolution in different ways; for example, a wide basis function can examine a large region of the signal and resolve low frequency details accurately, while a short basis function can examine a small region of the signal to resolve time details accurately.

To simplify things, let us constrain all of the basis functions in $\left\{\Psi_{i}\right\}$ to be scaled and translated versions of the same prototype function $\Psi$, known as the mother wavelet. The scaling is accomplished by multiplying $x$ by some scale factor; if we choose the scale factor to be a power of 2 , yielding $\Psi\left(2^{\nu} x\right)$ where $\nu$ is some integer, we get the cascaded octave bandpass filter structure we desire. Because $\Psi$ has finite support, it will need to be translated along the time axis in order to cover an entire signal. This translation is accomplished by considering all the integral shifts of $\Psi$,

$$
\Psi\left(2^{\nu} x-k\right), \quad k \in \mathcal{Z}
$$

Note that this really means that we are translating $\Psi$ in steps of size $2^{-\nu} k .{ }^{1}$ Putting this all together gives us a wavelet decomposition of the signal,

$$
f(x)=\sum_{\nu \text { finite }} \sum_{k \text { finite }} c_{\nu k} \Psi_{\nu k}(x)
$$

${ }^{1}$ This is because $\Psi\left(2^{\nu} x-k\right)=\Psi\left(2^{\nu}\left(x-2^{-\nu} k\right)\right)$.
where

$$
\Psi_{\nu k}(x)=2^{\nu / 2} \Psi\left(2^{\nu} x-k\right)
$$

(the multiplication by $2^{\nu / 2}$ is needed to make the bases orthonormal). So far-we have said nothing abow thereefficientle $c_{\nu k}$. They are computed by the wavelet transform, which io just the inner prowitut of the sigrat $f(x)$ with the basis functions $\Psi_{\nu k}(x)$ :cu

The comparisons between wavelets and octave bandpass filters was not made just for pedagogical reasons. Wavelets can, in fact, be thought of and implemented as octave bandpass filters, and we shall treat them as such for the remainder of this paper.

## 3 Still Image Compression

A wide variety of wavelet-based image compression schemes have been reported in the literature, ranging from simple entropy coding to more complex techniques such as vector quantization (Antonini et al. 1992; Hopper and Preston 1992), adaptive transforms (Desarte et al. 1992; Wickerhouser 1992), tree encodings (Shapiro 1993; Lewis and Knowles 1992), and edge-based coding (Froment and Mallat 1992). All of these schemes can be described in terms of the general framework depicted in Fig. 1. Cempremsion, is maeenpinturd by applying a"waveletransform to decorrelate the inage qata, quantizing the resulting transform coeffientar andreoding the quantized values. Image reconstruction is accomplished by intiverting the coinpression ofperationts. We now describe each of the boxes in Fig. 1 in more detail.


Figure 1: Block diagram of wavelet-based image coders.

### 3.1 Implementing the Wavelet Transform

The forward and inverse wavelet transforms can each be efficiently implemented in $\mathcal{O}(n)$ time by a pair of appropriately designed Quadrature Mirror Filters (QMFs) (Croisier et al. 1976). Thetefore, wavelet-based image compression can be viewed as a form of subband coding (Woods and O'Neil 1986). Each QMF pair consists of a lowpass filter (H') and a highpass filter ( $G$ ) which split a signal's bandwidth in half. The impulse responses of $H$ and $G$ are mirror images, and are related by

$$
\begin{equation*}
g_{n}=(-1)^{1-n} h_{1-n} \tag{1}
\end{equation*}
$$

The impulse responses of the forward and inverse transform QMFs - denoted $(\tilde{H}, \tilde{G})$ and $(H, G)$ respectively - are related by

$$
\begin{align*}
g_{n} & =\tilde{g}_{-n}  \tag{2}\\
h_{n} & =\tilde{h}_{-n} . \tag{3}
\end{align*}
$$

To illustrate how the wavelet transform is implemented, we shall use Daubechie's $\mathcal{W}_{6}$ wavelet (Daubechies 1988). We chose this wavelet because it is well known and has some nice properties. One such property is that it has two vanishing moments, which means the transform coefficients will be zero (close to zero) for any signal that can be described by (approximated by) a polynomial of degree 2 or less. The mother wavelet basis for $\mathcal{W}_{6}$ is shown in Fig. 2. The filter coefficients for $H$ of $\mathcal{W}_{6}$ are

| $h_{0}=0.332670552950$ |  |
| :--- | ---: |
| $h_{1}=0.806891509311$ |  |
| $h_{2}=$ | 0.459877502118 |
| $h_{3}=-0.135011020010$ |  |
| $h_{4}=-0.085441273882$ |  |
| $h_{5}=0.035226291882$ |  |

from which the coefficients for $G, \tilde{H}$, and $\bar{G}$ can be derived using Equations 1, 2, and 3. The impulse responses of $H$ and $G$ are shown in Fig. 3.

A one-dimensional signal $s$ can be filtered by convolving the filter coefficients $c_{k}$ with the signal values:

$$
\hat{s}_{i}=\sum_{k=0}^{M} c_{k} s_{i-k}
$$

where $M$ is the number of coefficients, or taps, in the filter. The one-dimensional forward wavelet transform of a signal $s$ is performed by convolving $s$ with both $\tilde{H}$ and $\tilde{G}$ and downsampling by 2. As dictated by Equation 1, the relationship of the $\tilde{H}$ and $\tilde{G}$ filter coefficients with the beginning of signal $s$ is

$$
\begin{array}{llllllllllll} 
& & & & & \tilde{h}_{5} & \tilde{h}_{4} & \tilde{h}_{3} & \tilde{h}_{2} & \tilde{h}_{1} & \tilde{h}_{0} & \\
& & & & & s_{0} & s_{1} & s_{2} & s_{3} & s_{4} & s_{5} & s_{8}
\end{array} \cdots
$$

Note that the $\tilde{G}$ filter extends before the signal in time; if $s$ is finite, the $\bar{H}$ filter will extend beyond the end of the signal. A similar situation is encountered with the inverse wavelet transform filters $H$ and $G$. In an implementation, one must make some choice about what


Figure 2: The mother wavelet basis function for $\mathcal{W}_{6}$.


Figure 3: Frequency response of the $\mathcal{W}_{6} \mathrm{QMFs}$.
values to pad the extensions with. A choice which works well in practice is to wrap the signal about its endpoints, i.e.,

$$
\cdots s_{n-1} s_{n} s_{0} s_{1} s_{2} \cdots s_{n-2} s_{n-1} s_{n} s_{0} s_{1} \cdots,
$$

thereby creating a periodic extension of $s$.
Fig. 4 illustrates a single 2-D forward wavelet transform of an image, which is accomplished by two separate 1-D transforms. The image $f(x, y)$ is first filtered along the $x$ dimension, resulting in a lowpass image $f_{L}(x, y)$ and a highpass image $f_{H}(x, y)$. Since the bandwidth of $f_{L}$ and $f_{H}$ along the $x$ dimension is now half that of $f$, we can safely downsample each of the filtered images in the $x$ dimension by 2 without loss of information. The downsampling is accomplished by dropping every other filtered value. Both $f_{L}$ and $f_{H}$ are then filtered along the $y$ dimension, resulting in four subimages: $f_{L L}, f_{L H}, f_{H L}$, and $f_{H H}$. Once again, we can downsample the subimages by 2 , this time along the $y$ dimension. As illustrated in Fig. 4, the 2-D filtering decomposes an image into an average signal ( $f_{L L}$ ) and three detail signals which are directionally sensitive: $f_{L H}$ emphasizes the horizontal image features, $f_{H L}$ the vertical features, and $f_{H H}$ the diagonal features. The directional sensitivity of the detail signals is an artifact of the frequency ranges they contain.


Figure 4: Block diagram of the 2-D forward wavelet transform.
It is customary in wavelet compression to recursively transform the average signal. ${ }^{2}$ The number of transformations performed depends on several factors, including the amount of compression desired, the size of the original image, and the length of the QMF filters. In general, the higher the desired compression ratio, the more times the transform is performed.

After the forward wavelet transform is completed, we are left with a matrix of coefficients that comprise the average signal and the detail signals of each scale. No compression of the original image has been accomplished yet; in fact, each application of the forward wavelet

[^1]transform causes the magnitude of the coefficients to grow, so there has actually been an increase in the amount of storage required for the image! Compression is achieved by quantizing and encoding the wavelet coefficients.

The 2-D inverse wavelet transform is illustrated in Fig. 5. The average and detail signals are first upsampled by 2 along the $y$ dimension. Upsampling is accomplished by inserting a zero between each pair of values in the $y$ dimension. The upsampling is necessary to recover the proper bandwidth required to add the signals back together. After upsampling, the signals are filtered along the $y$ dimension and added together appropriately. The process is then repeated in the $x$ dimension, yielding the final reconstructed image.


Figure 5: Block diagram of the 2-D inverse wavelet transform.

### 3.2 Quantization

The forward wavelet transform decorrelates the pixel values of the original image and concentrates the image information into a relatively small number of coefficients. Fig. 6 (Left) is a histogram of the pixel values for the 8 -bits per pixel (bpp) $512 \times 512$ Lena image, and Fig. 6 (Right) is a histogram of the wavelet coefficients of the same image after the forward wavelet transform is applied. The "information packing" effect of the wavelet transform is readily apparent from the scarcity of coefficients with large magnitudes.

The sharply peaked coefficient distribution of the wavelet transformed image has a lower zero-th order entropy ( 4.24 bpp ) than the original image ( 7.46 bpp ), thereby increasing the amount of lossless compression possible.

We can also take advantage of the energy invariance property of the wavelet transform to achieve high-quality lossy compression. The energy invariance property says that total amount of energy in an image does not change when the wavelet transform is applied. This property can also be viewed in a slightly different way: any changes made to the values of the wavelet coefficients will result in proportional changes in the pixel values of the reconstructed image. In other words, we can eliminate (set to zero) those coefficients with small magnitudes without creating significant distortion in the reconstructed image. In


Figure 6: LEFT) Normalized histogram of the pixel values in the original Lena image. RIGHT) Normalized histogram of the wavelet transform coefficients of the same image.
practice, it is possible to eliminate all but a few percent of the wavelet coefficients and still get a reconstructed image of reasonable quality. The elimination of small valued coefficients can be accomplished by applying a thresholding function

$$
T(t, x)= \begin{cases}0 & \text { if }|x|<t \\ x & \text { otherwise }\end{cases}
$$

to the coefficient matrix. The amount of compression obtained can now be controlled by varying the threshold parameter $t$.

Higher compression ratios can be obtained by quantizing the non-zero wavelet coefficients before they are encoded. A quantizer is a many-to-one function $Q(x)$ that maps many input values into a (usually much) smaller set of output values. Quantizers are staircase functions characterized by a set of numbers $\left\{d_{i}, i=0, \ldots, N\right\}$ called decision points and a set of numbers $\left\{r_{i}, i=0, \ldots, N-1\right\}$ called reconstruction levels. An input value $x$ is mapped to a reconstruction level $r_{i}$ if $x$ lies in the interval $\left(d_{i}, d_{i+1}\right)$.

To achieve the best results, a separate quantizer should be designed for each scale, taking into account both the properties of the Human Visual System (Marr 1982) and the statistical properties of the scale's coefficients. The characteristics of the Human Visual System guide the allocation of bits among the different scales, and the coefficient statistics guide the quantizer design for each scale. Descriptions of various bit allocation strategies can be found in (Matic and Mosley 1993) and (Clarke 1985).

The distribution of coefficient values in the various detail signals can be modeled reasonably well by the Generalized Gaussian Distribution (GGD). The probability density function of the coefficient distribution at each scale $\nu$, then, can be given by (Abramowitz and Stegun 1965):

$$
p_{\nu}(x)=\left[\frac{\alpha_{\nu} \eta\left(\alpha_{\nu}, \sigma_{\nu}\right)}{2 \Gamma\left(1 / \alpha_{\nu}\right)}\right] \exp \left(-\left[\eta\left(\alpha_{\nu}, \sigma_{\nu}\right)|x|\right]^{\alpha_{\nu}}\right)
$$

| Scale $\nu$ | Codeword Size (in bits) | Decision Points and Reconstruction Levels |  |
| :---: | :---: | :---: | :---: |
| 8 | 2 | $d_{i}$ | 5, 10, 23, 48, 256 |
|  |  | $r_{i}$ | 7, 15, 32, 65 |
| 7 | 3 | $d_{i}$ | 5, 10, 18, 28, 40, 57, 81, 117, 512 |
|  |  | $r_{i}$ | 7, 14, 22, 33, 47, 67, 95, 139 |
| 6 | 3 | $d_{i}$ | 10, 16, 26, 41, 63, 95, 144, 223, 1024 |
|  |  | $r_{i}$ | 12, 20, 32, 50, 76, 114, 174, 271 |
| 5 | 5 | $d_{i}$ | $20,33,51,73,99,128,161,201,245$ $291,339,386,436,500,591,738,2048$ |
|  |  | $r_{i}$ | $\begin{aligned} & 25,41,61,85,113,143,179,223,267 \\ & 314,362,410,461,539,644,834 \end{aligned}$ |

Table 1: Lloyd-Max quantizers generated using magnitude data from the $\mathcal{W}_{6}$ transformed Lena image.
where

$$
\eta(\alpha, \sigma)=\sigma^{-1}\left[\frac{\Gamma(3 / \alpha)}{\Gamma(1 / \alpha)}\right]^{1 / 2}
$$

and

$$
\Gamma(a)=\int_{0}^{\infty} e^{-t} t^{a-1} d t
$$

$\sigma_{\nu}$ is the standard deviation of the coefficient distribution at scale $\nu$ and $\alpha_{\nu}$ is a shape parameter describing the exponential rate of decay of the distribution at scale $\nu$. For example, when $\alpha_{\nu}=1$ the GGD becomes the Laplacian pdf, while $\alpha_{\nu}=2$ leads to the Gaussian pdf. The $\alpha_{\nu}$ appropriate for a particular class of images can be computed using the $\chi^{2}$ test or by simple observation. For the $\mathcal{W}_{6}$ wavelet and the Lena image, several of the appropriate values of $\alpha_{\nu}$ and $\sigma_{\nu}$ are:

| $\alpha_{8}=0.58$ | $\sigma_{8}=$ | 5.48 |
| :--- | :--- | ---: |
| $\alpha_{7}=0.49$ | $\sigma_{7}=$ | 9.39 |
| $\alpha_{8}=0.43$ | $\sigma_{6}=14.33$ |  |
| $\alpha_{5}=0.39$ | $\sigma_{5}=20.17$ |  |

The design of scalar quantizers will also depend on the type of encoder to be used. If the encoder uses fixed-length codewords, the Lloyd-Max algorithm (Max 1960) can be used to design a quantizer that minimizes the mean-squared quantization error. If a variablelength entropy coder is used, uniform quantization is optimal (in the mean-squared error sense) when the coefficient distribution is Laplacian; for other distributions, the algorithm in (Wood 1969) can be used to design an optimal quantizer. Vector quantization (Gersho and Grey 1992) has also been used in wavelet compression systems, for example (Antonini et al. 1992) and (Bradley and Brislawn 1993).

Table 1 lists the decision points and reconstruction levels for a set of Lloyd-Max quantizers generated using magnitude data from the $\mathcal{W}_{6}$ transformed Lena image. One extra bit per codeword is needed to represent the sign of the quantized coefficient. The codeword sizes were chosen by experimentation.

### 3.3 Coding the Coefficients

The encoder/decoder pair, or codec, has the task of losslessly compressing and decompressing the sparse matrix of quantized coefficients. Codec design has received a tremendous amount of attention, and a wide variety of schemes exist (Lelewer and Hirshberg 1987). The design of a codec is usually a compromise between (often conflicting) requirements for memory use, execution speed, available bandwidth, and reconstructed image quality.

For applications requiring fast execution, simple run-length coding (Pratt 1978) of the zero-valued coefficients has proven very effective. (The distribution of non-zero coefficients is such that rarely is it profitable to run-length encode them.) The zero run-lengths can be encoded using either fixed-length codewords or variable-length entropy coding; entropy coding is more expensive to implement, but can improve the peak signal to noise ratio (PSNR) of reconstructed images by as much as 3 dB , depending upon the energy-packing ability of the wavelet in use.

For applications requiring the best possible image quality at a particular compression ratio, a technique such as Shapiro's Zero Tree encoding (Shapiro 1993) is a better choice. The execution speed tradeoff between these two codecs is quite dramatic: our run-length entropy coder takes less than one second to compress a $512 \times 5128 \mathrm{bpp}$ image on a $66-\mathrm{MHz}$ 80486 computer, and Zero Tree-like coders can take up to 45 seconds to compress the same image on the same machine. However, the quality of the Zero Tree image is much better -36.28 dB PSNR (Shapiro 1993) vs. 33.2 dB PSNR at a compression ratio of 16:1.

### 3.4 Compression Results

The peak signal to noise ratios of several different wavelet compression techniques applied to the $512 \times 5128$-bpp Lena image are compared in Fig. 7. The graphs show that both the encoding technique and the particular wavelet used can make a significant difference in the performance of a compression system: the Zerotree coder performs the best; biorthogonal wavelets (Antonini et al. 1992; Cohen 1992; Averbuch et al. 1993) perform better than $\mathcal{W}_{6}$; and variable length coders perform better than fixed length coders.

The performance of a baseline JPEG (Wallace 1991) image compressor ${ }^{3}$ is also indicated in Fig. 7. At compression ratios less than $25: 1$ or so, JPEG performs better numerically than the simple wavelet coders. At compression ratios above 30:1, JPEG performance rapidly deteriorates, while wavelet coders degrade gracefully well beyond ratios of 100:1. Figure 8 compares the visual quality of several image coders.

## 4 Video Compression

The wavelet transform can also be used in the compression of image sequences, or video. Video compression techniques are able to achieve high quality image reconstruction at low bit rates by exploiting the temporal redundancies present in an image sequence (Le Gall 1991; Liu 1991). Wavelet-based implementations of at least two standard video compression techniques, hierarchical motion compensation ( Uz et al. 1991) and 3-D subband coding (Karlson and Vetterli 1989), have been reported (Zhang and Zafar 1992; Lewis and Knowles 1990). However, the computational expense of the wavelet transform has so far prevented its use in realtime, software-only video codecs for PC-class computers. In this section, we

[^2]

Figure 7: A comparison of the image reconstruction quality of several different wavelet coders and JPEG. The tests were performed on the $512 \times 512,8$-bpp Lena image. "VLC" means Variable Length Coder, and "FLC" means Fixed Length Coder.
describe a new technique for rapidly evaluating the inverse wavelet transform and illustrate its use in the context of a software-only video decoder based on frame differencing.

### 4.1 The Basic Idea

The playback speed of a wavelet-based video coder depends in large part upon how long it takes to perform the inverse wavelet transform. A $66-\mathrm{Mhz} 80486$ computer takes about 0.25 seconds to compute a complete inverse wavelet transform for a $256 \times 256,8$-bpp greyscale image. Unless one finds a way to avoid performing a complete inverse transform each time an image frame is reconstructed, wavelets are not viable for software-only video of reasonably sized images.

Fortunately, it is not necessary to perform the complete inverse transform for each frame in a slowly varying image sequence. The value of an arbitrary pixel $p$ in an image is determined by a weighted sum of all the basis vectors in the wavelet decomposition that include $p$ in their region of support. If the weights (i.e., the wavelet coefficients) of these basis vectors do not change between frames in an image sequence, then the value of pixel $p$ will not change either. Therefore, it is not necessary to compute the inverse wavelet transform for those regions of the image that have not changed between frames. This idea was first put forth in (Andersson et al, to appear).

The basic idea for rapidly decompressing image sequences, then, is to only compute the inverse wavelet transform for those pixels influenced by coefficients that have change by a meaningful amount between adjacent frames in the sequence.

Figure 8: Reconstructed images for the $\mathcal{W}_{B}+V L C$, Biorthogonal+VLC, and JPEG image coders.

### 4.2 A Simple Frame Differencing Video Coder

The simple video coder described herein is shown in Figs. 9 and 10. Let us consider a sequence of images $\left\{f_{i}\right\}_{i=0,1, \ldots}$, where each $f_{i}$ denotes the $i$ th frame in the sequence. The difference between two adjacent frames is given by

$$
\Delta f_{i}=f_{i+1}-f_{i} .
$$

$\Delta f_{i}$ is called a difference image, and it contains only the change in image content between frame $f_{i}$ and $f_{i+1}$ - it does not contain any redundant first-order temporal information. There is spatial redundancy in $\Delta f_{i}$, however, and this redundancy can be reduced by application of some wavelet transform $W .{ }^{4}$ Thresholding can now be performed on the transformed difference image $W\left(\Delta f_{i}\right)$ to eliminate image changes that are considered too small to be meaningful. After thresholding, we now have an approximate transformed difference image $W\left(\Delta f_{i}\right)$ that is extremely sparse. $W\left(\Delta f_{i}\right)$ is then analyzed to determine which portions of the inverse wavelet transform will need to be performed to reconstruct an approximation $\widehat{\Delta f_{i}}$ of the $i$ th difference image. This information is then encoded and sent to the video decoder.


Figure 9: Block diagram of the video encoder.
Using the information sent by the encoder, the decoder can reconstruct $\widehat{\Delta f}_{i}$. Because of its sparse nature, $\widehat{f f}_{i}$ can be reconstructed very quickly by computing the inverse wavelet transform for only those pixels influenced by the coefficients sent by the encoder. We assume that the decoder has available some approximation $\hat{f}_{i}$ of frame $i$, so the next frame in the sequence can be constructed as

$$
\hat{f}_{i+1}=\hat{f}_{i}+\widehat{\Delta f_{i}} .
$$

We have implemented a prototype video compression system based on the ideas described above and achieved promising initial results. The results of an experiment in which we compressed 30 frames of the standard Miss America video sequence (the images were first rescaled to $256 \times 256$ pixels) are presented in Table 2. The experiment was performed on a 66 MHz 80486 computer running the OS/2 operating system, and the entire video

[^3]

Figure 10: Block diagram of the video decoder.

| Threshold | Compressed <br> Size (Bytes) | Compression <br> Ratio | Transform <br> $(\mathrm{sec})$ | Decompression <br> $(\mathrm{sec})$ | Speed <br> $(\mathrm{fps})$ | PSNR <br> $(\mathrm{dB})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 172,2278 | $11: 1$ | 0.074 | 0.157 | 6.4 | 40.73 |
| 10 | 150,977 | $13: 1$ | 0.073 | 0.150 | 6.6 | 38.03 |
| 20 | 107,351 | $18: 1$ | 0.061 | 0.121 | 8.3 | 35.06 |
| 30 | 91,365 | $22: 1$ | 0.056 | 0.115 | 8.6 | 32.22 |

Table 2: Results of Compression experiments on 30 frames of the Miss America video sequence. The original, uncompressed sequence requires $1,966,080$ bytes of storage. All times and PSNRs are mean values for the entire sequence.
coder and decoder are written in the C programming language. The wavelet we use is an integerized version of Daubechies' $W_{6}$.

Performing the complete 2 -dimensional inverse wavelet transform takes 0.25 seconds per frame. Our experiments indicate that at compression ratios of around 20:1, the partial 2dimensional inverse transform technique is more than four times faster than the full inverse transform, and is capable of transforming over 16 image frames per second. This measurement is only of the time required to perform the inverse wavelet transform - it does not include the time it takes to decode the image data or display the reconstructed image.

Our codec currently uses a combination of fixed and variable length codes for representing the video data. Our primary concern so far has been increasing the speed of the inverse wavelet transform, and we have not paid much attention to coding issues. The development of codes which can be quickly decoded is of major importance, because the time required for decoding the compressed image data is presently the performance bottleneck of our experimental decompression system.

## 5 Concluding Remarks

Basic and applied research in the field of wavelets has made tremendous progress in the last five years. Image compression schemes based on wavelets are rapidly gaining maturity, and have already begun to appear in commercial software/hardware systems. The reconstruction quality of wavelet compressed images has already moved well beyond capabilities of JPEG, which is the current international standard for image compression.

Video is the next big challenge for wavelet-based data compression. Our laboratory
experiments using three dimensional wavelet transforms to compress a $64 \times 64 \times 64$ color video sequence indicate that visually lossless video compression is possible at compression rates near 1000:1, but the memory and processor requirements are presently too great to make such a scheme practical. The technique presented in Section 4 of this paper is a small step towards a practical video compression scheme, but much research remains to be done.

It is also interesting to note that wavelet research on image compression has had a strong impact on several areas of numerical analysis, especially in the solution of partial differential equations (Alpert 1992; Alpert et al. 1993; Beylkin et al. 1991). The compression of an image, which is just a matrix of intensity values, is not really different from compressing the kernel matrix of a functional operator. The compressed operator is a sparse matrix, and sparse matrix operations can often be performed orders of magnitude faster than their non-sparse counterparts. Undoubtedly, this will lead to new results in numerical analysis that will impact image compression, leading to better algorithms in areas such as computer vision.
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# On the Modeling of DCT and Subband Image Data for Compression 

Keith A. Bimey and Thomas R. Fischer. Seninr Mcmber. IEEE

Abstract-Image subband and discrete cosine transform coeffcients are modeled for efficient quantization and noiseless coding. Quantizers and codes are selected based on Laplacian, fixed meneralized Gaussian. and adaptive generalized Gaussian models. The quantizers and codes based on the adaptive generalized Gaussian models are always superior in mean-squared error distortion performance but, generally, by no more than 0.08 b-pisel. compared with the much simpler Laplacian model-based quantizers and noiseless codes. This provides strong motivation for the selection of pyramid codes for transform and subband image coding.

## I. INTRODUCTION

4 FFECTIVE quantization and noiseless coding are dependdent on good source models. In discrete cosine transform (DCT) image coding. Reininger and Gibson |l| use the Kolmogorov-Smimov goodness-of-fit tests in order to conclude that the non-dc transform coefficients can be better modeled as Laplacian than as Gaussian. Rayieigh, or gamma distributed. Tanabe and Farvardin [2] model image subbund and DCT coeflicients using the generalized Gaussian density

$$
\begin{equation*}
p(r)=\left[\frac{\nu \eta(\nu, \sigma)}{2 \Gamma(1 / \nu)}\right] \exp \left(-[\eta(\nu, \sigma)|r|]^{\nu}\right) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(\nu, \sigma)=\frac{1}{\sigma}\left[\frac{\Gamma(3 / \nu)}{\Gamma(1 / \nu)}\right]^{1 / 2} \tag{2}
\end{equation*}
$$

and conclude that parameter value $\nu=0.7$ is most representative of image subband data, whereas $\nu=0.8$ is the best choice for non-dc DCT coeflicients, given an $8 \times 8$ DCT applied to the lowest frequency subband. (A generalized Gaussian parameter value of 1.0 for 1 yields the Laplacian density. whereas a value of $\mathbf{2 . 0}$ yields the Gaussian density.)
The hasic goal of this paper is to further quantify the results of $|1|$ and $\{2 \mid$ by studying the consequences of the moxcling assumptions on the resulting coding performance. In Section II, we detine a system in which each respective DCT toellicient or subhand is modeled by a geometric distribution and then encoded with the optimum entropy constrained
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uniform threshold quantizer (UTQ) $|3|$ for that source moxh Due to the entropy constraint. the quantizer may be conshi ered to have a number of output levels sufficient to preven clipping.) The UTQ entropy versus distortion (mean squal error) performance is essentially the same as for the optimu entropy constrained scalar quantizer for the source mode under consideration. and it never differs from the souree rat distortion function by more than $0.255 \mathrm{~b} /$ sample $|3|$. Optimum rate allocation is applied sitch that the overall mean squared error is minimized. We compare the peak signal-(t)-nois ratio (PSNR) versus rate (entropy) performance of adaptisi generalized Gaussian model-based quantization with that of simpler Laplacian and fixed generalized Gaussian model based quantization. Assuming that the respective quantias DCT coefficients or subbands can be noisclessly encoder with zero redundancy (that is. at their first-order entropy, we make the empirical observation that the more comples adaptive generalized Gaussian modeling offers virtually no improvement in PSNR performance.
In Section III. we exiend the coding system to include a model-based noiseless encoding in order to compare the upplicability of the three modeling approaches to such an application. That is. for each DCT coefficient or subband. we let the geometric distribution model detine an ideal noiscles code and then determine the redundancy of the code with respect to the distribution of the quantized data. as measured by the discrimination \{4\}.

Results for the model-based quantization and noiseles coding system are given in Section IV. The general conclusion is that for a wide class of images, the simpler Laplacian model-based coding is quite robust. The gencralized Gaussian model-based coding is always superior but by no more than 0.08 b /pixel. Very little is lost, in a rate versus distortion sens. by basing the quantization and noiseless codes on the simple Laplacian model. These observations verify the suitability of pyramid codes $|5|-110 \mid$ for DCT or subband innage coding.
II. Coder Strlctlire. Models. and Ql'intizers

This paper considers two intraframe image coder structures. A discrete cosine transiorm (DCT) coder $\| 11$ uses $8 \times 8$ piacl blocks and LTQ:s designed for each coefficient. A subband coder [2]. |12]. [13] uses a seven-bund octave decomposition obtained using Mallat's wavelet-based exact reconstruction fitter bank 114$]$ (a recomputed 31-tap version of Mallat filter with coefficients listed in Appendix A). The lowes frequency subband tone sixteenth the- size of the original image) is DCT encoded using $8 \times 8$ blocks, with LTQ:

again designed for each coefficient. The remaining subbands are uniform threshold quantized. Because the subbund coder uses the DCT to encode the lowest frequency band. this coder will hereafter be referred to as a hybrid coder. The use of the DCT for encoding of the lowest frequency subband is motivated by the fact that most of the energy in natural images is contained in the lower frequency bands. The finer frequency resolution of the DCT is thus panticularly well suited for coding the lowest frequency subband. in conirast with the higher frequency bands, where there is less variation in encrgy content with respect to frequency. Both coders use optimum rate allocation for the mean square error distortion measure. based on the coefficient models, as we will discuss later. Three different geometric models are studied for each coder. These are Laplacian, fixed generalized Gaussian. and adaptive generalized Gaussian models.

## A. Laplacian Modeling

In order to define the Laplacian distribution approximating a given empirical distribution, the estimate of the mean absolute valuc of the data is computed. The corresponding distribution is then given as

$$
\begin{equation*}
M(x)=\frac{\lambda}{2} r^{-\lambda \mid f 1} \tag{3}
\end{equation*}
$$

where

$$
\lambda=\frac{1}{E[|. T|]} .
$$

(4)
assuming. X is zero mean, This model is simple and mathematically tractuble. The more complicated generalized Gaussian distribution will. however. always provide at least as good a fit to the empirical distribution to the extent that mean absolute value and variance can be uccurately estimated.

## B. Generalised Gaussian Modeling

The family of generalized Gaussian distributions is given by (1) and (2). A generalized Gaussian model can be chosen by matching the estimated mean absoluic value and variance of the data set to those of a generalized Gaussian distribution. This is accomplished [14] by solving

$$
\begin{equation*}
v=F^{-1}\left(\frac{E\|\cdot \cdot\| \|}{\pi}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
F(a)=\frac{\Gamma(2 / a)}{\sqrt{\Gamma(1 / r) \Gamma(3 / a)}} \tag{6}
\end{equation*}
$$

and $\sigma^{2}$ is the estimated variance of the input signal. The values of $l$ and $\sigma$ completely specify the generalized Gaussian distribution having the same first two moments as the empirical distribution. In practice, a look-up table is used to invert $F($.f) to solve for 1 with reasonabie precision. The software implementation studied accessed a 10000 -point table to cover $\nu$ values from 0.1 to 2.05 .
C. Morecling of $D(A)$

In uniform threshold quantization, with a /ero oupput lew (a midtread quantization) and an arhitrarily large number of output levels. the step size completels' specifies all throshohd levels of the quantizer and parameterizes the rate disturtion performance. The output entropy can he computed hawed on the probability of each output leter (shbained by iitegration of the source density). Similarly, the expected distortiom is calculable after first computing the centroid of each decrion region. The centroid is given by 1151

$$
\begin{equation*}
y_{i}=\frac{\int_{s_{i}-1}^{r_{i}} x p(x) d x}{\int_{x_{1}}^{x_{i-1}} p(x) d x} \tag{7}
\end{equation*}
$$

where $x_{i}$ and $x_{i+1}$ are the lower and upper thresholds. respectively, of an arbitrary decision region. The expected distortion is then (for an L-level quantizer) |III

$$
\begin{equation*}
D=\sum_{i=0}^{L-1} \int_{s_{1}}^{x_{1-1}}\left(x-y_{i}\right)^{2} p(x) d x \tag{B}
\end{equation*}
$$

An analytical solution for the centroids and for the expected distortion exists for the Laplacian distribution, as closed-liorm antiderivatives can be found using standard techniques [15]. Numerical integration is required for solution of the generalized Gaussian case. The quantizer distorion-rate function can be modeled by [11]

$$
\begin{equation*}
D(\nu . R)=\gamma(\nu . R) a^{2} 2^{-2 R} . \tag{9}
\end{equation*}
$$

where $\gamma(\nu, R)$ depends on $\nu$, which is the free parameter of the unit-variance generalized Gaussiun probability density (sce (1) and (2)).

## D. Rate Allocation

In order to compare the impact of the choice of moxlel on the performance of the coding system. software implementations were performed for the three modeling methods. For each respective model, the optimum encoding rates for the respective UTQ are computed as follows.
Notation: The rate allocated to a DCT coeflicient will be referred to as $R_{i}$. Similarly. a DCT cocflicient variance will be shown as $\sigma_{i}^{2}$. The de cocfficient is assigned index zero. The order of assignment of the remaining coefficients is unimponant to the following development. In order to index DCT coefficients and subbunds simultaneously, DCT coefficients will be assigned single indices and subhands double indices. that is. the kth subband of the jth level of a subband decomposition will have variance $\sigma_{j, k}^{2}$ and allocated rate $R_{j, k}$. The first level of decomposition $(j=1)$ corresponds to the three largest subbands that are one fourlh the size of the original image. The second level is composed of the three subbands that are $1 / 16$ th of the original image size. Within a level of decomposition. the first subband $(\vec{l}=1)$ capturs verical edges. the second captures horizontal edges. and the third diagonal edges and comers. The number of level of decomposition is given by $I$. and $N$ is the length of a vide of a DCT block.


1. Aduphive Generalized Guassian Model

This is the most complicated of the three approaches. It is "udaptive" in that it models the image signals to be encouled hased on their estimated statistics. First, a generalized (iaussian parameter $\mu$ is computed for each suibband and each non-dk DCT cocfficient based on estimated mean absolute value and variance as described in (5) and (6). The dc cocflicient is modeled as Gaussian ( $\nu=2.0$ ), as recommended hy Reininger and Gibson [1]. Since de coefficients represent only $1 / 6+$ th of the DCT coefficients to be encoded, any mismatch that exists in the modeling of the dc coefficient does not have a significant impact on performance.
We contirmed that distortion is a decreasing function of sutput entropy for uniform threshold scalar quantization of generalized Gaussian'sources by numerically computing ratedistortion curves for output entropies ranging from 0.01 to 5.0 $\mathrm{b} /$ pixel in increments of $0.01 \cdot \mathrm{~b}$ /pixel. This was done for values of 1 from 0.3 to 1.3 in steps of 0.025 and for $\nu=2.0$. which is a total of 42 different values of $\nu$. The functions $\gamma(\nu, R)$ were then available by manipulating (9). A representative set of these functions is plotted in Fig. 1. The functions are modeled as constant for rates above 5.0 b /pixel. Since the distortionratc functions are convex, the Kuhn-Tucker conditions [16] are satisfied. Thus, the rate allocation can be derived using Lagrangian techniques [11]. With the a priori assumption that $t_{0}=2.0$. the rate allocation equations are found to be

$$
\begin{aligned}
R_{1}= & R+\frac{1}{2} \log _{2} \\
& \frac{\left(2\left(\log _{r} 2\right) \gamma\left(\nu_{i}, R_{i}\right)-\partial \gamma\left(\nu_{i}, R_{i}\right) / \partial R_{i}\right) \sigma_{i}^{2} 2^{2 J}}{A}
\end{aligned}
$$

$n_{j, k}=R+\frac{1}{2} \log _{2}$
$\frac{\left[2\left(\log _{c} 2\right) \gamma\left(\nu_{j, k}, R_{j, k}\right)-\partial \gamma\left(\nu_{j, k}, R_{j, k}\right) / \partial R_{j, k}\right] \sigma_{j, k}^{2} 2^{2 j}}{A}$
(11)

$$
\begin{align*}
& \text { where } \begin{aligned}
A= & \prod_{i=0}^{N^{2}-1}\left(\left[2\left(\log _{k} 2\right) \gamma\left(\nu_{i}, R_{i}\right)\right.\right. \\
& \left.\left.-\frac{\partial \gamma\left(\nu_{i}, R_{i}\right)}{\partial R_{i}}\right] \sigma_{i}^{2} 2^{2, J}\right)^{1 / R^{2} 2^{2 \lambda}} \\
& \prod_{j=1}^{t} \prod_{k=1}^{3}\left(\left[2\left(\log _{c} 2\right) \gamma\left(\nu_{j, k}, R_{j, k}-\frac{\partial \gamma\left(\nu_{j, k} \cdot R_{j, k}\right)}{\partial R_{j, k}}\right]\right.\right. \\
& \left.\cdot \sigma_{j, k}^{2} 2^{2}\right)^{1 / 2^{2}}
\end{aligned}
\end{align*}
$$

In the event of a negative rate assignment, the most negative rate is set to zero. and the rate allocation is recalculated for the remaining signals.

Given the computed rate alloc:ation, step sizes are selected such that the output of each UTC I have entropy equivalent to its allocated rate. This is acco, - uished by forming a lookup table that gives the step size necessary to achieve a given output entropy for each source model. The quantizer output levels can then be computed as the centroids of the decision


Fig, 1. Quantization Coenticients for various generalized Gauxalan distrihutiuns.
regions. For the software implementation, step sizes have been calculated to achieve entropies from 0.01 to 5.0 b /pixel in steps of 0.01 b/pixel for each of the 42 values of 7 mentioned previously. For allocations greater than 5.0 b /pixel. the step size can be approximated using the relation [17]

$$
\begin{equation*}
H=h(X)-\log _{2} \perp \tag{1.3}
\end{equation*}
$$

where $H$ is the entropy of the output of the quantizer. and $\lambda$ is the step size. Since the entropy of the generalized Gaussian source is [3]

$$
\begin{equation*}
h(X)=-\log _{2}\left[\frac{\nu \eta(\nu, \pi)}{2 \Gamma(1 / \nu)}\right]+\frac{1}{1 / \log _{9} 2} \tag{14}
\end{equation*}
$$

the value of $\perp$ to achieve a given $H$ is found to be

$$
\begin{equation*}
\Delta=\frac{2 a^{1 / 1}}{\prime \prime} \frac{\Gamma(1 / 1)^{3 / 2}}{\Gamma(3 / 1)^{1 / 2}} 2^{-n} \tag{15}
\end{equation*}
$$

The UTQ step size is then available by multiplying $\Delta$ by the source standard deviation.

## F. Fixed Gencralized Gaussian Model

The fixed generalized Gaussian approach $|2|$ assumes: a constant distribution shape for each subband and non-dc DCT coefficient. Following Tanabe and Farvardin [2]. we select ${ }^{\prime}=$ 0.7 for the subbands and $\nu=0.8$ for the non-dc $8 \times 8$ DCT coefficients of the lowest frequency subband for the hybrid coder case. In the $8 \times 8$ whole-image DCT case. we wind also use $\nu=0.8$ since the DCT size is the same. The de coefficient is again modeled as Gaussian. This modeling approach thus uses only the tables for $1 \prime$ values of 0.7 .0 .8 . and 2.0 that were used for the adaptive generalized Gaussian case in order to select the step size yielding output entropy equal to the allocated rate for the given generalized Gaussian source.

The optimum rate allocation equations are available as a special case of $(101-(12)$ as

$$
\begin{aligned}
R_{0}= & R+\frac{1}{2} \log _{2} \\
& \frac{\left.\left[2(\log , 2) \div\left(2.0 . R_{0}\right)-j 2(2.0) \cdot R_{0}\right) / \partial R_{0}\right) \sigma_{01}^{2 \cdot 2} 2^{2.1}}{A} \cdot 116_{1}
\end{aligned}
$$
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$$
\begin{align*}
R_{1}= & R+\frac{1}{2} \log _{2} \\
& . \frac{\left(2\left(\log _{r} 2\right) \gamma\left(0.8 \cdot R_{i}\right)-\partial \gamma\left(0.8 \cdot R_{i}\right) / \partial R_{i}\right] \sigma_{i}^{2} 2_{2}^{2 . I}}{A} .  \tag{17}\\
R_{j, k}= & R+\frac{1}{2} \log _{2} \\
& \frac{\left[2\left(\log _{e} 2\right) \gamma\left(0.7 . R_{j, k}\right)-\partial \rho_{i}\left(0.7 . R_{j, k}\right) / \partial R_{j, k}\right] \sigma_{j, k}^{2} 2^{2 j}}{A}
\end{align*}
$$

incurred in using a geometric distributiong in ceduntiancy to model a source entropy coding. The discrimination, in umis (1) bits per sample, is defined as $|+|$

$$
\begin{equation*}
L(q: \dot{q})=\sum_{J} q_{j} \log _{2} \frac{q_{j}}{\dot{q}_{j}} \tag{124}
\end{equation*}
$$

where $q$ represents the discrete distribution of the data, and $\dot{q}$ is the vector of bin probabilitics obtained by partitioning the geometric distribution using the same step size as was used for the uniform threshold quantization of the source. The discrimination is nonnegative [4] and provides a measure of the difference in bits between the entropy of the source and the average codeword length of the ideal noiseless code hased on the model. The best a model of the source distribution can do is to introduce no additional redundancy to the entropy encoding.

## B. Formation of Models

The model to be used for the noiseless encoding is consisten with that applied for purposes of quantization in the preceding section. For instance. the Laplacian coder uses a Laplacian model for both quantization and entropy coding. The empirical distributions are formed in each case by simply counting the number of occurrences of each output quantization level for the given source. A Laplacian or generalized Gaussian distribution defined by the values of $\nu$ or $\lambda$ that were used in the modeling for quantization is then applied to model cach source distribution. The geometric distributions are continuous and must be partitioned in order to form the appropriate probability vector, A vector of "bin" probabilities, which are suitable for comparison with the measured discrete distribution of the source, is thus obtained. Bin probabilities are calculated analytically for the Laplacian model and by using numerical integration for the generalized Gaussian models. The discrim22) ination is then given by (24).

## C. Side Information

All transform and subband variances and the DCT dc coefficient mean are assumé known. uniformly quantized with 16 -bit accuracy, and transmitted as side information. An additional 6 b are required for each non-dc DCT coefficient in order to specify which of the allowable values of 11 has been used to form the generalized Gaussian model. In the hybrid coding case, the non-dc coefficients are placed into four groups based on mean absolute value. and a single value of $\nu$ is assigned to each group. Two bits are required for cach non-dc DCT coefficient to specify to which of the four groups each coefficient was assigned. The worst case occurs for DCT coding of $\mathbf{7 5 6} \times 256$ images, where the overhead is 0.0216 $\mathrm{b} /$ pixel. Since the side information is small. It is included only in the figures displaying PSNR performance (see Figs. 2. 3. 9 . and 10).



Fig. 2. PSNR performance of quantization for DCT coding.


Fig. 3. PSNR performance of quantization for hybrid coding.

## IV. RESULTS

System performance was computed by running the algorithms on four different test images. The images were taken from the USC Image Data Base [18]. The girl (Image No. $5.1 .1)$ and $\operatorname{trec}(5.1 .6)$ are $256 \times 256$. and girl (Lenna) (5.2.4) and hahoon (5.2.3) are $512 \times 512$ images. The images were received in the $24-\mathrm{b}$ red. green, blue color format. The standard linear transformation followed by 8-b linear quantization was applied to yield the luminance (black and white) images that were used in this study.

## A: Qutuntization

The Laplacian, lixed generalized Gaussian, and adaptive generalized Gaussian techniques all provide nearly identical peak SNR performance at a given average output entropy over a wide range of design rates. A close look at Figs, 2 and 3 reveals that the largest performance gap between any two of the modeling techniques is on the order of 0.015 $\mathrm{b} /$ pixel for both DCT and hybrid coders. (The three techniques are abbreviated on the graphs as AGG. FGG. and LAP for adaptive generalized Gaussian, fixed generalized Gaussian.


Fig. 4. Actual initropy versua design rate for DCT conding.


Fig. 5. Actual entropy venus design rate for hỵhrid coding.
and Laplacian, respectively.) One interesting case is the DCT coding of the sirl image. Here, the fixed generalized Gaussian approach is observed to outperform the adaptive generalized Gaussian approach. This unusual case occurs because the adaptive approach requires an additional 0.0057 b /pixel of side information and because of the uncertainty in the estimates of the mean absolute values and variances of the DCT coefficients for the $256 \times 256$ image. which define the adaptive generalized Gaussian models.
Atthough the more complex adaptive generalized Gaussian model does not result in a significant gain in PSNR. it does provide a system that more accurately predicts the output entropy obtained by using particular step sizes to quantize the input signals. This results in an overall output entropy closer to the design rate. as observed in Figs. 4 and 5. See also Tables 1 and II for actual entropies at a design rate of $1 \mathrm{~b} /$ pixel.

All three methods had slightly more difficulty hitting the design rate for the hybrid coding case than for the whole-image DCT coder. This is again likely to be due to the uncertaint! in parameter estimates that is brought on by the smaller number of data points on which to base estimates. Differences between the design rate and average output entropy are attributable
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Fig. 6. Discrimination for DCT coding.
to mismatch between the respective models and empirical distributions. The adaptive generalized Gaussian approach clearly provides the best match to the design rate of the three modeling approaches. In applications where tolerance for variation from the design rate is low, the more complex adaptive generalized Gaussian modeling technique may prove useful.

## B. Entropy Coding

The choice of model has a more significant impact on the performance of the noiseless encoding than on the performance of the quantization. However, as seen in Tables III through $V$ the advantage of the adaptive generalized Gaussian model at a design rate of $1 \mathrm{~b} /$ pixel reaches a maximum of only $0.0513 \mathrm{~b} /$ pixel. Examination of Figs. 6 and 7 shows that the performance gap between Laplacian and adaptive generalized Gaussian models never exceeds 0.08 b pixel. The maximum gap occurs for hybrid coding of the girl image at a rate of about $2 \mathrm{~b} /$ pixel.

Fig. 8 displays discrimination observed in DCT coding of the lowest frequency subband for the hybrid coder. This case must be treated separately from the whole-image DCT as it occurs at a higher average entropy and because there are only $1 / 16$ th as many samples available on which to base parameter estimates. It is this added uncertainty in the estimation of


Fig. 7. Discrimination for hybrid coding.

the parameters that is responsible for the behavior of the discrimination for the baboon image. The adaptive generalized Gaussian model incurs a greater discrimination than the fixed generalized Gaussian model because of the uncertainty in the parameter estimates that define the adaptive generalized Gaussian model.

It is also seen that the discriminations are not strictly increasing with increasing output entropy, although they arc nearly so. This appears to be a consequence of the fact that the sample histograms are not strictly decreasing with increasing signal amplitude but are nearly so.

## C. Overall System Performance

The overall quantization and entropy coding system peak SNR can how be examined with the discrimination value included. Through studying the effects of different distribution modeling methods on overall performance. the relative merits-

ㅍ:


Fig. 8. Discrimination for subbands only from hybrid coding.


Fig. 9. Overall DCT coding system psar performance.
of the modeling schemes can be examined. In all cases. ideal entropy coding of the dc DCT coefficient is assumed.
Comparing the different modeling techniques in Figs. 9 and 10. it is observed that generalized Gaussian modeling saves only on the order of 0.01 to $0.08 \mathrm{~b} /$ pixel over Laplacian modeling. Fixed generalized Gaussian modeling saves at most $0.03 \mathrm{~b} /$ pixel over Laplacian modeling. Nearly all of the savings in rate occurs in the noiseless encoding.

## V. CONCLUSIONS

Modeling of source distributions is an effective way of simplifying quantizer and entropy code design for DCT and hybrid subband image coding. Adaptive generalized Gaussian modeling has a slight advantage over Laplacian modeling, ranging from about 0.01 to $0.08 \mathrm{~b} /$ pixel. Fixed generalized Gaussian outperforms Laplacian modeling by an even smaller margin (at most $0.03 \mathrm{~b} /$ pixel). Since Laplacian modeling has such a small cost relative to more complex upproaches that apply the generalized Gaussian distribution, motivation is found for selecting pyramid codes for transform and subband image coding applications.



Fig. 10. Overall hybrid coding system PSNR performance.


| $n$ | $h(n)$ |
| :---: | :---: |
| 0 | $0.5+17355+76$ |
| $\pm 1$ | 0.3068299983 |
| $\pm 2$ | -0.0354981886 |
| $\pm 3$ | -0.0778081603 |
| $\pm 4$ | $0.02268+115$ |
| $\pm 5$ | $0.0297+65782$ |
| $\pm 6$ | $-0.0121+56978$ |
| $\pm 7$ | -0.0127156595 |
| $\pm 8$ | 0.0001412222 |
| $\pm 9$ | 0.0057990817 |
| $\pm 10$ | -0.0030788380 |
| $\pm 11$ | $-0.0027+55277$ |
| $\pm 12$ | $0.0015+60305$ |
| $\pm 13$ | 0.0013306310 |
| $\pm 14$ | -0.0005167136 |
| $\pm 15$ | $-0.000+363+17$ |

## APPENDIX A

Finite Impulse Response Filter Coefficients
Table $\mathrm{VI}^{*}$ contains the finite impulse response filter coefficients.

## APPENDIX B

Imáge Sources
The images were taken from the USC Image Datanase [18]. The girl (Image No. 5.1.1) and tree (5.1.6) are 256 $\times$ 256. and girl (Lenna) (5.2.4) and haboon (5.2.3) are 512 $\times 512$ images. The images were received in the 24-b red. green, blue color format. The standard linear transformation followed by the $8-\mathrm{b}$ linear quantization was applied to yield the luminance (black and white) images used as input to the algorithms studied.
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# Image Coding Using Wavelet Transforms and Entropy-Constrained Trellis-Coded Quantization 

Parthasarathy Sriram, Member, IEEE, and Michael W. Marcellin, Senior Member

Abstract-The discrete wavelet transform has recently emerged as a powerful technique for decomponing images into various multi-resolution approximations. Multh-resolation decomposition schemes have proven to be very effective for high-quality, low schemes have proven to be very effective for high-quality, low of entropy-constrained trellis-coded quantiantion (ECTCQ) for of entropy-constrained treilis-coded quantiantion (ECTCQ) for encoding the wavelet coefficients of both monochroms and color images. ECTCQ is known as an effective scherne for quiantiz. ing memoryless sources whth low to moderate complesity. The
 most effective soarce codes found to date for meesoryless sources. Performance comparisons are made using the chasical quadrature mirror filter bank of Johnstom aded nine-tap spline filters that were built from borthogonal wavelet bases. We conclude that the encoded images obtained-from the syotem employing nine-tap spine fitters are marginally superior alitheugh at the expense of additional computational burden. Ercellent peal-aignal-to-nolse ratios are obtained for encoding momochrvase and color versions of the $512 \times 512$ "Lenna" image. Comparisons with other reults from the titerature reveal that the propesed wavelet coder is quite competitive.

## I. Introduction

MULTI-FREQUENCY decomposition schemes are not new in the field of source coding. Subband coding was first introduced by Crochiere, Webber, and Flanagan [1] in 1976 for speech signals. The basic idea of any subband coding scheme is to decompose the input signal into a number of frequency bands (or subbands) using a bank of bandpass filters. Each subband is then decimated and encoded appropriately. At the receiver, the encoded subbands are interpolated and then passed through recoastruction filters to obtain the reconstructed signal. This approach, in general, demands the design of sophisticated bandpass filters to minimize the effects of aliasing.

Quadrature mirror filters (QMF) were introduced in [2] and allow alias free reconstruction of the signal in' the absence of quantization errors. Vetterli [3] extended the application
Manuscript roceived Auguse 1, 1993: revised June 7. 1994. This work was suppored in part by the National Sciesce Foundation under Grant Nom. Research Project as The Universiry of Arimones. Portions of this muenial Research Project at The University of Arizone. Portions of tis maierial Processing. Orlando, F. Apr., 1992 and at the Intermational Cooferrace on Acoustics, Speech, and Signal Processing. Minnaspolis, MN, Apr.. 1993. The associate editor coordinating the review of this peper and approving it for publication was Prof. Nasser M. Narnbadi.
P. Sriram is with Digital Communications Division, Rockwell Itternational Corporation. Newport Beach. CA 92658 USA.
M. W. Marcellin is with the Department of Electrical and Computer Engineering. The University of Arizona, Tucsoa, AZ 85721 USA. IEEE Log Number 9411136.
of QMF's to multi-dimensional signals. Both separable and nonseparable extensions were considered, but no coding results were presented. Subsequently, Woods and $O^{\prime}$ Neil [4] presented the first image coder using subband coding. The input image was split into 16 equal-sized subbands using circular convolution with 32-tap QMF's designed by Johnston [5]. They used DPCM to encode the image subbands.

Gharavi and Tabatabai [6] proposed another subband coding scheme in which the input image is split into seven unequalsized subbands. The lowest frequency subband was encoded using DPCM while other subbands were encoded using memoryless quantizers. Their work was extended for color image coding as well. Since then, a variety of subband coders have emerged, capable of high-quality encoding with bit rates as low as 0.5 bits/pixel (e.g., [7]-[10]).

There are several advantages to multi-frequency decomposition schemes. Since quantization error variance can be separately controlled in esch band by careful allocation of encoding rate, the overall reconstruction error spectrum can be controlled in such a manner that the reconstructed image is perceptually pleasing. Multi-resolution approximation schemes are also well suited for progressive image transmission [11].

A number of multi-resolution approximation schemes have emerged independently in different fields of engineering and science [12]. Recently, wavelet theory has been recognized as a unifying framework for these multi-resolution techniques [13]-[15]. Wavelets were originally introduced as a family of functions that were derived from translations and dilations of one basic function, referred to as the "mother" wavelet [16].

The basic idea of the discrete wavelet transform (DWT) is that of successive approximation, together with that of "added detail." At each stage, the input signal is decomposed into a coarse approximation signal (which can be considered a lowpass version of the input) and an "added detail" signal (which can be considered a highpass version). In this regard, the DWT decomposes the input signal into a set of frequency subbands [13].

Wavelet coders for images have been implemented both with scalar quantization [13] and vector quantization [17]. In this work, we investigate the use of trellis-coded quantization (TCQ) with the DWT for encoding both monochrome and color images. TCQ was recently introduced as an effective scheme for quantizing memoryless sources with low to moderate complexity [18]. The motivation for TCQ comes from Ungerboeck's formulation of trellis-coded modulation (TCM) [19]. As in TCM, an expanded codebook is partitioned into subsets, and these subsets are used to label the branches of
an appropriate trellis. For a given data sequence, Viterbi algorithm [20] is then used to find the minimum men squared error (MSE) path through the trellis.
In order to apply wavelet decompositions to innges, we use a separable 2-D' DWT in which emphasis is given to the horizontal and vertical directions. For the monochrome case. we evaluate the performance of our wavelat coder for seven-band and 16 -band decompositions. In each case, the lowest frequency sub-imige (LFS) is encoded using a 2-D discrete cosine transform' (DCT) encoder (with a block size of $4 \times 4$ ) while the other, sub-images are encoled using TCQ for memoryless data.' An integer programming algorithm [21] is employed to allocate the available bit-rate eptimally among the subbands. A small amount of side infomation, consisting of the sample mean of the "DC" coefficien and the sample standard deviation of all sub-images to be eapoded, is transmitted. The procedural flow for color irnages is similar, except for the convertion of the RGB planes into NTSC transmission primaries ( $\mathbf{Y}, \mathrm{L}$, and $\mathbf{Q}$ ).
Our preliminary results with TCQ of image subbands were reported in [22] and proved to be quite compeitive with other encoding techniques from the literature. In fat work, 33-tap filters based on Mallat's wavelet [13] were employed for the subband decomposition. The wavelet inage coder reported in [17] used short-length filters based on bierthogonal wavelets [23]. In this work, we use the nine-tap spine filters suggested in [23] and [17] for the wavelet decomponion. We also compare, from both a MSE calculation and a sabjective judgment, the performance of nine-tap spline filters and the traditional QMF's of Johnston [5].

## II. Discrets Wavelet Transporm

A DWT utilizes two functions: the mother wavelet $\tilde{\psi}$ and a scaling function $\bar{\phi}$. The scaling function $\bar{\phi} \mathrm{can}$ le chosen in such a manner that the translations of (dilated veusions of) $\bar{\phi}$ form a basis for a vector space, say $\tilde{\mathbf{V}}_{\mathrm{m}}$. Lettidg $m$ vary results in a sequence of successive approximation sqeces, i.e.

$$
\begin{equation*}
\cdots \subset \dot{\mathbf{V}}_{2} \subset \dot{\mathbf{V}}_{1} \subset \dot{\mathbf{V}}_{0} \subset \dot{\mathbf{V}}_{-1} \subset \overline{\mathbf{V}}_{-2} \cdots \tag{1}
\end{equation*}
$$

$\overline{\mathrm{V}}_{m}$ is said to have a resolution of $2^{-m} ;$ Translations of $\psi$ span a vector space $\dot{\mathbf{W}}_{m}$ that is the complement of $\dot{\mathbf{V}}_{m}$ in $\dot{\mathbf{V}}_{m-1}$.

The approximation of an arbitrary-input function $f$ at a resolution $2^{-m}$ (say $\boldsymbol{A}_{m}(f)$ ) is given by the projection of f onto the vector space $\mathbf{V}_{\mathbf{m}}$. The information lost when going from an approximation of f with resolution $2^{-m}$ to the coarser approximation $A_{m+1}(f)$ with resolution $2^{-(m+1)}$ is seferred to as the error, or "detail" signal $D_{m+1}(f)$, and can be obtained by the projection of $f$ onto $\mathcal{W}_{m+1}$. The detail signal $D_{m+1}(f)$ is typically a highpass version of f while $\boldsymbol{A}_{m+1}(f)$ is a lowpass version.

Let $\tilde{h}$ and $\bar{g}$ be the impulse responses for decomposition (or analysis) lowpass and highpass filters, respectively. Given the approximation of f at a resolution of $\mathbf{2}^{-m}$ (i.e. $\boldsymbol{A}_{m}(f)$ ), $A_{m+1}(f)$ and $D_{m+1}(f)$ can be computed by filtering $A_{m}(f)$ with $\dot{h}$ and $\dot{g}$ and then keeping every other sample of the output. This algorithm is illustrated by the block diagram
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Fig. 1. Block diagram of a wavelet decomposition.


Fig. 2. Block diagram of a wavielet reconatruction.
shown in Fig. 1. Approximations at lower resolutions are obtained by repeated application of this algorithm.
Let $\psi$ and $\phi$ be the wavelet and the scaling function necessary for reconstruction. Given $A_{m+1}(f)$ and $D_{m+1}(f), A_{m}(f)$ can be perfectly reconstructed by interpolating $A_{m+1}(f)$ and $D_{m+1}(f)$ by a factor of two and filtering the resulting signals with $h$ and $g$, respectively. The block diagram shown in Fig. 2 illustrates this algorithm. Figs. 1 and 2 reveal that discrete wavelet transforms are essentially subband decomposition systems. Hence, the terms "subband decomposition" and "wavelet decomposition" are used interchangeably throughout this paper.
It is advantageous to have wavelet bases that are orthonormal. In that case, the sub-images are orthogonal. In addition, for image processing applications, one would prefer analysis and synthesis filters to have linear phase. Unfortunately, there exist no nontrivial, finite-length, orthogonal linear-phase filters with the perfect reconstruction property [17]. In practice, this difficulty is overcome by either dropping the necessity for perfect reconstruction or by using biorthogonal bases [23], [17].
Biorthogonal bases for wavelets were recently introduced, independently, by Cohen, Danbechies, and Feauveau [23] and by Vetterli and Herley [24]. In [23], it was shown that it is possible to construct bases that yield finite-length, linear-phase filters with the perfect reconstruction property by relaxing the orthonormality requirement. Decomposition and reconstruction filters for the resulting "biorthogonal" bases are related by

$$
\begin{align*}
H(\omega) \tilde{H}(\omega)= & \cos (\omega / 2)^{2 L}\left[\sum_{p=0}^{l-1}\binom{l-1+p}{p}\right. \\
& \left.\cdot \sin (\omega / 2)^{2 p}+\sin (\omega / 2)^{2 t} R(\omega)\right] \tag{2}
\end{align*}
$$

and

$$
g(n)=(-1)^{n} \bar{h}(-n+1), g(n)=\{-1)^{n} h(-n+1)
$$

where $H$ and $\dot{H}$ are the Fourier transforms of $h$ and $\dot{h}$, $R(\omega)$ - is an odd polynomial in $\cos (\omega), 2 l=k+\hat{k}$, and the functions $\psi$ and $\tilde{\psi}$ are $(k-1)$ and $(\tilde{k}-1)$ continuously differentiable, respectively. $H(\omega)$ and $\grave{H}(\omega)$ can be chosen

(a)

ig. 3. A four-state treilis with subset labeling (a); codebook and partition for two-bit per sample TCQ (b).
in several different ways [23]. We have chosen to use the spline variant family of filters suggested in [17] and [23] with $k=\dot{k}=4$. For this selection, $\dot{h}$ and $h$ are nine-tap and seven-tap filters, respectively. For coavenience, these filters are referred to as nine-tap spline filters for the reminder of this paper.
III. TRELLIS-CODED QUANTIZATION

## A. Fixed-Rate $T C Q$

The motivation for TCQ-comes from Ungerboeck's formulation of trellis-coded modulation (TCM) [19]. In the simplest case, for encoding a memoryless spurce.using TCQ at a rate of $R$ bits/sample, a scalar codebook having $2^{R+1}$ elements is partitioned into four subsets (esch containing $2^{R-1}$ codewords). These subsets are then used to label the branches of a suitably chosen trellis. An example of a fourstate trellis with corresponding codebook and partition (for $R=2 \mathrm{bits} / \mathrm{sample}$ ) is shown in Fig. 3. The justification for these particular choices is provided in [18].

For a given sequence of data, the Viterbi algorithm [20] is used to find the sequence of codewords (as allowed by the trellis structure) that minimizes the MSE between the data and the selected codeword sequence. One obvious method to encode the resulting sequence of TCQ codewords into a bit sequence is to allocate one bit/sample for specifying a path through the trellis (equivalently, a sequence of subsets) while using the remaining $R-1$ bits/sample to specify a codeword from the subset chosen at each point in time. A more detailed description of TCQ and an explanation for why it achieves excellent performance as an algorithm for data compression can be found in [18].

## B. Entropy-Constrained TCQ

Entropy-constrained TCQ (ECTCQ) was introduced in (25). In that work, near optimal performance (in a rate-distortion theory sense) for encoding memoryless sources was achieved at encoding rates greater than about 1.5 bits/sample. As explained in the previous subsection, one bit was used to specify a path through the trellis with the remaining ayailable rate being allocated to specifying an element from each subset. The entropy of the codeword elements in each subset were then computed as an estimate to this remaining portion of the rate: Obviously, encoding rates for scalar. codebooks are
greater than one bit/sample for this scheme. Lower rates were achieved using vector codebooks.

In an attempt to achieve encoding rates between 0.0 and 1.0 bits/sample with scalar codebooks, a different approach was followed in [26] that enabled ECTCQ to achieve near optimal performance for encoding memoryless sources at all nonnegative encoding rates. This new approach makes use of the fact that in any given state, the next codeword must be chosen from either $S_{0}=D_{0} \cup D_{2}$ or $S_{1}=D_{1} \cup D_{3}$. For example, when in the top state (of the trellis in Fig. 3), the next codeword must be chosen from $S_{0} . S_{0}$ and $S_{1}$ are called supersets. Rather thap using one bit/sample to specify a path through the trellis with the remaining rate allocated to selecting elements from the chosen subsets, all the available rate can be used to specify an element from a superset. Since the subsets are disjoint, specifying an element from a superset uniquely determines which subset the codeword comes from, and therefore, the next trellis state. One variable-length code is provided for each of the two supersets, and an estimate of the rate required to encode data under this scheme is given by the conditional eatropy of the codebook given the superset:

$$
\begin{equation*}
H(\hat{X} \mid S)=-\sum_{i=0}^{1} \sum_{i \in S_{i}} P\left(\hat{x} \mid S_{i}\right) P\left(S_{i}\right) \log _{2} P\left(\hat{x} \mid S_{i}\right) \tag{3}
\end{equation*}
$$

## IV. Image Coding Application

A block diagram illustrating the procedural flow for a monochrome TCQ wavelet coder is shown in Fig. 4. The input image is decomposed into a series of sub-images using a 2-D DWT. Since images are spatially limited, the filtering and decimation result in an expansion of data. To circumvent this problem, we have used a generalization of the symmetric extension technique described in [8] and [27] that allows the amount of data to be reduced to its original size while introducing no distortion.
A similar system using Johnston's QMF's [5] was studied in [10]. In that work, both DPCM and DCT were used to encode the lowest frequency sub-image (LFS). The DCT based system was found to be superior. We have followed their approuch and use a 2-D DCT with a block size of $4 \times 4$ for encoding the LFS. All "like" DCT coefficients of the LFS are collected into sequences to be encoded using ECTCQ. Each of the highfrequency sub-images (HFS) is also treated as a sequence to be encoded (with no further processing) using ECTCQ. In each case, four-state BCTCQ syitems are used.

A small amount of side information, coasisting of the sample mean of the "DC" transform coefficient and the sample standard deviation of all sub-images and DCT coefficients, is transmitted. All DCT coefficients and sub-images are normalized by subtracting their mean (all data except the DC transform coefficieat are assumed to be zero-mean) and then dividing by their respective standard deviations. The "normalized" transform coefficients and sub-images are then encoded using ECTCQ at rates determined by the optimum rateallocation scheme described in a subsequent section. At the receiving end, the resulting bit sequence and normalization parameters (side information) are used to reconstruct the


Fig. 4. Block diagram of a monochrome TCQ wavelet coder.
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Fig. 5. Uniform codebook and partition for an ECTCQ symem.
quantized coefficients. The inverse DCT is performed to obtain the reconstructed LFS before the final wavelet reconstruction stage.

## A. Codebook Design

In [25] and [26], it was shown that for encoding memoryless sources with smooth densities (using ECTCO), near-optimal performance (in a rate-distortion theory sense) can be obtained by employing the codebook design algorithm and encoding rule from (28]. This algorithm attempts to minimize the MSE of an encoding (but subject to an entropy comstraint) by minimizing the cost function

$$
\begin{equation*}
J=\mathrm{E}[\rho(x, \hat{x})]+\lambda \mathrm{E}[l(\hat{x})] \tag{4}
\end{equation*}
$$

where $x$ is the data, $i$ is the encoded version of $x, \rho(x, \hat{x})$ is the cost (usually MSE) of representing $x$ by $\hat{x}, \lambda$ is a Lagrange multiplier, and $l(\dot{x})$ is the number of bita used by the variable-length code to represent $\hat{2}$.
In [26], it was found that for rites greater than 2.5 bits/sample, the optimized codebooks do not provide a stgnificiant improvement in MSE over uniform codebooks (as shown in Fig. 5). Thus, in our simulations with images, optimized codebooks were used for encoding rates less than or equal to three bits/sample while uniform codebooks were used for all other encoding rates.

A collection of 30 images (differeat from the "Lenna" image) were used as training data for the optimization algorithm. Three sets of codebooks-one for the DC coefficient, one for the other DCT coefficients and the third for all sub-images other than the LFS-wwere used. For each set, codebooks were designed for integer multiples of 0.1 bits/sample. The number of bits required to represent a particular codeword $\dot{x}$ was computed as

$$
\begin{equation*}
l\left(\hat{x} \mid S_{i}\right)=\frac{1}{10}\left\lceil-10 \log _{2} P\left(\hat{x} \mid S_{i}\right)\right\rceil \tag{5}
\end{equation*}
$$

where $P\left(\hat{x} \mid S_{i}\right)$ (the probability of using $\hat{x}$ given that the superset $S_{i}$ is used) is estimated from the training data. Let $\tilde{P}\left(\hat{x} \mid S_{i}\right)$ be the relative frequency of $\hat{x}$ (given superset $S_{i}$ ) for encoding test data. Similarly, let $\dot{P}\left(S_{i}\right)$ be the relative frequency of $S_{i}$ for encoding test data. It is then easy to show that

$$
\left.\bar{I}=\sum \sum \sum^{\vec{P}}\left(\hat{i} \mid S_{i}\right) \tilde{P}\left(S_{i}\right)\right)\left(\hat{( } \mid S_{i}\right)
$$

is an upper bound to the encoding rate (for the test data) required by two Huffman codes (designed from the training data for $S_{0}$ and $S_{1}$, respectively) each operating on blocks of codewords with length ten.

As pointed out before, the TCQ decoder always knows whether the next codeword should come from $S_{0}$ or $S_{1}$. Thus, the $S_{0}$ codewords can be collected into a sequence, Huffman coded, and transmitted, followed by the same procedure for the $S_{1}$ codewords. At the decoder, the two sequerices can be Huffiman decoded. The TCQ decoder can then sequentially decode the data by drawing codewords from the $S_{0}$ and $S_{1}$ sequences as appropriate.

## B. Rate Allocation

The basic intention of any rate allocation scheme is to appropriately allocate the bits to be used for encoding among the data sequences to be encoded so as to optimize the performance according to some objective cost function. In this work, we use a bit allocation algorithm in which the distortion-rate performances of different quantizers are used [21]. This algorithm produces an optimal or very nearly optimal allocation, while allowing the set of admissible bit, allocation values to be constrained to a finite set of nonnegative numbers.

Specifically, the overall MSE incurred by our coding scheme is given by

$$
\begin{equation*}
E=\sum_{i=1}^{K} \alpha_{i} w_{i} E_{i}\left(r_{i}\right) \tag{6}
\end{equation*}
$$

where $E_{i}\left(r_{i}\right)$ is used to denote the distortion-rate performance for encoding the $i$ th data sequence at $r_{i}$ bits/sample, $K$ is the
number of data sequences ${ }^{1}$, and $\alpha_{i}$ is a weighting" coefficient to account for the variability in the size of the sequences. Also, since the biorthogonal synthesis filters $h$ and $g$ do not have the same energy, the quantization noise in various subbands will not be equally weighted in the image reconstruction. The scaling factor $w_{i}$-is introduced to offset this disparity. A detailed treatment of the procedure to find these weighting coefficients for a given set of filters can be found in [29].

In practice, the rate allocation vector $B=\left(r_{1} ; r_{2}, \cdots, r_{K}\right)$ is chosen so as to minimize $E$ subject to the constraint that

$$
\begin{equation*}
\sum_{i=1}^{K} \alpha_{i} r_{i} \leq R \text { bits/pixel. } \tag{7}
\end{equation*}
$$

In [21], it is shown that the solution $B^{*}=\left(r_{1}^{*}, r_{2}^{*}, \cdots, r_{K}^{*}\right)$ to the unconstrained problem

$$
\min _{B}\left\{\sum_{i=1}^{K} \alpha_{i} w_{i} E_{i}\left(r_{i}\right)+\lambda \sum_{i=1}^{K} \alpha_{i} r_{i}\right\}
$$

minimizes $E$ subject to $\sum_{i=1}^{K} \alpha_{i} r_{i} \leq \sum_{i=1}^{K} \alpha_{i} r_{i}^{*}$. Thus, to find a solution to the constrained problem of (6) and (7), it suffices to find $\lambda$ such that the solution to (8) yields $\sum_{i=1}^{K} \alpha_{i} r_{i}^{*} \leq R$. A detailed treatment of an algorithm to find the proper $\lambda$ can be found in [21].

For a given $\lambda$, the solution to the unconstrained problem is obtained by minimizing each term of the sum in (8) separately. If $V_{k}=\left\{p_{k}, \cdots, q_{h}\right\}$ is the set of allowable rates for the $k$ th quantizer, then $r_{k}^{\bullet}$ solves

$$
\begin{equation*}
\min _{r_{k} \in V_{k}}\left\{\alpha_{k} w_{k} E_{k}\left(r_{k}\right)+\lambda \alpha_{k} r_{k}\right\} . \tag{9}
\end{equation*}
$$

C. Side Information

The side information consists of the sample mean of the DC transform coefficient and the sample standard deviation of all data sequences to be encoded. A 16 -bit uniform quantizer was used to quantize each of these parameters resulting in 16 $(K+1)$ bits/image of side information. In addition, the initial trellis state for each data sequence needs to be transmitted to the receiver [30]. For a four-state trellis, this requires $2 K$ bits/image. Hence, the overall side information amounts to $(18 K+16)$ bits/image that corresponds to 0.002 bits/pixel for a 16 -band decomposition of a monochrome $512 \times 512$ image.

## V. Results and Conclusions

A. Monochrome Image Coding

Coding simulations were performed for the luminance component of the $512 \times 512$ "Lenna" image. The performance of our image coder is reported by tabulating the peak signal-tonoise ratio (PSNR), which is defined is

$$
\begin{equation*}
\text { PSNR }=10 \log _{10}\left(\frac{255^{2}}{\mathrm{MSE}}\right) \mathrm{dB} \tag{10}
\end{equation*}
$$

${ }^{1} K$ is the number of subbends crinus one, plus the number of DCT efficient sequences. For example; $\boldsymbol{K}$ equals 22 and 31 for seven- and 16-band decomponitions, respectively.
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| $2{ }^{2}$ |  | [14. |  | 24-40 |  | H2, |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0 \text { orntion }$ | PSME | OHTher | pars | Ovare | PSNR | 0triver | PSMR |
| 0.00 | 1.54 | 018 | [8\% | 47 | 8. ${ }^{\text {a/4 }}$ | 0.97 | 58.70 |
| 0.78 | 31.48 | 0.7 | 219 | 17 | 2187 | 0.27 | 3.01 |

For color images, the MSE is computed as an aversge over all three image planes (RGB).
Subband coders that have been proposed in the literature have used both seven-band (pyramidal) and 16 -band (treestructured) decompositions. Westerink, Biemond, and Boekee in [31] compared different decomposition schemes in a fixedrate coding system using QMF's and reported that the best objective performance is obtained when the image is split into 16 equally sized subbands. It is not mentioned in [31], however, if there is any improvement in the subjective quality of the encoded images.
We investigated the performance of our wavelet coder using a seven-band. (7B) and a 16 -band (16B) decomposition. To obtain the same PSNR value, the 7 BB system required an encoding rate approximately $15 \%$ higher than that of the 16B system. Interestingly, evea at equal PSNR, the images obtained from the 16B system are sharper and have less high frequency background noise than those from the 7B system. One possible explanation for this occurrence is the fact that PSNR is not very sensitive to noise in the HFS because of their low energy content. On the other hand, these sub-images contain significant edge information and if not quantized efficiently, introduce ringing and high-frequency fuzziness. High frequency sub-images are encoded more efficiently by the 168 system than by the $7 B$ system. Thus, for a given PSNR, the 16 -band decomposition results in an improvement in both the encoding rate and the quality of the reconstructed imagery. All simulations from this point forward, assume the use of a 16 -band decomposition.
Recently, Westerink, Biemond, and Boekee [32] analyzed the use of QMF's of different leagehs on aliasing distortions in a subband image coding application using Johnston's filters and scalar quantization. Comparisoas were made at encoding rates of 0.8 and 0.6 bits/pixal. They concluded that from both an MSE calculation and a subjective judgment aliasing errors can be neglected for fitter lengths of 12 taps or more. They also reported that for encoding rates of at least 0.8 bits/pixel, the effect of aliasing distortion in image subbands is negligible. The encoder in [32] wes Lloyd-Max quantizers to encode the subbands and does not exploit any correlation in the LFS.
Our subband coding system is significantly different than the system in [32]. As a result, their conclusions may not be valid for our system. We simalated oar system using Johnston's 8 , 16, 24, and 32 -tap filters. The results for encoding the 512 $\times 512$ "Lenns" imago for "desired" rates of 0.5 and 0.25 bits/pixel are shown in Thble I. The obtained rates are different from the desired rates specified in the rate allocation procedure because of the entropy-constrained design of the TCQ systems. It is obvious from Table I that the PSNR performance of the 32- and 24 -tap systems are superior to the 16 - and eight-tap systems. Recall from our discustion in the previous section

TABLE II


that a QMF bank using Johnston's filters is not a perfectly reconstructing filter bank even in the absence of quantization distortions. This distortion (QMF distortion) increases as the filter length becomes smaller. QMF distortion is typically not perceptible in the reconstructed image. Hence, the fact that the PSNR of the reconstructed image from the 32-tap system is higher does not necessarily translate to higher quality reconstructed imagery.

Subjective tests revealed that, at both encoding rates, images obtained from the eight-tap syrtem were the best. At approximately 0.5 bits/pixel; the encoded images from all systems were of extremely high-quality, However, the systems based on the longer filter kemels create "ringing" near edges. At 0.27 bits/pixel, these Gibbs phenomena type errors affected the quality of the encoded images coasiderably when the long filters were employed. In smooth regions of the image, all four encoded images seem to have approximately the same amount of perceptible distortion.

We also implemented our subband coder using the nine-tap spline filters. Simulation resultes for encoding the $512 \times 512$ "Lenna" image are shown in Table II for "desired" rates of $1.0,0.5$, and 0.25 bisipixel. Comparing resuits is Tables I and II, it is obvious that the performance of the spline filters is comparable to the performance of the 24-tap system while it is uniformly better than the performance of 16. and eight-tap systems.

A subjective evalustion of the encoded images revealed that the encoded images obtained from the syatem employing nine-tap spline filters are marginally better than those obtained from the eight-tap system ${ }^{2}$. This improvement in the sabjective quality could be attriboted to the regularity and differeatiability of scaling functions associated with the spline filters [17]. More details reganding the importance of regularity and differentiability of scaling functions: in an image coding application can be found in [17]. Dee to their superior performance, all results from this poias forward assume use of the spline filters for the wavelet decomposition.

In comparison with other results from the literature, we find that our wavelet coder is quite competitive. The simulation results from Table II (plus two additional points described below) are shown in Fig. 6 along with other results from the literature. At an encoding rate of 0.48 bits/pixel, our PSNR value of 36.61 dB is higher than those of the entropyconstrained scalar quantization besed subband coder of Tanabe and Farvardin [10] ( 35.32 dB at 0.45 bits/pixel), the ECTCQ based three-component model image coder in [34] ( 36.53 dB at
${ }^{2}$ Note that this improvemasa is obtained at the expease of additional
computational complexity. For a rworbead decomposicion of conedimensional deth, genersting one outpot ample from the lowpeas and bighpass shalysis filters requires eight multiplies sat eight adds.when using cight-Gep Johnuton's Whicrs (by using the polyphase docomponition tocknique wutgened in (33])
while while spline filiers require nine mestiplies and 14 adde.


Fig. 6. Comptrizons for encoding the $512 \times 512$ "Leans". Image.
0.495 bits/pixel), the ECTCQ based transform coder proposed in [30] ( 35.97 dB at 0.52 bits/pixel), the adaptive entropy coded subband coder of Kim and Modestino [35] (35.98 dB at $0.48 \mathrm{bits} / \mathrm{pixel})$, and the embedded wavelet image coder of Shapiro [36] ( 35.97 dB at 0.50 bits/pixel). In [37] and [38], PSNR's of 36.70 dB and 37.3 dB were reported at 0.55 and 0.59 bits/pixel, respectively. When our system is simulated at these rates, PSNR values of 37.33 dB and 37.63 dB are obtained, for improvements of 0.63 and 0.33 dB , respectively.

The subjective quality of the encoded imsages is excellent. The encoded image at an average rate of 0.93 bits/pixel is almost indistinguishable from the original image and the encoded image at 0.48 bita/pixel is extremely good with very little high-frequency background noise or smoothing. The original image is shown in Fig. 7 while the image encoded at 0.48 bits/pixel is shown in Fig. 8. There are no visible artifacts even when viewed on a high-resolution monitor. The encoded image at 0.27 bits/pixel is quite natural looking but has some perceprual distortion.

## B. Perceptual Weighting

Orie of the most important objectives of an image coding system is to encode images in such a manner that coding distortions are not perceptible. To compress an image such that a human observer cannot perceive coding distortions in. not an easy task. One must understand the paychophysics of the human visual system (HVS) to achieve this. It is known that the sensitivity of the human eye in perceiving distontion is different for different spatial frequencies [39]. We can make use of this information in our subband coder by perceptually weighting each subband according to the sensitivity of the human eye to the energy in that subband. We follow the ideas of Perkins and Lookabaugh [40] for calculating these weighting coefficients and modify the previously discussed rate allocation algorithm to incorporate these coefficients. That is, instead of appropriately allocating the available rate among the data sequences to be encoded so as to minimize MSE given


Fig. 7. Monoctrowe "Leana" image ( $512 \times 512$ ).

by (6), the weighted MSE (WMSE), defined as

$$
\begin{equation*}
\mathrm{WMSE}=\sum_{i=1}^{K} \alpha_{i} w_{i} p_{i} E_{i}\left(r_{i}\right) \tag{11}
\end{equation*}
$$

is minimized subject to the constraint of (T) where $p_{i}$ is a perceptual weighting coefficient for the $i$ ith band.

On the monitor used to view images, a $512 \times 512$ image is of size $128 \mathrm{~mm} \times 128 \mathrm{~mm}$. We set the viewing distance to be four times the size of the image (i.e., $d=512 \mathrm{~mm}$ ). We investigated the choice of :weighting coefficients associated
with the DCT bands by computing them in three differen ways. They are:

1) All DCT bands were given the same weighting coefficient, the one corresponding to the center frequency of the LFS.
2) Weighting coefficients for the DCT bands were found using the fact that a $4 \times 4$ block is of size 1 mmx 1 mm . For a viewing distance of $d$, the observer's eye subtends an angle $a$ given by

$$
\tan \left(\frac{\alpha}{2}\right)=\frac{1 / 2}{d}=\frac{1}{1024}
$$

Hence, $\alpha=2 \tan ^{-1}(1 / 1024)=0.1119^{\circ}$. The function $\cos [\pi k(2 m+1) / 2 N]$ will complete $k$ cycies in $N$ samples (and hence in $\alpha^{\circ}$ ). As a result, the frequency in cycles/degree is given by $c_{k}=k / \alpha=$ 8.9366 k . Similarly, the value of $c$ corresponding to the 2-D DCT coefficient $X_{\text {det }}(k, l)$ is given by $c=$ $\sqrt{(8.9366 k)^{2}+(8.9366 l)^{2}}=8.9366 \sqrt{k^{2}+l^{2}}$
3) Froquencies obtained from method (2) were scaled in such a manner that the value of $c$ corresponding to the highest-frequency DCT band is the same as the one corresponding to the highest-frequency DFT coefficient ( $X(127,127)$ ) in the LFS. Weighting coefficients corresponding to the scaled $c$ 's were calculated as before.
The DC band was always given a weight of one because it determines the average intensity of the block. Subjective tests revealed that the encoded images obtained from using weighting coefticients from method (3) appear the best. We obtained PSNR values of 36.37 and 33.47 dB at encoding rates of 0.53 and 0.28 bits/pixel, respectively, from such a system. Comparing these results with those in Table II, it is evident that perceptual weighting results in a small drop in PSNR values for approximately the same encoding rate. At approximately 0.5 bits/pixel, it was very difficult to identify any improvement in perceptasl quality due to weighting. This is not very surprising as the eacoded images are of extremely high quality. However, at an encoding rate of approximately 0.25 bita/pixel the encoded image from the perceptually weighted system looks better. This improvement in subjective quality increases as the encoding fate is decreased further.

A primary effect of perceptual weighting is to emphasize low frequencies with respect to high frequencies. An image like "Lenna" has little high-frequency content. As a result, the effect of percepral weighting might be exaggerated. We encoded the "boboon" image and an serial image of an urban a area, both of which have significant high-frequency content. As before, the effect of weighting was very difficult to perceive at 0.5 bits/plxel. However at approximately 0.25 . bits/pixel. encoded images from the perceptually weighted system were significantly better,
C. Color Image Coding

It is well known that the three color planes (red, green. and blue) are highly correlated. To exploit this redundancy it is a common practice to transform these planes to the NTSC transmission primaries specifled as $Y, I$, and $Q$. This
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transform has the added advantage of being compatible with monochrome television ( $Y$ component). As in the monochrome case, each component is decomposed into 16 equal-sized subbands. The LFS for each component is encoded using a 2-D DCT encoder with a block size of $4 \times 4$.
It is well known that the human eye is less sensitive to degradation in the chrominance components than to the degradation in the luminance component. As a result, color image coders concentrate on encodiag the luminance component more efficiently thas the chrominance components. The subband coder proposed in [6] discands all HFS associsted with the I and Q components while all subbands of the $Y$ component are encoded. At the decoder, the chrominance components are restored to their original size by interpolation.
We investigated the significunce of high-frequency bands associated with the chrominance components both perceptually and in an MSE sense by implementing our wavelet coder in the following manner:

1) All high-frequency sub-images of I and $Q$ components were encoded (48B);
2) All high-frequency sub-images of I and $Q$ components were discarded (18B).
The performance of the two systems is approximately equal (both objectively and subjectively) at low encoding rates ( $\approx$ $0.25 \mathrm{bits} /$ pixel). This is as expected since even for the 48B system, the HFS receive zero encoding rates from the rate allocation algorithm becasse of theis very low variance. At high rates ( $\approx 1.0 \mathrm{bit}$ pixel), discarding the HFS associsted with the chrominance components causes a significant drop in PSNR and effects the subjective quality of the encoded images in an interesting way. Withont side-by-side comparison with the original, the eacoded image from the 18B system looks extremely good. However, careful comparison with the original reveals that colon have a lighter, or "washed out" appearance. The 48B syatem does not suffer from this effect. Hence, in the simulations discussed below, the high-frequency subbands associated with the chrominance components were not discarded.
Simulation results are presented in Table III for encoding the color version of the $512 \times 512$ "Lenna" image at three different encoding rates. For comparison, the performance of the ECTCQ-based transform coder proposed in [30] is also shown. It is evident from this table thit the PSNR performance of our wavelet coder is superior to the system in [30] at all encoding rates. The comparieon with the results from [30] is not completely fair because the encoder in [30] subsamples the chrominance components by a factor of two in each direction before quantization.

The subjective quality of the encoded images at all three rates is extremely good. In particular, the encoded image at 1.13 bitspixel is indistinguishable from the original. The encoded image at 0.47 bits/pixel is extremely sharp and devoid of any annoying artifacts. Fuzziness and high-frequency background noise are totally absent even at an average encoding rate of 0.24 bits/pixel.
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Abstract. In this paper we present an overview of wavelet based multiresolution analyses. First, we briefly discuss the continuous wavelot tranaform in its simpleat form. Then, we give the definition of a multiresolution analysis and show how wavelets fit into it. We take a closer look at orthogonal, biorthogonal and semiorthogonal wavelets. The fast wavelet tranaform, wavelets on an interval, multidimensional wavelats and wavelet packets are diacussed. Several examples of wavelet families are introduced and compared. Finally, the esseatials of two major applications are outlined: data compression and compression of linear operators.
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15. Introduction. Wavelets have generated a tremendous interest in both theoretical and applied areas, especially over the past few years. The number of researchers, already large, continues to grow, so progress is being made at a rapid pace. In fact, advancements in the area are occurring at such a rate that the very meaning of "wavelet analysis" keeps changing to incorporate new ideas.

In a rapidly developing field, overview papers are particularly useful, and several good ones concerning wavelets are already available, such as $[60,83,115,122,123$, 125]. Of these, [122] contains a brief introduction to multiresolution analysis, [60] describes wavelets from an approximation theory point of view, [83] discusses continuous and discrete wavelets, [125] focuses on the construction of wavelets, [115] looks at wavelets from a signal processing point of view and [123] compares wavelets with Fourier techniques.

[^4]Our paper differs from these in that it contains some more recent developments and that it focuses on the "multiresolution analysis" aspect of wavelets. The emphasis on multiresolution analysis allows us to look at a number of different constructions of wavelets such as orthogonal, semiorthogonal, and biorthogonal wavelets. By examining these constructions in a unified setting, we are ideally positioned to make comparisons between them. The recent developments contain wavelets on an interval, multidimensional wavelets, and wavelet packets.

We have selected an expository style and a level of rigor that we hope will present the ideas without obscuring them in too much detail. Instead of giving exact, detailed statements in a "theorem-structured" way, we have opted for a more informal style. References are given throughout, pointing to more details when needed.

For example, this paper occasionally contains statements of the form "A is (essentially) equivalent with B ". The interpretation that we have in mind is that, for "all practical purposes", A is equivalent to B. Strictly speaking, the equivalence may only hold under some extra technical conditions. Good examples are when a formula is guaranteed to be true only "almost everywhere" or in a "weak sense". .

The style we have chosen is motivated by the intended audience: people with a more theoretical interest as well as those working in various applied areas. For a reader in the first category this paper might provide some of the theory, and point to some of the right references for further study. A reader in the second category could use the paper to make comparisons, and find connections to related material.

The paper is organized as follows. After a brief sketch of the history of wavelets we introduce the "continuous wavelet transform." The discussion of the continuous wavelet transform is mainly included for historical purposes and for comparison with the multiresolution analysis wavelets. Next, we give the definitions of "multiresolution analysis" and "scaling function" (Section 5), derive some basic properties and illustrate these with some examples. In this section we also give the basic definition of "wavelet." Wavelets are then studied in more detail in the next sections. Section 6 discusses orthogonal wavelets, while Section 7 treats biorthogonal wavelets, a generalization of the orthogonal ones, and semiorthogonal wavelets, a compromise between the previous two. In the following section we study the connection between wavelets and polynomials, and show how this relates to the approximation properties of wavelet expansions. In Section 9 we show how a "fast wavelet transform" can be derived from the multiresolution analysis properties. In the appendix, the reader can find a pseudocode implementation of this algorithm. At this point, i.e. after the study of the basic properties of multiresolution analysis, we are ready to single out some desirable properties of wavelets. This is done in Section 10. We also give several examples of wavelet families, such as Daubechies' and spline wavelets, and compare their properties. The next three sections focus on more recent developments such as wavelets on an interval, wavelet packets and multidimensional wavelets. These sections can be read independently. Finally, in the last section (Section 14) we consider the basic ideas associated with two important applications: data compression and analysis of linear operators.

It goes without saying (almost) that this short overview is still highly incomplete. It is unfortunate that we were unable to cover many other important and interesting developments in the area, some of which are more significant than the ones we have included. For example, we hardly mention the significant volume of work done in the direction of approximation theory, and the efforts in the field of fractal functions and the more applied areas are left out almost entirely. We apologize to the people whose
results we were unable to discuss due to the constraints imposed by the overview format.

Finally, let us point out that, although wavelets are a relatively recent phenomenon, there are a number of useful sources of information about them. First of all, there are three new journals. with an emphasis on wavelets: Applied Computational Harmonic Analysis, Journal of Fourier Analysis, and Advances in Computational Mathematics. Secondly, several journals have had special issues on wavelets, such as Constructive Approximation, IEEE Transactions on Signal Processing, IEEE Transactions on Information Theory, International Journal of Optical Computing, Journal of Mathematical Imaging and Vision, and Optical Engineering. Also, an electronic information service exists on the Internet, the Wavelet Digest, with the address wavelet@math.scarolina.edu. Last but not least, several books on the subject exist, monographs as well as edited volumes. The list includes [ $13,20,21,43,49,74,92,96,106,108,116,119$ ].
2. Notation. Most of the notation will be presented as we go along. The space of square integrable functions, $L^{2}(R)$, is defined as the space of Lebesgue measurable functions for which

$$
\|f\|^{2}=\int_{-\infty}^{+\infty}|f(x)|^{2} d x<\infty
$$

The inner product of two functions $f, g \in \mathrm{~L}^{\mathbf{2}}(\mathbf{R})$ is given by

$$
\langle f, g\rangle=\int_{-\infty}^{+\infty} f(x) \overline{g(x)} d x
$$

and the Fourier transform of a function $f \in \mathrm{~L}^{2}(\mathrm{R})$ is defined as

$$
\hat{f}(\omega)=\int_{-\infty}^{+\infty} f(x) e^{-i \omega z} d x
$$

The Poisson summation formula is used in the following two forms,

$$
\sum_{l} f(x-l)=\sum_{k} \hat{f}(2 k \pi) e^{i 2 k \pi z}
$$

and

$$
\sum_{l}\langle f, g(\cdot-l)\rangle e^{-i \omega l}=\sum_{k} \hat{f}(\omega+k 2 \pi) \overline{\bar{g}(\omega+k 2 \pi)} .
$$

If no bounds are indicated under a summation sign, $\in \mathbf{Z}$ is understood.
A countable set $\left\{f_{n}\right\}$ of a Hilbert space is a Riesz basis if every element $f$ of the space can be written uniquely as $f=\sum_{n} c_{n} f_{n}$, and positive constants $A$ and $B$ exist such that

$$
A\|f\|^{2} \leqslant \sum_{n}\left|c_{n}\right|^{2} \leqslant B\|f\|^{2} .
$$

3. A short history of wavelets. The history of wavelets could be the topic of a separate paper. Let us give a short, subjective account.

Wavelet theory involves representing general functions in terms of simpler, fixed building blocks at different scales and positions. This has been found to be a useful
approach in several different areas. For example, we have subband filtering techniques, quadrature mirror filters, pyramid schemes, etc., in signal and image processing, while in mathematical physics similar ideas are studied as part of the theory of Coherent 'States. Wavelet theory represents a useful synthesis of these different approaches.

In abstract mathematics, it has been known for quite some time that techniques based on Fourier series and Fourier transforms are not quite adequate for many problems and so-called Littlewood-Paley techniques often are effective substitutes. These techniques were initially developed in the 30's to understand, among other things, summability properties of Fourier series and boundary behavior of analytic functions. In the 50 's and 60 's, these developed into powerful tools for studying other things, such as solutions of partial differential' equations and integral equations. It was realized that they fit into Calderón-Zygmund theory, an area of harmonic analysis that is still very heavily researched.

One of the standard approaches, not only in Calderon-Zygmund theory, but in analysis in general, is to break up a complicated phenomenon into many simple pieces and study each of the pieces separately. In the 70 's, sums of simple functions, called atomic decompositions [35], were widely used, especially in Hardy space theory. One method used to establish that a general function $f$ has such a decomposition, is to start with the "Calderón formula": for a function $f$, one has that

$$
f(x)=\int_{0}^{+\infty} \int_{-\infty}^{+\infty}\left(\psi_{t} * f\right)(y) \tilde{\psi}_{t}(x-y) d y \frac{d t}{t}
$$

The * denotes convolution. Here $\psi_{t}(x)=t^{-1} \psi(x / t)$, and $\tilde{\psi}_{t}(x)$ is defined similarly, for appropriate fixed functions $\psi$ and $\tilde{\psi}$. As we shall see below, this representation is an example of a continuous wavelet transform. In mathematical physics the Aslaksen-Klauder construction of the $(a x+b)$-coherent states can be seen as another independent derivation of the Calderón formula [7, 91].

In the early 80 's, Strömberg discovered the first orthogonal wavelets [126]. This was done in the context of trying to further understand Hardy spaces, as well as other spaces used to measure the size and smoothness of functions. A discrete version of the Calderon formula had also been used for similar purposes in [86] and long before this there were results by Haar [81], Franklin [70], Ciesielski [26], Peetre [112], and others.

Independent from these developments in harmonic analysis, Alex Grossmann, Jean Morlet, and their coworkers studied the wavelet transform in its continuous form [78, 79, 80]. The theory of "frames" [51] provided a suitable general framework for these investigations.

In the early to mid 80 's, several groups, perhaps most notably the one associated with Yves Meyer and his collaborators, independently realized, with some excitement, that tools from Calderon-Zygmund theory, in particular the Littlewood-Paley representations, had discrete analogs and could give a unified view of many of the results in harmonic analysis. Also, one started to understand that these techniques could be effective substitutes for Fourier series in numerical applications. (The first named author of this paper came to this understanding through the joint work with Mike Frazier [71, 72, 73].) As the emphasis shifted more towards the representations themselves, and the building blocks involved, the name of the theory also shifted. Alex Grossmann and Jean Morlet suggested the word "wavelet" for the building blocks, and what earlier had been referred to as Littlewood-Paley theory, now started to be called wavelet theory.

Pierre-Gilles Lemarié and Yves Meyer [97], independent of Strömberg, constructed new orthogonal wavelet expansions. With the notion of multiresolution analysis, introduced by Stéphane Mallat and Yves Meyer, a systematic framework for understanding these orthogonal expansions was developed [ $103,104,105$ ]. It also provided the connection with quadrature mirror filtering. Soon, Ingrid Daubechies [47] gave a construction of wavelets, non-zero only on a finite interval and with arbitrarily high, but fixed, regularity. This takes us up to a fairly recent time in the history of wavelet theory. Several people have made substantial contributions to the field over the past few years. Some of their work and the appropriate references will be discussed in the body of the paper.
4. The continuous wavelet transform. Since we are going to be brief, let us start by pointing out that more detailed treatments of the continuous wavelet transform can be found in [20, 77, 78, 83]. As mentioned above, a wavelet expansion uses translations and dilations of one fixed function, the wavelet $\psi \in L^{2}(\mathbf{R})$. In the case of the continuous wavelet transform, the translation and dilation parameters vary continuously. In other words, the transform makes use of the functions

$$
\psi_{a ; b}(x)=\frac{1}{\sqrt{|a|}} \psi\left(\frac{x-b}{a}\right) \quad \text { with } a, b \in \mathbf{R}, a \neq 0
$$

These functions are scaled so that their $L^{2}(R)$ norms are independent of $a$. The continuous wavelet transform of a function $f \in \mathrm{~L}^{2}(\mathbf{R})$ is now defined by

$$
\begin{equation*}
\mathcal{W}(a, b)=\left\langle f, \psi_{a ; b}\right\rangle \tag{1}
\end{equation*}
$$

Using Parseval's identity, we can also write this as

$$
\begin{equation*}
2 \pi \mathcal{W}(a, b)=\left\langle\hat{f}, \hat{\psi}_{a ; b}\right\rangle, \tag{2}
\end{equation*}
$$

where

$$
\widehat{\psi}_{a ; b}(\omega)=\frac{a}{\sqrt{|a|}} e^{-i \omega b} \widehat{\psi}(a \omega) .
$$

We assume now that the wavelet $\psi$ and its Fourier transform $\hat{\psi}$ are functions with finite centers $\bar{z}$ and $\bar{\omega}$ and finite radii $\Delta_{z}$ and $\Delta_{\omega}$. These quantities are defined by

$$
\begin{aligned}
\bar{x} & \left.=\frac{1}{\|\psi\|^{2}} \int_{-\infty}^{+\infty} x \right\rvert\, \psi(x)^{2} d x, \\
\Delta_{z}^{2} & =\frac{1}{\|\psi\|^{2}} \int_{-\infty}^{+\infty}(x-\bar{x})^{2}|\psi(x)|^{2} d x,
\end{aligned}
$$

and similarly for $\bar{\omega}$ and $\Delta_{\omega}$. The variable $x$ usually represents either time or space; we shall settle for the first and refer to $x$ as time. From (1) and (2), we see that the continuous wavelet transform at $(a, b)$ picks up information about $f$, mostly from the time interval $\left[b+a \bar{x}-a \Delta_{z}, b+a \bar{x}+a \Delta_{z}\right]$ and from the frequency interval [( $\bar{\omega}-$ $\left.\left.\Delta_{\omega}\right) / a,\left(\bar{\omega}+\Delta_{\omega}\right) / a\right]$. These two intervals determine a time-frequency window. Its width, height and position are governed by $a$ and $b$. Its area is constant and given by $4 \Delta_{z} \Delta_{\omega}$. The Heisenberg uncertainty principle says that this area has to be greater than 2. These time-frequency windows are also called Heisenberg bozes.

Suppose that the wavelet $\psi$ satisfies the admissibility condition

$$
C_{\psi}=\int_{-\infty}^{+\infty} \frac{|\hat{\psi}(\omega)|^{2}}{\omega} d \omega<\infty
$$

Then, the continuous wavelet transform $\mathcal{W}(a, b)$ is invertible on its range, and an inverse transform is given by the relation

$$
\begin{equation*}
f(x)=\frac{1}{C_{\psi}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathcal{W}(a, b) \psi_{a ; b}(x) \frac{d a d b}{a^{2}} . \tag{3}
\end{equation*}
$$

From the admissibility condition, we see that $\hat{\psi}(0)$ has to be 0 , and, in particular, $\psi$ has to oscillate. This, together with the decay property, has given $\psi$ the name wavelet or "small wave" (French: ondelette). This shows that the frequency localization of the wavelets is much better than pointed out above. In most cases $\bar{\omega}$ is zero and the frequency localization is really in a band $\left[-\omega_{2} / a,-\omega_{1} / a\right] \cup\left[\omega_{1} / a, \omega_{2} / a\right]$, because $\hat{\psi}(0)$ vanishes. This can help to understand why a reconstruction formula of type (3) is possible.

The transform is often represented graphically and plotted as two two-dimensional images with color or grey-scale value corresponding to the modulus and phase of $\mathcal{W}(a, b)$. This representation has been used extensively in areas such as geophysics.

In applications, it is of interest to find inverse transforms that do not make use of $\mathcal{W}$ over the whole range of $a$ and $b$. Transforms exist that only use positive values of $a$ or even only discrete values for $a$. Furthermore, using the theory of frames it is possible to study the case where only discrete values for $a$ and $b$ are used, see [83] for an excellent overview. The most common choice is to use a dyadic grid, i.e. to let $a=2^{-j}$ and $b / a=l$ with $j, l \in \mathbf{Z}[48,73]$. In general, the fewer values of $a$ and $b$ one wants to use, the more restrictive the condition on the wavelet becomes. The continuous wavelet transform allows us to use a very general wavelet. At the other extreme, we shall see that much more restrictive conditions hold for a wavelet used in multiresolution analysis. This allows us, on the other hand, to prove powerful results such as the construction of orthogonal bases.

The transform that only uses the dyadic values of $a$ and $b$ was originally called the discrete woelotetrualems At this moment, however, this term is ambiguous, since it is also used to denote the transform from the sequence of scaling function coefficients of a function to its wavelet coefficients (see Section 9).

The case when $a$, and $b$ belong to more irregular sets have also been covered. Such irregular sampling results can be found in $[14,39,68,67]$.

The continuous wavelet transform is also used in singularity detection and characterization [71, 100]. A typical result in this direction is that if a function $f$ is Hölder (Lipschitz) continuous of order $0<\alpha<1$, so that $|f(x+h)-f(x)|=\mathcal{O}\left(h^{\alpha}\right)$, then the continuous wavelet transform has an asymptotic behavior like

$$
\mathcal{W}(a, b)=\mathcal{O}\left(a^{\alpha+1 / 2}\right) \text { for } a \rightarrow 0
$$

The converse is true as well. The advantage of this characterization compared to the Fourier transform is that it does not only provide information about the kind of singularity, but also about its location in time. There is a corresponding characterization of Hölder (Lipschitz) continuous functions of higher order $\alpha \geqslant 1$; the wavelet must then have a number of vanishing moments greater than $\alpha$, i.e.

$$
\int_{-\infty}^{+\infty} \psi(x) x^{p} d x=0 \text { for } 0 \leqslant p \leqslant \alpha \text { and } p \in \mathbf{Z}
$$

We note that the number of vanishing wavelet moments limits the order of smoothness that can be characterized.

Example. A classical example of a wavelet is the Mexican hat function,

$$
\psi(x)=\left(1-2 x^{2}\right) e^{-z^{2}}
$$

Being the second derivative of a Gaussian, it has two vanishing moments.

## 5. Multiresolution analysis.

5.1. The scaling function and the subspaces $V_{j}$. There are at least two ways to introduce wavelets: one is through the continuous wavelet transform as in the previous section, and another is through multiresolution analysis. Here we start by defining multiresolution analysis, and then point out some of the connections with the continuous wavelet transform.

A multiresolution analysis of $\mathrm{L}^{2}(\mathrm{R})$ is defined as a sequence of closed subspaces $V_{j}$ of $\mathrm{L}^{\mathbf{2}}(\mathbf{R}), j \in \mathbf{Z}$, with the following properties [47, 103]:

1. $V_{j} \subset V_{j+1}$,
2. $v(x) \in V_{j} \Leftrightarrow v(2 x) \in V_{j+1}$,
3. $v(x) \in V_{0} \Leftrightarrow v(x+1) \in V_{0}$,
4. $\bigcup_{j=-\infty}^{+\infty} V_{j}$ is dense in $\mathrm{L}^{2}(\mathbf{R})$ and $\bigcap_{j=-\infty}^{+\infty} V_{j}=\{0\}$,
$j=-\infty$
A scaling function $\varphi \in V_{0}$, with a non-vanishing integral, exists such that the collection $\{\varphi(x-l) \mid l \in Z\}$ is a Riesz basis of $V_{0}$.
The references $[122,123]$ contain an introduction to the concept of multiresolution analysis.

Let us make a couple of simple observations concerning this definition. Since $\varphi \in V_{0} \subset V_{1}$, a sequence $\left(h_{k}\right) \in \ell^{2}(Z)$ exists such that the scaling function satisfies

$$
\begin{equation*}
\varphi(x)=2 \sum_{k} h_{k} \varphi(2 x-k) . \tag{4}
\end{equation*}
$$

This functional equation goes by several different names: the refinement equation, the dilation equation or the two-scale difference equation. We shall use the first.

It is immediate that the collection of functions $\left\{\varphi_{j, l} \mid l \in \mathbb{Z}\right\}$, with $\varphi_{j, l}(x)=$ $\sqrt{2^{j}} \varphi\left(2^{j} x-l\right)$, is a Riesz basis of $V_{j}$.

By integrating both sides of (4), and dividing by the (non-vanishing) integral of $\varphi$, we see that
(5)

$$
\sum_{k} h_{k}=1 .
$$

If the scaling function belongs to $\mathrm{L}^{1}$, it is, under very general conditions, uniquely defined by its refinement equation and the normalization [52],

$$
\int_{-\infty}^{+\infty} \varphi(x) d x=1
$$

In many cases, no explicit expression for $\varphi$ is available. However, there are fast algorithms that use the refinement equation to evaluate the scaling function $\varphi$ at dyadic points $\left(x=2^{-j} k, j, k \in Z\right)[15,18,47,52,53,122]$. In many applications, we never need the scaling function itself; instead we may often work directly with the $h_{k}$.

The spaces $V_{j}$ will be used to approximate general functions. This will be done by defining appropriate projections onto these spaces. Since the union of all the $V_{j}$ is dense in $L^{2}(R)$, we are guaranteed that any given function can be approximated arbitrarily close by such projections.

To be able to use the collection. $\{\varphi(x-l) \mid l \in Z\}$ to approximate even the simplest functions (such as constants), it is natural to assume that the scaling function and its integer translates form a partition of unity, or, in other words,
(6)

$$
\forall x \in \mathbf{R}: \sum_{k} \varphi(x-k)=1 .
$$

Note that by Poisson's summation formula, the partition of unity is (essentially) equivalent with
(7)

$$
\widehat{\varphi}(2 \pi k)=\delta_{k} \text { for } k \in \mathbf{Z}
$$

By (4), the Fourier transform of the scaling function must satisfy
(8)

$$
\bar{\varphi}(\omega)=H(\omega / 2) \hat{\varphi}(\omega / 2)
$$

where $H$ is a $2 \pi$-periodic function defined by

$$
\begin{equation*}
H(\omega)=\sum_{k} h_{k} e^{-i k \omega} . \tag{9}
\end{equation*}
$$

Since $\widehat{\varphi}(0)=1$, we can apply (8) recursively. This yields, at least formally, the product formula

$$
\widehat{\varphi}(\omega)=\prod_{j=1}^{\infty} H\left(2^{-j} \omega\right)
$$

The convergence of this product is examined in [27, 47]. The representation of $\hat{\varphi}$ is nice to have in many situations. For example, it can be used to construct $\varphi(x)$ from the $h_{k}$. Using (7) and (8), we see that we obtain a partition of unity if

$$
H(\pi)=0 \text { or } \sum_{k}(-1)^{k} h_{k}=0 .
$$

Also note that (5) can be written as

$$
H(0)=1
$$

## Examples of scaling functions.

(i) A well-known family of scaling functions is the set of cardinal B-splines. The cardinal B-spline of order 1 is the box function $N_{1}(x)=\chi_{[0,1]}(x)$. For $m>1$ the cardinal B-spline $N_{m}$ is defined recursively as a convolution:

$$
N_{m}=N_{m-1} * N_{1}
$$

These functions satisfy

$$
N_{m}(x)=2^{m-1} \sum_{k=0}^{m}\binom{m}{k} N_{m}(2 x-k),
$$

and

$$
\hat{N}_{m}(\omega)=\left(\frac{1-e^{-i \omega}}{i \omega}\right)^{m}
$$

(ii) Another classical example is the Shannon sampling function,

$$
\varphi(x)=\frac{\sin (\pi x)}{\pi x} \text { with } \hat{\varphi}(\omega)=\chi_{[-\pi, \pi]}(\omega)
$$

We may take

$$
H(\omega)=\chi_{[-\pi / 2, \pi / 2]}(\omega) \text { for } \omega \in[-\pi, \pi]
$$

and, consequently,

$$
h_{2 k}=1 / 2 \delta_{k} \quad \text { and } \quad \dot{h_{2 k+1}}=\frac{(-1)^{k}}{(2 k+1) \pi} \text { for } k \in \mathbf{Z}
$$

Now, for later reference, let us introduce the following $2 \pi$-periodic function:

$$
F(\omega)=\sum_{k}|\widehat{\varphi}(\omega+k 2 \pi)|^{2}
$$

The fact that $\varphi$ and its translates form a Riesz basis, corresponds to the fact that there are positive constants $A$ and $B$ such that

$$
0<A \leqslant F(\omega) \leqslant B<\infty
$$

Using (8) and rearranging the even and odd terms, we have

$$
\begin{aligned}
F(2 \omega) & =\sum_{k}|\widehat{\varphi}(2 \omega+k 2 \pi)|^{2} \\
& =\sum_{k}|H(\omega+k \pi)|^{2}|\widehat{\varphi}(\omega+k \pi)|^{2} \\
& =\sum_{k}|H(\omega+k 2 \pi)|^{2}|\widehat{\varphi}(\omega+k 2 \pi)|^{2}+|H(\omega+\pi+k 2 \pi)|^{2}|\widehat{\varphi}(\omega+\pi+k 2 \pi)|^{2} \\
(10) & =|H(\omega)|^{2} F(\omega)+|H(\omega+\pi)|^{2} F(\omega+\pi)
\end{aligned}
$$

This shows that $F$ is actually $\pi$-periodic.
5.2. The wavelet function and the detail spaces $W_{j}$. We will use $W_{j}$ to denote a space complementing $V_{j}$ in $V_{j+1}$, i.e. a space that satisfies

$$
V_{j+1}=V_{j} \oplus W_{j}
$$

where the symbol $\oplus$ stands for direct sum. In other words, each element of $V_{j+1}$ can be written, in a unique way, as the sum of an element of $W_{j}$ and an element of $V_{j}$. We note that the spaces $W_{j}$ themselves are not necessarily unique; there may be several ways to complement $V_{j}$ in $V_{j+1}$.

The space $W_{j}$ contains the "detail" information needed to go from an approximation at resolution $j$ to an approximation at resolution $j+1$. Consequently,

$$
\bigoplus_{j} W_{j}=\mathbf{L}^{2}(\mathbf{R})
$$

A function $\psi$ is a wavelet if the collection of functions $\{\psi(x-l) \mid l \in Z\}$ is a Riesz basis of $W_{0}$. The collection of wavelet functions $\left\{\psi_{j, l} \mid l, j \in \mathbf{Z}\right\}$ is then a Riesz basis
of $L^{2}(R)$. The definition of $\psi_{j, l}$ is similar to the one of $\varphi_{j, l}$ in the previous section. Note that a union of Riesz bases does not necessarily give a Riesz basis for the total span. Even though we did not impose any orthogonality, spaces $W_{j}$ and $W_{j^{\prime}}$ are "almost" diagonal for $\left|j-j^{\prime}\right|$ large, and this allows the collection of all $\psi_{j, l}$ to form a Riesz basis for $L^{2}$. Since the wavelet $\psi$ is an element of $V_{1}$, a sequence $\left(g_{k}\right) \in \ell^{2}(\mathbf{Z})$ exists such that

$$
\begin{equation*}
\psi(x)=2 \sum_{k} g_{k} \varphi(2 x-k) \tag{11}
\end{equation*}
$$

The Fourier transform of the wavelet is given by

$$
\begin{equation*}
\widehat{\psi}(\omega)=G(\omega / 2) \widehat{\psi}(\omega / 2) \tag{12}
\end{equation*}
$$

where $G$ is a $2 \pi$-periodic function given by

$$
\begin{equation*}
G(\omega)=\sum_{k} g_{k} e^{-i k \omega} \tag{13}
\end{equation*}
$$

Each space $V_{j}$ and $W_{j}$ has a complement in $\mathrm{L}^{2}(\mathbf{R})$ denoted by $V_{j}^{c}$ and $W_{j}^{c}$, respectively. We have:

$$
V_{j}^{c}=\bigoplus_{i=j}^{\infty} W_{i} \text { and } W_{j}^{c}=\bigoplus_{i \neq j} W_{i}
$$

We define $\mathcal{P}_{j}$ as the projection operator onto $V_{j}$ and parallel to $V_{j}^{e}$, and $\mathcal{Q}_{j}$ as the projection operator onto $W_{j}$ and parallel to $W_{j}^{\mathrm{j}}$. A function $f$ can now be written as

$$
f(x)=\sum_{j} \mathcal{Q}_{j} f(x)=\sum_{j, l} \gamma_{j, l} \psi_{j, l}(x)
$$

Recalling the discussion in Section 4, we see that this last equation is in fact an inverse "discrete" wavelet transform. At this moment the exact conditions on the wavelet are still unclear. They will made more precise in the next sections. There it will also become clear how to find the coefficients $\gamma_{j, l}$. We first turn to the case where the $\psi_{j, l}$ form an orthonormal basis for $L^{2}(\mathbf{R})$.
6. Orthogonal wavelets. The class of orthogonal wavelets is particularly interesting. We start by introducing the concept of an orthogonal multiresolution analysis. This is a multiresolution analysis where the wavelet spaces $W_{j}$ are defined as the orthogonal complement of $V_{j}$ in $V_{j+1}$. Consequently, the spaces $W_{j}$ with $j \in \mathrm{Z}$ are all mutually orthogonal, the projections $\mathcal{P}_{j}$ and $\mathcal{Q}_{j}$ are orthogonal, and the expansion

$$
f(x)=\sum_{j} \mathcal{Q}_{j} f(x)
$$

is an orthogonal expansion. A sufficient condition for a multiresolution analysis to be orthogonal is

$$
W_{0} \perp V_{0}
$$

or

$$
\langle\psi, \varphi(\cdot-l)\rangle=0 \quad l \in \mathbf{Z}
$$

since the other conditions simply follow from scaling. Using Poisson's summation formula, we see that this condition is (essentially) equivalent to

$$
\begin{equation*}
\forall \omega \in \mathbf{R}: \sum_{k} \hat{\psi}(\omega+k 2 \pi) \overline{\hat{\varphi}(\omega+k 2 \pi)}=0 . \tag{14}
\end{equation*}
$$

An orthogonal scaling function is a function $\varphi$ such that the set $\{\varphi(x-l) \mid l \in Z\}$ is an orthonormal basis, or

$$
\begin{equation*}
\langle\varphi, \varphi(\cdot-l)\rangle=\delta_{l} \quad l \in \mathbf{Z} . \tag{15}
\end{equation*}
$$

With such a $\varphi$, the collection of functions $\{\varphi(x-l) \mid l \in Z\}$ is an orthonormal basis of $V_{0}$ and the collection of functions $\left\{\varphi_{j, l} \mid l \in \mathbf{Z}\right\}$ is an orthonormal basis of $V_{j}$. Using Poisson's formula, (15) is (essentially) equivalent to

$$
\begin{equation*}
\forall \omega \in \mathbf{R}: \sum_{k}|\hat{\varphi}(\omega+k 2 \pi)|^{2}=F(\omega)=1 \tag{16}
\end{equation*}
$$

From (10) we now see that,

$$
\begin{equation*}
\forall \omega \in \mathbf{R}:|H(\omega)|^{2}+|H(\omega+\pi)|^{2}=1 \tag{17}
\end{equation*}
$$

or

$$
\sum_{k} h_{k} h_{k-2 l}=\delta_{l} / 2 \text { for } l \in \mathbf{Z}
$$

The last two equations are equivalent, but they only provide a necessary condition for the orthogonality of the scaling function and its translates. This relationship is investigated in detail in [28, 94].

Now, an orthogonal wavelet is a function $\psi$ such that the collection of functions $\{\psi(x-l) \mid l \in \mathbf{Z}\}$ is an orthonormal basis of $W_{0}$. This is the case if

$$
\langle\psi, \psi(\cdot-l)\rangle=\delta_{l} .
$$

Again these conditions are (essentially) equivalent to

$$
\forall \omega \in \mathbf{R}: \sum_{k}|\widehat{\psi}(\omega+k 2 \pi)|^{2}=1
$$

and, using a similar argument as above, a necessary condition is given by

$$
\forall \omega \in \mathbf{R}:|G(\omega)|^{2}+|G(\omega+\pi)|^{2}=1 .
$$

Since the spaces $W_{j}$ are mutually orthogonal, the collection of functions $\left\{\psi_{j, l} \mid j, l \in\right.$ $Z$ \} is an orthonormal basis of $\mathrm{L}^{2}(\mathbf{R})$.

The projection operators $\mathcal{P}_{j}$ and $\mathcal{Q}_{j}$ can now be written as

$$
\mathcal{P}_{j} f(x)=\sum_{l}\left\langle f, \varphi_{j, l}\right\rangle \varphi_{j, l}(x) \text { and } \mathcal{Q}_{j} f(x)=\sum_{l}\left\langle f, \psi_{j, l}\right\rangle \psi_{j, l}(x) .
$$

They yield the best $\mathrm{L}^{2}$ approximations of the function $f$ in $V_{j}$ and $W_{j}$, respectively. For a function $f \in \mathrm{~L}^{2}(\mathrm{R})$ we have the orthogonal expansion

$$
f(x)=\sum_{j, l} \gamma_{j, l} \psi_{j, l}(x) \text { with } \gamma_{j, l}=\left\langle f, \psi_{j, l}\right\rangle
$$

Again, this can be viewed as a discrete version of the continuous wavelet transform. Examples of orthogonal wavelets will be given in Section 10.

Using (16) we can write the condition (14) as

$$
\begin{equation*}
\forall \omega \in \mathbf{R}: \quad G(\omega) \overline{H(\omega)}+G(\omega+\pi) \overline{H(\omega+\pi)}=0 . \tag{18}
\end{equation*}
$$

From this last equation it follows that the function $G(\omega)$ needs to be of the form

$$
G(\omega)=A(\omega) \overline{H(\omega+\pi)}
$$

where $A$ is a $2 \pi$-periodic function such that

$$
A(\omega+\pi)=-A(\omega) .
$$

The orthogonality of the wavelet immediately follows from the orthogonality of the scaling function if

$$
|A(\omega)|=1
$$

As we will see later on, it is important for the scaling function and wavelet to have compact support. The compact support of the wavelet and scaling function is equivalent with the fact that $H$ and $G$ are trigonometric polynomials (i.e. the sums in (9) and (13) are finite). In the above case, we see that if the scaling function is compactly supported, so is the wavelet, provided that $A$ is a trigonometric polynomial. The only trigonometric polynomials that satisfy the conditions for $A$ are monomials of the form,

$$
C e^{-(2 k+1) \omega} \text { with }|C|=1 \text { and } k \in \mathbf{Z}
$$

Up to the constant $C$ and an integer translation, the different $A$ all give rise to the same wavelet. Any other choice for $A$ will lead to a wavelet without compact support. If the coefficients $h_{h}$ are real, so are the $g_{k}$ if $C= \pm 1$. The standard choice is $A(\omega)=-e^{-\mathrm{i} \omega}$. This means that we derive an orthogonal wavelet from an orthogonal scaling function by choosing

$$
\begin{equation*}
g_{k}=(-1)^{k} \widetilde{h_{1-k}} \tag{19}
\end{equation*}
$$

This still leaves us with the problem of constructing a compactly supported scaling function. We will comment on this in Section 8.

In [95] an orthogonalization procedure to find orthonormal wavelets is proposed. It states that if a function $\varphi$ and its integer translates form a Riesz basis of $V_{0}$, then an orthonormal basis of $V_{0}$ is given by $\varphi_{\text {orth }}$ and its integer translates with

$$
\begin{equation*}
\hat{\varphi}_{\text {orth }}(\omega)=\frac{\widehat{\varphi}(\omega)}{\sqrt{F(\omega)}} \tag{20}
\end{equation*}
$$

The fact that we started from a Riesz basis guarantees that $F(\omega)$ is strictly positive. We see that $\varphi$ indeed satisfies the orthogonality condition (16). Note that if $\varphi$ is compactly supported, $\varphi_{\text {orth }}$ will, in general, not be compactly supported.
7. Biorthogonal wavelets. The orthogonality property puts a strong limitation on the construction of wavelets. For example, it is known that the Haar wavelet is the only real-valued wavelet that is compactly supported, symmetric and orthogonal [47]. The generalization to biorthogonal wavelets has been considered to gain more flexibility. Here, a dual scaling function $\tilde{\varphi}$ and a dual wavelet $\tilde{\psi}$ exist that generate a dual multiresolution analysis with subspaces $\tilde{V}_{j}$ and $\widetilde{W}_{j}$, such that

$$
\begin{equation*}
\widetilde{V}_{j} \perp W_{j} \text { and } V_{j} \perp \widetilde{W}_{j} \tag{21}
\end{equation*}
$$

and, consequently,

$$
\widetilde{W}_{j} \perp W_{j^{\prime}} \text { for } j \neq j^{\prime} .
$$

The dual multiresolution analysis is not necessarily the same as the one generated by the original basis functions. An equivalent condition to (21) is

$$
\langle\tilde{\varphi}, \psi(\cdot-l)\rangle=\langle\tilde{\psi}, \varphi(\cdot-l)\rangle=0
$$

Moreover, the dual functions also have to satisfy

$$
\langle\widetilde{\varphi}, \varphi(\cdot-l)\rangle=\delta_{l} \text { and }\langle\tilde{\psi}, \psi(\cdot-l)\rangle=\delta_{l} .
$$

By using a scaling argument, we have the seemingly more general properties that

$$
\begin{equation*}
\left\langle\tilde{\varphi}_{j, l}, \varphi_{j, l^{\prime}}\right\rangle=\delta_{l-l^{\prime}} \quad l, l^{\prime}, j \in \mathbf{Z} \tag{22}
\end{equation*}
$$

and
(23)

$$
\left\langle\tilde{\psi}_{j, l}, \psi_{j^{\prime}, l^{\prime}}\right\rangle=\delta_{j-j^{\prime}} \delta_{l-l^{\prime}} \quad l, l^{\prime}, j, j^{\prime} \in \mathbf{Z}
$$

Here the definitions of $\tilde{\varphi}_{j, l}$ and $\tilde{\psi}_{j, l}$ are similar to the ones for $\varphi_{j, l}$ and $\psi_{j, l}$. Note that the role of the basis (i.e. the $\varphi$ and $\psi$ ) and the dual basis can be interchanged. Using the same Fourier techniques as in the previous section, the biorthogonality conditions are (essentially) equivalent with

$$
\forall \omega \in \mathbf{R}:\left\{\begin{array}{l}
\sum_{k} \hat{\tilde{\varphi}}(\omega+k 2 \pi) \overline{\hat{\varphi}(\omega+k 2 \pi)}=1  \tag{24}\\
\sum_{k} \hat{\tilde{\psi}}(\omega+k 2 \pi) \overline{\hat{\psi}(\omega+k 2 \pi)}=1 \\
\sum_{k} \hat{\tilde{\psi}}(\omega+k 2 \pi) \overline{\hat{\varphi}(\omega+k 2 \pi)}=0 \\
\sum_{k} \hat{\tilde{\varphi}}(\omega+k 2 \pi) \widehat{\psi}(\omega+k 2 \pi)=0
\end{array}\right.
$$

Since they define a multiresolution analysis, the dual functions must satisfy

$$
\begin{equation*}
\tilde{\varphi}(x)=2 \sum_{k} \tilde{h}_{k} \tilde{\varphi}(2 x-k) \text { and } \tilde{\psi}(x)=2 \sum_{k} \tilde{g}_{k} \tilde{\varphi}(2 x-k) \tag{25}
\end{equation*}
$$

If we define the functions $\tilde{H}$ and $\tilde{G}$ in the same fashion as we did for $H$ and $G$, then necessary conditions are again given by
(26) $\quad \forall \omega \in \mathbf{R}:\left\{\begin{array}{l}\tilde{H}(\omega) \overline{H(\omega)}+\tilde{H}(\omega+\pi) \overline{H(\omega+\pi)}=1 \\ \tilde{G}(\omega) \overline{G(\omega)}+\tilde{G}(\omega+\pi) \overline{G(\omega+\pi)}=1 \\ \tilde{G}(\omega) \overline{H(\omega)}+\tilde{G}(\omega+\pi) \overline{H(\omega+\pi)}=0 \\ \tilde{H}(\omega) \overline{G(\omega)}+\tilde{H}(\omega+\pi) \overline{G(\omega+\pi)}=0,\end{array}\right.$

$$
\left.\forall \omega \in \mathbf{R}:\left[\begin{array}{cc}
\tilde{H}(\omega) & \tilde{H}(\omega+\pi) \\
\tilde{G}(\omega) & \tilde{G}(\omega+\pi)
\end{array}\right] \begin{array}{cc}
H(\omega) & G(\omega) \\
H(\omega+\pi) & G(\omega+\pi)
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

Hence, if we let

$$
M(\omega)=\left[\begin{array}{ll}
H(\omega) & H(\omega+\pi) \\
G(\omega) & G(\omega+\pi)
\end{array}\right]
$$

and similarly for $\widetilde{M}$, then

$$
\widetilde{M}(\omega) \overline{M^{t}(\omega)}=1
$$

By interchanging the matrices on the left-hand side, we get
(27)

$$
\forall \omega \in \mathbf{R}:\left\{\begin{array}{l}
\overline{H(\omega)} \tilde{H}(\omega)+\overline{G(\omega)} \tilde{G}(\omega)=1 \\
\overline{H(\omega)} \tilde{H}(\omega+\pi)+\overline{G(\omega)} \tilde{G}(\omega+\pi)=0 .
\end{array}\right.
$$

Note that the orthogonal case corresponds to $M$ being a unitary matrix. Cramer's rule now states that

$$
\begin{equation*}
\tilde{H}(\omega)=\frac{\overline{G(\omega+\pi)}}{\overline{\Delta(\omega)}} \tag{28}
\end{equation*}
$$

and
(29)

$$
\tilde{G}(\omega)=-\frac{\overline{H(\omega+\pi)}}{\overline{\Delta(\omega)}},
$$

where

$$
\Delta(\omega)=\operatorname{det} M(\omega)
$$

The fact that the wavelets form a basis for the complementary spaces ensures that $\Delta$ does not vanish.

The projection operators take the form

$$
\mathcal{P}_{j} f(x)=\sum_{l}\left\langle f, \tilde{\varphi}_{j, l}\right\rangle \varphi_{j, l}(x) \text { and } \mathcal{Q}_{j} f(x)=\sum_{l}\left\langle f, \tilde{\psi}_{j, l}\right\rangle \dot{\psi}_{j, l}(x),
$$

and

$$
f=\sum_{j, l}\left\langle f, \tilde{\psi}_{j, l}\right\rangle \psi_{j, l} .
$$

Note that this can be viewed as a "discrete" wavelet transform and that the conditions on $\psi$ are less restrictive than in the orthogonal case. From the equations (22), (23), and (25) we see that

$$
\tilde{h}_{k-2 l}=\langle\tilde{\varphi}(x-l), \varphi(2 x-k)\rangle \quad \text { and } \quad \tilde{g}_{k-2 l}=\langle\tilde{\psi}(x-l), \varphi(2 x-k)\rangle .
$$

In particular, by writing $\varphi(2 x-k) \in V_{1}$ in the bases of $V_{0}$ and $W_{0}$, we obtain that

$$
\begin{equation*}
\varphi(2 x-k)=\sum_{l} \tilde{h}_{k-2 l} \varphi(x-l)+\sum_{l} \tilde{g}_{k-2 l} \psi(x-l) \tag{30}
\end{equation*}
$$

Even if the scaling function and the wavelet are not orthogonal, the multiresolution analysis may still be orthogonal. Let us study this in a little more detail

A biorthogonal scaling function and wavelet are semiorthogonal if they generate an orthogonal multiresolution analysis [ $1,2,20$ ]. The name pre-wavelet is also used for such a wavelet. Since the $W_{j}$ subspaces are mutually orthogonal we have that

$$
W_{j} \perp \widetilde{W}_{j^{\prime}} \text { and } W_{j} \perp W_{j^{\prime}} \text { for } j \neq j^{\prime}
$$

Consequently, $W_{j}=\widetilde{W}_{j}$, which implies that $V_{j}=\tilde{V}_{j}$. Thus, the primary and dual functions generate the same (orthogonal) multiresolution analysis. A dual scaling function can now be found by letting .

$$
\widehat{\tilde{\varphi}}(\omega)=\frac{\widehat{\varphi}(\omega)}{F(\omega)} .
$$

We see that the first equation of (24) is satisfied, and, since $F$ is a bounded, $2 \pi$ periodic function that does not vanish, the translates of $\varphi$ and $\tilde{\varphi}$ generate the same space. This corresponds to:

$$
\tilde{H}(\omega)=\frac{H(\omega) F(\omega)}{F(2 \omega)}
$$

In order to have an orthogonal multiresolution analysis, (18) must also be satisfied. As before, this means that we need to pick $G$ so that

$$
G(\omega)=A(\omega) \overline{H(\omega+\pi)}
$$

where $A$ is a $2 \pi$-periodic function with

$$
A(\omega+\pi)=-A(\omega) .
$$

If $A$ is a trigonometric polynomial, then the scaling function is compactly supported. By looking at the last equation of (26) it is clear that a simple choice is

$$
A(\omega)=-e^{-i \omega} F(\omega+\pi)
$$

so that

$$
\Delta(\omega)=e^{-i \omega} F(2 \omega)
$$

and, consequently,

$$
\tilde{G}(\omega)=-e^{-i \omega} \frac{\overline{H(\omega+\pi)}}{F(2 \omega)}
$$

If $\varphi$ is a compactly supported function, this construction guarantees that $\psi$ is compactly supported too, since $H$ and $F$, and hence also $G$, are trigonometric polynomials. However, the dual functions are, in general, not compactly supported.
8. Wavelets and polynomials. The moments of the scaling function and wavelet are defined by:

$$
\mathcal{M}_{p}=\int_{-\infty}^{+\infty} x^{p} \varphi(x) d x \text { and } \mathcal{N}_{p}=\int_{-\infty}^{+\infty} x^{p} \psi(x) d x \text { with } p \in \mathrm{~N},
$$

and similarly for the dual functions. The scaling functions are normalized with $\mathcal{M}_{0}=$ $\widetilde{\mathcal{M}}_{0}=1$.

Recall that we want the scaling function to satisfy a "partition of unity" property and, furthermore, that this corresponds to $H(\pi)=0$. From (29) we see that this implies that $\tilde{G}(0)=0$ and, hence, that $\tilde{\mathcal{N}}_{0}=0$. So the dual wavelet needs to have a vanishing integral. This is reminiscent of the case of the continuous wavelet transform where we needed the wavelet to have a vanishing integral.

As we pointed out before, the fact that the wavelet has a vanishing integral allows us to give a precise characterization of the functions with a certain smoothness (when the order of smoothness $\alpha$ is less than 1), in terms of the decay of the continuous wavelet transform. The analogous fact is true here: the wavelet coefficients are given by inner products with the dual wavelets and the fact that these have a vanishing integral allows us to characterize exactly which functions will be of a certain smoothness by looking at the decay of the coefficients.

As in the case of the continuous wavelet transform, to obtain similar characterizations of classes of functions of smoothness $\alpha>1$, the dual wavelet needs to have more vanishing moments. This is in fact closely related to the property that the scaling function and its translates can be used to represent polynomials. We make this statement more precise.

Let $N$ denote the number of vanishing moments of the dual wavelet,

$$
\tilde{\mathcal{N}}_{p}=0 \text { for } 0 \leqslant p<N \text { and } \tilde{\mathcal{N}}_{N} \neq 0 .
$$

This is the same as saying that $\hat{\tilde{\psi}}(\omega)$ has a root of multiplicity $N$ at $\omega=0$. Since $\hat{\tilde{\varphi}}(0) \neq 0$, it is also equivalent to the fact that $\tilde{G}(\omega)$ has a root of multiplicity $N$ at $\omega=0$. Thus, the sequence $\left\{\tilde{g}_{k}\right\}$ also has $N$ vanishing discrete moments,

$$
\sum_{k} \tilde{g}_{k} k^{p}=0, \text { for } 0 \leqslant p<N
$$

From (29), we see that this is equivalent to $H(\omega)$ having a root of multiplicity $N$ at $\omega=\pi$, which, by using (8), implies that

$$
\begin{equation*}
i^{p} \hat{\varphi}^{(p)}(2 k \pi)=\delta_{k} \mathcal{M}_{p} \text { for } 0 \leqslant p<N \text {. } \tag{31}
\end{equation*}
$$

By Poisson's summation formula, it follows that

$$
\begin{equation*}
\sum_{l}(x-l)^{p} \varphi(x-l)=\mathcal{M}_{p} \text { for } 0 \leqslant p<N . \tag{32}
\end{equation*}
$$

By rearranging the last expression, we see that any polynomial with degree smaller than $N$ can be written as a linear combination of the functions $\varphi(x-l)$ with $l \in \mathbf{Z}$.

At this point we digress a little and make two small remarks.

1. The fact that $H(\omega)$ has a root of multiplicity $N$ at $\omega=\pi$ means that we can factor $H(\omega)$ as

$$
H(\omega)=\left(\frac{1+e^{-i \omega}}{2}\right)^{N} K(\omega),
$$

with $K(0)=1$ and $K(\pi) \neq 0$. This factorization together with the (bi)orthogonality conditions and the fact that $K$ is a trigonometric polynomial is used as a starting point for the construction of compactly supported wavelets $[31,47]$.


FIG. 1. The subband filtering scheme.
2. When writing a polynomial as a linear combination of the $\varphi(x-l)$, the coefficients in the linear combination themselves are polynomials of the same degree in $l$. More precisely, if $A$ is a polynomial of degree $p \leqslant N-1$, then a polynomial $B$, of the same degree, exists such that

$$
\begin{equation*}
A(x)=\sum_{l} B(l) \varphi(x-l) \tag{33}
\end{equation*}
$$

The fact that $B$ is indeed a polynomial can easily be seen from

$$
B(l)=\int A(x) \tilde{\varphi}(x-l) d x=\int A(x+l) \tilde{\varphi}(x) d x
$$

Furthermore,

$$
A(x)=\sum_{l} B(x-l) \varphi(l)
$$

since the polynomials on the left and right-hand sides match at each integer.
With the extra vanishing moment conditions on the dual wavelet, we can characterize smoothness up to order $\alpha<N$. Another consequence is that the convergence rate of the wavelet approximation for smooth functions now immediately follows: if $f \in \mathcal{C}^{N}$, then

$$
\begin{equation*}
\left\|\mathcal{P}_{j} f(x)-f(x)\right\|=\mathcal{O}\left(h^{N}\right) \text { with } h=2^{-j} \tag{34}
\end{equation*}
$$

The conditions (31) are referred to as the Strang-Fix conditions, and these were established long before the development of wavelet theory [ $69,122,124$ ].

An asymptotic error expansion in powers of $h$, which can be used in numerical extrapolation, is derived in (127, 128). For results on the pointwise convergence properties of wavelet series, see [90].

The exponent $N$ in the factorization of $H$ also plays a role in the regularity of $\varphi$. The Holder regularity is $N-1$ at most, but in many cases it is lower due to the influence of $K$. The regularity of solutions of refinement equations is studied in detail in $[42,41,52,53,66,114,135,136]$.

Note that we never required the dual scaling function to satisfy a partition of unity property, nor the wavelet to have a vanishing moment. In fact, it is possible to have a wavelet with a non-vanishing integral. In that case the regularity of the dual functions is very low. It may even be that they are distributions instead of functions, but this is not necessarily a problem in applications.


FIG. 2. The decomposition scherne.


Fio. 3. The reconstruction scheme.
9. The fast wavelet transform. Since $V_{j}$ is equal to $V_{j-1} \oplus W_{j-1}$, a function $v_{j} \in V_{j}$ can be written uniquely as the sum of a function $v_{j-1} \in V_{j-1}$ and a function $w_{j-1} \in W_{j-1}:$

$$
\begin{aligned}
v_{j}(x) & =\sum_{k} \lambda_{j, k} \varphi_{j, k}(x)=v_{j-1}(x)+w_{j-1}(x) \\
& =\sum_{l} \lambda_{j-1, l} \varphi_{j-1, l}(x)+\sum_{l} \gamma_{j-1, l} \psi_{j-1, l}(x) .
\end{aligned}
$$

In other words, we have two representations of the function $\boldsymbol{v}_{\boldsymbol{j}}$, one as an element in $V_{j}$ and associated with the sequence $\left\{\lambda_{j, k}\right\}$, and another as a sum of elements in $V_{j-1}$ and $W_{j-1}$ and associated with the sequences $\left\{\lambda_{j-1, k}\right\}$ and $\left\{\gamma_{j-1, k}\right\}$. The following relations show how to pass between these representations. By (25),

$$
\begin{align*}
\lambda_{j-1, l} & =\left\langle v_{j}, \tilde{\varphi}_{j-1, l}\right\rangle=\sqrt{2}\left\langle v_{j}, \sum_{k} \tilde{h}_{k-2 l} \tilde{\varphi}_{j, k}\right\rangle \\
& =\sqrt{2} \sum_{k} \tilde{h}_{k-2 l} \lambda_{j, k} \tag{35}
\end{align*}
$$

and, similarly,
(36)

$$
\gamma_{j-1, l}=\sqrt{2} \sum_{k} \tilde{g}_{k-2 l} \lambda_{j, k} .
$$

The opposite direction, from the $\lambda_{j-1, l}$ and the $\gamma_{j-1, l}$ to the $\lambda_{j, k}$, is equally easy. Using (30) we have

$$
\begin{equation*}
\lambda_{j, k}=\sqrt{2} \sum_{l} h_{k-2 l} \lambda_{j-1, l}+\sqrt{2} \sum_{l} g_{k-2 l} \gamma_{j-1, l} \tag{37}
\end{equation*}
$$
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