
generate wavelet bases. The converse is also true. That is, orthonormal sets of scaling functions and wavelets can be used to generate perfect reconstruction filter banks (DAU88, MAL89a, MAL89c).

Extension of the wavelet concept to multiple dimensions, which is useful, e.g. for image coding, is shown in Box 7.


Fig. 14. Two scales of the $D_{4}$ wavelet and shifts. This set of functions is orthogonal.

## APPLICATIONS OF WAVELETS IN SIGNAL PROCESSING

From the derivation of the wavelet transform as an alternative to the STFT, it is clear that one of the main applications will be in non-stationary signal analysis. While conceptually, the CWT is a classical constant-Q analysis, its simple definition (based on a single function rather than multiple filters) allows powerful analytical derivations and has already lead both to new insights and new theoretical results [WAV89].

Applications of wavelet decompositions in numerical analysis, e.g, for solving partial differential equations. seem very promising because of the "zooming" property which allows a very good representation of discontinuities, unlike the Fourier transform [BEY89].

Perhaps the biggest potential of wavelets has been claimed for signal compression. Since discrete wavelet transforms are essentially subband coding systems, and since subband coders have been successful in speech and image compression, it is clear that wavelets will find immediate application in compression problems. The only difference with traditional subband coders is the fact that filters are designed to be regular (that is, they have many zeroes at $z=0$ or $z=\pi$ ). Note that although classical subband filters are not regular (see Box 5 and Fig. 12), they have been designed to have good stopbands and thus are close to being "regular". at least for the first few octaves of subband decomposition.



Fig. 15. Orthonormal wavelet generated from a length-18 regular futer [DAU88]. The time function is shown on the left and the spectrum is on the right.

It is therefore clear that drastic improvements of compression will not be achieved so easily simply because wavelets are used. However, wavelets bring new ideas and insights. In this respect, the use of wavelet decompositions in connection with other techniques (like vector quantization [ANI90] or multiscale edges (MAL89d]) are promising compression techniques which make use of the elegant theory of wavelets.

New developments, based on wavelet concepts, have
already appeared. For example, statistical signal processing using wavelets is a promising field. Multiscale models of stochastic processes [BAS89], [CHO91], and analysis and synthesis of $1 / f$ noise [GAC91], [WOR90] are examples where wavelet analysis has been successful. "Wavelet packets" (WIC89), which correspond to arbitrary adaptive tree-structured filter banks, are another promising example.


Fig. 16. Biorthogonal wavelets generated from 18 -tap regular fitters (VET90bi. (a) Analysts wavelet. (b) Synthesis wavelet. The time function is shown on the left and the spectrum is on the right.

## (2:

## Box 7: Multidimensional filter banks and wavelets

In order to apply wavelet decompositions to multidimensional signals (e.g., images), multidimensiona extensions of wavelets are required. An obvious way to do this. is to use "separable wavelets" obtained from products of one-dimensional wavelets and scaling functions [MAL89a, MAL89c, MEY90]. Let us consider the two-dimensional case for its simplicity. Take a scaling function $g_{d}(x)$ (15) and a wavelet $h_{d}(x)$ (16). One can construct for two-dimensional functions :

integenthifs (then to each other with respect to华the onydimensional component). The function $g_{c}(x, y)$ 10 a separable two-dimensional scaling function (that His a Jowiass filter) while the functions $h_{c}^{(i)}(x, y)$ are
㢳, Z) foringin orthonormal basis for square integrable Fifunctionisiover $\mathbf{R}^{2}$ This solution corresponds to a Eseparablewo-dimensional filter bank with subsam-
pling by 2 in each dimension, that is, overall subsampling by 4 (see Fig. 17).

More interesting (that is, non-trivial) multidimensional wavelet schemes are obtained when nonseparable subsampling is used [KOV92]. For example, a non-separable subsampling by 2 of a double indexed signal $x\left(n_{1}, n_{2}\right)$ is obtained by retaining only samples satisfying:

$$
\binom{n_{1}}{n_{2}}=\left(\begin{array}{cc}
1 & 1  \tag{B7.1}\\
1 & -1
\end{array}\right)\binom{u_{1}}{u_{2}}, \quad u_{1}, u_{2} \in Z
$$

The resulting points are located on a so-called quincunx sublattice of $Z^{2}$. Now, one can construct a perfect reconstruction filter bank involving such subsampling because it resembles its one-dimensional counterpart [KOV92]. The subsampling rate is 2 (equal to the determinant of the matrix in (B7,1)), and the filter bank has 2 channels. Iteration of the filter bank on the lowpass branch (see Fig, 18) leads to a discrete wavelet transform, and if the filter is regular (which now depends on the matrix representing the lattice [KOV92]), one can construct non-separable wavelet bases for square integrable functions over $\mathbf{R}^{2}$ with a resolution change by 2 (and not 4 as in the separable case). An example scaling function is pictured in Fig. 19.

 sineach dimension). The partition of the frequericy plane is indicated on the right. Hi and $H_{h}$ stand for low-pass and highpass fiter frespectlvely.


Fig. 18. Iteration of a nor-separable fulter bank based on non-separable subsampling. This construction leads to nonseparable wavelets.


Flg. 19. Two-dimenstonal non-separable orthonormal scaling function [KOV92] (orthogonalty is with respect to integer shifts). The resolution change is by 2 ( $\sqrt{2}$ in each dimenston). The matrix used for the subsampling is the one given in (B7.1).

## CONCLUSION

We have seen that the Short-Time Fourier Transform and the Wavelet Transform represent alternative ways to divide the time-frequency (or time-scale) plane. Two major advantages of the Wavelet Transform are that it can zoom in to time discontinuities and that orthonormal bases, localized in time and frequency, can be constructed. In the discrete case. the Wavelet Transform is equivalent to a logarithmic Alter bank, with the added constraint of regularity on the lowpass fitter.

The theory of wavelets can be seen as a common framework for techniques that had been developed independently in various fields. This conceptual unification furthers the understanding of the mechanisms involved, quantifies trade-offs, and points to new potential applications. A number of questions remain open, however, and will require further investigations (e.g., what is the "optimal" wavelet for a particular application?).

While some see wavelets as a very promising brand new theory [CIP90], others express some doubt that it represents a major breakthrough. One reason for skepticism is that the concepts have been around for some time, under different names. For example, wavelet transforms can be seen as constant- $Q$ analysis [YOU78], wide-band cross-ambiguity functions [SPE67, AUS90], Frazier-Jawerth transforms [FRA86], perfect reconstruction octave-band filter banks [MIN85. SMI86), or a variation of Laplacian pyramid decomposition [BUR83], [BUR89]!

We think that the interest and merit of wavelet theory is to unify all this into a common framework, thereby allowing new ideas and developments.
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Biorthogonal Wavelets

Albert Cohen


#### Abstract

In this chapter, we study the construction of biorthogonal bases of wavelets which generalize the orthonormal bases and have interesting properties in signal processing. We describe the class of subband coding schemes associated with these wavelets and we give necessary and sufficient conditions for frame bounds which ensure the stability of the decomposition-reconstruction algorithm. We finally present the example of compactly supported spline wavelets which can be generated by this approach. The results presented in this chapter are mainly joint work with I. Daubechies and J. C. Feauveau.


## §1. Introduction

In recent years, orthonormal wavelet bases have revealed to be a powerful tool in applied mathematics and digital signal processing. The possibility of data compression offered by a multiscale decomposition leads to some very good results in speech [8] or image [1] coding or fast numerical analysis of operators [2].

One of the main reasons for this success is the existence of a Fast Wavelet Transform algorithm (FWT) which only requires a number of operations proportional to the size of the initial discrete data. This algorithm relates the orthonormal wavelet bases with more classic tools of digital signal processing such as subband coding schemes and discrete filters.

We can describe in four steps the connections between these different domains:
a) Wavelets bases are usually defined from the data of a multiresolution analysis; i.e., a ladder of approximation subspaces of $L^{2}(\mathbb{R})$

$$
\begin{equation*}
\{0\} \rightarrow \cdots V_{1} \subset V_{0} \subset V_{-1} \cdots \rightarrow L^{2}(\mathbb{R}) \tag{1}
\end{equation*}
$$

which satisfy the following properties

$$
\begin{equation*}
f(x) \in V_{j} \Leftrightarrow f(2 x) \in V_{j-1} \Leftrightarrow f\left(2^{j} x\right) \in V_{0} . \tag{2}
\end{equation*}
$$ 123

There exists a scaling function $\phi(x)$ in $V_{0}$ such that

$$
\begin{equation*}
\left\{\phi_{k}^{j}\right\}_{k \in \mathbb{Z}}=\left\{2^{-j / 2} \phi\left(2^{-j} x-k\right)\right\}_{k \in \mathbb{Z}} \tag{3}
\end{equation*}
$$

is an orthonormal basis for $V_{j}$. The function $\phi$ has to satisfy a two-scale difference equation which expresses the embedded structure of the $V_{j}$-spaces

$$
\begin{equation*}
\phi(x)=2 \sum_{n \in \mathbb{Z}} h_{n} \phi(2 x-n) . \tag{4}
\end{equation*}
$$

The wavelet $\psi$ is then defined by

$$
\begin{equation*}
\psi(x)=2 \sum_{n \in \mathbb{Z}}(-1)^{n} h_{1-n} \phi(2 x-n)=2 \sum_{n \in \mathbb{Z}} g_{n} \phi(2 x-n) \tag{5}
\end{equation*}
$$

and its integer translates $\{\psi(x-k)\}_{k \in \mathbb{Z}}$ form an orthonormal basis for the orthogonal complement $W_{0}$ of $V_{0}$ in $V_{-1}$. The functions

$$
\left\{\psi_{k}^{j}\right\}_{k \in \mathbb{Z}}=\left\{2^{-j / 2} \psi\left(2^{-j} x-k\right)\right\}_{k \in \mathbb{Z}},
$$

thus, characterize the additional details between two levels of approximation ( $V_{j}$ and $V_{j-1}$ ). By a telescoping argument using the ladder structure (1), the whole set $\left\{\psi_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ is an orthonormal basis of $L^{2}(\mathbb{R})$. More details on multiresolution analysis can be found in [14] and [15].
b) In the Fourier domain, Equations (4) and (5) can be rewritten as

$$
\begin{align*}
& \hat{\phi}(2 \omega)=m_{0}(\omega) \hat{\phi}(\omega) \text { with } m_{0}(\omega)=\sum_{n \in \mathbb{Z}} h_{n} e^{-i n \omega}  \tag{6}\\
& \hat{\psi}(2 \omega)=m_{1}(\omega) \hat{\phi}(\omega)=e^{-i \omega} \frac{m_{0}(\omega+\pi) \hat{\phi}(\omega)}{} \tag{7}
\end{align*}
$$

where $m_{0}(\omega)$ is a $2 \pi$ periodic function that satisfies the following two properties (due to the multiresolution analysis axioms)

$$
\begin{align*}
& \left|m_{0}(\omega)\right|^{2}+\left|m_{0}(\omega+\pi)\right|^{2}=1  \tag{8}\\
& m_{0}(0)=1 \text { and } m_{0}(\pi)=0 . \tag{9}
\end{align*}
$$

Here, $m_{0}$ and $m_{1}$ are the transfer functions of a pair of low-pass and high-pass filters known in signal processing as Conjugate Quadrature Filters (CQF, see [16]). These discrete filters are the key of the FWT algorithm: To analyze a discrete signal $s_{n}$, one identifies it with the coordinates of a function in $V_{0}$; i.e., $f_{0}=\sum_{n \in \mathbb{Z}} s_{n} \phi(x-n)$. The coordinates of the signal in $V_{1}$ (resp. $W_{1}$ ) are then obtained by applying the discrete filter $\overline{m_{0}(\omega)}$ (resp. $\overline{m_{1}(\omega)}$ ) followed by a decimation of one sample out of two to keep the same total amount of information. It is then possible to iterate this decomposition process on the coarser approximation in the following way: $V_{1} \rightarrow V_{2} \stackrel{\perp}{\oplus} W_{2}, V_{2} \rightarrow V_{2} \stackrel{1}{\oplus} W_{3}, \ldots$.


The reconstruction stage consists of refining the decimated sequence of approximation (resp. detail) coefficients by using $m_{0}(\omega)$ (resp. $m_{1}(\omega)$ ) as interpolating filters and adding these two components multiplied by two to get the finer approximation. This sequence of operations - filtering, downsampling, interpolation, reconstruction - is known in signal processing as a (twochannel) subband coding scheme, as illustrated in Figure 1.


Figure 1. CQF subband coding scheme.

## $\downarrow 2$ : removes one sample out of two

$\dagger 2$ : insert a zero between each two samples.
c) Apparently the functions $\phi$ and $\psi$ do not play any role in this algorithm involving only the CQF pair. However, in many application, it is interesting to have these filters associated with a smooth wavelet and scaling function. Indeed, iterating (6) at each scale leads to

$$
\begin{equation*}
\hat{\phi}(\omega)=\prod_{k=1}^{+\infty} m_{0}\left(2^{-k} \omega\right) . \tag{10}
\end{equation*}
$$

This formula corresponds to an infinite number of iterations of the refinement. process used in the reconstruction algorithm starting from a single low scale approximation coefficient. In the time domain, the limit of this process is the scaling function $\phi$ and if one starts the reconstruction on a detail coefficient, the limit is the wavelet $\psi$.

The smoothness of $\phi$ and $\psi$ will thus appear in the aspect of the low scale components which play an important role in data compression since many high scale details are thrown away.
d) In practice, the starting point to a multiscale analysis is a $2 \pi$ periodic function $m_{0}(\omega)$ which satisfies Equations (8) and (9).

The scaling function is then defined by the infinite product (10). It has been shown in [7] and [12] that for a generic choice of $m_{0}(\omega)$, the scaling function is in $L^{2}(\mathbb{R})$ and satisfies

$$
\begin{equation*}
\langle\phi(x) \mid \phi(x-k)\rangle=\delta_{0, k} . \tag{11}
\end{equation*}
$$

The wavelet is then derived from Equation (7). A particularly interesting class of CQF is the set of trigonometric polynomials $m_{0}(\omega)$ satisfying Equations ( 8 )
and (9) since they correspond to finite impulse response (FIR) filters. They lead to compactly supported wavelets which have been constructed by I. Daubechies in [10] with the possibility of arbitrarily high regularity for $\phi$ and $\psi$ by choosing $m_{0}(\omega)$ in a smart way.

Unfortunately the CQF present some serious disadvantages for signal processing:
(1) They cannot be both FIR and linear phase (i.e., with real and symmetrical coefficients) except the Haar filter which has no great interest since the associated wavelet $\psi=\psi_{\left|0, \frac{1}{2}\right|}-\chi_{|0,2|}$ is not continuous.
(2) Since they are the solution of the quadratic Equation (8), their coefficients are usually algebraic numbers with no simple expressions.
(3) Their design uses the Féjer-Riesz lemma (for FIR filters): $\left|m_{0}\right|^{2}$ is constructed at first and $m_{0}$ is derived using this lemma. However, this technique does not generalize to the multidimensional case.
(4) In the case of FIR filters, the subspaces $V_{j}$ have no simple and direct definition other than Span $\left\{\phi_{k}^{j}\right\}_{k \in \mathbb{Z}}$. For example, they cannot be composed of spline functions except for the Haar case.

For all these reasons, these filters are often rejected by the engineers for some specific applications. However, these disadvantages are not related to the structure of the subband coding scheme itself and they can be removed by using a more general class of filters. More precisely, we shall allow the decomposition and the reconstruction filters to be different. The result is a pair of dual filters $\left\{m_{0}, \tilde{m}_{0}\right\}$ which have to satisfy

$$
\begin{equation*}
\overline{m_{0}(\omega)} \tilde{m}_{0}(\omega)+\overline{m_{0}(\omega+\pi)} \tilde{m}_{0}(\omega+\pi)=1 . \tag{12}
\end{equation*}
$$

These filters have been introduced in signal processing by M. Vetterli (see [17]).
Is it possible to mimic, in this more general setting, the construction of orthonormal wavelets from discrete filter that we describe previously? The answer is yes, but the orthonormality has been lost and the result is a pair of biorthogonal wavelet bases $\left\{\psi_{k}^{j}, \tilde{\psi}_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ which allow the following decomposition of any function $f$ in $L^{2}(\mathbf{R})$

In the next section of this chapter, we shall introduce the class of dual filters and their relation to biorthogonal wavelets.

In the third section, we shall discuss the additional conditions that must be filled by the filters to obtain biorthogonal wavelets bases. An important problem that does not occur in the orthonormal case is the frame bounds which relate the $L^{2}$ norm of a function and the $\ell^{2}$ norm of its coordinates in the

of the decomposition-reconstruction algorithm. Two different strategies will be presented to check that these new wavelets form stable (or unconditional, or Riesz) bases.

Finally, we shall show in the last section that it is possible to build a (nonorthonormal) wavelet basis generated by a compactly supported spline function. Our approach is different from the technique developed by C. K. Chui in [3].

## §2. Dual filters and dual wavelets

### 2.1. Dual filters

Let us consider, in the most general sense, the subband coding scheme described in Figure 2. The decomposition is performed by the pair $\left\{\tilde{m}_{0}, \widetilde{m}_{1}\right\}$; whereas $\left\{m_{0}, m_{1}\right\}$ are used for the reconstruction. A discrete signal $s_{n}$ can be represented by its discrete Fourier transform; i.e.,

$$
\begin{equation*}
s(\omega)=\sum_{n \in \mathbb{Z}} s_{n} e^{-i n \omega} . \tag{14}
\end{equation*}
$$

The decomposition stage transforms $s_{n}$ into an approximation sequence $a_{n}$ and a detall sequence $d_{n}$ defined by

$$
\begin{equation*}
\left.a(2 \omega)=\frac{1}{2} \overline{\left(\tilde{m}_{0}(\omega) s\right.}(\omega)+\overline{\tilde{m}_{0}(\omega+\pi) s}(\omega+\pi)\right), \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.d(2 \omega)=\frac{1}{2} \overline{\left(\tilde{m}_{1}(\omega)\right.} s(\omega)+\overline{\tilde{m}_{1}(\omega+\pi)} s(\omega+\pi)\right) . \tag{16}
\end{equation*}
$$

And thus, the reconstructed signal $r_{n}$ can be written

$$
\begin{equation*}
r(\omega)=\alpha(\omega) s(\omega)+\beta(\omega) s(\omega+\pi) \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha(\omega)=m_{0}(\omega) \overline{\tilde{m}_{0}(\omega)}+m_{1}(\omega) \overline{\tilde{m}_{1}(\omega)}, \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta(\omega)=m_{0}(\omega) \overline{\tilde{m}_{0}(\omega+\pi)}+m_{1}(\omega) \overline{\tilde{m}_{1}(\omega+\pi)} . \tag{19}
\end{equation*}
$$



Figure 2. A general 2 channels subband coding scheme.

Perfect reconstruction is achieved for any signal if and only if $\alpha(\omega)=1$ and $\beta(\omega)=0$ for all $\omega$ in $[-\pi, \pi]$. This leads to the following system in which $m_{0}$ and $m_{1}$ can be considered as solutions and $\tilde{m}_{0}$ and $\tilde{m}_{1}$ as parameters namely:

$$
\left\{\begin{array}{l}
m_{0}(\omega) \overline{\bar{m}_{0}(\omega)}+m_{1}(\omega) \overline{\tilde{m}_{1}(\omega)}=1  \tag{20}\\
\left.m_{0}(\omega)\right) \\
\tilde{\tilde{m}}_{0}(\omega+\pi) \\
+m_{1}(\omega) \\
\tilde{m}_{1}(\omega+\pi)
\end{array}=0 .\right.
$$

If we want to avoid the infinite impulse response solutions, we need to impose that the determinant is a monomial $\alpha e^{i k \omega}, \alpha \neq 0, k \in \mathbb{Z}$. Up to a shift and scalar multiplication on the filters, we choose, for sake of convenience, $\alpha=-1$ and $k=1$. This leads to

$$
\begin{equation*}
\overline{m_{0}(\omega)} \tilde{m}_{0}(\omega)+\overline{m_{0}(\omega+\pi)} \tilde{m}_{0}(\omega+\pi)=1, \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{1}(\omega)=e^{-i \omega} \overline{\tilde{m}_{0}(\omega+\pi)}, \quad \tilde{m}_{1}(\omega)=e^{-i \omega} \overline{m_{0}(\omega+\pi)} \tag{22}
\end{equation*}
$$

Equations (21) and (22) are thus the most general for finite impulse response subband coders. with exact reconstruction (in the two channels case). We call $m_{0}$ and $\widetilde{m}_{0}$ dual filters.

Clearly the special case $m_{0}=\tilde{m}_{0}$ corresponds to the CQF. However, the disadvantages of the CQF can be avoided:
(1) If $m_{0}$ is fixed, $\tilde{m}_{0}$ can be found as the solution of a Bezout problem, which is equivalent to a linear system on the coefficients. The FéjerRiesz lemma is no more needed.
(2) The coefficients can be very simple numerically and, in particular, they can have finite binary expansions, which are very useful for the implementation. They can also be real and symmetrical.
We now want to mimic the construction of wavelets in this more general setting. For this, we shall assume that the dual trigonometric polynomials $m_{0}$ and $\tilde{m}_{0}$ satisfy

$$
\begin{equation*}
m_{0}(0)=\tilde{m}_{0}(0)=1 \quad \text { and } \quad m_{0}(\pi)=\tilde{m}_{0}(\pi)=0 \tag{23}
\end{equation*}
$$

### 2.2. Dual wavelets and scaling functions

Let us define, first in the sense of tempered distribution, the dual scaling functions and wavelets by

$$
\begin{align*}
& \hat{\phi}(\omega)=\prod_{k=1}^{+\infty} m_{0}\left(2^{-k} \omega\right),  \tag{24}\\
& \hat{\tilde{\phi}}(\omega)=\prod_{k=1}^{+\infty} \tilde{m}_{0}\left(2^{-k} \omega\right),  \tag{25}\\
& \hat{\psi}(\omega)=m_{1}\left(\frac{\omega}{2}\right) \hat{\phi}\left(\frac{\omega}{2}\right),  \tag{26}\\
& \hat{\tilde{\psi}}(\omega)=\tilde{m}_{1}\left(\frac{\omega}{2}\right) \hat{\tilde{\phi}}\left(\frac{\omega}{2}\right) . \tag{27}
\end{align*}
$$

Since we want to use these functions to analyze $L^{2}(\mathbb{R})$ it is necessary that $\phi$ and $\tilde{\phi}$ are both square integrable. Note that in the CQF-orthonormal case, this is always satisfied as a consequence of Equation (8) (see [7]). For dual filters this is false in general.

In this section we shall assume that $\phi$ and $\tilde{\phi}$ (and thus $\psi$ and $\tilde{\psi}$ ) are in $L^{2}(\mathbb{R})$. Some precise conditions on $m_{0}$ and $\tilde{m}_{0}$ for this square integrability to hold will be stated in the next section.

Starting from this first assumption, we are going to prove the following result:

Theorem 1. For any function $f$ in $L^{2}(\mathbb{R})$, we have in the $L^{2}$ sense,

$$
\begin{equation*}
f=\lim _{J \rightarrow+\infty} \sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}}\left\langle f \mid \psi_{k}^{j}\right\rangle \tilde{\psi}_{k}^{j}=\lim _{J \rightarrow+\infty} \sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}}\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle \psi_{k}^{j} . \tag{28}
\end{equation*}
$$

We remark that this does not mean that $\left\{\psi_{k}^{j}, \tilde{\psi}_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ are biorthogonal bases, or even frames, since the summations are made in a precise way. However, this is a first step toward the construction of biorthogonal Riesz bases.

The proof of Theorem 1 is based on several lemmas that we shall comment here and prove in the appendix. We first introduce formally two approximation operators,

$$
\begin{equation*}
P_{j}(f)=\sum_{k \in \mathbb{Z}}\left(f\left|\tilde{\phi}_{k}^{j}\right\rangle \phi_{k}^{j},\right. \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{P}_{j}(f)=\sum_{k \in \mathbb{Z}}\left\langle f \mid \phi_{k}^{j}\right\rangle \tilde{\phi}_{k}^{j}, \tag{30}
\end{equation*}
$$

and two detail operators,

$$
\begin{equation*}
\left.\Delta_{j}(f)=\sum_{k \in \mathbb{Z}}\langle f| \tilde{\psi}_{k}^{j}\right) \psi_{k}^{j}, \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\Delta}_{j}(f)=\sum_{k \in \mathbb{Z}}\left\langle f \mid \psi_{k}^{j}\right\rangle \tilde{\psi}_{k}^{j} . \tag{32}
\end{equation*}
$$

Lemma 2. The operators $P_{j}, \tilde{P}_{j}, \Delta_{j}$, and $\tilde{\Delta}_{j}$ are bounded on $L^{2}(\mathbb{R})$. Moreover, their norm is independent of $j$.

This result gives a rigorous meaning to the definition of these operators on $L^{2}(\mathbb{R})$. We then havethe following.

Lemma 3. For all $j$ in $\mathbb{Z}$,

$$
\begin{equation*}
P_{j-1}=P_{j}+\Delta_{j} \text { and } \tilde{P}_{j-1}=\tilde{P}_{j}+\tilde{\Delta}_{j} . \tag{33}
\end{equation*}
$$

These two identities are essentially equivalent to the perfect reconstruction property of the subband coding scheme. By a telescoping argument we immediately obtain; for $J>0$,

$$
\begin{equation*}
P_{-J-1}=P_{J}+\sum_{j=-J}^{J} \Delta_{j} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{P}_{-J-1}=\tilde{P}_{J}+\sum_{j=-J}^{J} \tilde{\Delta}_{j} \tag{35}
\end{equation*}
$$

The next stage consists of letting $J$ tend to $+\infty$ and using:
Lemma 4. For all $f$ in $L^{2}(\mathbb{R})$,

$$
\begin{equation*}
\lim _{j \rightarrow+\infty}\left\|P_{j}(f)\right\|_{L^{2}}=\lim _{j \rightarrow+\infty}\left\|\tilde{P}_{j}(f)\right\|_{L^{2}}=0 \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{j \rightarrow-\infty}\left\|P_{j}(f)-f\right\|_{L^{2}}=\lim _{j \rightarrow-\infty}\left\|\widetilde{P}_{j}(f)-f\right\|_{L^{2}}=0 . \tag{37}
\end{equation*}
$$

The first limit is just a consequence of $\phi, \bar{\phi} \in L^{2}(\mathbb{R})$. The second limit is due to some specific identities satisfied by $\phi$ and $\tilde{\phi}$ because of the hypotheses on the dual filters $m_{0}$ and $\tilde{m}_{0}$.

Combining Equations (34), (35), (36), and (37), we clearly obtain the result of Theorem 1 ; i.e., for any $f$ in $L^{2}(\mathbb{R})$, we have

$$
\begin{equation*}
\lim _{J \rightarrow+\infty}\left\|f-\sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}}\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle \psi_{k}^{j}\right\|_{L^{2}}=\lim _{J \rightarrow+\infty}\left\|f-\sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}}\left\langle f \mid \psi_{k}^{j}\right\rangle \tilde{\psi}_{k}^{j}\right\|_{L^{2}}=0 \tag{38}
\end{equation*}
$$

We now examine the gap existing between this system of dual wavelets and a pair of biorthogonal Riesz bases which will be obtained in Section 3.

### 2.3. From dual wavelets to biorthogonal Riesz bases

Recall that a Riesz basis of a Hilbert space $H$ is a family of vectors $\left\{e_{\lambda}\right\}_{\lambda \in \Lambda}$ such that
(1) The finite linear combinations of $e_{\lambda}$ are dense in $H$.
(2) There exist two strictly positive constants $C_{1}$ and $C_{2}$ such that, for any finite family of coefficients $\left\{\alpha_{\lambda}\right\}_{\lambda \in \Lambda_{f}}\left(\Lambda_{f} \subset \Lambda\right)$,

$$
\begin{equation*}
C_{1} \sum_{\lambda \in \Lambda_{f}}\left|\alpha_{\lambda}\right|^{2} \leq\left\|\sum_{\lambda \in \Lambda_{f}} \alpha_{\lambda} e_{\lambda}\right\|_{H}^{2} \leq C_{2} \sum_{\lambda \in \Lambda_{f}}\left|\alpha_{\lambda}\right|^{2} \tag{39}
\end{equation*}
$$



## Biorthogonal Wavelets

An equivalent definition for a Riesz basis (see [19]) is given by the following.:
(1) The vectors $\left\{e_{\lambda}\right\}_{\lambda \in \Lambda}$ are linearly independent, and
(2) $\left\{e_{\lambda}\right\}_{\lambda \in \Lambda}$ is a frame; i.e., there exist two strictly positive constants $D_{1}$ and $D_{2}$ such that for any $f$ in $H$

$$
\begin{equation*}
D_{1}\|f\|_{H}^{2} \leq \sum_{\lambda \in \Lambda}\left|\left\langle f \mid e_{\lambda}\right\rangle\right|^{2} \leq D_{2}\|f\|_{H}^{2} . \tag{40}
\end{equation*}
$$

We shall rather use this second definition for $\psi_{k}^{j}$ and $\tilde{\psi}_{k}^{j}$. For these dual wavelets, the following holds.
Theorem 5. $\left\{\psi_{k}^{j}, \tilde{\psi}_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ are a pair of biorthogonal Riesz bases if and only if
(1) for all $j, j^{\prime}, k, k^{\prime}$ in $\mathbb{Z}$,

$$
\begin{equation*}
\left\langle\psi_{k}^{j} \mid \tilde{\psi_{k^{\prime}}^{\prime}}\right\rangle=\delta_{j, j^{\prime}} \delta_{k, k^{\prime}} . \tag{41}
\end{equation*}
$$

(2) There exist two strictly positive constants $C$ and $\tilde{C}$ such that, for all $f$ in $L^{2}(\boldsymbol{R})$

$$
\begin{equation*}
\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \psi_{k}^{j}\right\rangle\right|^{2} \leq C\|f\|^{2} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \widetilde{\psi}_{k}^{\mathcal{J}}\right\rangle\right|^{2} \leq \tilde{C}\|f\|^{2} . \tag{43}
\end{equation*}
$$

Proof:
a) If Equation (41) is satisfied, then any $f$ in the closed linear span of the $\psi_{k}^{j}$ with $(j, k) \neq\left(j_{0}, k_{0}\right)$ satisfies $\left\langle f \mid \tilde{\psi}_{k_{0}}^{j o}\right\rangle=0$ and thus $\psi_{k_{0}}^{j 0}$ cannot be in this closed linear span. Thus, the $\psi_{k}^{j}$ are linearly independent and the proof is similar for $\tilde{\psi}_{k}^{j}$.
b) By Equation (28), we have

$$
\begin{equation*}
\psi_{k_{0}}^{j_{0}}=\lim _{J \rightarrow+\infty} \sum_{j=-J}^{J} \sum_{k \in \mathbb{Z}}\left\langle\psi_{k_{0}}^{j o} \tilde{\psi}_{k}^{j}\right\rangle \psi_{k}^{j}, \tag{44}
\end{equation*}
$$

and, thus, $\left.\psi_{k_{0}}^{j_{0}}\left(1-\left\langle\psi_{k_{0}}^{j_{0}}\right| \tilde{\psi}_{k_{0}}^{j o}\right)\right)$ lies in the closure of the $\psi_{k}^{j}$ for $(j, k) \neq\left(j_{0}, k_{0}\right)$. By linear independence, this implies

$$
\begin{equation*}
\left\langle\psi_{k_{0}}^{j o} \mid \tilde{\psi}_{k_{0}}^{j o j}\right\rangle=1 . \tag{45}
\end{equation*}
$$

Isolating any $\left.\left\langle\psi_{k_{0}}^{j_{0}}\right| \widetilde{\psi}_{k}^{j}\right) \psi_{k}^{j}$ in (44) we -also obtain for any $(j, k) \neq\left(j_{0}, k_{0}\right)$, by linear independence

$$
\begin{equation*}
\left\langle\psi_{k_{0}}^{j o} \mid \psi_{k}^{j}\right\rangle=0, \tag{46}
\end{equation*}
$$

and thus (41).
c) Combining Equations (28), (42), and (43), we obtain for any $f$ in $L^{2}(\mathbb{R})$,

$$
\begin{aligned}
\|f\|^{2} & =\lim _{J \rightarrow+\infty} \sum_{j=-J}^{j} \sum_{k \in \mathbb{Z}}\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle\left\langle\psi_{k}^{j} \mid f\right\rangle \\
& \leq\left(\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \psi_{k}^{j}\right\rangle\right|^{2}\right)^{1 / 2}\left(\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle\right|^{2}\right)^{1 / 2} \\
& \leq C^{1 / 2}\|f\|\left(\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

This leads to

$$
\begin{equation*}
C^{-1}\|f\|^{2} \leq \sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle\right|^{2} \tag{47}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\tilde{C}^{-1}\|f\|^{2} \leq\left.\sum_{j, k \in \mathbb{Z}}\left|\langle f| \psi_{k}^{j}\right)\right|^{2} \tag{48}
\end{equation*}
$$

The lower frame bounds are thus directly deduced from the upper bounds. According to the second definition and to the identity (41), $\left\{\psi_{k}^{j}, \widetilde{\psi}_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ are a pair of biorthogonal Riesz bases. Any $f$ in $L^{2}(\mathbb{R})$ can be written

$$
\begin{equation*}
f=\sum_{j, k \in \mathbb{Z}}\left\langle f \mid \tilde{\psi}_{k}^{j}\right\rangle \psi_{k}^{j}=\sum_{j, k \in \mathbb{Z}}\langle f| \psi_{k}^{j} \mid \tilde{\psi}_{k}^{j} \tag{49}
\end{equation*}
$$

where these expansions are unique and converge unconditionally.
Before examining the type of dual filters leading to such bases, we shall prove two technical results that we shall use in the next section to check the hypothesis of Lemma 5. The first one deals with Equation (41).
Lemma 6. Let $\phi_{n}$ and $\tilde{\phi}_{n}$ be defined for $n>0$ by

$$
\begin{equation*}
\hat{\phi}_{n}(\omega)=\prod_{k=1}^{n} m_{0}\left(2^{-k} \omega\right) \chi_{\mid-2^{n}, 2^{n} \times 1}(\omega), \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\bar{\phi}}_{n}(\omega)=\prod_{k=1}^{n} \tilde{m}_{0}\left(2^{-k} \omega\right) \chi_{\mid-2^{n \pi, 2^{n} \mid}}(\omega) . \tag{51}
\end{equation*}
$$

Then if $\phi_{n}$ and $\tilde{\phi}_{\mathrm{n}}$ converge in $L^{2}(\mathbb{R})$ to $\phi$ and $\bar{\phi}$,

$$
\begin{equation*}
\langle\phi(x-p) \mid \tilde{\phi}(x-\ell)\rangle=\delta_{p, \ell} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\psi_{k}^{j} \mid \tilde{\psi}_{k^{\prime}}^{j}\right\rangle=\delta_{j, j, j^{\prime}} \delta_{k, k^{\prime}} . \tag{53}
\end{equation*}
$$

Proof: By recursion we can establish.

$$
\begin{equation*}
\left\langle\phi_{n}(x-p) \mid \bar{\phi}_{n}(x-\ell)\right\rangle=\delta_{p, \ell} \tag{54}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \left\langle\phi_{n}(x-p) \mid \tilde{\phi}_{n}(x-\ell)\right\rangle=\frac{1}{2 \pi} \int_{-2^{n \pi}}^{2^{n} \pi}\left(\prod_{k=1}^{n} m_{0}\left(2^{-k} \omega\right) \overline{\tilde{m}_{0}\left(2^{-k} \omega\right)}\right) e^{i(l-p) \omega} d \omega \\
& =\frac{2^{n}}{2 \pi} \int_{-\pi}^{\pi}\left(\prod_{k=0}^{n-1} m_{0}\left(2^{k} \omega\right) \overline{\tilde{m}_{0}\left(2^{k} \omega\right)}\right) e^{i 2^{n}(\ell-p) \omega} d \omega \\
& =\frac{2^{n}}{2 \pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}}\left(\prod_{k=2}^{n-1} m_{0}\left(2^{k} \omega\right) \overline{\tilde{m}_{0}\left(2^{k} \omega\right)}\right) \\
& \quad\left[m_{0}(\omega)\right. \\
& \left.=\left\langle\phi_{n-1}(x-p)\right| \tilde{m}_{n-1}(\omega)+\bar{m}_{0}(\omega+\pi) \overline{\tilde{m}_{0}(\omega+\pi)}\right) e^{i 2^{n}(\ell-p) \omega} d \omega \\
& =\cdots=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i(\ell-p) \omega} d \omega=\delta_{p, \ell} .
\end{aligned}
$$

Consequently the $L^{2}$ convergence of $\phi_{n}$ and $\tilde{\phi}_{n}$ implies

$$
\begin{equation*}
\langle\phi(x-p) \mid \tilde{\phi}(x-\ell)\rangle=\delta_{p, \ell} \tag{55}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}(\overline{\hat{\phi}} \hat{\bar{\phi}})(\omega+2 k \pi)=1 . \tag{56}
\end{equation*}
$$

We now have

$$
\begin{aligned}
& \sum_{k \in \mathbb{Z}}(\overline{\hat{\psi}} \hat{\tilde{\psi}})(\omega+2 k \pi)=\sum_{k \in \mathbb{Z}}\left(\bar{m}_{1} \tilde{m}_{1} \overline{\hat{\phi}} \hat{\bar{\phi}}\right)\left(\frac{\omega}{2}+k \pi\right) \\
& \quad=\left[\bar{m}_{1} \tilde{m}_{1}\left(\frac{\omega}{2}\right)+\bar{m}_{1} \tilde{m}_{1}\left(\frac{\omega}{2}+\pi\right)\right] \sum_{k \in \mathbb{Z}}(\overline{\hat{\phi}} \hat{\phi})\left(\frac{\omega}{2}+2 k \pi\right) \\
& \quad=1,
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}}(\widehat{\hat{\psi}} \hat{\bar{\phi}})(\omega+2 k \pi) & =\sum_{k \in \mathbb{Z}}\left(\bar{m}_{1} \tilde{m}_{0} \overline{\hat{\phi}} \hat{\tilde{\phi}}\right)\left(\frac{\omega}{2}+k \pi\right) \\
& =\left[\bar{m}_{1} \tilde{m}_{0}\left(\frac{\omega}{2}\right)+\overline{m_{1}} \tilde{m}_{0}\left(\frac{\omega}{2}+\pi\right)\right] \sum_{k \in \mathbb{Z}}(\overline{\hat{\phi}} \hat{\bar{\phi}})\left(\frac{\omega}{2}+2 k \pi\right) . \\
& =0 .
\end{aligned}
$$

## Astaty

Consequently,

$$
\begin{equation*}
\langle\psi(x-k) \mid \widetilde{\psi}(x-\ell)\rangle=\delta_{k, \ell} \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\psi(x-k) \mid \tilde{\phi}(x-\ell)\rangle=0 \tag{58}
\end{equation*}
$$

If we now define $V_{j}=\operatorname{Span}\left\{\phi_{k}^{j}\right\}_{k \in \mathbb{Z}}, W_{j}=\operatorname{Span}\left\{\psi_{k}^{j}\right\}_{k \in \mathbb{Z}}$, and $\tilde{V}_{j}=\operatorname{Span}\left\{\tilde{\phi}_{k}^{j}\right\}_{k \in \mathbb{Z}}, \widetilde{W}_{j}=\operatorname{Span}\left\{\tilde{\psi}_{k}^{j}\right\}_{k \in \mathbb{Z}}$, it follows from Equation (56) that for any $j, \widetilde{V}_{j}$ is orthogonal to $W_{j}$. Since, for all $j^{\prime}<j$, we have $\widetilde{W}_{j} \subset \widetilde{V}_{j}$, it follows that $W_{j}$ and $\widetilde{W}_{j^{\prime}}$ are orthonormal when $j^{\prime}<j$ and, by a symmetrical argument, when $j<j^{\prime}$. Consequently, we obtain by Equation (55),

$$
\begin{equation*}
\left\langle\psi_{k}^{j} \mid \tilde{\psi}_{k^{\prime}}^{j^{\prime}}\right\rangle=\delta_{j, j^{\prime}} \delta_{k, k^{\prime}} \tag{59}
\end{equation*}
$$

and the lemma is proved.
The last lemma of this section deals with the upper frame bounds (42) and (43).

Lemma 7. Suppose that the function $\phi$ satisfies

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}} \sum_{k \in \mathbb{Z}}|\hat{\phi}(\omega+2 k \pi)|^{2-\sigma}<+\infty \tag{60}
\end{equation*}
$$

for some $\sigma>0$, and

$$
\begin{equation*}
\sup _{\omega \in \mathbb{R}}(1+|\omega|)^{\sigma}|\hat{\phi}(\omega)|<+\infty \tag{61}
\end{equation*}
$$

Then there exists a constant $C$ such that, for all $f$ in $L^{2}(\mathbb{R})$,

$$
\begin{equation*}
\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \psi_{k}^{j}\right\rangle\right|^{2} \leq C\|f\|^{2} \tag{62}
\end{equation*}
$$

The same holds for $\tilde{\psi}$ and $\tilde{\phi}$.
Proof: Since $\hat{\psi}(\omega)=m_{1}\left(\frac{\omega}{2}\right) \hat{\phi}\left(\frac{\omega}{2}\right)$ has at least a first order zero at the origin, using Equations (58) and (57), we may conclude

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}}\left|\hat{\psi}\left(2^{j} \dot{\omega}\right)\right|^{\sigma} \leq C_{1}, \tag{63}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}|\widehat{\psi}(\omega+2 k \pi)|^{2-\sigma} \leq C_{2} \tag{64}
\end{equation*}
$$

uniformly in $\omega$.

Using the Plancherel and the Poisson formulas, we can derive for all $f$ in $L^{2}(\mathbb{R})$,

$$
\begin{aligned}
& \sum_{k \in \mathbb{Z}}\left|\left(\left.f\left|\psi_{k}^{j}\right\rangle\right|^{2}=\frac{1}{4 \pi^{2}} \sum_{k \in \mathbb{Z}} 2^{j}\left|\int_{\mathbb{R}} \hat{f}(\omega) \overline{\hat{\psi}\left(2^{j} \omega\right)} e^{-i 2^{j} k \omega} d \omega\right|^{2}\right.\right. \\
& \quad=\frac{1}{4 \pi^{2}} \sum_{k \in \mathbb{Z}} 2^{-j}\left|\int_{\mathbb{R}} \hat{f}\left(2^{-j} \omega\right) \overline{\hat{\psi}(\omega)} e^{-i k \omega} d \omega\right|^{2} \\
& \quad=\frac{2^{-j}}{2 \pi} \int_{0}^{2 \pi}\left|\sum_{\ell \in \mathbb{Z}} \hat{f}\left(2^{-j}(\omega+2 \ell \pi)\right) \overline{\hat{\psi}(\omega+2 \ell \pi)}\right|^{2} d \omega \\
& \quad \leq \frac{2^{-j}}{2 \pi} \int_{0}^{2 \pi}\left(\sum_{l \in \mathbb{Z}}\left|\hat{f}\left(2^{-j}(\omega+2 \ell \pi)\right)\right||\hat{\psi}(\omega+2 \ell \pi)|^{\frac{g}{2}}|\hat{\psi}(\omega+2 \ell \pi)|^{1-\frac{\sigma}{2}}\right)^{2} d \omega \\
& \leq \frac{2^{-j}}{2 \pi} \int_{0}^{2 \pi}\left(\sum_{l \in \mathbb{Z}}\left|\hat{f}\left(2^{-j}(\omega+2 \ell \pi)\right)\right|^{2}|\hat{\psi}(\omega+2 \ell \pi)|^{\sigma}\right)\left(\sum_{l \in \mathbb{Z}}|\hat{\psi}(\omega+2 \ell \pi)|^{2-\sigma}\right) d \omega \\
& \leq C_{2} \frac{2^{-j}}{2 \pi} \int_{\mathbf{R}}\left|\hat{f}\left(2^{-j} \omega\right)\right|^{2}|\widehat{\psi}(\omega)|^{\sigma} d \omega \\
& \leq \frac{1}{2 \pi} C_{2} \int_{\mathbf{R}}|\hat{f}(\omega)|^{2}\left|\hat{\psi}\left(2^{j} \omega\right)\right|^{\sigma} d \omega .
\end{aligned}
$$

Summing over all the scales $j \in \mathbb{Z}$ and using Equation (59), we obtain

$$
\begin{aligned}
\sum_{j, k \in \mathbb{Z}}\left|\left\langle f \mid \psi_{k}^{j}\right\rangle\right|^{2} & \leq \frac{C_{1} C_{2}}{2 \pi} \int_{\mathbf{R}}|\hat{f}(\omega)|^{2} d \omega \\
& =C_{1} C_{2}\|f\|^{2}
\end{aligned}
$$

and this concludes the proof.
We are now ready to characterize the dual filters which lead to biorthogonal wavelet bases, such that the functions $\phi$ and $\tilde{\phi}$ satisfy the hypotheses of Lemmas 6 and 7.

## §3. Biorthogonal wavelet bases and stable subband coding schemes

In this section we shall present two strategies to design the dual filters so that the associated dual wavelets $\psi$ and $\tilde{\psi}$ generate a pair of biorthogonal Riesz bases. In other words, we shall establish some conditions for the stability of the FWT algorithm since this is equivalent to the frame bounds inequalities that we require on our multiscale bases.

The first strategy uses estimates on the decay at infinity of the functions $\hat{\phi}(\omega)$ and $\hat{\bar{\phi}}(\omega)$ that can also be found in [6]. It furnishes a sufficiente condition for biorthogonality and stability.
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The second strategy is based on the study of two operators associated with the dual filters. We show here that it leads to sufficient conditions and it was proved in [4] that this criterion is also necessary. It is thus a sharper strategy but it is only tractable for filters of reasonable size.

### 3.1. A Fourier criterion

Since we have assumed that $m_{0}$ and $\tilde{m}_{0}$ vanish at $\omega=\pi$, it is possible to express these filters in a factorized form

$$
\begin{equation*}
m_{0}(\omega)=\left(\frac{1+e^{i \omega}}{2}\right)^{N} p(\omega) \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{m}_{0}(\omega)=\left(\frac{1+e^{i \omega}}{2}\right)^{\tilde{N}} \tilde{p}(\omega) \tag{66}
\end{equation*}
$$

The following results give a sufficient criterion based on the properties of the trigonometric polynomials $p$ and $\tilde{p}$.
Theorem 8. Suppose that the function $p(\omega)$ satisfies

$$
\begin{equation*}
\inf _{j>0}\left[\max _{\omega \in \mathbb{R}}\left|\prod_{k=1}^{j} p\left(2^{-k} \omega\right)\right|^{\frac{1}{3}}\right]<2^{N-\frac{1}{2}} \tag{67}
\end{equation*}
$$

Then
(1) $\hat{\phi}_{n}(\omega)=\prod_{k=1}^{n} m_{0}\left(2^{-k} \omega\right) \chi_{\left[-2^{n \pi}, 2^{n \pi}\right]}(\omega)$ converges to $\hat{\phi}(\omega)$ in $L^{2}(\boldsymbol{R})$, and
(2) The conditions in (60) and (61) of Lemma 7 are satisfied.

If $\tilde{p}(\omega)$ satisfies a similar hypothesis, then the dual filters $m_{0}$ and $\tilde{m}_{0}$ generate biorthogonal Riesz bases of wavelets.

Proof: The hypothesis (67) implies that for some $j>0$,

$$
\begin{equation*}
\max _{\omega \in \mathbb{Z}}\left|\prod_{k=1}^{j} p\left(2^{-j} \omega\right)\right|<2^{j\left(N-\frac{1}{2}-\epsilon\right)}, \quad(\epsilon>0) \tag{68}
\end{equation*}
$$

We now write

$$
\begin{aligned}
\left|\hat{\phi}_{n}(\omega)\right| & =\left|\sum_{k=1}^{n}\left(\frac{1+e^{i 2^{-k} \omega}}{2}\right)\right|^{N}\left|\prod_{k=1}^{n} p\left(2^{-k} \omega\right)\right| \chi_{\left|-2^{n}, 2^{n}\right| 1}(\omega) \\
& =\left|\frac{\sin \left(\frac{\omega}{2}\right)}{2^{n} \sin \left(2^{-n-1} \omega\right)}\right|^{N}\left|\prod_{k=1}^{n} p\left(2^{-k} \omega\right)\right| \chi_{\left|-2^{n}, 2^{n}\right| 1}(\omega)
\end{aligned}
$$

Since $\left|\sin \left(2^{-n-1} \omega\right)\right|>C 2^{-n-1}|\omega|$ when $\omega$ is in $\left\{-2^{n} \pi, 2^{n} \pi\right\}$, we have

$$
\begin{equation*}
\left|\hat{\phi}_{n}(\omega)\right| \leq C(1+|\omega|)^{-N}\left|\prod_{k=1}^{n} p\left(2^{-k} \omega\right)\right| \chi_{\left|-2^{n}, 2^{n} n\right|}(\omega) . \tag{69}
\end{equation*}
$$

We treat the second product in the following way: The contribution of the factors $p\left(2^{-k} \omega\right)$ for $k \geq \frac{\log (1+|\omega|)}{\log 2}$ can be globally majorated by a constant since the infinite product converges to a smooth function. We divide the other factors in packets of size $j$ that we can majorate using Equation (68). This leads to

$$
\begin{aligned}
\left|\hat{\phi}_{n}(\omega)\right| & \leq C(1+|\omega|)^{-N}\left(2^{j\left(N-\frac{1}{2}-\epsilon\right)}\right)^{\frac{\log (1+1-1)}{f \log 2}} \\
& \leq C(1+|\omega|)^{-\frac{1}{2}-\epsilon}
\end{aligned}
$$

Since this bound is independent of $n$ and $\hat{\phi}_{n}(\omega)$ converges pointwise to $\hat{\phi}(\omega)$, we can apply Lebesgue's dominated convergence theorem to conclude that $\phi_{n}$ converges in $L^{2}(\mathbb{R})$ to $\phi$. At the limit, we also have

$$
\begin{equation*}
|\hat{\phi}(\omega)| \leq C(1+|\omega|)^{-1 / 2-\epsilon} \tag{70}
\end{equation*}
$$

which immediately implies the conditions (60) and ( 61 ) of Lemma 7 by choosing $0<\sigma<\min \left(\frac{1}{2}, \frac{4 \epsilon}{2 c+1}\right)$. If $\tilde{p}(\omega)$ satisfies a similar condition, then the results of Lemmas 6 and 7 can be applied to $\psi$ and $\tilde{\psi}$ and by Theorem 5, the families $\left\{\psi_{k}^{j}, \widetilde{\psi}_{k}^{j}\right\}_{j, k \in \mathbb{Z}}$ are biorthogonal Riesz bases for $L^{2}(\mathbb{R})$.

This criterion was used in [6] to construct many biorthogonal wavelet bases but it is not sharp. In particular, Equation (70) is not strictly necessary to have $\phi$ and $\psi$ in $L^{2}(\mathbb{R})$. These functions can be very lacunary; i.e., their Fourier transform can have a bad decay but only at some points which occur less and less frequently at infinity so that they are still square integrable. We now present a sharper criterion based on a different approach.

### 3.2. A matrix base criterion

Let us first introduce the basic tool which will be used in this approach.
Definition 9. Let $m_{0}(\omega)$ be a trigonometric polynomial such that $m_{0}(0)=1$ and $m_{0}(\pi)=0$. The transition operator $T_{0}$ associated with this filter acts on $2 \pi$ periodic functions in the following way

$$
\begin{equation*}
T_{0} f(\omega)=\left|m_{0}\left(\frac{\omega}{2}\right)\right|^{2} f\left(\frac{\omega}{2}\right)+\left|m_{0}\left(\frac{\omega}{2}+\pi\right)\right|^{2} f\left(\frac{\omega}{2}+\pi\right) . \tag{71}
\end{equation*}
$$

This operator appears in the works of W. Lawton [12] and J.P. Conze and A. Raugi [9] for the study of the orthonormal case. It can also be useful to estimate the Sobolev regularity of the scaling function associated to $m_{0}$
(see [11], [18], and [5]). Here, we will need two lemmas which give some basic properties of $T_{0}$.
Lemma 10. Let $m_{0}(\omega)=\sum_{k=0}^{N} c_{k} e^{i k \omega}$ and $T_{0}$ the associated transition operator, and define the $2 N+1$ dimensional space

$$
\begin{equation*}
E_{N}=\left\{\sum_{k=-N}^{N} c_{k} e^{i k \omega} \mid\left(c_{-N}, \ldots, c_{N}\right) \in \mathbb{C}^{2 N+1}\right\} \tag{72}
\end{equation*}
$$

and its subspace

$$
\begin{equation*}
F_{N}=\left\{\sum_{k=-N}^{N} c_{k} e^{i k \omega} \mid \sum_{k=-N}^{N} c_{k}=0\right\} \tag{73}
\end{equation*}
$$

Then $E_{N}$ and $F_{N}$ are stable under the action of $T_{0}$.
Proof: From the definition of $T_{0}$, it is clear that if $\left|m_{0}\right|^{2}$ and $f$ are two elements of $E_{N}$, then $T_{0} f$ is also in $E_{N}$.

A trigonometric polynomial $f$ is in $F_{N}$ if and only if $f \in E_{N}$ and $f(0)=0$. Consequently, if $f$ is in $F_{N}$, we have

$$
\begin{equation*}
T_{0} f(0)=\left|m_{0}(0)\right|^{2} f(0)+\left|m_{0}(\pi)\right|^{2} f(\pi)=0 \tag{74}
\end{equation*}
$$

which proves that $F_{N}$ is stable under $T_{0}$.

Remarks. If we consider the Fourier expansion

$$
\begin{equation*}
\left|m_{0}(\omega)\right|^{2}=\sum_{k=-N}^{N} H_{k} e^{i k \omega} \tag{75}
\end{equation*}
$$

then the matrix of $T_{0}$ restricted to $E_{N}$ is given by

$$
M_{0}=\left(2 H_{i-2 j}\right)_{i, j=-N \ldots N}=2\left[\begin{array}{ccccc}
H_{N} & 0 & \cdots & \cdots & 0  \tag{76}\\
H_{N-2} & H_{N-1} & H_{N} & & \vdots \\
\vdots & \vdots & \vdots & & 0 \\
H_{-N} & H_{-N+1} & \vdots & & H_{N} \\
0 & 0 & H_{-N} & & H_{N-2} \\
\vdots & \vdots & & & \vdots \\
0 & 0 & \cdots & \cdots & H_{-N}
\end{array}\right]
$$

Since $\left|m_{0}(0)\right|^{2}=\sum_{k=-N}^{N} \dot{H}_{k}=1$ and $\left|m_{0}(\pi)\right|^{2}=\sum_{k=-N}^{N}(-1)^{k} H_{k}=0$, it follows that

$$
\begin{equation*}
\sum_{k} H_{2 k}=\sum_{k} H_{2 k+1}=\frac{1}{2} \tag{77}
\end{equation*}
$$

and thus the row vector $\mu=(1,1, \ldots, 1)$ satisfies

$$
\begin{equation*}
\mu T_{0}=\mu . \tag{78}
\end{equation*}
$$

This is another way to show that $F_{N}$ is stable since $F_{N}=(\mathbf{C} \mu)^{\perp}$ but it also shows that 1 is an eigenvalue of $T_{0}$ and if this eigenvalue is not degenerated then it is not in the spectrum of $T_{0}$ restricted to $F_{N}$.

The second lemma makes a connection between the iteration of the operator $T_{0}$ and the sequence $\phi_{n}$ which must converge to $\phi$ in $L^{2}(\mathbb{R})$.
Lemma 11. For any $2 \pi$ periodic function $f(\omega)$, it follows that

$$
\begin{equation*}
\int_{-\pi}^{\pi} T_{0}^{n} f(\omega) d \omega=\int_{-2^{n \pi}}^{2^{n} \pi} f\left(2^{-n} \omega\right) \prod_{k=1}^{n}\left|m_{0}\left(2^{-k} \omega\right)\right|^{2} d \omega=\int f\left(2^{-n} \omega\right)\left|\hat{\phi}_{n}(\omega)\right|^{2} d \omega . \tag{79}
\end{equation*}
$$

Proof: We prove it by induction. Equation (79) is trivial for $n=0$ and if it is satisfied for some $n \geq 0$, then

$$
\begin{aligned}
& \int_{-\pi}^{\pi} T_{0}^{n+1} f(\omega) d \omega=\int_{-\pi}^{\pi} T_{0}^{n}\left(T_{0} f\right)(\omega) d \omega \\
& =\int_{-2^{n \pi}}^{2^{n \pi} \pi} T_{0} f\left(2^{-n} \omega\right) \prod_{k=1}^{n}\left|m_{0}\left(2^{-k} \omega\right)\right|^{2} d \omega \\
& =\int_{-2^{n} \pi}^{2^{n \pi}}\left[f\left(2^{-n-1} \omega\right)\left|m_{0}\left(2^{-n-1} \omega\right)\right|^{2}+f\left(2^{-n-1} \omega+\pi\right)\left|m_{0}\left(2^{-n-1} \omega+\pi\right)\right|^{2}\right] \\
& \quad \prod_{k=1}^{n}\left|m_{0}\left(2^{-k} \omega\right)\right|^{2} d \omega \\
& =\int_{-2^{n+1} \pi}^{2^{n+1} \pi} f\left(2^{-n-1} \omega\right) \prod_{k=1}^{n+1}\left|m_{0}\left(2^{-k} \omega\right)\right|^{2} d \omega .
\end{aligned}
$$

We are now ready to state a criterion based on transition operators.
Theorem 12. Let $\lambda$ be the largest eigenvalue of $T_{0}$ restricted to $F_{N}$. If $|\lambda|<1$, then
(1) $\phi_{n}$ converges to $\phi$ in $L^{2}(\mathbb{R})$, and
(2) the conditions (60) and (61) of Lemma 7 are satisfied.

If the same holds for the operator $\tilde{T}_{0}$ associated to $\tilde{m}_{0}$, then the dual filters $m_{0}$ and $\tilde{m}_{0}$ generate biorthogonal Riesz bases of wavelets.
Proof: Let us define the trigonometric polynomial $c$ by

$$
\begin{equation*}
c(\omega)=1-\cos \omega . \tag{80}
\end{equation*}
$$

It is clear that $c(\omega)$ is in $F_{N}$. Applying Lemma 11 and using the hypothesis $|\lambda|<1$, we obtain

$$
\begin{aligned}
\int\left|\hat{\phi}_{n}(\omega)\right|^{2} c\left(2^{-n} \omega\right) d \omega & =\int_{-\pi}^{\pi} T_{0}^{n} c(\omega) d \omega \\
& \leq \sqrt{2 \pi}\left\|T_{0}^{n} c\right\|_{L^{2}} \\
& \leq C\left(\frac{1+|\lambda|}{2}\right)^{n}=C 2^{-n e}
\end{aligned}
$$

with $\epsilon=\frac{1}{\log 2}[\log 2-\log (1+|\lambda|)]>0$ because $|\lambda|<1$. This leads to a Littlewood-Paley type of estimate. Indeed, since $c(\omega)$ is positive and $c(\omega) \geq 1$ when $\frac{\pi}{2} \leq|\omega| \leq \pi$, we have

$$
\begin{equation*}
\int_{2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi}\left|\hat{\phi}_{n}(\omega)\right|^{2} d \omega \leq C 2^{-n \epsilon} \tag{81}
\end{equation*}
$$

This estimate is also valid if we replace $\phi_{n}$ by $\phi$ because we have $|\hat{\phi}(\omega)|=\left|\hat{\phi}_{n}(\omega) \hat{\phi}\left(2^{-n} \omega\right)\right| \leq\left|\hat{\phi}_{n}(\omega)\right| \max _{|\omega| \leq \pi}(|\hat{\phi}(\omega)|)$ when $|\omega| \leq 2^{n} \pi$. Consequently

$$
\begin{equation*}
\int_{2^{n-1} \pi \leq|\omega| \leq 2^{n \pi}}|\hat{\phi}(\omega)|^{2} d \omega \leq C 2^{-n e}, \tag{82}
\end{equation*}
$$

which means that $\phi$ is not only in $L^{2}(\mathbb{R})$ but also in the Besov space $B_{2}^{e, \infty}(\mathbb{R})$.
Let us now prove the $L^{2}$ convergence of $\phi_{n}$ to $\phi$. Since $m_{0}(0)=\hat{\phi}(0)=1$, there exists an $\alpha$ in $(0 ; \pi)$ such that

$$
\begin{equation*}
|\omega| \leq \alpha \Rightarrow|\hat{\phi}(\omega)| \geq C>0 \tag{83}
\end{equation*}
$$

We now divide $\phi_{n}$ in two parts: $\phi_{n}=\phi_{n}^{1}+\phi_{n}^{2}$ with

$$
\begin{equation*}
\hat{\phi}_{n}^{1}(\omega)=\hat{\phi}_{n}(\omega) \chi_{\mid-2^{n o, 2^{n}| |}}(\omega), \tag{84}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\phi}_{n}^{2}(\omega)=\hat{\phi}_{n}(\omega)\left[x_{\left|-2^{n}, 2^{n}+\right|}(\omega)-\chi_{\mid-2^{n_{0}, 2^{n} o \mid}}(\omega)\right] . \tag{85}
\end{equation*}
$$

Clearly $\hat{\phi}_{n}^{1}(\omega)$ converges pointwise to $\hat{\phi}(\omega)$ and by (83), we have

$$
\begin{equation*}
\left|\hat{\phi}_{n}^{1}(\omega)\right| \leq \frac{|\hat{\phi}(\omega)|}{C} \tag{86}
\end{equation*}
$$

By Lebesgue's theorem, $\phi_{n}^{1}$ converges to $\phi$ in $L^{2}$. We also have

$$
\begin{aligned}
\int\left|\hat{\phi}_{n}^{2}(\omega)\right|^{2} d \omega & =\int_{2^{n} \alpha \leq|\omega| \leq 2^{n} \pi}\left|\hat{\phi}_{n}(\omega)\right|^{2} d \omega \\
& \leq \frac{1}{c(\alpha)} \int\left|\hat{\phi}_{n}^{n}(\omega)\right|^{2} c\left(2^{-n} \omega\right) d \omega \\
& \leq C 2^{-n e},
\end{aligned}
$$
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and thus $\phi_{n}^{2}$ tends to zero in $L^{2}$ and consequently $\phi$ is also the $L^{2}$ limit of $\phi_{n}$.
To prove Equations (60) and (61), we shall use the estimate (82). We first remark that since $m_{0}(\pi)=m_{0}(-\pi)=0$, the scaling function satisfies

$$
\begin{equation*}
\hat{\phi}(2 k \pi)=0 \quad \text { if } \quad k \in \mathbb{Z} /\{0\} . \tag{87}
\end{equation*}
$$

Using a first order Taylor development, we can write

$$
\sum_{k \in \mathbb{Z}}|\hat{\phi}(\omega+2 k \pi)|^{2-\sigma} \leq \int_{\mathbb{R}}\left|\frac{d}{d \omega}\right||\hat{\phi}|^{2-\sigma}| | d \omega
$$

$$
=\int\left|\frac{d}{d \omega}\left[\left(|\hat{\phi}|^{2}\right)^{1-\frac{e}{2}}\right]\right| d \omega
$$

$$
=\int\left|\left(1-\frac{\sigma}{2}\right) \frac{d}{d \omega}\left[|\hat{\phi}|^{2}\right]\right||\hat{\phi}|^{-\frac{\sigma}{2}} d \omega
$$

$$
\leq \int|2-\sigma|\left|\frac{d \hat{\phi}}{d \omega}\right||\hat{\phi}(\omega)|^{1-\frac{\sigma}{2}} d \omega
$$

$$
\leq C\left(\int\left|\frac{d \hat{\phi}}{d \omega}\right|^{2} d \omega\right)^{1 / 2}\left(\int|\hat{\phi}(\omega)|^{2-\sigma} d \omega\right)^{1 / 2}
$$

The first factor proportional to the $L^{2}$ norm of $x \phi(x)$ which is finite since $\phi$ is square integrable and compactly supported.

To evaluate the second factor we compute the integral of $|\hat{\phi}(\omega)|^{2-\sigma}$ on a dyadic ring $2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi$. By the Hölder inequality and (82) we obtain

$$
\begin{aligned}
\int_{2^{n-1} \pi \leq|\omega| \leq 2^{n \pi}}|\hat{\phi}(\omega)|^{2-\sigma} d \omega & \leq\left[\int_{2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi}|\hat{\phi}(\omega)|^{2} d \omega\right]^{1-\frac{\pi}{2}} \cdot\left(2^{n} \pi\right)^{\frac{\pi}{2}} \\
& \leq C 2^{-n e\left(1-\frac{\pi}{2}\right)+n \frac{\theta}{2}}
\end{aligned}
$$

The second factor will thus be finite and (57) will be satisfied if we choose $\sigma$ such that $\epsilon\left(1-\frac{\sigma}{2}\right)-\frac{\sigma}{2}>0$; i.e., $\sigma<\frac{2 \epsilon}{1+\epsilon}$. We apply the same method to show (58). If $|\omega|$ is in $\left[2^{n-1} \pi, 2^{n} \pi\right]$ for $n \geq 1$, we can write

$$
\begin{aligned}
|\hat{\phi}(\omega)|^{2} & \leq \int_{2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi} \left\lvert\, \frac{d}{d \omega}\left[|\hat{\phi}|^{2}| | d \omega\right.\right. \\
& \leq C\left(\int_{\mathbf{R}}\left|\frac{d \hat{\phi}}{d \omega}\right|^{2} d \omega\right)^{1 / 2}\left(\int_{2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi}|\hat{\phi}(\omega)|^{2} d \omega\right)^{1 / 2} \\
& \leq C 2^{-n \frac{1}{2}} \leq C(1+|\omega|)^{-\frac{1}{2}},
\end{aligned}
$$

and thus (61) is satisfied if we choose $\sigma \leq \frac{2}{4}$.
This concludes the proof of the theorem.

Remarks.
(1) In the proof we use estimates of $|\hat{\phi}|^{2}$ or its integral on dyadic rings $2^{n-1} \pi \leq|\omega| \leq 2^{n} \pi$, for $n \geq 1$. The case $|\omega| \leq \pi$ does not cause any problem since $\phi(\omega)$ is a smooth function.
(2) The criterion that we have established is in fact sharp; i.e., it is necessary and sufficient to have biorthogonal Riesz bases. The complete proof of this fact, which is very technical, can be found in [4].
Using our theoretical results, we shall now build an important family of biorthogonal wavelets where the functions $\phi$ and $\psi$ are piecewise polynomial.

## §4. Biorthogonal wavelets and splines

The connections between wavelet theory and spline theory come out naturally from the general framework of multiresolution analysis. Indeed, for a given $N \geq 1$, we can define a multiresolution analysis $\left\{V_{j}\right\}_{j \in \mathcal{Z}}$ by

$$
\begin{equation*}
V_{j}=\left\{f \in L^{2}(\mathbb{R}) \cap \mathcal{C}^{N-1}(\mathbb{R}) \left\lvert\,\left(\frac{d}{d x}\right)^{N+1} f=\sum_{k \in \mathbb{Z}} \alpha_{k} \delta_{2^{\prime} k}\right.\right\}, \tag{88}
\end{equation*}
$$

where $\delta_{2 j_{k}}$ is the delta function localized at the point $2^{j} k$. In other words, $V_{j}$ is the space of square integrable functions which are piecewise polynomial of degree $N$ on the dyadic intervals $\left[2^{j} k, 2^{j}(k+1)\right]$ with $C^{N-1}$ continuity at the nod points $2^{j} k$.

A natural generator for these spaces is the $N$ th degree $B$-spline function defined by

$$
\begin{equation*}
\phi^{N}(x)=(*)^{N+1} \chi_{[0 ; 1]^{*}} . \tag{89}
\end{equation*}
$$

It is then well known that the integer translates of $\phi$ generate $V_{0}$. For example, in the case of the linear splines $(N=1), \phi$ is the hat function; i.e., $\phi^{1}(x)=$ $\max (0,1-|x-1|\}$.

However, it is clear that the translates of $\phi$ are not orthonormal. Still $\left\{\phi^{N}(x-k)\right\}_{k \in \mathcal{Z}}$ forms a Riesz bases for $V_{0}$; i.e., there exists $C_{2} \geq C_{1}>0$, such that for any sequence $\alpha_{k}$ in $\ell^{2}(\mathbb{Z})$,

$$
\begin{equation*}
C_{1} \sum_{k \in \mathbb{Z}}\left|\alpha_{k}\right|^{2} \leq\left\|\sum_{k \in \mathbb{Z}} \alpha_{k} \phi^{N}(x-k)\right\|_{L^{2}}^{2} \leq C_{2} \sum_{k \in \mathbb{Z}}\left|\alpha_{k}\right|^{2} \tag{90}
\end{equation*}
$$

which can also be expressed by

$$
\begin{equation*}
0<C_{1} \leq \sum_{k \in \mathbb{Z}}\left|\hat{\phi}^{N}(\omega+2 k \pi)\right|^{2} \leq C_{2} \tag{91}
\end{equation*}
$$

This allows an orthonormalization process that preserves the structure of a family generated by the translates of a single function. The new scaling function is defined by

$$
\begin{equation*}
\hat{\phi}_{0}^{N}(\omega)=\hat{\phi}^{N}(\omega)\left(\sum_{k \in \mathbb{Z}}\left|\hat{\phi}^{N}(\omega+2 k \pi)\right|^{2}\right)^{-1 / 2} \tag{92}
\end{equation*}
$$

Its translates are orthonormal by construction but it is not compactly supported (it has exponential decay). The same holds for the associated wavelet. In this construction, due to Battle and Lemarié [13], the CQF filters do not have a finite impulse response, and this fact constitutes a major disadvantage for implementation.

Using the results of the two previous sections, we shall now construct biorthogonal bases of compactly supported wavelets where the functions $\phi^{N}$ and $\psi^{N}$ are spline functions of order $N$.

We simply choose for $\phi^{N}$ the $B$-spline function defined by (89) since we do not require anymore the orthonormality of its integer translates. The low pass filter associated with this scaling function is given by

$$
\begin{equation*}
m_{0}^{N}(\omega)=\left(\frac{1+e^{-i \omega}}{2}\right)^{N+1} \tag{93}
\end{equation*}
$$

To find a dual filter, it is useful to define the following polynomial

$$
\begin{equation*}
P_{L}(y)=\sum_{j=0}^{L-1}\binom{L-1+j}{j} y^{j} \tag{94}
\end{equation*}
$$

which is the solution of the Bezout equation

$$
\begin{equation*}
(1-y)^{L} P_{L}(y)+y^{L} P_{L}(1-y)=1 \tag{95}
\end{equation*}
$$

By a change of variable, we obtain

$$
\begin{equation*}
\left[\cos \left(\frac{\omega}{2}\right)\right]^{2 L} P_{L}\left(\sin ^{2}\left(\frac{\omega}{2}\right)\right)+\left[\sin \left(\frac{\omega}{2}\right)\right]^{2 L} P_{L}\left(\cos ^{2}\left(\frac{\omega}{2}\right)\right)=1 \tag{96}
\end{equation*}
$$

and by a shift

$$
\begin{align*}
& {\left[\frac{1+e^{i \omega}}{2}\right]^{2 L}\left[e^{-i L \omega} P_{L}\left(\sin ^{2}\left(\frac{\omega}{2}\right)\right)\right]}  \tag{97}\\
& \quad+\left[\frac{1-e^{i \omega}}{2}\right]^{2 L}\left[(-1)^{L} e^{-i L \omega} P_{L}\left(\cos ^{2}\left(\frac{\omega}{2}\right)\right)\right]=1
\end{align*}
$$

This formula gives a solution for all the values of $N$ smaller than $2 L-1$. Indeed, if $N+1 \leq 2 L$, we can take as a dual filter

$$
\begin{equation*}
\tilde{m}_{0}^{N, L}(\omega)=\left[\frac{1+e^{i \omega}}{2}\right]^{2 L-N-1} P_{L}\left(\sin ^{2}\left(\frac{\omega}{2}\right)\right) e^{-i L \omega} \tag{98}
\end{equation*}
$$

In other words, for a fixed $N, \tilde{m}_{0}^{N, L}$ is a dual filter for $m_{0}^{N}$ if $2 L \geq N+1$.
How can we choose the parameter $L$ in an optimal way? At first, it seems natural to choose the smallest value of $L$ such that $2 L \geq N+1$. Unfortunately,
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this choice does not lead, except in the Haar case ( $N=0$ ), to a dual scaling function $\tilde{\phi}_{N, L}$ which is square integrable. More precisely the filter $\tilde{m}_{0}^{N, L}$ does not satisfy in this case the conditions of Theorems 8 and 12.

A very simple example to illustrate this problem is the case of the linear splines $N=1$. If we choose $L=1$, then the dual filter is given by

$$
\begin{equation*}
\tilde{m}_{0}^{1,1}(\omega)=e^{-i \omega} . \tag{99}
\end{equation*}
$$

By formula (25), we see that

$$
\begin{equation*}
\hat{\dot{\phi}}^{1,1}(\omega)=e^{-i \omega}, \tag{100}
\end{equation*}
$$

which is not square integrable. Observe that $\phi^{1,1}$ is a delta function centered on 1 and that in the distribution sense we still have

$$
\begin{equation*}
\left\langle\phi^{1}(x-k) \mid \tilde{\phi}^{1,1}(x-\ell)\right\rangle=\delta_{k, \ell} \tag{101}
\end{equation*}
$$

but the subband coding scheme has no chances to be numerically stable (in the $\ell^{2}$ sense). For this reason, we need to choose a larger $L$, such that $\tilde{m}_{0}^{N, L}(\omega)$ satisfies the conditions of Theorem 8 or 12. In [6], we prove that $\tilde{\phi}^{N, L}$ can be made arbitrarily regular if we choose a large enough $L$ for a fixed $N$. This means that the Fourier transform of $\hat{\phi}^{N, L}$ has an arbitrarily high rate of decay at infinity and that $\tilde{m}_{0}^{N, L}$ will satisfy the conditions of Theorem 8. Note that the regularity of the functions $\bar{\phi}$ and $\tilde{\psi}$ is not very important in applications since we only use them in the decomposition stage by inner product with the function to be analyzed. As explained in the introduction, smoothness is mostly important in the reconstruction process and we shall rather take $\phi^{N}$ and $\psi^{N, L}$ as synthesis functions since they are piecewise polynomials. For a given value of $N$, the best choice for $L$ is thus the smallest value such that $\tilde{m}_{0}^{N, L}$ satisfies the conditions of Theorem 12 (which are sharp).

For $N=1$, this value is $L=2$; i.e.,

$$
\begin{equation*}
\tilde{m}_{0}^{1,2}(\omega)=\left(\frac{1+e^{i \omega}}{2}\right)^{2} e^{-2 i \omega}\left(1+2 \sin ^{2}\left(\frac{\omega}{2}\right)\right) \tag{102}
\end{equation*}
$$

For $N=2$, this value is also $L=2$; i.e.,

$$
\begin{equation*}
\tilde{m}_{0}^{2,2}(\omega)=\left(\frac{1+e^{i \omega}}{2}\right) e^{-2 i \omega}\left(1+2 \sin ^{2}\left(\frac{\omega}{2}\right)\right) \tag{103}
\end{equation*}
$$

For $N=3$, this value is $L=4$; i.e.,
$\tilde{m}_{0}^{3,3}(\omega)=\left(\frac{1+e^{i \omega}}{2}\right)^{4} e^{-4 \omega}\left(1+4 \sin ^{2}\left(\frac{\omega}{2}\right)+10 \sin ^{4}\left(\frac{\omega}{2}\right)+20 \sin ^{6}\left(\frac{\omega}{2}\right)\right)$.

We illustrate in Figures 3 and 4 the first two cases (linear and quadratic). Note that, for even $N$, the wavelets are shifted odd functions, whereas for odd $N$, they are shifted even functions. We show in these figures the results for the minimal value of $L$ (in the first colimn) and for the next value (in the second column).

Observe the chaotic aspect of the functions $\tilde{\phi}$ and $\tilde{\psi}$ in the quadratic case. One an check that these functions, although square integrable, do not satisfy the decay condition $(1+|\omega|)^{-1 / 2-c}(| | \hat{\phi}|+|\tilde{\tilde{\psi}}|)<+\infty$. This means that only Theorem 12 can be applied here. This also explains the fractal aspect of these graphs: To be square integrable, $\bar{\phi}$ and $\psi$ must have a lacunary structure, typical of these fractal figures.

Finally, let us mention a slightly different construction of compactly supported spline wavelet which is due to C. K. Chui and J. Z. Wang [9]. In this construction, the spaces $W_{j}$ are kept orthogonal and the wavelet are nonorthogonal only inside a given scale. The advantages of this framework is that the wavelet decomposition is still orthogonal and $\phi$ and $\psi$ are still symmetric or antisymmetric. Furthermore, the discussion on frame bounds is much simpler and that the dual wavelet is also a spline function. However the dual wavelet and filter are no longer compactly supported.


Figure 3. Graphs of the functions $\phi, \psi, \tilde{\phi}$, and $\tilde{\psi}$ in the spline case.


Figure 4. Graphs of the functions $\phi, \psi, \tilde{\phi}$, and $\tilde{\psi}$ in the quadratic case.

## Appendix: Proof of some lemmas

## Proof of Lemma 2

We shall prove this result for $P_{j}$, the argument being the same for $\widetilde{P}_{j}, \Delta_{j}$, and $\tilde{\Delta}_{j}$

First, from the definition (29) of $P_{j}$, we have

$$
\begin{equation*}
P_{j}(f(y))(x)=P_{0}\left(f\left(2^{j} y\right)\right)\left(2^{-j} x\right) . \tag{105}
\end{equation*}
$$

It is thus sufficient to prove that $P_{0}$ is a continuity operator on $L^{2}(\mathbb{R})$. We will then have $\left\|P_{0}\right\|=\left\|P_{j}\right\|$ for all $j$. Since both $\phi$ and $\phi$ are in $L^{2}$ and compactly supported, we can define the two trigonometric polynomials

$$
\begin{equation*}
t(\omega)=\sum_{k \in \mathbb{Z}}|\hat{\phi}(\omega+2 k \pi)|^{2}=\sum_{n \in \mathbb{Z}}\langle\phi(x) \mid \phi(x-n)\rangle e^{i n \omega} \tag{106}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{t}(\omega)=\sum_{k \in \mathbb{Z}}|\hat{\tilde{\phi}}(\omega+2 k \pi)|^{2}=\sum_{n \in \mathbb{Z}}\left(\tilde{\phi}(x)|\tilde{\phi}(x-n)\rangle e^{i n \omega} .\right. \tag{107}
\end{equation*}
$$

For any sequence $\left\{e_{n}\right\}$ in $\ell^{2}(\mathbb{Z})$ we have

$$
\begin{aligned}
\int_{\mathbf{R}}\left|\sum_{n \in \mathbb{Z}} e_{n} \phi(x-n)\right|^{2} d x & =\frac{1}{2 \pi} \int_{\mathbf{R}}\left|\sum_{n \in \mathbb{Z}} e_{n} e^{-i n \omega}\right|^{2}|\hat{\phi}(\omega)|^{2} d \omega \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|\sum_{n \in \mathbb{Z}} e_{n} e^{-i n \omega}\right|^{2} \sum_{k \in \mathbb{Z}}|\hat{\phi}(\omega+2 k \pi)|^{2} d \omega \\
& \leq \max (t(\omega)) \sum_{n \in \mathbb{Z}}\left|e_{n}\right|^{2}
\end{aligned}
$$

For all $f$ in $L^{2}(\mathbb{R})$, we can estimate the $\ell^{2}$ norm of the sequence $\langle f \mid \bar{\phi}(x-n)\rangle$ in the following way.

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}|\langle f \mid \tilde{\phi}(x-n)\rangle|^{2} & =\frac{1}{4 \pi^{2}} \sum_{n \in \mathbb{Z}}\left|\int \hat{f}(\omega) \overline{\hat{\tilde{\phi}}(\omega)} e^{i n \omega} d \omega\right|^{2} \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|\sum_{k \in \mathbb{Z}} \hat{f}(\omega+2 k \pi) \overline{\hat{\bar{\phi}}(\omega+2 k \pi)}\right|^{2} d \omega \\
& \leq \frac{1}{2 \pi} \int_{-\pi}^{\pi}\left(\sum_{k \in \mathbb{Z}}|\hat{f}(\omega+2 k \pi)|^{2}\right)\left(\sum_{k \in \mathbb{Z}}|\hat{\tilde{\phi}}(\omega+2 k \pi)|^{2}\right) d \omega \\
& \leq \max (\tilde{t}(\omega))\|f\|^{2} .
\end{aligned}
$$

It follows from these two estimates that for-all $f$ in $L^{2}(\mathbb{R})$

$$
\begin{equation*}
\left\|P_{0} f\right\|_{L^{2}}^{2} \leq \max (\tilde{t}(\omega)) \max (t(\omega))\|f\|_{L^{2}}^{2}, \tag{108}
\end{equation*}
$$
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and thus $\left\|P_{0}\right\| \leq[\max (t) \max (t)]^{1 / 2}$.
Proof of Lemma 3
We shall use the Fourier coefficients $h_{n}, g_{n}, \tilde{h}_{n}, \tilde{g}_{n}$ of the filters $m_{0}, m_{1}, \tilde{m}_{0}$, and $\tilde{m}_{1}$. For any $f$ in $L^{2}(\mathbb{R})$, we have

$$
\begin{aligned}
P_{0}(f)+\Delta_{0}(f)= & \sum_{k \in \mathbb{Z}}\langle f \mid \tilde{\phi}(x-k)\rangle \phi(x-k)+\sum_{k \in \mathbb{Z}}\langle f \mid \tilde{\psi}(x-k)\rangle \psi(x-k) \\
= & \sum_{n, m \in \mathbb{Z}}\left(\sum_{k \in \mathbb{Z}} \overline{\bar{h}}_{n-2 k} h_{m-2 k}+\sum_{k \in \mathbb{Z}} \overline{\bar{g}}_{n-2 k} g_{m-2 k}\right) \\
& 4\langle f \mid \bar{\phi}(2 x-h)\rangle \phi(2 x-m) \\
= & \sum_{n, m \in \mathbb{Z}}\left(\sum_{k \in \mathbb{Z}}\left[\tilde{h}_{n-2 k} h_{m-2 k}+(-1)^{n+m} \tilde{\tilde{h}}_{1-m+2 k} h_{1-n+2 k}\right]\right) \\
& 4\langle f \mid \tilde{\phi}(2 x-n)\rangle \phi(2 x-m) \\
= & \sum_{m, n \in \mathbb{Z}} 4 c_{m, n}\langle f \mid \tilde{\phi}(2 x-n)\rangle \phi(2 x-m) .
\end{aligned}
$$

When $m-n=2 p$, we have

$$
\begin{equation*}
c_{m, n}=\sum_{k \in \mathbb{Z}} \tilde{\bar{h}}_{k} h_{k+m-n}=\sum_{k \in \mathbb{Z}} \overline{\bar{h}}_{k} h_{k+2 p}=\frac{1}{2} \delta_{0, p} \tag{109}
\end{equation*}
$$

because of the duality relation (21). When $m-n=2 p+1$, then

$$
\begin{aligned}
c_{n, m} & =\sum_{k \in \mathbb{Z}} \tilde{\tilde{h}}_{n-2 k} h_{m-2 k}-\sum_{k \in \mathbb{Z}} \tilde{\tilde{h}}_{1-m+2 k} h_{1-n+2 k} \\
& =0
\end{aligned}
$$

because the two sums contain exactly the same terms. We thus have

$$
\begin{equation*}
c_{m, n}=\frac{1}{2} \delta_{n, m} \tag{110}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{0}(f)+\Delta_{0}(f)=2 \sum_{k \in \mathbb{Z}}\langle f \mid \bar{\phi}(2 x-k)\rangle \phi(2 x-k)=P_{-1}(f) . \tag{111}
\end{equation*}
$$

By Equation (105) we can rescale this identity to obtain for all $j$

$$
\begin{equation*}
P_{j}+\Delta_{j}=P_{j-1} ; \tag{112}
\end{equation*}
$$

the same halds for $\tilde{P}_{j}, \tilde{\Delta}_{j}$, and $\tilde{P}_{j-1}$.

## Proof of Lemma 4

We will use the following well known approximation result: If $f$ is in $L^{2}(\mathbb{R})$, for all $\epsilon>0$, there exists a function $g$ which is a finite linear combination of intervals characteristic functions $\left(g=\sum_{k=1}^{n} \alpha_{k} \chi_{i_{k}}\right)$ such that $\|f-g\| \leq \epsilon$. Using Lemms 2, this also gives

$$
\begin{equation*}
\left\|P_{j}(f)\right\|=\left\|P_{j}(f-g+g)\right\| \leq\left\|P_{j}(g)\right\|+C \epsilon, \tag{113}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{j}(f)-f\right\| \leq\left\|P_{j}(g)-g\right\|+(C+1) \epsilon . \tag{114}
\end{equation*}
$$

It is thus sufficient to prove the limits (36) and (37) in the case where $f=\chi_{|a, b|}$.
We first prove Equation (36). Using the same argument as in the proof of Lemma 2, we obtain

$$
\begin{aligned}
\left\|P_{j}(f)\right\|^{2} & \leq\left. C \sum_{k \in \mathbb{Z}}\left|\langle f| \tilde{\phi}_{k}^{j}\right)\right|^{2} \\
& =C \sum_{k \in \mathbb{Z}}\left|\int_{a}^{b} \overline{\tilde{\phi}_{k}^{j}(x)} d x\right|^{2} \\
& \leq C \sum_{k \in \mathbb{Z}} \int_{a}^{b} 2^{-j}\left|\tilde{\phi}\left(2^{-j} x-k\right)\right|^{2} d x \\
& =C \sum_{k \in \mathbb{Z}} \int_{2^{-s_{a-k}}}^{2^{-j} b-k}|\tilde{\phi}(x)|^{2} d x
\end{aligned}
$$

when $j$ goes to $+\infty$. It is clear that this expression tends to zero if $\bar{\phi}$ is in $L^{2}(\mathbb{R})$.

To prove (37), we shall directly evaluate $P_{j}(f)=P_{j}\left(\chi_{|0,4|}\right)$. We first remark that, because of the hypothesis (23), we have

$$
\begin{equation*}
\hat{\phi}(2 k \pi)=\hat{\bar{\phi}}(2 k \pi)=\delta_{0, k} . \tag{115}
\end{equation*}
$$

This leads to the following summation formulas which are valid for almost all $x$ :

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \phi(x-k)=\sum_{k \in \mathbb{Z}} \bar{\phi}(x-k)=1, \tag{116}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \phi(x)=\int \tilde{\phi}(x)=1 . \tag{117}
\end{equation*}
$$

We know that $\phi$ and $\bar{\phi}$ are compactly supported; i.e., both vanish out of an interval $[-s, s]$. For $j<0$ and $|j|$ large enough, we can derive a pointwise estimate of

$$
\begin{equation*}
P_{j}(f)(x)=\sum_{k \in \mathbb{Z}}\left\langle f \mid \dot{\phi}_{k}^{j}\right\rangle \phi_{k}^{j}(x) \tag{118}
\end{equation*}
$$

(1) If $x$ is out of $\left[a-2^{j+1} s, b+2^{j+1} s\right]$, then either $\phi_{k}^{j}(x)=0$ or $\left\langle f \mid \tilde{\phi}_{k}^{j}\right\rangle=0$ and thus $P_{j}(f)(x)=0$.
(2) If $x$ is inside $\left[a+2^{j+1} s, b-2^{j+1} s\right]$, then either $\phi_{k}^{j}(x)=0$, or $\left\langle f \mid \dot{\phi}_{k}^{j}\right\rangle=$ $\int \overline{\bar{\phi}_{k}} d x=2^{j / 2}$ and thus

$$
\begin{equation*}
P_{j}(f)(x)=\sum_{k \in \mathbb{Z}} 2^{j / 2} \phi_{k}^{j}(x)=\sum_{k \in \mathbb{Z}} \phi\left(2^{-j} x-k\right)=1 . \tag{119}
\end{equation*}
$$

In these two cases, $P_{j}(f)(x)$ is exactly $f(x)$. We still have to evaluate $\int_{R_{j}}\left|P_{j}(f)-f\right|^{2}$ where $R_{j}$ is the residual domain $R_{j}=\left[a-2^{j+1} s, a+2^{j+1} s\right] \cup$ $\left[b-2^{j+1} s, b+2^{j+1} s\right]$. Now note that when $x$ is in $R_{j}$, we have

$$
\begin{equation*}
f(x)=\chi_{R_{j+1}}(x) f(x)=f_{j}(x) \quad\left(R_{j} \subset R_{j+1}\right) \tag{120}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{j}(f)(x)=P_{j}\left(f_{j}\right)(x) . \tag{121}
\end{equation*}
$$

Consequently

$$
\begin{aligned}
\int_{R_{j}}\left|P_{j}(f)(x)-f(x)\right|^{2} d x & =\int_{R_{j}}\left|P_{j}\left(f_{j}\right)(x)-f_{j}(x)\right|^{2} d x \\
& \leq \int_{\mathbf{R}}\left|P_{j}\left(f_{j}\right)-f_{j}\right|^{2} d x \\
& \leq C\left\|f_{j}\right\|^{2},
\end{aligned}
$$

and $\left\|f_{j}\right\|^{2}$ tends to zero when $j$ goes to $-\infty$. This concludes the proof of the lemma.
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within a neighborhood around the reference function $G_{d}$. The reduced order wurping matrix for the reference function $G$, is given by

$$
\begin{equation*}
W_{1}=R_{1}^{-1} \tag{12}
\end{equation*}
$$

The warping vector for the expansion coefficient $a$, is given by

$$
\begin{equation*}
\vec{w}_{i}=\tilde{r}_{i} W_{i} \tag{13}
\end{equation*}
$$

where $\bar{r}_{1}$ is an iserator that selects the row, associated with $a$, from the matrix BI: The update equation for the coefficient $a$, becomes $^{\text {. }}$

$$
\begin{equation*}
a_{1}^{t+1}=a_{1}^{!}-\beta \bar{W}_{i} \nabla J_{i} \tag{14}
\end{equation*}
$$

where $\lceil J$, is the gradient for the elementary functions included in $R$,

The update term in (14) can be expressed as

$$
\begin{equation*}
\overline{w_{i}}\left[\Gamma J_{1}=-\iint e(x, y)\left|\sum_{i} w_{i}(j) C_{j}(x, y)\right| d x d y\right. \tag{15}
\end{equation*}
$$

where $w,(j)$ is the $j$ th element of the warping vector $\bar{w}_{j}$. The new function created by the warping vector is given by

$$
\begin{equation*}
P_{1}(x, y)=\sum_{1} w_{1}(j) G_{1}(x, y) . \tag{16}
\end{equation*}
$$

This function $P_{1}$ is orthonormal to all elementary functions ineluded in $R_{r}$. and is referred to as the "locally biorthonormal projection function." The remainder of this section outlines a method for calculating the optimal iruncated projection function for a given support width.
Let $Q_{r}$ denote a pseudo-Hessian matrix whose elements are given by

$$
\begin{equation*}
a_{p}(i, j)=\left\langle G_{n}, P_{j}\right\rangle_{\pi} . \tag{17}
\end{equation*}
$$

If the projection and elementary functions are normalized such that $\psi_{p}(l, i)=1$, then the normalized pseudo-Hessian matrix $Q_{n}$; can be written as

$$
\begin{equation*}
Q_{p}=I+V \tag{18}
\end{equation*}
$$

where $l$ is the identity matrix and $V$ is a matrix containing all the off-diagonal elements of $\bigotimes_{p}$. If all the elements of $V$ are small. then

$$
\begin{equation*}
\dot{Q}_{r}^{-1} * I-V=2 I-\dot{Q}_{p} . \tag{19}
\end{equation*}
$$

Using (19), an estimate of the locally biorthonormal projection function is recursively defined by

$$
\begin{equation*}
P_{1}^{\prime-1}(x, y)=2 P_{i}^{\prime}(x, y)-\sum_{j=1}^{N} \dot{q}_{P}(i, j) P_{i}^{\prime}(x, y) \tag{20}
\end{equation*}
$$

The recursive estimate of $P$, will converge if the Gabor expansion is unique (if $Q^{-1}$ exists). The resulting set of projection functions can be used in a descent implementation if $G_{i}$ in (7) is replaced by $P$. In such an implementation, the lower bound of the optimal convergence factor is estimated by

$$
\begin{equation*}
\beta_{i, s}^{*}(i)=\frac{1}{\sum_{1}\left|q_{f}(i . j)\right|} \tag{21}
\end{equation*}
$$

IV. Cominhints

The prevous seetion has introduced two methods that improve convergence: the lirst method uses warping vectors: the second methen uses locally horhonormal projection functions. The overlap characteristics of the memiben of $R$, determine the warping vec-
or $w$, and the window of the projection function $P_{L}$. In gencral. a different warping vector or projection function is required for each expansion coefficient $a$. These methods are well suited to a massively parallel implementation which ussigns a separate processor memory group to each elementary function $G_{t}$.
For the single processorimemory case, these methods are most efficient for lattices that exhibit overlap invariance: the overiap $q(i, j)$ depends on the distance between elementary functions $G$. and $G_{j}$, not on their absolute lattice positions. Consider the two lattices presented in \{2]; the Cartesian lattice and the log-polar lattice. The overlap characteristics of the Cartesian lattice are completely invariant to shifts in position or frequency. Bastiaans used this invarianee to calculate a bionthonormal window [3], [4], which provides a direct solution (no iterations) to the Gabor expansion. If the Carresian lattice is implemented as an iterative Gubor expansion, the increase in complexity over Daugman's neural network is small because all warping vectors $w$; will be identical. The im provement in convergence increases with the size of the neighbor hood $R_{\text {}}$, approaching Bostiaans ${ }^{2}$ direct solution as the neighborhood size become arbitrarily large.
The log-polar lattice is not invariant to shifts in frequency. Consequently, there is no equivalent to Bastiaan's biorthonormal win dow. In an iterative implementation, it is possible to improve the convergence by exploiting the position invariant overlap characteristic that exists between ciementary functions with a common frequency. ${ }^{1}$ If the neighborhood $R$, contains only elementary functions with the same frequency. all warping vectors $w_{\text {, }}$ will be identical. As a result. a limited (but noticeable) increase in convergence is obtained with little additional complexity. The rate of convergence can be further increased if the number of unique warping vectors (and the complexity of the implementation) is allowed to increase.
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Image Compression Using the 2-D Wavelet
Transform
A. S. Lewis and G. Knowles

[^0] tation.
ficients were coded bierarchically and individually yuantized in accordance with the local estimated noise sensitiviny of the human visua system (HVS). The algorithm can be mapped easily onto VLSI. For the Miss America and Lena monochrome images, the technique gave high and $0.64-0.43$ bits per pixel fopp), respectively.

## 1. Introduction

Traditional image compression techniques have been designed to exploit the statistical redundancy present within real world images. The discrete cosine transform (DCT), DPCM. and the entropy coding of subband images are all examples of this statistical approach. Removing redundancy can only give a limited amount of compresssion: to achieve high ratios. some of the nonredundan information must be removed. The statistical coders produce annoying visual degradation when operating in this mode because they introduce errors in visually impontant parts of the image structure (such as feature edges). By using methods of image decomposition that closely mimic the human visual system (HVS), compression can take into account the importance of each individual coefficient and code accordingly.
The HVS is an information processing system, receiving spatially sampled images from the cones and rods in the eye and deducing the nature of the objects it observes by processing this image data. At a low level, objects can be thought of as structures made up of surfaces of the same color or texture bounded by edges. The color and texture of an object is greatly affected by its orientation and illumination so the edges are usually the most important means of recognition, so a good image compression algorithm should try to minimize edge distortion.
Psychophysicists and visual psychologists have performed many experiments on the HVS to determine how it processes image data. They discovered that the eye filters the image into a number of bands. each approxirrately one octave wide in frequency. Further. in the spatial domsin, the image should be considered to be composed of information at a number of different scales [6]. Marr formulated a constraint of spatial localization that the physical phenomena that give rise to intensity changes in the image are spatially localized.
In this paper we introduce a new approach to image compression based on decomposing the image using the orthogonal wavelet transform, and then apply a compression algorithm based on Marr's constraint of spatial locality. Firstly, we will introduce the wavelet transform. discuss its implementation by quadrature mirror filtering (QMF), and describe the ideas behind our compression method. In Section III we present an algorithm implementing our method which is suitable for real time use either on a DSP chip, or on dedicated hardware. In Section IV we give some results on the test images of Miss America and Lena for a range of compression ratios.

## II. Wavelet Transform and Image Compression

One-dimensional wavelet theory defines a function $\downarrow$, the wavelet, and its associated scaling function $\phi$, such that the family of functions $\left\{\psi^{\prime}(x)\right\}, \in z^{2}$, where $\psi^{\prime}(x)=\sqrt{2^{\prime}} \psi\left(2^{\prime} x\right)$, are orthonormal. The wavelet transform can be implemented by quadrature mirror filters [11], [12] $G=(g(n))$, and $H=(h(n)), n \in Z$, where $h(n)$ $=1 / 2\langle\phi(x / 2) . \phi(x-n)\rangle$, and $g(n)=(-1)^{n} h(1-n)(<)$ denotes $L^{2}$ inner product). $H$ corresponds to a low-pass filter, and $C$ is an octave wide high-pass filter. The reconstruction filters have impulse response $h^{*}(n)=h(1-n)$, and $g^{*}(n)=g(1-n)$. For a more detailed analysis of the relationship between wavelets and QMF see Mallat [7].

For images we use the hierarchical wavelet decomposition sug. gested by Mallat (77. The $G$ and $H$ filters are applied to the image in both the horizontal and vertical directions, and the filter outputs subsampled by a factor of two, generating three orientation selective high-pass subbands. $G G, G H, H G$, and a low-pass subband $H H$. The process is then repeated on the HH band to generate the next level of the decomposition, etc. Four octaves of decomposition leads to thirteen subbands (Fig. 1). Fig. 2 shows the image of Lena decomposed in this way. This hierarchical approach to image decomposition fulfills the role of scales in Marr's decomposition. QMF subband coding algorithms for images have been explored by Vetterii [8]. and for use in compression by Woods and O'Neil [9] using a flat decomposition and by Charavi and Tabatabai [10] in a pyramidal decomposition akin to the waveles transform.
In general the wavelet transform requires much less hardware to implement than Fourier methods, such as the discrete cosinc irans form DCT [§]. However, for the 4 coefticient Duubechies [1] wavelet, it is especially simple to calculate and inven the transform in hardware as no multipliers are needed to calculate the quantized coefficients $(h(0)=11 / 32, h(1)=\{9 / 32, h(2)=5 / 32, h(3)=$ $-3 / 32)[4]$. This allows us to incorporate the advantages of a multiresolution approach to decompose and reconstruct the image. without high hardware costs.
The wavelet decomposition is an altemative representation of image data but the number of bits used to store it has not changed. To compress the image data, we must decide which coefficients to send and how many bits to use to code them. Our compression algorithm consists of taking the low-pass subband in full, and then deciding which coefficients within the remaining subbands to keep. The problem is to decide which of the nonzero wavelet transform coefficients correspond to noise and which visually important deailis of the image, in particular, we want to preserve the edge-like information within the image. Simply thresholding each of the cocfficients, would leave extra noise and visually unimportant information in the compressed image. We apply an algorithm based on Marr's constraint of spatial locality when deciding which coeffi- . cients to keep. So that if an important detail occurs at some place in the image we expect that the coefficients corresponding to thai location will exceed a threshold in more than one octave; the orientation of the detail will be determined by which of the GH, HG. or $G G$ subbands we use. In this way we utilize both the frequency and spatial locality of the wavelet transform to detect and code the image data efficiently. By examining the image at low resolutions. and hence, a low number of samples, an initial guess at the location of the edges can be made. These guesses can be confirmed or rejected by examining the higher resolution detail signal at the same spatial location. We shall use the same technique to not only save on processing time but also to compress the picture through reject ing the redundant areas; by controlling which arcas are rejected we can aim for high compression and high quality in the final output. The threshold values are determined adaptively from a simple HVS model. Finally, the smaller the support of the wavelet, the less nonzero wavelet coefficients will correspond to an edge, so the more efficient will be our compression scheme. For this reason we chose the Daubechies-4 wavelet. The second stage of the compression process is to quantize the remaining nonzero coefficients: we use a linear mid-step quantizer with step-size derived from a HVS model. and then Huffman code the resulting values.
III. The Compression Aloorithm

In this section we describe the algorithm implementing the ideas discuased in the previous section, and combine this with a quantization model based on the HVS.


Fig. I. Wavelet multiresolution image decomposition.


Fig. 2. Wavelet decomposition of Lena image (high-pass coefficients $\times 4$ ).

Euch coellicient in the high-pass bands of the wavelet transform for octaves ir $=1 \cdots 3$ ) has four coeflicients corresponding to its patial pasition in the actave band above it in frequency. This suggesis uxing a four hranch tree to represent the structure of the de-
composition. This data structure was used successfully in a pre vious video compression algorithm |2|. The tree is construeted hy first considering each coefticient of all orientations ( $s=G G$. GH $H G$ ) of the lowest octave in the high-pass bands. The value is conded
and if its absolute value is greater than a fixed threshold value. the process is repeated for the four corresponding coctficients in the octave above. If not, the tree is rejected and zero coefficients are implied by the coding system for the tree above. This technique requires no control signals or addresses to be added by the coder and is efficiently implemented using stack-based hardware.

Our thresholding algorithm was far from optimal: though it followed edges and rejected flat areas very efficiently, mistakes happened too often and blurred parts of the image around edges.
A better measure of the likelihood of an edge at a point within a subband would be to calculate the energy in a small area encompassing the point. By using a small 2 by 2 block as the nodes of the tree structure. rather than single coefficient values, thresholding errors are greatly reduced. In addition, special block codes are introduced to increase the coding efficiency above that of the original method. Fig. 3 shows the new small block-based tree structure and its coding with the aid of the following recursive function. SendTree. Firstly, the low-pass image $H H$ is coded in fulli 8 bits per pixel (bpp)), then the remaining subbands are coded recursively by applying the following subroutine SendTree to all the blocks within the lowest frequency subbands. (In the following, let $I^{\prime \prime *}(x$, $y)$ be the coefficient value, of the decomposition / at octave $r$. orientation s. and position $x, y$ within that subband.)

SendTree (I, r, s, x, y)
If (THRESHOLD $<$ ThresholdFunction $\left(I^{\prime, 2}(x+\{0,1\}, y+\right.$ (0.1\}))) \{

SendToken(BlockNotEmpty);
SendCoefficients $\left(I^{r, 2}(x+\{0,1\}, y+\{0,1\})\right)$ :
SendTree(l, $r-1, s, 2 x, 2 y) ;$
SendTree(l, $r-1$, s, $2(x+1), 2 y)$;
SendTree(l, $r-1$, s.2x. 2( $y+1$ )): SendTree(l. $r-1$, s. $2(x+1), 2(y+1)$ );
| else SendToken(BlockEmpty):
The ThresholdFunction was chosen to be the sum of squares of the block's coefficients normalized to the HVS perceptual threshold discussed later,

Tree structuring and block coding have exploited interband and intraband correlation to facilitate data compression but so far we have not considered how to code the coefficient data itself (SendCoefficients). With 8 bpp we have 256 different levels to represent our transformed coefficients. but this may not be the optimumı value. We can use our knowlodge of the HVS: to determine the smallest number of levels required at each point within the transformed image. The errors cauyed by using fewer levels can be considered as a noise source; visual psychophysics states that a number of factors effeet the noise sensitivity of the eye: the background luminance, the proximity 10 an edge, the frequency band. and texture masking.

Background luminance is related to noise sensitivity by Weber's law. The eye is less sensitive to noiso for brighter background luminances. The low-pass coefficients can be used to provide values of background luminance.

Edge proximity or spatial masking relates noise sensitivity to distance from and height of the edge. As the coefficients we send are supposed to be part of an edge. the spatial locality of the octave provides distance information, while the energy of the lower frequency coefficients indicates edge height. Sensitivity decreases for increasing edge height and at decreasing distances from the edge.

Band sensitivity is of the octave currently being coded. This is
a fixed value for each octave, orientation. and luminance-chromi-

$$
\begin{aligned}
& \text { actere r-1 }
\end{aligned}
$$

> Fig. 3. Block tree structure.
nance channel. We have formulated an empirical model for this based on HVS experiments.

Texture masking decreases the sensitivity to noise if there is high activity in the locality of the coefficient. The energy of lower frequency coefficients can indicate the texture activity level.
A mathematical model of the HVS can be constructed to allow the estimation of noise sensitivity for any part of the transfommed image. Subband coding algorithms that exploit HVS propertics usually quantize the whole subband on the basis of spectral response alone. Safranek and Johnston [13] combined band sensitivity, background luminance, and texture masking information to provide a perceptual threshold for each subband coefficíent. They then used the minimum threshold value to quantize the entire band. In our algorithm we use a similar calculation to estimate the perceptual threshold of each 2 by 2 block, and then quantize cach pixel in the block with this threshold using a linear mid-step quantizer. We also use this perceptual threshold figure to normalize the coelficient value before edge detection. It should be noted that only previously coded values are needed in the quantizer, hence, no additional side information is required.
The quantizer step-size for the coefficients in Fig. 3. yster. is. calculated as follows:
qstep ( $r, s, x, y$ )
$=q_{0} *$ frequency $(r, s)=$ luminance $(r, x, y)$

- texture $(r, x, y)^{0.04}$
where $q_{0}$ is a normalization constant and
frequency ( $r, s$ )

$$
=\left\{\begin{array}{ll}
\sqrt{2} . & \text { if } s=G G \\
1 . & \text { otherwise }
\end{array}\right\} \cdot\left\{\begin{array}{ll}
1.00 . & \text { if } r=0 \\
0.32 . & \text { if } r=1 \\
0.16 . & \text { if } r=2 \\
0.10 . & \text { if } r=3
\end{array}\right\}
$$

luminance $(r, x, y)$

$$
=3+\frac{1}{256} \sum_{i=0}^{1} \sum_{j=0}^{1} p^{3 . n i m}\left(i+1+x / 2^{i-!} \cdot j+1+y / 2^{i},\right.
$$

texture ( $r, x, y$ )

$$
\begin{aligned}
= & \sum_{i=1}^{3-1} 16^{-t} \sum_{i}^{C C . G H . H G} \sum_{i=1}^{1} \sum_{t=1}^{1}\left(f^{\left.t+\sigma_{1}\right)}\left(i+x / 2^{t}, j+y, z^{\prime}\right)^{:}\right. \\
& +16^{3-1} \operatorname{var}\left(l ^ { 3 . H n \prime } \left(\{1.2\}+x / 2^{\prime-} \cdot\{1.2\}+y 2^{\prime} \cdot n\right.\right.
\end{aligned}
$$

where var is the varianec of the four cocflicient hloch. and the summation is zero when its lower limit exceeds its upper limit.



| Quantized Level | Code Bits |
| :---: | :---: |
| $\therefore$ | : |
| -5 | 111001 |
| -4 | 11101 |
| -3 | [1]1 |
| -2 | 101 |
| -1 | 011 |
| 0 | 00 |
| ! | 010 |
| 2 | 100 |
| 3 | 1101 |
| 4 | 11001 |
| 5 | $110 \times 1$ |
| : | . |
| . | - |



Fig. 4. Cading results for frame $n 1$ of the Miss America lest sequence. The original image is in the upper leff. The upper right is conled at 0.30 bpp (SNR 37.On. ine 36 er cil at 0.25 hpp (SNR 36.56), and the lower right at 0.20 hpp ISNR 36.111


Fig. 5. Coding results for Lena. The original image is in the upper lef.
The upper right is coded at 0.04 bpp (SNR 34.76), the lower left at 0.53 bpp (SNR 34.03), and the lower right at 0.43 bpp (SNR 33.18).

Our equations represent a crude approximation to the HVS noise sensitivity: more accurate models could be made to increase compression or picture quality.
After the number of quantization levels has been established and the coefficient has been quantized. further compression can be achieved by using the statistical properties of quantized coefficients. A well-known statistical property of subband coefficients is their Laplacian prohability uistribution function with a mode value of zero. Even after quantization this properry is approximately true. A simple variable length or Hulfman spde can be constructed on the basis of this assumed properry. Further compression can be achieved from the use of the variable length code as it exploits the entropy within the coetficient values. Table I shows some example code strings for a range of quantization legels.
The first two bits indicate the magnitude of the coefficient $00-$ $0.01-1.10-2$. and 11 - remaining).. The third bit indicates the sign ( 0 - positive and I - neyative). Trailing zeros terminated by a one indicate the magnitudes of the remaining values above two.
Our compression algorithm uses four "orthogonal" techniques
to exploit redundancy within image data. Additional techniyucs could be used. such as DPCM. on the low-pass hand ur the entrop of a block's nonzero symbols. but we currently do not consider them to be cost effective.

## IV. Resúlts

We have applied our method to two standard monochrome tev images. Miss America and Lena: the coded reconatuctions are shown in Figs. 4 and 5, respectively. The Miss America intage is the first frame of a test sequence and is $352 \mathrm{hy} 28 x$ pixels ic'I format) in size. The Lena image is 512 hy 512 pirels in si/s. The SNR values are calculated over the whole of the intage fincludagy the edges).
Our results achieve better compression ratios for a given poture quality than the standard subband coding metherds. Additionally. our algorithm is significantly simpler to impiement in hariware in achieve real-time performanes. This is important for the cimbling of video sequences [3]. We tind that the erron intondued his out mathods arc los visually annuving than hir DCT amupriwel ins methods are less visualy ding yan io ly ages due to the lack of hlocking effects. At wen hagh comprestan
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## 1: Introduction

We shall consider the problem of storing, transmitting, and manipulating digital electronic images. Because of the file sizes involved, transmitting images will always consume large amounts of bandwidth, and storing images will always require hefty resources. Because of the large number $N$ of pixels in a high resolution image, manipulation of digital images is infeasible without low-complexity algorithms, i.e., $O(N)$ or $O(N \log (N))$. Our goal will be to describe some new methods which are firmly grounded in harmonic analysis and the mathematical theory of function spaces, which promise to combine effective image compression with low-complexity image processing. We shall take a broad perspective, but we shall also compare specific new algorithms to the state of the art.

Roughly speaking, most image compression algorithms split into three parts: invertible transformation, lossy quantization or rank-reduction, and entropy coding (or redundancy removal). There are a few algorithms which differ fundamentally from this scheme, e.g., the collage coding algorithm [Barnsley,Sloan], or pure vector quantization of the pixels. The former uses a deep observation that pictures of natural objects exhibit self-similarity at different scales; we prefer to avoid relying on this phenomenon, since our images may not be "natural." The latter uses a complex algorithm to build a super efficient empirical vocabulary to describe an ensemble of images; we prefer to avoid training our algorithm with any sample of images, to avoid the problem of producing a sufficiently large and suitable ensemble.

There has emerged an international standard for picture compression, promulgated by the Joint Photographic Experts Group (JPEG), which is remarkably effective in reducing the size of digitized image files. JPEG is 2 -dimensional discrete cosine transform (DCT) coding of $8 \times 8$ blocks of pixels, followed by a possibly proprietary quantization scheme on the DCT amplitudes, followed by either Huffman, Lempel-Ziv-Welch or arithmetic coding of the quantized coefficients. It has some drawbacks; for example, several incompatible implementations are allowed under the standard. Also, JPEG degrades ungracefully a high ultrahigh compression ratios, and it makes certain assumptions about the picture that are violated by zooming in or out, or other transformations. It works so well on typical photographs and many other images, however, that it has become the algorithm to beat in most applications. JPEG fails most noticeably on high resolution (i.e., oversampled) data, and on images which must be closely examined by humans or machines.
Alternatives to JPEG have recently appeared, and we shall discuss 3 of these: the fast discrete wavelet transform, the local trigonometric or lapped orthogonal transform, and the best-basis algorithm. These differ in the transform coding step, i.e., instead of DCT they first apply the wavelet transform, lapped orthogonal transform, or wavelet packet transform, possibly followed by a best-basis search. The resulting stream of amplitudes is then quantized and coded to remove redundancy.

[^1]Existing image processing algorithms work on the original pixels or else on the (2-dimensional) Fourier transform of the pixels. If the image has been compressed, it must be uncompressed prior to such processing. Alternatively, we can try to devise algorithms which transform the compressed parameters. If compression is accomplished by retaining only a low-rank approximation to the signal, then we can use more complex algorithms for subsequent processing. To put this idea into practice, we need to retain useful analytic properties such as the large derivatives used in edge detection. These will not be preserved by purely information-theoretic coding such as pure vector quantization, but we can choose transform coding methods whose mathematical properties combine efficient compression with good analytic behavior.

## 2: Transform Coding Image Compression

A digitally sampled image can only represent a band-limited function, since there is no way of resolving spatial frequencies higher than half the pixel pitch. Band limited functions are smooth; in fact they are entire analytic, which means that at each point they can be differentiated arbitrarily often and the resulting Taylor series converges arbitrarily far away. Since digitally sampled images faithfully reproduce the originals as far as our eyes can tell, we may confidently assume that our images are in fact smooth and well approximated by band-limited functions. Another way of saying this is that adjacent pixels are highly correlated, or that there is a much lower rank description of the image which captures virtually all of the independent features. In transform coding, we seek a basis of these features, in which the the coordinates are less highly correlated or even uncorrelated. These coordinates are then approximated to some precision, and that approximate representation is further passed through a lossless redundancy remover.

The figure below depicts a generic image compression transform coder. It embodies a three-step algorithm:


Figure 2-1.
Idealized transform coder.

The first block ("Transform") applies an invertible coordinate transformation to the image. We think of this transformation as implemented in real arithmetic, with enough precision to keep the truncation error below the quantization error introduced by the original sampling. The output of this block will be treated as a stream of real numbers, though in practice we are always limited to a fixed precision.

The second ("Quantize") block replaces the real number coordinates with lower-precision approximations which can be coded in a (small) finite number of digits. If the transform step is effective, then the new coordinates are mostly very small and can be set to zero, while only a few coordinates are large enough to survive. The output of this block is a stream of small integers, most of which are the same (namely 0 ). If our goal is to reduce the rank of the representation, we can now stop and take only the surviving amplitudes and tag them with some identifiers. If our goal is to reduce the number of bits we must transmit or store, then we should proceed to the next step.

The third block ("Remove redundancy") replaces the stream of small integers with some more efficient alphabet of variable-length characters. In this alphabet the frequently occurring letters (like " 0 ") are represented more compactly than rare letters.

We will consider six pixel transformations which have proven useful in decorrelating smooth pictures.

## 3.1: Karhunen-Lqève.

Let us now fix an image size-say height $H$ and width $W$, with $N=H \times W$ pixels-and treat the individual pixels as random variables. Our probability space will consist of some collection of pictures $S=\left\{S_{1}, S_{2}, \ldots, S_{M}\right\}$, where $M$ is a big number. The intensity of the $n$th pixel $S(n), 1 \leq n \leq N$, is a random variable that takes a nonnegative real value for each individual picture $S \in S$. Nearby pixels in a smooth image are correlated, which means that the value of one pixel conveys information about the likelihood of its neighbors' values. This implies that having transmitted the one pixel value at full expense, we should be able to exploit this correlation to reduce the cost of transmitting the neighboring pixel values. This is done by transforming the picture into a new set of coordinates which are uncorrelated over the collection $S$, and then transmitting the uncorrelated values.

More precisely, the collection of smooth pictures $S$ has off-diagonal terms in the autocovariance matrix $A=(A(i, j))_{i, j=1}^{N}$ of the pixels in $S$ :

$$
\begin{equation*}
A(i, j)=\frac{1}{M} \sum_{m=1}^{M} \hat{S}_{m}(i) \times \hat{S}_{m}(j), \tag{3.1-1}
\end{equation*}
$$

where $\hat{S}_{m}=S_{m}-\frac{1}{M} \sum_{m} S_{m}$. A can be diagonalized because it is symmetric (see [Apostol], theorem 5.4, page 120, for a proof of this very general fact). We can write $T$ for the orthogonal matrix that diagonalizes $A ;$ then $T A T^{*}$ is diagonal, and $T$ is called the Karhunen-Loève transform, or alternatively the principal orthogonal decomposition. The rows of $T$ are the vectors of the Karhunen-Loève basis for the collection $S$, or equivalently for the matrix $A$. The number of positive eigenvalues on the diagonal of $T A T^{*}$ is the actual number of uncorrelated parameters, or degrees of freedom, in the collection of pictures. Each eigenvalue is the variance of its degree of freedom. $T S_{m}$ is $S_{m}$ written in these uncorrelated parameters, which is what we should transmit.

Unfortunately, the above method is not practical because of the amount of computation required. For typical pictures, $N$ is in the range $10^{4}-10^{6}$. To diagonalize $A$ and find $T$ requires $O\left(N^{3}\right)$ operations in the general case. Furthermore, to apply $T$ to each picture requires $O\left(N^{2}\right)$ operations in general. Hence several simplifications are usually made.

## 3.2: DCT.

For smooth signals, the autocovariance matrix is assumed to be of the form

$$
\begin{equation*}
A(i, j)=r^{|i-j|} \tag{3.2-2}
\end{equation*}
$$

where $r$ is the adjacent pixel correlation coefficient and is assumed to be just slightly less than 1 . The expression $|i-j|$ should be interpreted as $\left|i_{r}-j_{r}\right|+\left|i_{c}-j_{c}\right|$, where $i_{r}$ and $i_{c}$ are respectively the row and column indices of pixel $i$, and similarly for $j$. Experience shows that this is quite close to the truth for small sections of large collections of finely sampled smooth pictures. It is possible to compute the Karhunen-Loève basis exactly in the limit $N \rightarrow \infty$ : in that case $A$ is the matrix of a two-dimensional convolution with an even function, so it is diagonalized by the two-dimensional discretè cosine transform (DCT). In one dimension, this transform is an inner product with functions such as the one in the figure below:


Figure 3.2-2.
Example DCT basis function.

This limit transform can be used instead of the exact Karhunen-Loève basis; it has the added advantage of being rapidly computable via the fast DCT derived from the fast Fourier transform. The Joint Photographic Experts Group (JPEG) algorithm uses this transform and one other simplification. $N$ is limited to 64 by taking $8 \times 8$ sub-blocks of the picture. JPEG applies two-dimensional DCT to the sub-blocks, then treats the 64 vectors of amplitudes individually in a manner we will discuss in the next section.

## 3.3: LCT or LOT.

Rather than use disjoint $8 \times 8$ blocks as in JPEG, it is possible to use "lapped" or "localized" (but still orthogonal) discrete cosine functions which are supported on overlapping patches of the picture. These local cosine transforms (LCT, as in [Coifman,Meyer]) or lapped orthogonal transforms (LOT, as in [Malvar]) are modifications of DCT which attempt to solve the blockiness problem by using smoothly overlapping blocks. This can be done in such a way that the overlapping blocks are still orthogonal, i.e., there is no added redundancy from using amplitudes in more than one block to represent a single pixel. For the smooth blocks to be orthogonal we must use DCT-IV, which is the discrete cosine transform using half-integer grid points and half-integer frequencies. The formulas for the smooth overlapping basis functions in two dimensions are derived from the following formulas in one dimension.

For definiteness we will use a particular symmetric bump function

$$
b(x)= \begin{cases}\sin \frac{\pi}{4}(1+\sin \pi x), & \text { if }-\frac{1}{2}<x<\frac{3}{2},  \tag{3.3-3}\\ 0, & \text { otherwise. }\end{cases}
$$

This function is symmetric about the value $x=\frac{1}{2}$. It is smooth on $\left(-\frac{1}{2}, \frac{3}{2}\right)$ with vanishing derivatives at the boundary points, so that it has a continuous derivative on $\mathbf{R}$. Notice that we can modify $b$ to obtain more continuous derivatives by iterating the innermost $\sin \pi x$. Let $b_{1}(x)=b(x)$ and define

$$
\begin{equation*}
b_{n+1}(x)=b_{n}\left(\frac{1}{2} \sin \pi x\right) \tag{3.3-4}
\end{equation*}
$$

Then $b_{n}$ will have (use L'Hôpital's rule!) at least $2^{n-1}$ vanishing derivatives at $-\frac{1}{2}$ and $\frac{3}{2}$.
Now consider the interval of integers $I=\{0,1,2, \ldots, N-1\}$ where $N=2^{n}$ is a positive integer power of 2 . This can be regarded as the "current block" of $N$ sariples in an array; there are previous samples $I^{\prime}=\{\ldots,-2,-1\}$ and future samples $I^{\prime \prime}=\{N, N+1, \ldots\}$ as well. The lapped orthogonal functions are
mainly supported on $I$, but they take values on $\{-N / 2, \ldots,-1\} \subset I^{\prime}$ and $\{N, \ldots, N / 2-1\} \subset I^{\prime \prime}$ as well; those are the overlapping parts. For integers $k \in\{0,1, \ldots, N-1\}$, we can define the function

$$
\begin{equation*}
\psi_{k}(j)=\frac{1}{\sqrt{2 N}} b\left(\frac{j+\frac{1}{2}}{N}\right) \cos \left(\pi\left(k+\frac{1}{2}\right)\left[\frac{j+\frac{1}{2}}{N}\right]\right) \tag{3.3-5}
\end{equation*}
$$

Apart from $b$, these are evidently the basis functions for the so-called DCT-IV transform. The figure below shows one such function, with $N$ chosen large enough so that the smoothness is evident:


Figure 3.3-3.
Example LCT basis function.

The orthogonality of such functions may be checked by verifying the following equations:

$$
\sum_{j=-\frac{\mu}{3}}^{2 \mu-1} \psi_{k}(j) \psi_{k^{\prime}}(j)= \begin{cases}1, & \text { if } k=k^{\prime},  \tag{3.3-6}\\ 0, & \text { if } k \neq k^{\prime} .\end{cases}
$$

The chosen window function or "bell" allows cosines on adjacent intervals to overlap while remaining orthogonal. For example, the function $\psi_{k}(j+N)$ is centered over the range $j \in\{-N,-N+1, \ldots,-1\}$ and overlaps the function $\psi_{k^{\prime}}(j)$ at values $j \in\{-N / 2,-N / 2+1, \ldots, N / 2-1\}$. Yet these two functions are orthogonal, which may be checked by verifying the equation below:

$$
\begin{equation*}
\sum_{j=-\frac{N}{2}}^{\frac{N}{2}-1} \psi_{k}(j+N) \psi_{k^{\prime}}(j)=0, \quad \text { for all integers } k, k^{\prime} \tag{3.3-7}
\end{equation*}
$$

Of course, rather than calculate inner products with the sequences $\psi_{k}$, we can preprocess data so that standard fast DCT-IV algorithms may be used. This may be visualized as "folding" the overlapping parts of the bells back into the interval. This folding can be transposed onto the data, and the result will be disjoint intervals of samples, which can be "unfolded" to produce smooth overlapping segments. This is best illustrated by an example. Suppose we wish to fold a smooth function across 0 , onto the intervals $\{-N / 2, \ldots,-1\}$ and $\{0,1, \ldots, N / 2-1\}$, using the bell $b$ defined above. Then folding replaces the function
$f=f(j)$ with the left and right parts $f_{0-}$ and $f_{0+}$ :

$$
\begin{align*}
& f_{0-}(j)= \begin{cases}f(j), & \text { if } j<-N / 2, \\
b\left(\frac{-j-\frac{1}{2}}{N}\right) f(j)-b\left(\frac{j+\frac{1}{2}}{N}\right) f(-j-1), & \text { if } j \in\{-N / 2, \ldots,-1\},\end{cases} \\
& f_{0+}(j)= \begin{cases}b\left(\frac{j+\frac{1}{N}}{N}\right) f(j)+b\left(\frac{-j-\frac{1}{2}}{N}\right) f(-j-1), & \text { if } j \in\{0,1, \ldots, N / 2-1\}, \\
f(j), & \text { if } j \geq N / 2 .\end{cases} \tag{3.3-8}
\end{align*}
$$

The symmetry of $b$ allows us to use $b(-x)$ instead of introducing the bell attached to the left interval. This action divides $f$ into two independent functions (the even and odd parts of $f$ ) which merge smoothly around the grid point 0 . The process is an orthogonal transformation. We can fold the smooth function around the grid point $N$ in a similar manner:

$$
\begin{align*}
& f_{1}(j)= \begin{cases}f(j), & \text { if } j<N / 2 ; \\
b\left(\frac{-j-\frac{1}{2}}{N}-1\right) f(j)-b\left(\frac{j+\frac{1}{2}}{N}-1\right) f(2 N-j-1), & \text { if } j \in\{N / 2, \ldots, N-1\},\end{cases}  \tag{3.3-9}\\
& f_{1+}(j)= \begin{cases}b\left(\frac{j+\frac{1}{2}}{N}-1\right) f(j)+b\left(\frac{-j-\frac{1}{2}}{N}-1\right) f(2 N-j-1), & \text { if } j \in\{N, N+1, \ldots, 3 N / 2-1\}, \\
f(j), & \text { if } j \geq 3 N / 2 .\end{cases}
\end{align*}
$$

The new function $f_{0}$ defined below is a smooth, independent segment of the original smooth function $f$, restricted to the interval of values $\{0,1, \ldots, N-1\}$ :

$$
f_{0}(j)= \begin{cases}f_{0+}(j), & \text { if } j \in\{0,1, \ldots, N / 2-1\},  \tag{3.3-10}\\ f_{1-}(j), & \text { if } j \in\{N / 2, N / 2+1, \ldots, N-1\} .\end{cases}
$$

We can now apply the $N$-point DCT-IV transform directly to $f_{0}$.
We can likewise define $f_{m}(j)$ for the values $j \in\{m N, m N+1, \ldots,(m+1) N-1\}$ by the same folding process, which segments a smooth function $f$ into smooth independent blocks. Folding to intervals of different lengths is easily defined as well. We can also generalize to two dimensions by separably folding in $x$ and then in $y$.

Unfolding reconstructs $f$ from $f_{0-}$ and $f_{0+}$ by the following formulas:

$$
f(j)= \begin{cases}b\left(\frac{-j-\frac{1}{2}}{N}\right) f_{0-}(j)+b\left(\frac{j+\frac{1}{2}}{N}\right) f_{0+}(-j-1), & \text { if } j \in\{-N / 2, \ldots,-1\}  \tag{3.3-11}\\ b\left(\frac{j+\frac{1}{2}}{N}\right) f_{0+}(j)-b\left(\frac{-j-\frac{1}{2}}{N}\right) f_{0-}(-j-1), & \text { if } j \in\{0,1, \ldots, N / 2-1\} .\end{cases}
$$

Composing these relations yields $f(j)=\left[b\left(\frac{j+1 / 2}{N}\right)^{2}+b\left(\frac{-j-1 / 2}{N}\right)^{2}\right] f(j)$. This equation is verified by the bell $b$ defined in Eq.(3.3-3), for which the sum of the squares is 1.

## 3.4: Adapted block cosines.

We can also build a library of block LCT bases (or block DCT bases) and search it for the minimum of some cost function. The chosen "best LCT basis" will be a patchwork of different-sized blocks, adapted to different-sized embedded textures in the picture. Again it will be necessary to'encode the basis choice together with the amplitudes. A description of two versions of this algorithm and some experiments may be found in [Fang,Seré].
3.5: Subband coding.

A (one-dimensional) signal may be divided into frequency subbands by repeated application of convolution by a pair of digital filters, one high-pass and one low-pass, with mutual orthogonality properties. Let $\left\{h_{k}\right\}_{k=0}^{M-1},\left\{g_{k}\right\}_{k=0}^{M-1}$ be two finite sequences, and define two operators $H$ and $G$ as follows:

$$
\begin{equation*}
(H f)_{k}=\sum_{j=0}^{M-1} h_{j} f_{j+2 k} \tag{3.5-12}
\end{equation*}
$$

$$
(G f)_{k}^{-}=\sum_{j=0}^{M-1} g_{j} f_{j+2 k}
$$

$H$ and $G$ are defined on square-summable signal sequences of any length. They are also be defined for periodic sequences of (even) period $P$, where we simply interpret the index of $f$ as $j+2 k(\bmod P)$. In that case, the filtered sequences will be periodic with period $P / 2$.

The adjoints $H^{*}$ and $G^{*}$ of $H$ and $G$ are defined by

$$
\begin{equation*}
\left(H^{*} f\right)_{k}=\sum_{0 \leq k-2 j<M} h_{k-2 j} f_{j}, \quad\left(G^{*} f\right)_{k}=\sum_{0 \leq k-2 j<M} g_{k-2 j} f_{j} \tag{3.5-13}
\end{equation*}
$$

$H$ and $G$ are called (perfect reconstruction) quadrature mirror filters (or QMFs) if they satisfy a pair of orthogonality conditions:

$$
\begin{equation*}
H G^{*}=G H^{*}=0 ; \quad H^{*} H+G^{*} G=I \tag{3.5-14}
\end{equation*}
$$

Here $I$ is the identity operator. These conditions translate to restrictions on the sequences $\left\{h_{k}\right\},\left\{g_{k}\right\}$. Let $m_{0}, m_{1}$ be the bounded periodic functions defined by

$$
m_{0}(\xi)=\sum_{k=0}^{M-1} h_{k} e^{i k \xi}, \quad m_{1}(\xi)=\sum_{k=0}^{M-1} g_{k} e^{i k \xi} .
$$

Then $H, G$ are quadrature mirror filters if and only if the matrix below is unitary for all $\xi$ :

$$
\left(\begin{array}{ll}
m_{0}(\xi) & m_{0}(\xi+\pi)  \tag{3.5-16}\\
m_{1}(\xi) & m_{1}(\xi+\pi)
\end{array}\right)
$$

This fact is proved in [Daubechies]. QMFs can be obtained by constructing a sequence $\left\{h_{k}\right\}$ with the desired low-pass filter response, and then putting $g_{k}=(-1)^{k} h_{M-1-k}$. That reference also contains an algorithm for constructing a family of such $\left\{h_{k}\right\}$, one for each even filter length $M$.

The frequency response of one particular pair of QMFs ("C30") is depicted below. We have plotted the absolute values of $m_{0}$ and $m_{1}$, respectively, over one périod $[-\pi, \pi]$;



Figure 3.5-4.
Absolute values of $m_{0}$ and $m_{1}$.

Notice that $m_{0}$ attenuates frequencies away from 0 , while $m_{1}$ attenuates those away from 0 .
Below is the traditional block diagram describing the action of a pair of quadrature mirror filters. On the left is convolution and downsampling (by 2); on the right is upsampling (by 2) and adjoint convolution, followed by summing of the components. The broken lines in the middle represent either transmission or storage.


Figure 3.5-5.
Block diagram of subband filtering.

The underlying functions of subband filtering are produced by iterating $H^{*}$ and $G^{*}$ until we have enough points. For example, 10 iterations of $H^{*}$ applied to the sequence $e_{0}=\{\ldots, 0,0,1,0,0, \ldots\}$ produces a 1024point approximation to the smooth function whose translates span the lowest-frequency subband. Likewise, a single $G^{*}$ after 9 iterations of $H^{*}$ applied to $e_{0}$ produces a 1024 -point approximation to the next lowestfrequency function. These are distinguished examples; the first is called the "scaling" or "father" function, while the second is called the "wavelet" or "mother" function. They are depicted below for a particular QMF ("C 30 ," with 30 taps):


C3O Scaling or father function


C30 Wavelet or mother function

Figure 3.5-6.
Lowest frequency subband basis functions.

Higher-frequency subbands are spanned by functions with more oscillations, which are produced by using $G^{*}$ earlier in the iteration. The sequence of filters used to generate a function can be converted to an integer in binary notation as follows. Put $F_{0}^{*}=H^{*}$ and $F_{i}^{*}=G^{*}$ in the formula for the function (respectively, put $F_{0}=H$ and $F_{1}=G$ ). Then for any pair of integers $n$ and $L$ with $0 \leq n<2^{L}$ we can write $n=n_{0} 2^{0}+n_{1} 2^{1}+\cdots+n_{L-1} 2^{L-1}$, where $n_{i} \in\{0,1\}$ for all $i=0,1, \ldots, L-1$. To that combination ( $n, L$ ) we can associate a vector $F_{n_{0}}^{*} \circ F_{n_{1}}^{*} \circ \ldots \circ F_{n_{L-1}}^{*} e_{0}$.

For example, the following functions are 1024-point sequences $H^{*} G^{*}\left(H^{*}\right)^{8} e_{0}$ and $G^{\bullet} G^{*}\left(H^{*}\right)^{8} e_{0}$, respectively given by $(n, L)=(2,10)$ and $(n, L)=(3,10)$ :


Figure 3.5-7.
Higher-frequency subband basis functions.

It is well known (and shown in [INRIA]) that the number of oscillations of the vector produced in this manner increases with $n^{\prime}$, where $n$ is the Gray-code permutation of $n^{\prime}$. The renumbering $n \rightarrow n^{\prime}$ relates Paley order to sequency order for Walsh functions, and has an analogous effect in the smooth case. This fact can be used to analyze the spectrum of acoustic signals by measuring the amplitudes of wavelet packet coefficients. Acousfic signal compression by wavelet packet and best-basis methods was discussed in [W1].

Now we can define 42 -dimensional convolution-decimation operators in terms of $H$ and $G$, namely the tensor products of the pair of quadrature mirror filters:

$$
\begin{array}{ll}
F_{0} \stackrel{\text { def }}{=} H \otimes H, & F_{0} v(x, y)=\sum_{i, j} h_{i} h_{j} v(i+2 x, j+2 y) \\
F_{1} \stackrel{\text { def }}{=} H \otimes G, & F_{1} v(x, y)=\sum_{i, j} h_{i} g_{j} v(i+2 x, j+2 y) \\
F_{2} \stackrel{\text { def }}{=} G \otimes H, & F_{2} v(x, y)=\sum_{i, j} g_{i} h_{j} v(i+2 x, j+2 y) \\
F_{3} \stackrel{\text { def }}{=} G \otimes G, & F_{3} v(x, y)=\sum_{i, j} g_{i} g_{j} v(i+2 x, j+2 y) \tag{3.5-20}
\end{array}
$$

These convolution-decimations have the following adjoints:

$$
\begin{align*}
& F_{0}^{*} v(x, y)=\sum_{i, j} h_{z-2 i} h_{y-2 j} v(i, j)  \tag{3.5-21}\\
& F_{1}^{*} v(x, y)=\sum_{i, j} h_{z-2 i} g_{y-2 j} v(i, j)  \tag{3.5-22}\\
& F_{2}^{*} v(x, y)=\sum_{i, j} g_{z-2 i} h_{y-2 j} v(i, j) \\
& F_{3}^{*} v(x, y)=\sum_{i, j} g_{z-2 i} g_{y-2 j} v(i, j) \tag{3.5-24}
\end{align*}
$$

The orthogonality relations for this collection are as follows:

$$
\begin{gather*}
F_{n} F_{m}^{*}=\delta_{n m} I_{i}  \tag{3.5-25}\\
I=F_{0}^{*} F_{0} \oplus F_{1}^{*} F_{1} \oplus F_{2}^{*} F_{2} \oplus F_{3}^{*} F_{3} .
\end{gather*}
$$

By a "picture" we will mean a finite sequence indexed by two coordinates $S=S(x, y)$. It is convenient to regard pictures as periodic in botyh $x$ and $y$, though this is not absolutely necessary. For simplicity of implementation, we shall also assume that the $x$-period (the "width" $N_{z}=2^{n s}$ ) and the $y$-period (the "height" $N_{v}=2^{n_{y}}$ ) are both positive integer powers of 2 , so that we can always decimate by two and get an integer period. The space of such pictures may be decomposed into a partially ordered set $\mathbf{W}$ of subspaces $W(n, m)$ called subbands (see below), where $m \geq 0$, and $0 \leq n<4^{m}$. These are the images of orthogonal projections composed of products of convolution-decimations. Denote the space of $N_{z} \times N_{y}$ pictures by $W(0,0)$ (it is $N_{z} \times N_{v}$. dimensional), and define recursively

$$
\begin{equation*}
W(4 n+i, m+1)=F_{i}^{*} F_{i} W(n, m) \subset W(0,0), \quad \text { for } i=0,1,2,3 . \tag{3.5-27}
\end{equation*}
$$

The orthogonality condition on the QMFs implies that the projections from $W(0,0)$ onto $W(n, m)$ are orthogonal, i.e., they conserve energy. The subspace $W(n, m)$ is $\left(N_{z} 2^{-m}\right) \times\left(N_{\nu} 2^{-m}\right)$-dimensional. These subspaces may be partially ordered by a relation which we define recursively as follows. We say $W$ is a precursor of $W^{\prime}$ (write $W \prec W^{\prime}$ ) if they are equal or if $W^{\prime}=F^{*} F W$ for a convolution-decimation $F$ in the set $\left\{F_{0}, F_{1}, F_{2}, F_{3}\right\}$. We also say that $W \prec W^{\prime}$ if there is a finite sequence $V_{1}, \ldots, V_{p}$ of subspaces in $W$ such that $W \prec V_{1} \prec \cdots \prec V_{0} \prec W^{\prime}$. This is well defined, since each application of $F^{*} F$ increases the index $m$.

Subspaces of a single precursor $W \in \mathbf{W}$ will be called its descendents, while the first generation of descendents will naturally be called children. By the orthogonality condition,

$$
\begin{equation*}
W=F_{0}^{*} F_{0} W \oplus F_{1}^{*} F_{1} W \oplus F_{2}^{*} F_{2} W \oplus F_{3}^{*} F_{3} W \tag{3.5-28}
\end{equation*}
$$

The right hand side contains all the children of $W$.
The subspaces $W(n, m)$ are called subbands, and the transform coding method that first transforms a signal into subband coordinates is called subband coding. If $S \in W(0,0)$ is a picture, then its orthogonal projection onto $W(n, m)$ can be computed in the standard coordinates of $W(n, m)$ by the formula $F_{(1)} \ldots F_{(m)} W(0,0)$, where the particular filters $F_{(1)} \ldots F_{(m)}$ are determined uniquely by $n$. Therefore we can express in standard coordinates the orthogonal projections of $W(0,0)$ onto the complete tree of subspaces W by recursively convolving and decimating with the filters.

The quadrature mirror filters $H$ and $G$ form a partition of unity in the Fourier transform (or wavenumber) space. The same is true for the separable filters $F_{i}$. They can be described as nominally dividing the support set of the Fourier transform $\hat{S}$ of the picture into dyadic squares. If the filters were perfectly sharp, then this would be literally true, and the children of $W$ would correspond to the 4 dyadic subsquares one scale smaller. We illustrate this in the figure below.


Figure 3.5-8.
Four subband descendents of a picture.

The next figure shows 2 generations of descendents, the complete decomposition of $R^{4} \times R^{4}$. The subbands are labelled by the " $n$ " index in $W(n, m)$. Within the dyadic squares are the $n$-indices of the corresponding
subspaces at that level. If we had started with a picture of $N \times N$ pixels, then we could repeat this decomposition process $\log _{2}(N)$ times.


Figure 3.5-9.
Two levels of subband decomposition.

All subbands together form a quadtree, in which each subspace forms a node and directed edges go from precursors to descendents. The orthogonality relation among the subspaces implies that every connected subtree which contains the root $W(0,0)$ corresponds to an orthonormal subband decomposition of the original picture: the subbands correpond to the leaves of the subtree. Having stated this general nonsense result, let us consider specific examples.

The subbands $W(n, m)$ as we define them are in one-to-one correspondence with rectangular regions (in fact squares) in wavenumber space, and the quadtree stacks these regions one on top of the other. We can idealize various orthogonal subband bases as disjoint covers of wavenumber space. A few of these are schematically represented below:


Basis of subbands at one leval


Multiresolution or wavelet basis


Adapted subband or wavelet packet basis

Figure 3.5-10.
Various decompositions into subbands.

The leftmost decomposition is a subband decomposition in which we have all the subbands at a fixed level-in this case, level 2. The subbands are labeled $(0,2),(1,2),(2,2),(3,2), \ldots,(15,2)$ as in figure $3.5-9$ above. The middle decomposition produces 2 -dimensional "isotropic" wavelets, i.e., which have the same $s$ sale in both the $x$ and $y$ directions. The subbands in this decomposition are labelled by $(0,4),(1,4),(2,4)$, $(3,4),(1,3),(2,3),(3,3),(1,2),(2,2),(3,2),(1,1),(2,1)$, and $(3,1)$.

The rightmost decomposition is an adapted subband basis such as might be discovered by minimizing
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obvious that a function $\psi$ with the requisite properties exists. The surprising and fortunate recent discovery of many such functions ([Daubechies], [Mallat], [Meyer] and others) also provided a fast $O(N)$ algorithm to compute the associated wavelet transforms.

The wavelet basis down to level $L$ consists of the elements spanning the subbands $W(1,1), W(2,1)$, $W(3,1), W(1,2), W(2,2), W(3,2), \ldots, W(1, L-1), W(2, L-1), W(3, L-1), W(1, L), W(2, L), W(3, L)$ and the largest-scale average $W(0, L)$. The pixel values may be transformed into this basis via the 2-dimensional version of the "pyramid scheme" described in [Mallat]. Graphically, this is the following:


Figure 3.5.2-12.
Two dimensional pyramid scheme.

The pyramid scheme is also called a multiresolution analysis, and has been extensively studied. It provides an algorithm of complexity $O(N)$ for the transformation of an $N$-pixel picture.
9.5.3: Custom subbands. There may be features which are most efficiently described by expansion into certain subbands. For example, if the image contains textures of a particular size and frequency, then we will find large values in the corresponding subband. This is true for example in fingerprint image compression, where both the large-scale texture of the ridges and the fine-scale texture of the pores contribute large values. The first are not so important for identification since ridges can be easily deformed, while the latter must be preserved very accurately since pore shapes and distributions often provide strong clues for identification. In that case, we can choose to include both the ridge and pore subbands in our transform, de-emphasize the values of the first and amplify the values in the second.

## 3.6: Adapted subband coding.

Wavelets decorrelate pictures which are close to self-similar. Other subband bases decorrelate pictures composed of overlapping textures on different scales. Some combination is needed for pictures which are close to self-similar but contain embedded patches of textures of various sizes, but it is not clear that any fixed choice of subbands will contain suitable templates. But it is possible to use a library of bases of wavelet packets (this name is from (CMQW]), which are efficiently encoded superpositions of wavelets. These adapted subband bases come with a natural quad-tree organization and some remarkable orthogonality properties. It is possible to introduce a cost function and pick a "best" wavelet packet basis for one or many pictures. This basis and the resulting decorrelated pixel valuess can then be compactly coded, but also the analysis performed during the choice of representation provides some information about the picture and could be useful for feature recognition.
9.6.1: Adapted subbands or wavelet packets. As mentioned in an earlier paper [CMQW], we can build a large library of adapted subband bases by retaining all amplitudes in the quadtree. The amplitudes produced at each stage are correlations of the signal with compactly-supported oscillatory functions called wavelet packets. From the tree $\mathbf{W}$ of subspaces we may choose a basis subset, defined as a collection of mutually orthogonal subspaces $W \in \mathbf{W}$, or lists of pairs ( $n, m$ ), which together span the root. Basis subsets
are in one-to-one correspondence with dyadic decompositions of the unit square. Classical subband coding takes amplitudes from a fixed set of subbands, usually from a single level of the quadtree. Wavelet transform coding also extracts amplitudes from a fixed collection of blocks, the octave subbands.

Even for a small tree, the library of wavelet packet bases is very large:
Proposition. The number of wavelet packet basis subsets for $N$-pixel pictures is greater than $2^{N}$. The number of operations needed to compute all the transformed pixel values in all these basis subsets, however, is no more than $N \log _{4}(N)$.
Proof. A decomposition to level $n$ is only possible for a picture of size at least $N=4^{n}$ pixels, and in such a tree there can therefore be at most $\left.N \log _{4}(N)\right)$ transformed pixel values. Let $A_{n}$ be the number of bases in the library corresponding to a tree of $1+n$ levels, namely levels $0, \ldots, n$. Then $A_{0}=1$, and we can calculate $A_{n+1}=1+A_{n}^{4}$, namely the root and combinations of the 4 children, which are independent subtrees with $A_{n}$ bases each. Simplifying this by discarding the 1 gives the estimate $A_{n+1}>2^{4^{n}}=2^{N}$ for $n>1$.
3.6.2: The best-basis algorithm. To each subspace $W \in \mathbf{W}$ we may assign an information cost $H_{W}$. The quantity $H_{W}(S)$ measures the expense of including $W$ in the decomposition used to represent the picture $S$. Define the best basis for representing $S$ (with respect to $H_{W}$ ) to be the basis subset $B_{0}$ which minimizes

## (3.6.2-29)

$$
\sum_{W \in B} H_{W}(S)
$$

over all basis subsets $B \subset \mathbf{W}$.
Some examples of information cost functions are listed in [CW]. The simplest is the number of elements above a predetermined threshold $\epsilon$, namely $H_{W}(S)=\#\left\{x \in S_{W}:|x| \geq \epsilon\right\}$, where $S_{W}$ is the sequence of the pixel values of $S$ as transformed into the standard basis of $W$. This sequence is $F_{i_{m}} \ldots F_{i_{1}} S$, where $W=F_{i_{m}}^{*} F_{i_{m}}^{*} \ldots F_{i_{1}}^{*} F_{i_{1}} W(0,0)$. The following algorithm finds the basis subset with the fewest amplitudes above the threshold.

Set a predetermined deepest level $L$. Label as "kept" each subspace at level $L$, i.e., the subspaces indexed by $(n, L)$ for $0 \leq n<4^{L}$. Next, set the level index $m$ to $L-1$. Compare the information cost of the subspace $W(n, m)$ with the sum of the information costs of its children $W(4 n, m+1), W(4 n+1, m+1)$, $W(4 n+2, m+1)$, and $W(4 n+3, m+1)$. If the parent is less than or equal to the sum of the children, then mark the parent as "kept." This means that by choosing the parent rather than the children, we will have fewer amplitudes above the threshold in the representation of $S$. On the other hand, if the sum of the children is less than the parent, leave the parent unmarked but attribute to her the sum of the children's information costs. By passing this along, prior generations will always have their information costs compared to the least costly collection of descendents.

After all the subspaces at level $m=L-1$ have been compared to their children, decrement the level index and continue the comparison. At each level, we are comparing the information cost of a node to the sum of the lowest information costs obtainable by any decompositions of its 4 children. We can proceed in this way until we have compared the root $W(0,0)$ to its 4 children. We claim that the topmost "kept" nodes in depth-first order constitute a best basis. I.e., the collection of "kept" nodes $W$ with no "kept" precursors is a basis subset which minimizes information cost. But this is easily proved by induction on the level index (see [CW] for the details).

If we think of the amplitudes below $\varepsilon$ as negligible, we now have a basis in which the fewest amplitudes are non-negligible. This cost accounting requres deciding in advance what negligible means, which in some applications may not be feasible. The decision may be postponed by using a different measure of the concentration of energy into the amplitudes. For example, there is an additive analog of Shannon entropy, namely,

$$
\begin{equation*}
H_{W}(S)=-\sum_{x \in S_{W}} x^{2} \ddot{\log } x^{2} \tag{3.6.2-30}
\end{equation*}
$$

with $S_{W}$ as above. This is related to the classical measure of the concentration of a probability distribution function which we discussed in an earlier section.

## 3.7: Functions underlying the transforms.

Each of the transform methods correlates a picture with some underlying functions or "templates" and then stores the correlations. For JPEG, the templates are products of sampled cosine functions restricted to square blocks:


Figure 3.7-13.
Density plots of fixed-block and adapted-block DCT functions.

For LCT, the underlying functions are "smeared out," without the sharp edges of the DCT functions:


Figure 3.7-14.
Density plots of fixed-block and adapted-block LCT functions.

Two-dimensional wavelets and wavelet packets superpose in a different manner; wavelet packets of different scales can overlap in any manner, so long as their frequencies are distinct:


Figure 3.7-15.
Density plots of one wavelet and a superposition of three wavelets.

Wavelet packets, on the other hand, are superpositions of wavelets which are arranged so that they are efficient to describe. In particular, they correlate better with textures:


Figure 3.7-16.
Density plots of one wavelet packet and a superposition of three.

## 4: Quantization of transformed amplitudes

- The transformed pixel values are real numbers which must be approximated in a (small) finite alphabet, or quantized, before they can be transmitted. All of the distortion from a lossy transform coding scheme is introduced at this step. The range of transformed values is divided up into numbered subintervals or bins. Any pixel value falling into a bin is approximated by the bin's index, as in the figure below:


Figure 4-17.
Quantization into 16 equal-size bins.

In practice, the bin around 0 is often taken to be twice as wide as the other bins, and quantization is performed by scaling and truncation to the integer nearest to 0 . The resulting integers are then biased into the range $[0,1, \ldots, b-1]$, where $b$ is the number of bins.

Quantization is undone by replacing the bin index with the value at the center of the bin. When the transformed pixel values will always have the same sign, or when 0 plays no special role, then quantization is done by dividing the full range between the maximum and minimum values into $b$ bins. When the transformed pixel values can be both positive and negative and 0 is an important value, then it is vital that the bin around 0 be centered exactly at 0 . Otherwise, the one-sided bias introduced by many values close to but not exactly equal to 0 will appear as artifacts in the reconstructed image.
The quantization error is the difference between the actual sequence of values and the sequence of bin center values, measured in some norm like mean-square-error or maximum absolute error. It is possible to vary the width of the bins, so that the more popular values (where the PDF is larger) are quantized more finely, into narrower bins. The distortion-minimizing choice of bin widths given a fixed number of bins can be found using the Lloyd-Max algorithm (see [Jayant,Noll]). This has the effect of reparametrizing the rate-distortion curve for the signal, but not improving the compression rate for a given degree of distortion. We can easily allow variable numbers of equal-sized bins, to adjust the compression rate.
4.1: Uniform quantization. In this method we use a single set of bins for all the transformed pixel values. This method is used when we have no a priori knowledge of the importance or relative visibility of a basis element.
4.2: Visibility quantization. In this method we use a model of the relative importance of a transformed pixel value to choose a weighting coefficient. The value is multiplied by this weight prior to quantization. It is known that the human eye is less sensitive to errors at certain spatial frequencies. When it is possible to determine the spatial frequency of the part of an image which will be reconstructed from an amplitude, this fact may be used to reduce the perceived distortion at a given level of compression.
4.3: Bit allocation. When transformed pixel values can be grouped, for example by subband, then we can allocate bits to the groups in a nonuniform manner to minimize the quantization error. The optimal allocation for a fixed number of subbands assigns bits in proportion to the variance within a subband (see (Jayant,Noill). Another way to put this is, if $q_{i}$ is the number of quantization bins to be assigned to subband $W_{i}$, then we should have $q_{i} / \sigma\left(W_{i}\right)=$ constant for all $i$, where the constant depends upon the total variance of all the transformed pixel values as well as on the total number of bits we can afford to transmit or store.

Great competitive advantage may be gained from intelligent bit-allocation schemes, perhaps in combination with visibility weighted quantization based on acurate models of the kind of images to be transmitted. Such schemes are valuable property, and jealously guarded secrets in the industry.

## 5: Removing redundancy or entropy coding

Digitally coded data can often be reversibly transformed into a more efficient form, requiring fewer bits to store than its original representation. We shall refer to such an invertible transform as "lossless coding" because all the information in the original bits can be recovered. This is the only acceptable way to compress certain kinds of data sets such as compiled computer programs and data archives. Such methods have great practical significance and have been extensively studied.
It is a classical fact (see, for example, [Shannon,Weaver]) that there is a limiting rate of (lossless) compression achievable by such an alphabet substitution. Suppose we have an arbitrarily long message $M=$ $(M(1), M(2), M(3), \ldots)$ composed in an alphabet with finitely many letters: $M(j) \in a=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ for all $j=1,2, \ldots$. Coding these letters in the obvious manner requires $\log _{2}(n)$ bits per letter, and so the first $L$ letters of the message will require $L \log _{2}(n)$ bits to transmit. Let $B(a, L)$ denote the number of bits required to transmit the first $L$ letters $M(1) \ldots M(L)$ using alphabet $a$; then we see that

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \frac{B(a, L)}{L}=\log _{2}(n) \tag{5-31}
\end{equation*}
$$

Shannon's theorem asserts that there is a nonnegative number $H$, the entropy of the probability distribution of the original alphabet, such that any new alphabet $\left\{b_{i}\right\}_{i=1}^{n}$ of variable-length characters satisfies:

$$
\begin{equation*}
H \leq \lim _{L \rightarrow \infty} \frac{B(b, L)}{L} \tag{5-32}
\end{equation*}
$$

and that for every $e>0$ there in fact exists a particular alphabet $b^{e}$ which satisfies

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \frac{B\left(b^{\epsilon}, L\right)}{L} \leq H+\epsilon . \tag{5-33}
\end{equation*}
$$

Suppose that the original signal is written using the letters $a_{1}, a_{2}, \ldots, a_{n}$, each occurring with probability

$$
\begin{equation*}
P\left(a_{i}\right)=p_{i}=\lim _{L \rightarrow \infty} \frac{\#\left\{j: 1 \leq j \leq L, M(j)=a_{i}\right\}}{L} \tag{5-34}
\end{equation*}
$$

Then the entropy of the message is $H=-\sum_{i=1}^{n} p_{i} \log _{2}\left(p_{i}\right)$, and it is not too hard to show (as in [Ash], Theorem 1.4.2, p.17) that

$$
\begin{equation*}
0 \leq H \leq \log _{2}(n) . \tag{5-35}
\end{equation*}
$$

The left equality (best compression) holds if and only if the original message consists of a single letter of the alphabet repeated forever. The right equality (no compression) holds if and only if the original letters $a_{i}$ are equally probable.

Several algorithms exist to construct the good alphabets, of which the earliest is probably static Huffman coding [Huffman]. In practice the probabilities $p_{i}$ are determined empirically as the message is being sent, so there are refinements such as dynamic Huffman coding [Storer, p.40], arithmetic or Q-coding [Storer, p.47], data dictionary methods, and so on.

We can refine the application of Shannon's theorem by taking different lengths $n$ for the initial alphabet. For example, it is natural to consider 8 -bit characters $(n=256)$ for binary data emitted by a typical computer. Nevertheless, it may be that for a certain class of signals (such as Kanji text, which uses more
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