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® ISCYIEC ' ISO/IEC 11172-2: 1993 (E)

Foreword

SO ithe International O-genization for Standardization) and IEC {the Inter-
nationa Electrotechnical Commission) form the specialized system for
werldwide standardization. Nafional bedies that are members of SO or
IEC participate in the development of Inmtematicnal Standards through
technical committees esteblished by the respective orgenization to deal
with particular fields of techncal activity. I1SO and IEC technical com-
mittees collaborate in fields of mutual interest. Other international organ-
izaticns, governmental and non-gevernmental, in I|a|son with [SO ard IEC,
alzo take part n the work.

In the field of information tachnoleogy, IS0 and |[EC have established a joint
technical committee, ‘SO/IZC JTC 1. D-aft International Standards adopted
by the joint technical ccrmitee are circulated 1o national bodies for vot-
ing. Publication as an Intemetional Standard requires-app-oval b\; at least
75% o the naticnal bodies ca=tmg a vote,

International Standard ISCYIEC 11172-2 was prepared by Joint Technical

Cammittee iSO/I=C JTC 1, Information technology, Sub-Committee SC 29,

Coded representat:on of audio, picture, multimedia ano hypermed:a infer-
 matisn.

ISOFEC 11172 consists of the following parts, under the genera! title in-
formation technology — Coding of moving pictures and associated audio
for cigital storage media at up o about 1,56 Mbivs:

— Part 1. Systems

-~ Part 2. Video

— Fart 3: Audio
- Part 4: Compliance tesring

Annexes A, B and C form’an integral part of this part of !SOﬂEC 11172
Annexes D, E and F are fcr information only.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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ISOAEC 11172-2: 1993 (F) @ ISOIEC

introduction

Note -- Readers interested in an overview of the MPEG Video layer should read this Introduction and then
proceed to annex D, before returning to clauses 1 and 2,

0.1 Purpose

This part of ISO/IEC 11172 was developed in response to the growing need for a common format for
representing compressed video on various digital siorage media such as CDs, DATS, Winchester disks and
optical drives. This part of 1SO/AEC 11172 specifies a coded representation thatcan be used for
compressing video sequences {0 bittates around 1,5 Mbitss. The use of this part of ISG/IEC 11172 means
thatmotion video can be manipulated as aform of computer data and can be transmitied and received over
existing znd futwre retworks. The coded 1epresentation can be wsed with both 625-Tine and 5254ine
television and provides flexibility for wse with workstaton and personal computer displays.

This part of ISO/IEC 11172 was developed to operate principally from storage media offering acontinnous
vansfer rate of about 1,5 Mbit/s. Nevertheless it can be used more widely than this because the approach
taken is gereric.

0.1.1 Coding parameters

The inlertion in developing this part of ISOIEC 11172 has been (o define a sowrce coding aigoritum witha
large degree of flexibility that can be used in many different applications. To achicve this goal, a number of
the paramefers defining the characteristics of coded bitstrezms and decoders are contained in-the bitstream
iself. This allows for exarnple, the algorithm 10 be used for pictures with a variety of sizes and aspect
ratios and on channels or devices operating at a wide range of bitrates.

Because of the large range of the characteristics of bitstreams that can be representzd by this part of ISOTEC
11172, a sub-szt of these coding parameters known s the "Constrained Parameters” hasbeen defined. The
aim in defining the constrained paramelers is to offer guidance sbout a widely useful range of parameters.
Couforming to this set of constraints is not a requirement of this part of ISO/IEC 11172, A flag in the
bitstream indicates whether or not itis a Corstrained Parancters bitstream.

Summary of the Constrained Parameters:

Horizontal piciure size 1.2ss than or equal ta 768 pels

Vertical picure size Less than or equal te 576 lines

Picture area .2ss than orequal to 396 macroblocks

Pel rate Lzss than or equal to 396325 macroblocks/s

Picture rate Less thanorequal to 30 Hz

Motion vector range Less than -64 0 +63,5 pels (wsing half-pel vectors)
[hackward_f code and forward_[ code <=4 (see table D.7)]

Inpat buffer size (in VBV model) Less than or equal to 327 680 bits

Bitrate Less than orequal te 1 856 000 bits/s (constant bitrate)

0.2 Overview of the algorithm

The ceded representation defined in this part of ISOJEC 11172 achieves a high compression ratio while

preserving good picture quality. The algorithm is not Iossiess as the exact pel values are not preserved

during coding. ‘The choice of the techuiques is based on the need 1o balance a high pictere quality and

compeession ratie with the reqairement to make random access to the coded bitstream. Oblaining good

picture quality at the bitrates of interest demands a very high compression ratio, which is notachievable .

with intraframe coding alonz. The teed for random access, however, is best satisfied with pure nBAfMS Exhibit 2005
coding. This requires a careful balarce between intra- and inerframe coding and byeste rociPliFvind dRR2016-01135
rzcursive temporal redundancy reduction. 4 of 124
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© ISONEC ISQ/EC 11172-2: 1983 (E)

A number of techniques are used to achieve a high compression ratio. The first, which is almost
independent from this part of ISOTEC 11172, 35 to select an appropriale spatial resclution for the signal.
The aigorithun then uscs biock-based motion compensatior: (o reduce the temporal redundancy. Motion
cotupensation is used for causal prediction of the carrent picture from a previous picture, for non-cansal
prediction of the current picture from a future picture, or for interpolative prediction from past and future
pictures. Motion vectors are defined for each 16-pel by 16-line region of the picture. The difference signal,
the prediction error, is further campressed using the discrefe cosine transform (DCT) 0 remove spatial
conelation beforz it is quantized in an irreversible process that Giscards the less important imformation.
Finally, the motion vectors are combined with the DCT information, and coded using variable length codes.

0.2.1 Temporal processing

Eecause of the conflicting requirements of random access and highly efficient compression, threz main
picture types are defined. Intra-coded pictures (I-Pictures) are coded without reference to other pictores.

‘They provide access points o the coded sequence where decoding canbegin, butare codzd with only a
moderate compression ratio. Predictive coded pictures (P-Pictures) are coded more effidently using motion
compensatef prediclion from a pastintra or predictive coded picture and are generally used as a reference for
furtherprediction. Bidirectionally-predictive coded pictures (B-Fictures) provide the highest degree of
compression but require both past and futuse reference pictures for metion compensation. Bidirectionally-
predictive coded pictures are naver used as references for prediction The organisation of the three picture
types in a sequence is very flexible, The choice ts kefi to the encoder and will depend on the requirements of
the application. Figure 1illustrates the relationship between the three different picture Lypes.

Bidirectional
Prediction

Prediction
Figure 1 -- Example of temporal picture structure

The fourth picture type defined in this part of ISO/IEC 11172, the D-picture, is provided to allow a simple,
but limited quality, fasi-forward playback mods.

0.2.2 Motion tepresentation - macroblocks

The choice of 16 by 16 macroblocks for the motion-compensation unit is a result of the trade-off betwesn
increasing the coding efficiency provided by using motion infermation and the overhead nezded to store it
Each macroblock can be one of anumber of different types. For example, intra-coded, forward-predicltive-
caded, backward-predictive coded, and bidirectionally-prediciive-coded macroblocks are permitted in
bidirectionally-predictive coded pictures. Depending on the type of the macrcblock, motion vecior
information and other side inforuation are stored with the compressed pradiction emor signal in each
mactoblock. ‘The motion vectors are encoded differentially with respect to he last codec motion vector,
using variable-length codes. The maxitaum length of the vectors that may be represented can be
programired, an a pictire-by-picture basis, so that the most demanding applieations can be et withour
compromising the performance of the system in more normal situations.

Itis the responsibility of the encoder o calculate appiopriate motion vectors. This partof I 72, ..
does nat specify how this should be done. %A nghlb‘t 2005
Apple v. PUMA, IPR2016—01 135
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ISO/IEC 1i172-2: 1983 [E) ' @ ISOAEC

0.2.3 Spatial redendancy reduction

Both original pictutes and prediction error signals have high spatial redundancy. This part of ISO/EC
11172 uses a block-based DCT method with visually weighted quantizatior and run-length coding. Each 8
by R hlock of the original picture for futra-coded macroblocks or of the prediction error for predicti ve-coded
macrcblocks is transformed into the DCT domain where it is scaled before being quantized. After
quantization many of the coetficients are zero in value and so twe-dimensional run-length and variable
length coding is nsed 10 encode the remaining coefficiznts efficiently.

0.3 Encoding

This part of ISOTEC 11172 does not specify an encoding process. Itspecifies the systax and semantics of
the bistieam and the signal processing in the decoder. As a result, many options are left open © encoders
10 trade-off cost and speed against picure quality and coding efficiency. This clause is a brief description of
the funciions that need to be perfomned by an encoder. Figure 2 shows the main functional blocks.

Pcture -__P_Mtiﬁﬂn ] . . - —— Daa
Re-ooder [Estimator B ] E
Source input pichines
Sz
[=]
3 |E
é"
E
R N
7
| pictre

Bl qopn /el —
" | Predictor

where
DCT is discrete cosine transform
DCT-1is inverse discrete cosing transform
Qis quantization
Qlis deguantization
VLC is variable length coding

Figure 2 - Simplified video encoder block diagram

The input video signal must be digtized and represented as a kiminance and two colour difference signals
(Y, Cp, Cr). This may be followed by preprocessing and format conversion to select an appropriae
window, resolution and inpot format. This part of [SO/IEC 11172 requires that the colour difference
signals (Cyp and Cp) are subsampled with respect to the luminance by 2:1 in both vertical and horizomtal
directions and are reformatted, if necessary, as a non-interlaced signal.

The encoder must choose which picture type 10 ase for each picture. Having defined the picture types, the
encoder estimates motion vectors for each 16 by 16 macreblock in the picure.  In P-Pictures one vector is
needed for each non-intra macroblock and in B-Fictures one or two vectors are needed.

if B-Pictres are used, soma reordering of the picture sequence is necessary before encoding, BecalddNIA Exhibit 2005
Pictures are coded nsing bidirectional motion compensated prediction, they can onlf pplisceddafdrhd PR2016-01135
subsequent reference picture (an I or P-Picture) has been decoded. Therefore the pictures are reordered by the 6 of 124
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© ISO/IEC ISO/EC 11172-2: 1993 (E)

encoder se that the pictwres ardve at the dzcoder in the order fordecoding. The comect display order is
recoverad by the decoder.

The basic unil of coding within a picture is the macroblock. Within each pictare, macroblocks are encoded
in sequence, lefl to right, top to bottom. Each macroblock consists of six 8 by 8 blocks: four blocks of
Iumirance, one dlock of Cb chreminance, and one block of Cr chrominance. See figure 3. Note that the
pictire area covered by the four blocks of luminance is the same as the area covered by cach of the
chrominance blocks. This s due to subsampling of the chrominance informaticn 10 match the sensitivity of
the human vispal system. -

o T1 4 | Ls.
2 13
Y Cb Cr
Figure 3 -- Macroblock structure

Fisstly, fora given macroblock, the coding mede is chosen, Tt depends on the piclure type, the
effectiveness of motion compensated prediction in that local region, and the nature of the signal within the
block. Secondly, depending on the coding mode, a motion compensated prediction of the contents of the
block based on past and/or future reference piciures is formed. This prediction is subiracted from the actaal
data in the current macroblock to form ar error signal. Thirdly, this ertor signal is separated into § by 8
blocks (4 luminance and 2 chrominance blocks in each macroblock) and a discrete cosine tansform is
performed on each block. Each resulting 8 by 8 block of DCT coefficients is quantized and the two-
dimensional block is scanned in a zig-zag order to convert itinto & one-Jireensional siring of quantized DCT
coefficients. Fourthly, the side-information for the macrobleck (mode, motion vectors etc) and the
quantized coefficient dat are encoded. For maximum efficiency, 4 nwmber of varisble Iength code mbles are
defined for the different data elements. Run-length coding is used for the quantized coefficient daa.

A cossequence of using differsnt pictuwre types and variable kength coding is that the overall datarate is
variable. In applications that involve a fixed-rate channel, a FIFO buffer may be used te match the encoder
output © the chanrel. The status of this buffer may be monitored to control the number of bits generated
by the encoder. Controlling the quantization process is the most direct way of controlling the bitrate. This
part of ISCAIEC 11172 specifizs an abstract model of the buffering system (the Video Buffering Verifier) in
order to consirain the maximum variability in the nomber of bits that are vsed for a given picture. This
ensues that abitstieam can be decoded with a buffer of known size.

Atthis stage, the coded representation of the picture has been generated. The final step in the encoder is to
regenerate [-Ficmres and P-Pictures by decoding the daia so that they can be used as reference pictures for-
subsequent encoding. The guantized coeffidents are dequantized and an inverse 8 by 8 DCT is performed on
each block. The prediction error signal produced is then added back 1o the prediction signal and liunited to
the required range to give a decoded reference pictare.

0.4 Decoding

Decoding is the inverse of the excoding operation. 1t i3 considerably simpler than encoding as there i no
nexd Lo perform motion estimation and there are many fewer options. The decoding process is defined by
this part of ISOAEC 11172, The descriptian that follows is a very brief overview of one possible way of
decoding abitstream. Other decoders with different archiectures are possible. Figure 4 shows the main
functional blocks.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
7 of 124

vii
Apple Exhibit 1009
Page 7 of 124
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Quanlizer siepsize

—pplpufer lpslMux lpdvin ] ot | per! fowe | o

Re-arder | {
- video : Reconstructed
Istream oulput pictures
Motion Vect
e ed P Picture store
Modes and
\a Predicior

DCT-1 isinverse discrete cosine transform
ol isdequantization

MUX1 is demultiplexing

VLD  isvariable length decoding

Figure 4 -- Basic video decoder block diagram

For fizedrate applications, the chammel fills a FIFD buffer at a constant rate with the coded bitsirearn. The
decoder reads this buffer and decodes the data elements in the biistream according o the defined syntax,

As the decoder reads the bitstream, it identifies the start of a coded pictere and thea the type of the picture.
It decodes each macroblock in the pictare in tum. The macroblock type and the motion veciors, if present,
are used 1o constact a prediction of the current macroblock based on past and future reference pictures that
have been siored in thedecoder. The coefficient data are decoded and dequantized. Each 8 by 8 block of
coetficient data is transformed by an inverse DCT (specified in annex A), and the sultis added to the
prediction signal and limited to the defined range.

Aftzr all the macroblocks in the pictmre have been processed, the picture has been reconstructed. H it is an I-
picture or a P-piciie it is a reference picture for subsequent pictures and is sored, replacing the oldest stored
reference picture. Before the pictures are displayed they may need 10 be re-ordered from the coded order to
their natural display order. Afler reordering, the pictures are available, in digital form, for post-processing
and display in any manner that the application chooses.

0.5 Stiructure of the coded video bitstream

This part of ISOIEC 11172 specifies a syntax for 2 coded video bitstream. This syntax comains six layers,
each of which either supponts a sigral processing or a system function:

Layers of the syntax { Function
Sejquence layer Randomn aceess unic coniext
Group of pictures layer Random access unit: video
Picture 1ayer Primary coding urit
Shice layar Resynchronization unit
Macroblock layer Motion compensation unit
Block layer DCT unit

0.6 Features supported by the algorithm

Applications using compressed video on digital storage media need 0 be able to perform & number of
operations in addition to normal forward playback of the sequence. The coded bitstream has been designed

10 support 2 number of these operalions.
vpo © Operaon PUMA Exhibit 2005

Apple v. PUMA, IPR2016-01135
8of 124
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© ISO/IEC ISO/EC 11172-2: 1993 (B)

0.6.1 Random acrcess

Random access is an essential feature for video on a storage medivm, Random access requires that any
picture can be decoded in a limited amount of dme. It implics the existence of access points in the
bitstreamn - that is segments of irformation that are identifiable and can be decoded without reference to other
segments of data. A spacing of two random access points (Infra-Pictures) per second can be achieved
withont significant loss of picture quality.

0.6.2 Fast search

Deperding on the storage medium, itis possible to scan the access points in a coded bitstream (with the
help of an application-specific drectory or other knowledge bevond the scope of this part of ISOAEC
11172) to obtain a fast-forward and fast-reverse playback effect,

0.6.3 Reverse playback

Some applicaionss may require the video signal to be played in reverse order. This canbe achizved ina
decoder by using memory 10 store entire groups of pictures after they have been decoded before being
displayed in reverse order. An encoder can make this feature easier by reducing the kength of groups of
pictres.

0.6.4 Ermror robustness

Most digital storage mediaand communication chanrels are noterror-free. Appropriate charnel coding
schemes should be usad and are beyond the scope of this part of ISOVIEC 11172, Neverthelzss the
compression scheme defined in this part of ISO/TEC 11172 is robust to residual errors. The slice structure
dllows a decoder to recover after a data error and o resynchronize its decoding. Therefore, bit errors in the
compressed data will cause ermrors in the decoded pictores 10 be limited m area. Decoders may be able 0 use
concealment strategies to disguise these ermors,

0.6.5 Editing

Thereis a conflict between the requirement for high coding efficiency and easy editing. The coding structurs
and syntax have not been designed with the primary aim of simplifying editing at any pictiwe. Nevertheless
anumber of features bave been included that ensble editing of coded data.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
' 9 of 124
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INTERNATIONAL STANDARD © ISG/IEC ISDAEC 11172-2: 1993 (E)

Information technology — Coding of moving
pictures and associated audio for digital storage
media at up to about 1,5 Mbit/s —

Part 2:
Video

Section 1: General
1.1 Scope

This par: of ISOMEC 11172 specifizs the coded representation of vided for digital siorage media and
specifies the decoding process. The representation supports normal speed forward playback, as well as
special funetions such as randbm access, fast forward playback, fast reverse playback, nonmal speed reverse
playback, paunse and still picwures, This part of ISO/IEC 11172 is compatible with standard 525- and 625-
line television formats, and it piovides flexibility for use with personal computer and workstation displays.

ISOMIEC 11172 is primarily applicable to digital slorage media supporting a continucus transfer rate up to
about 1,5 Mbit/s, such as Compact Disc, Digital Audio Tape, and magnetic hard disks, Neverthekss it can
be used more widely than this because of the generic approach taken. The storage mediz may be directly
connected to the decoder, or via communications means such as busses, LANSs, or ielecommunications
links. This part of ISO/IEC 11172 is intended for non-interlaced video formats having approximarely 288
lines of 352 pels and picture raies around 24 Hz to 30 Hz.

1.2 Normative references

The following International Standards contain provisions which, through reference in this text, constitute
provisions of this part of ISO/IEC 11172. At the tume of publication, the editions indicated were valid.
Al standards are subject to revision, and parties to agreements based on this part of ISG/IEC 11172 are
encouraged to investigae the possibility of applying the mestreceat editons of the stndards indicated
below. Members of IEC and ISO maintain registers of currently valid Intematicnal Standards.

ISOAEC 11172-1:1993 Information technelogy - Coding of moving pictures and aisociated audio for digiial
storaze media ot up io about 1,5 Mbit/s - Part 1: Syiteins.

ISOMEC 11172-3:1993 Injormation tecknology - Coding of monving pictures and associated audio for diginl
storage media af up 1o about 1,5 Mbit/s - Pait 3 Audio.

CCIR Recommendation 601-2 Encoding parameters of digital televisior. for studios.
CCIR Report 624-4 Characteristics of sysiems jor monochrome and colour television.
CCIR Recommendation 648 Recording of audio signals.

CCIR Report 955-2 Sound broadcasting by satellite for portable and mobile receivers, including Annex IV,

Summary description of Advanced Digital System 11, PUMA Exhibit 2005

Apple v. PUMA, IPR2016-01135

CCITT Recommendstion J.17 Pre-emphasis used on Sound-Programme Circuis. 11 of 124
1
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© 1SO/IEC

IEEE Draft Standard P1180/D2 199G Specificaiion for ihe implermentation of 8x & inverse discretz cosine

ransform”.

IEC publication 908:1987 CD Digital Audio Sysiem.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
12 of 124
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© ISOAEC ISO/IEC 11172-2: 1293 [E)

Seclion 2: Technical elements
2.1 Definitions

For the porposes of ISOMEC 11172, the following definitions apply. If specific to a part, this is noted in
square brackets.

2.1.1 ac coefficient |video]: Any DCT coefficient for which the frequency in one or both dimensions
18 non-zero.

2.1.2 access unit [system]: In the case of compressed audio an access voit is an andio access wnit. In
the case of compressed video an access unil is the coded representation of a picture.

2.1.3 adaptive segmentation [audio]: A subdivision of the digiial representation of an aodio sigﬁal
in variable segmenis of fime.

Z2.1.4 adaptive bit allocation [aundio]; The assigriment of bits to sgbbands in a time and freguency
varying fashion according o a psychoacoustic model. ’

2.1.5 adaptive noise allocation [audic]: The assignment of coding noise to frequency bands in a
time and frequency varying fashion according toa psychoacoustic model.

2.1.6 alias [audio}: Mirrored signal component resulting from sub-Nyquist sampling.

2,1.7 analysis filterbank [audiof: Filterbank in the 2ncoder that tansforms a broadband PCM aadio
signal into a set of subsampled subband samples.

2,18 audio access wnit [avdic): ForLayers 1 and I an audio access unit is defined as the smzllest
partof the encoded bistream which can be decoded by itself, where decoded means "fully reconstructed
sound’. For Layer {Il an audio access unit is part of the bitstream that is decodable with the use of
previously acquired main information.

2.1.9 audjo buffer {audiel: A buffer in the system target decoder for storage of compressed aadio dam.

2.1.10 audio sequence [audio]: A non-interrwpled series of audico frames in which the following
parameters are not changed:

-layer

- Sampling Frequency

- ForLayer Tand II: Bitrate index i

2.1.11 backward motion vector [video]: A moton vector that is used for maotion compensation
fiom a reference picture at a later time in display order.

2.1.12 Bark [audie}: Unit of critical band rate. The Bark scalz is a non-lirear mapping of the frequency
scalz over the andic range closely corresponding with the frequency selectivity of the human ear across the
band,

2.1.13 bidirectionally predictive-coded picture; B-picture [videol: A picture that is coded
using moticn compensated prediction from a past and/or futwre reference picture.

2.1.14 bitrate: The rate at which the compressed bitstream is delivered from the storage medinm o the
input of a decoder.

2.1.15 block companding [audio]: Normalizing of the digital representation of an audio sigoal
within a centain ime period.

2.1.16 block [video]: An 8-row by &columx crthogonal block of pels. PUMA Exhibit 2005

Apple v. PUMA, TPR2016-01135

2117 bound [audic]: The lowest subband in which intensity stereo coding is used. 13 of 124
3

Apple Exhibit 1009
Page 13 of 124



ISO/IEC 11172-2 1993 (E) @ ISOINEC
2.1.18 byte =ligned: A bit in 2 coded bisueam is byie-aligned if its position is a maltiple of 8-bits
from the firstbit in the stream.

2.1.1% byte: Sequence of 8-bits.

2.1.2¢ chanuel: A digital medium that stores or transports an ISOIEC 11172 -stream.

2.1.21 channel [audiol: The left and right channels of a stereo signal

2.1.22 chrominance (component) [video]: A matrix, block or single pel representing ore of the
two colour difference signalsrelated 10 the primary colours in the manner defined in CCIR Rec 501. The

symbols used for the colour difference signals are Cr and Cb.

2.1.23 coded audio bitstream [audio]: A coded representation of an sodio signal as specified in
[SO/IEC 11172-3.

2.1.24 coded video bitstream [video|: A coded representation of a series of one or more pictures as
specified in this part of ISO/IEC 11172, .

2.1.25 coded order [video]: The order in which the pictures are stored and decoded. This order is not
necessarly the same as the display ordes.

2.1.26 coded representation; A daa element as represented in ifs encoded form.
2.1.27 coding parameters [video]: The set of user-definable parameters that characierize a coded video
bitstream. Bitstreams are characterised by coding parameters. Decoders are chamcterised by the bilstreams

that they are capable of decoding.

2.1.28 component [vides]: A matrix, block or single pzl from one of the three matrices (luminance
ani two chrominance) that make up 2 picture. '

2.1.29 compression: Reduction in the nomber of bits used to represent ar item of data.

2.1.30 constant bitrate coded video [video]: A compressed video bitstream with a constani
average bitrate.

2.1.31 constant bitrate: Operation where the hitrate is constant from start to finish of the compressed
bitstream.

2.1.32 coastrained parameters [video]: The values of the set of coding parameters defined in
2.4.32,

2.1.33 constrained system parameter stream (CSPS) [sysfem]: An ISOAEC 11172
multiplexed stream for which the cogstraints defined in 2.4.6 of ISOTEC 11172-1 apply.

2.1.34 CRC; Cyclic redundancy code.
2.1.35 critical band rate [audio]: Psychoacoustic function of frequency. At a given audible

frequency it is proportional to the number of critical bands below that frequency. The unils of the critical
band rale scale are Barks.

2.1.36 eritical band [audie]: Psychoacoustic measure in the spectral domain which corresponds to the
frequency selectivity of the human eax. This selectivity is expressed in Bark.

2.1.37 data element An item of data as represented before encoding and after decoding.

2.1.38 dc-coefficient [video]: The DCT coeffident for which the frequency is zero in bothPUMA Exhibit 2005
dimensions, Apple v. PUMA, IPR2016-01135
: 14 of 124
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2.1.39 de-coded picture; D-picture [video]: A pictare that is coded using only information from
itself Of the DCT coefficients in the coded representation, only the de-coefficients are present.

2.1.40 DCT coefficient: The amplitude of a specific cosine basis funcdou.
2.1.41 decoded stream: The deceded reconstraction of a compressed bitstream.

2.1.42 decoder input buffer {video}: The first-in first-out (FIFQ) buffer specified in the video
buffering verifier,

2.1.43 decoder input rate [videc]: The data rate specified in the video buffering verifier and enceded
in the coded vidzo bitstream.

2.1.44 decoder: An embodiment of a decoding process.

2.1.45 decoding (process): The process defined in ISO/IEC 11172 that reads an input coded bitstream
and produxces decoded pictures or audio samples.

2.1.46 decoding time-stamp; I'TS [system]: A feld that may be present in a packet header that
indicates the time-that an access unit is decoded in the system target decoder.

2.1.47 de-emphasis [audiol: Filiering applied to an audio signal after storage or ransmission o undo
a linear distortion due to emphasis. ‘

2.1.48 dequantization [videol: The process of rzscaling the quantized DCT coefficients after their
representation in the bitstream bas been decoded and before they are presented to the inverse DCT.

2.1.49 digita! storage media; DSM: A digitalstorége or transmission device or system,

2.1.50 discrete cosine transform; DCT [video]: Either the forward discrete cosine transform or the
inverse discrete cosine transform. The DCT s an invertble, discrete orthogonal transfommation. The
inverse DCT is defined in annex A

2.1.51 display order [video]: The order in whickh the decoded pictures should be displayed. Normally
this is the same order in which they were presented at the input of the encoder.

2.1.52 dual channel_mode fandio]: A mode, where two audio chznnels with independent programme
contents (e.g. bilingual) are encoded within one bistream. The coding process is the same ss for the sterco
mode,

2.1.53 editing: The process by which ¢ne or more compressed bitstreams are manipulated to produce a
new compressed bitstrean.  Conforming edited bitstreamns must mezt the requirements defined in this part of
ISO/EC 11172

2.1.54 clementary stream [system]: A generic lerm for one of the coded video, coded audio ¢r other
coded bitstreams.

2.1.55 emphasis [audio]: Hitering applied to an audio signal befcre storage or transmission to
improve the signal-to-noise ratio at high frequencies.

2.1.56 encoder: An embodiment of an enceding process.

2.1.57 encoding (process): A process, not specified in 1ISO/IEC 11172, that reads a stream of input
pictures or audio samples and produces 4 valid coded bitstream as defined in ISOAEC 11172,

2.1.58 ent ding: Variable lengih lossless coding of the digial representation of a g o

ot oy " ¢ BiaLrep BERLX Exhibit 2005
Apple v. PUMA, IPR2016-01135

2.1.59 fast forward playback [video]: The process of displaying a sequence, or pars of a sequence,15 of 124

of pictures in display-order faster than real-time.
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2.1.60 FFT: Fast Fourier Transformation. A fast algorithm for performing a discretz Fourier transform
(an orthogoral transform). )

2.1.561 filterbank [audio]: A set of band-pass filters covering the entire audic frequency range.

2.1.52 fixed segmentation [audio]: A subdivision of the digital sepresentation of an audio signel
into fixed segments of time.

2.1.63 forbidden: The term "forbidden”™ when used in the clauses definmg the coded bitstream indicates
that the valve shall never be used. This is usually to avoeid emulation of start codes.

2.1.54 forced updating [viden]: The process by which macroblocks are inira-coded from time-toHime
to ensure that mismatch emrors between the inverse DCT processes in encoders and decoders cannot build up
excessively.

2.1.65 forward motion vector [video]: A motion vector that i used for motion compensation from
areference piciure al an earlier tirne in display order.

2.1.56 frame |audio]: A part of the audio signal that corresponds © audio PCM samples from an
Audio Access Unit.

2.1.67 free format [andio]: Any bitrate other than the defined bitrates that is less than the maximum
valid bitrate for each layer.

2.1.68 future reference picture [videe]: The future reference picture is the reference picture that
occurs at a later time than the current picture in display order.

2.1.69 granules [Layer II} [audio]: The szt of 3 consecufive subband sampies from all 32 subbands
that are considered together before quantization, They corespond to 96 PCM sampks.

2.1.70 granules [Layer III} [audio]: 576 frequency lines that <arry their own side informaton.
2.1.71 group of pictures {video}: A series of one or moere coded pictures intznded to assist random

access. The group of pictures is one of the layers i the coding syntax defined in this part of ISO/IEC
11172,

21.72 Hann window [audio]: A tine function applied sample-by-sample to a biock of audio samples
before Fourier wansformarion,

2.1.73 Huffman coding: A specific method for entropy coding.

2.1.74 hybrid filterbank [audie]: A serial combination of subband filterbank and MDCT.

2.1.75 IMDCT [audie]: Inverse Modified Discrate Cosine Transform.

2.1.76 intensity steres Jaudio]: A method of exploiting slereo irrelevance or redundancy in
siereophonic ardio programmes based on retaining at high frequencies only the energy envelope of the right

and left charmels.

2.1.77 interlace [video]: The property of conventional television piciures where alternating lines of
the picture represent different instances in lime.,

2.3.78 intra coding [video]: Coding of a macrcbleck or picture that uszs information only from that
macroblock or picture.

2.1.79 intra-coded picture; I-picture [video}: A picture coded using information only frbk M} Exhibit 2005
| Apple v. PUMA, IPR2016-01135
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2.1.80 ISO/IEC 11172 (multiplexed) stream [system]: A bitstream composed of zero or more
elementary streams combined in the manner defined in ISO/TEC 131172-1.

2.1.81 joint stereo coding [aedio]: Any methed that exploits stereophonic irrelevance or
siereophonic redundancy,

2.1.82 joint sterec mode [audio]: A mede of the avdio coding algorithm using joint siereo coding,

2.1.83 layer [audie]: One of the Ievels in the coding hierarchy of the audio system defined in [SO/IEC
11172-3.

2.1.84 layer [video and systems|: One of the levels in the data hierarchy of the video and sysiem
spedifications defined in ESO/TEC 111721 and this part of ISO/IEC 11172,

2.1.85 luminance (component) [videok A martrix, block or single pel representing a monochrome
representation of the sigral and related to the primary colours in the manner defined in CCIR Rec 601. The
symbol used for luminanceis Y.

2.1.86 macroblock [video]: The four § by 3 blocks of luminance dat and the two comesponding § by
8 blocks of chrominance data coming from a 16 by 16 seclion of the Jurninance component cf the picture,
Macroblock is sometimes used to refer to the pel data and sometimes 10 the coded representatior:. of the pel
values and other data elements defined in the macrcblock fayer of the syntax defined in this partof ISOAEC
11172, The usage is dear from the context

2.1.87 mapping [audio]: Conversion of zn audio signal from time 1o frequency domain by subband
filtering and/or by MIDCT.

2.1.88 masking [audio]. A property of the human anditory system by which an audio signal cannot be
perceived in the presence of another avdio signal .

2.1.89 masking thresheld [audie]: A function in frequency and lime below which an audio signai
cannot be perceived by the human auditory system.

2.5.90 MDCT [audio}: Modified Discrete Cosine Transform.

2.1.91 mwotion compensation [videol: The use of motion vectors to imprave the efficiency of the
prediction of pel values. The prediction uses molion vectors © provide offsets into the past andfor future
reference pichres containing previously decodsd pel values that zre uszd to form the prediction error signal.

2.1.92 motion estimation [video]: The process of estimating maticn vectors during the encoding
process.

2.1.93 motion vector [video]: A two-dimensional vector wsed for motion compensation that provides
an offset from the ceordinate position in (he current picture to the coordinates in a reference pictare.

2.1.94 M5 stereo [audio]: A method of exploiting stereo imelevance or redundancy in stereophonic
audio programmes based on coding the sun and difference signal instead of the leftand right channels.

2.1.95 non-intra coding {video]: Coding of a macroblock ot picturé that uses information both from
itself and from macroblocks and pictures occurring at other times.

2.1.96 non-tonal comporent [audio] A noise-lite component of an audio signal.
2.1.97 Nyquist sampling: Sampling at or above twice the maximum bacdwidth of a signal,

2.1.98 pack [system]: A pack consists of a pack header followed by one or more packets. It is a layer
inthe system coding syntax described in ISO/IEC 11172-1, PUMA Exhibit 2005

Ag}gle v. PUMA, IPR2016-01135
2.1.99 packet data [system]: Contigucns bytes of dat from an elementary stream present in a pac‘ket.17 of 124
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2.1.100 packet header jsystem]: The data structure used to convey informaiion about the elementary
stream data contained in the packet data,

2.1.101 packet [system]: A packet consists of a header followed by a number of contignous bytes
from an elementary data stream. It is alayerin the system coding syntax described inISO/IEC 11172-1.

2.1.102 padding [audiol: A method 0 adjust the average Izngth in time of an andio frame o the
duration of ihe corresponding PCM samples, by conditionally adding a siot to the audio frame.

21103 past reference picture [video]: The past reference picture is the reference picurs that occurs
a an earlier time than the current piciure in display order.

2.1.104 pel aspect ratie [video]: The mtio of the nominal vertical height of pzl on the display o its
nominal horizontal width,

2.1.105 pel [vides]: Picture element.
2.1.106 picture period [video} The reciprocal of the picture rate.

2.1.107 picture rate {video]: The nominal rafe at which pictures should be cutput from the decoding

2.1.108 picture [videe]: Source, coded or reconstructed image data. A soburce or reconstructed picture
consisis of three reclanguiar matrices of 8-bitnumbers representing the luminance and two chrominancs
signals. The Pictre layer is one of the layers in the coding syntax defined in this part of ISOTEC 11172,
Note that the term "picture” is always wsed in ISOIEC 11172 in preference to the terms fiekd or frame.

2.1.1069 polyphase filterbank [audio}: A set of equal bandwidth filters with special phase
interrelationships, allowing for an efficient implementation of the filterbank.

2.1.110 prediction [videe]: The use of a predictor to provide an estimaie of the pel value or data
element currenidy being decoded.

2.1.111 predictive-coded picture; P-picture [video]: A picwure that is coded nsing motion
compensated prediction from the past reference piciure.

2.1.112 prediction error [video]: The difference between the actual value of a pel or data element and
its predictor.

2.1.113 predicter [video]: A linear combination of previously decoded pel values or data elements.

2.1.114 presentation time-stamp; PTS [system]: A field that may be present in a packst header
that indicates the time that a presentation snit is presented in the system arget decoder.

2.1.115 presentatipn unit; PU [system]: A decoded audio access unit o1 a decoded piciure.

2.1.116 psychoacousﬁc model {andio|: A mathematical model of the masking behaviour of the
human aunditory sysiem.

2.1.117 quantization matrix [video|: A set of sixty-four 8-bit values used by the dequantizer.

2.1.118 guantized DCT coefficients [video]: DCT coefficienis before dcquantizﬁtion. A variable
Iength coded representation of quantized DCT coefficients is stored as part of the compressed video
bitstr_eam. .

2.1.119 quantizer scalefactor [video]: A data slement represented in the bilstieamn and UselﬁqMLﬁA‘e Exhibit 2005
decoding process to scele the dequamtization. . Apple v. PUMA, IPR2016-01135
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2.1.120 random access: The process of beginning 10 read and dzcode the coded bilstieam ‘at an arbitrary
point.

2.1.121 reference pictare [video|: Reference pictires are the nearest adjacent I- or P-pictures to the
curent piciure in display onder.

2.1.122 reorder buffer [video]: A buffer in the system target decoder for storage of a reconstructed ¥-
picture or 4 réconstructed P-picture. '

2.1.123 requantization [audio]: Decoding of coded subband samples In order to recover the original
quantized values.

2.1.124 reserved: The term "reserved” when used in the clauses defining the coded bitstream indicates
that the value may be used in the futwie for ISO/IEC defined extensions.

2.1.125 reverse playback [video]: The process of displaying the picture sequence in the reverse of
display order,

2.1.126 scalefactor band [audio}: A szt of frequency lines in Layer III which are scaled by one
scalefacior, '

2.1.127 scalefactor index [audio]: A numerical code for a scalefactor.
2.1.128 scalefactor {audio]: Factor by which a set of values is scaled before quantization.

2.1.129 sequence header [video] A block of data in the coded Yitstreamn containing the coded
representation of anumber of data elements,

2.1.130 side information: Informatiomn in the bitstream necessary for controlling the decoder.

2.1.131 skipped macroblock [video]; A macroblock for which no data are stored.

2.1.132 slice [video]: A serizs of macroblocks. Tt is one of the layers of the coding syntax defined in
this part of ISOIEC 11172,

2.1.133 slot [audio]: A slot is an elemnenary part in the bitstream. In Layer I a slot equals four bytes,
in Layers Il and 11 one byte.

2.1.134 source stream: A single non-multiplezed stream of samples before compression coding.
2.1.135 spreading function {audio]: A function that describes the frequency spread of masking.

2.1.136 start codes [system and video): 32-bit codes embedded iv that coded bitstream that are
unique. They are used for several purposes including identifyirg some of the layers in the coding syntay.

2.1.137 STD input buffer [system]: A first-in {irst-out buffer at the input of the system target
decoder for storage of compressed data from elementary streams before decoding.

2.1.138 stereo mode [audio]: Maode, where two sudio chantels which form a steréo pair (left and
right) are encoded within one bitstream. The coding process is the same as for the duzal channel mode.

2.1.139 stuffing (bits); stuffing (bytes) : Code-words that may be inserted into the compressed
bitstream that are discarded in the decoding process. Their purpose is to increase the bitratz of the streagn.

2.1.140 subband {audio]: Subdivision of the audio frequency band.

. _ ‘ . PUMA Exhibit 2005
2.1.141 subband filterbank [audio}: A set of band filters covering the 35{%%1%‘“9“1)%@1’&‘,‘?’1)@%1 6-01135

InISO/IEC 11172-3 the subband filterbank i lyphase filterbank,
1saralp l 19 of 124
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2.1.142 subband samples [audio]: The subkand filterbank withio the audio encoder creates a filtered
and subsampled representation of the input audio stream. The filtered samples are called subband samples.
From 384 time-consecutive input audic samples, 12 ime-corsecutive subband samples are generated within
each of the 32 subbands.

2.1.143 syncword [audio]: A 12-bit code exbedded in the audio bitstream that identifies the stari of a
frame.

2.1.144 synthesis filferbank [audio]: Filtetbank in the dccodcr. that reconstructs a PCM audio
signal from subband saraples.

2.1.145 system header [system]: The system header s a data structure defined in ISO/MEC 11172-1
that carries information summarising the system characteristics of the ISOAEC 11172 mukiplesed stream,

2.1.145 system iarget decoder; STD [system]: A hypothetical reference model of a decoding
process used to describe the semantics of an ISO/IEC 11172 multiplexed bitstream,

2.1.147 timestamp [system]: A temm that indicates the time of an event.

2.1.148 triplet [audic]: A set of 3 consecutive subband samples from one subband. A Iriplef from
each of the 32 subbands forms a granule.

2.1.14% tonal component [andio]: A sinusoid-like canponent of an audio signal,

2.1.150 variable bitrate: Operation where the birate varies with time during the decoding of a
compressed bitstream,

2.1.151 variable length ceding; VE.C: A reversible procedure for coding that assigns shorter tode-
words 10 frequentevents and longer code-words to less flequent events.

2.1.E52 video buffering verifier; VBV |video]: A hypothetical decoder that is conceptrally
connected to the outpul of the encoder. Its purposs is to provide a constraint on the variability of the data
rate that an encoder or ediing process may produce. ‘

2.1.153 video sequence [video]: A series of one or more groups of pictures. It is one of the layers. of
the coding syntax defined in this part of ISONEC 11172,

2.1.154 zig-zag scanning order [videol: A specific sequential owdering of the DCT coefficients from
(approximatzly) the lowest spatial frequency to the highest.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
20 of 124
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2.2 Symbols and abbreviations

The mathematical operators used todescribe this Intemational Standard are similar to those used in the C
programming language. However, integer division with truncation and rounding are specifically defined.
The bitwise operators are defined assuming twos-complement represertation of mtegers. Numbering and
counting lcops generally begin from zero.

2.2.1 Arithmetic operators

+ Addition.

- Subtzaction (as a binary operator} Or nzgation (as a unary operator).

++ Increment.

-- Decrement.

* Multipkcation.

~ POW&.

/ Integer division with tnmcadon of the result toward zero. For exa:ﬁple, T4 and 774 are

tnmcated 0 1 and-7/4 and /-4 are runcated o -1.

i Inieger division with rounding to the neasest integer. Half-integer values are rounded away
from zero unless otherwise specified. For example 3/2 is rounded to 2, and -3/2 is rounded
to-2.

DIy Inieger division with truncation of the result towards -co,

1 Absolue value. | x 1= xwhen x>0

Ixl=0wher x==40
ixl=-x whenx <0

% Modulus eperator. Defined only for positive numbers.
Sign( )  Sigmx) =1 x >0

0 x==0)

-1 x <0

NINT ()  Nearestinfeger operator. Returns the nearest integer value to the real-valued argument. Half-
integer values are rounded away from zero.

sin Sine.

€08 Cosine.

exp Exponential.

v Square root.

logic Logarithm to base ten.

Iog. Logarithm to base e.

log Logarithm to basz 2.

2.2.2 Logical operators PUMA Exhibit 2005

] Logical CR. Apple v. PUMA, IPR2016-01135

wd Lagical AND, 21 of 124
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! Logical NOT.

2.2.3 Relational operators

> Greater than,
= Greater than or equal to,
< fess than.

Ce= Less than or equal to.
= Equal to.
= Noat equal to.

max [,..,] the maximum value in the argnment list,
min [,...] the minimum valve in the argument list.
2.2.4 Bitwise operators

A twos complement number representation is assumed where the bitwise aperators are used.

& AND.

| OR.

>> Shift right with sign extension.
<< Shift Ieft with zerp &Il

2.2.5 Assignment

= Assignment operator.

2.2.6 Mnemonics

The ollowing mnemonics are dafined to desaribe the different data types used in the coded bit-stream,
bslbf Bit string, left bit first, where "left” is the order in which bit strings are writlen in

ISO/AIEC 11172, Bit strings are wiitten as a string of 1s and s within single quote
marks, e.g. '1000 0001". Blanks within a bitstring are for ease of reading and have no

significance,
ch Chamel. If ch has the value 0, the left channel of a steree signal or the first of two
independent signaks is indicaed. (Awdio)
nch Nummber of channels; equal to 1 for ;ingle_chamel wode, 2 in other modes. (Audio)
fuy Granule of 3 * 32 subband samples in audio Layer I1, 18 * 32 sub-band samples in

andio Layer III. (Audio)

main_data The main_data porticn of the bitstream contains the scalefactors, Huffman encoded
data, and ancillary information. (Audio)

main_data_beg The location in the bitsuream of the beginning of the main_data for the frame. The
Tocation is equal to the ending Jocation of the previous frame's main_data plus one bit.
Ttis calculated from the main_datz_end value of the previous frame. (Audid®UMA Exhibit 2005

‘\pple v. PUMA, IPR2016-01135
22 of 124
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rpchof Remainder polynomiat coefficients, highest erder first. (Audio)

sb Subband. (Audio}

sblimit The number of the Jowest sub-band for which no bits are allocated. - {Audio)
scfsi Scalefactor selection information. (Audio)

switch_point_1 Number of scalefactor hand {ong bleck scalefactor band) from which point oa windew
switching is used. (Audio)

switch_point_s Number of scalefactor band (short block scalefacter band) from which point on window
switching is used. (Audio} )

uimsbf ~ Unsignzd integer, most significant bit first.

viclbf Variable length code, left bit first, where "left” refers tothe order in whichk the VLC
codes are written.

window Number of the actual time slot in case of bleck_type==2, 0 £ window < 2. {Audio)

The byte order of multi-byte words is most significant byte first.

2.2.7 Constants
T 3,14159255358 ..
e 2,71B2B182B45...

2.3 Method of describing bitstream syntax

The bitstream ratrieved by the decoder is described in 2.4 2. Each data item in the bitstream is in bold type.
Itis described by its narne, its length in bits, and a mnemonic for its type and order of transmission,

The action caused by adecoded data element in abitstream depends on the value of that data element and
on data elements previcusly decoded. The decoding of the data elements and definition of the state variables
used in their decoding are described in 2.4.3. The following constructs are used 1o express the conditions
when data elements are present, and are in normal type:

Note this syntax uses the 'C'-code convention thal a variable or expression evaluating i @ non-zero value is
equivalent to a conditien that is true,

while ( condition ) { If the condition is true, then the gronp of data elements occurs next
data_element in the data stream, This repeals untl the condition is not troe.
}
do {
data_element The data clement always occurs at least once.
} while ( condition ) ‘The data element is repested until the condition is not true.,
if ( condition) { 1f the conditon is true, then the first group of dam ¢lements occurs
data_eclement next in the data stream.
else { If the condition is not ruz, then the second group of data elements
data_element oceurs next in the data stream. ‘
.. _ PUMA Exhibit 2005
} Apple v. PUMA, IPR2016-01135
23 of 124
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for (exprl; expr2; expr3) { exprl is an expression specifying the iitialization of the loop. Normally it

data_element specifies the initial state of the counter. expr2 s a condition specifying a test
. made before each iteration of the Joop. The loop terminates when the condition
} is mot ruz. expr3 is anexpression that is performed at the 2nd of each ieration

of the loop, normally it increments a counter.
Noie that the most common usage of this construct s as follows:

for( i=0;1i<mi++) { The group of data elements occurs ntimes, Coaditional constrocts
data_element within the group of data elements may depend on the value of the
. Ipop control variable 1, which is set to zero for the first ocaxrrence,
} incremented to one for the second pecurrence, and so forth.

As noted, the group of data elements may contzin nested conditional constructs. For compactaess, the { }
may be omitted when only one data element follows.

data_element [] data_element [] is an amay of data. The number of data clementsisindicated by
the context.

data_element [n] data_element [n] is the n+1th element of an array of data,

data_element [m][n} data_element [in}[n] is the m+1,n+1 th element of a two-dimensional array of
data.

data_element [[[im]}[n] data_ciement {[{m]/n] is the 1+1,m+1,n+1 th element of a three-dimensional
array of data,

data_element [m..n] is the inclusive range of bits between bit m and bit n in the data_element.

‘While the syniax is expressed in procedural terms, it should not be assumed that 2.4.3 implements a

satisfactory decoding procedure, In particular, it defines a correct and error-free tnput bitstream.  Actual

decodzrs must inchxde a means tolook for start codes inorder to begin decoding correctly, and to identify

errors, erasures of insertions whilz decoding. The methods to identify thess situations, and the actions to be

taken, arc not standardized.

Definition of hytealigned function

The function bytealigned () returns ! if the current position 15 on a byte boundary, that is the next bit in the
 bitstreaun is the first bit in a byte. Otherwisz it retums Q.

Definition of nextbits function

The function nextbits () permits comparison of a bit string with the nzxt bits 0 be decoded in the
bitstream.

Definition of next_start_code function

The next_start_code fimction removes any zero bit and zero byte staffing and locates the next stat code.

Symtax No. of bits Mnemonic

next_start_code() {
while { 'bytealigned() )

zerﬂ_bit 1 g
while ( nextbiis( 1= "0003 0000 0000 D060 DODO 0001")
zero_byte 8 00300000

1
.

This function checks whether the current position is bytealigned. If it is not, zero stuffing bits are present.
After tha: any number of zero bytes may be present before the start-code. Therefore start-codes aRUMads Exhibit 2005

bytealigned and may be precedzd by any number of zerc stuffing bits. Apple v. PUMA, IPR2016-01135
: 24 of 124
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2.4 Requirements
2.4.1 Coding siructure and parameters
Video sequence

A coded video segquence commences with a sequence header and is followed by one or mors groups of
pictures and is eaded by a sequence_end_code. Immediately before each of the groups of pictures there may
ke a sequence header. Within ezch seguence, pictures shall be decodable continuousiy.

In each of these repeaied sequence headers all of the data elemerts with the permitted exception of those
defming the quarntization matrces (load_infra_quantizer_matiix, load_ncn_intra_quantizer_matrix and
optionally intra_guantizer_matrix and non_intra_quantizer_matrix) shall have the same values as in the first
sequence header, The quantization matrices may be redefined each time that a sequence beader cccurs in the
bitstream_ Thus the dataelements load inwa_quantizer matix, load_non_intra_quantizer matrix and
cptionally intra_quantizer_matrix andnon_intra_quantizer_ matrix may have any (non-forbidden) values.

Repeating the sequence header allows the data elements of the initial sequeace header to be repeated in order
that randore access into the viden sequence is possiblz, Inaddition the quantization matrices may be
changed inside the video sequence as Tequired.

Sequence header

A video sequence hzader commences with a sequence_headzr_code and is followed by a series of data
clements.

Group of pictures

A group of pictures is a series of one or more coded pictures intended to assist randomn access into the
sequence. In the stored bitstream, the firstcoded picture in a group of pictures is an -Ficture, The order of
the pictures in the coded stream is e order in which the decoder processes them in normal playback. In
particular, adjacent B-Pictures in the coded stream are in display order. The Tast coded picture, in dispiay
order, of a group of pictures is either an I-Picture or 2 P-Picture.

The fallowing is an example of groups of pictures taken fiom the begirning of a vidzo sequence. In this
example the first group of piciures contzins seven pictures and subsequent gronps of pictores contain nine
pictures. There zre two B-pictures between successive P-pictares and also two B-pictures between
suceessive I- and P-pictures. Picture'1T is used to forn a prediction for picture 4P, Pictures '4F and '1T
are both nsed 10 form predictions for picmures 2B’ and "3B". Therefore the order of pictures in the codzd
sequence shall be "IT', '4P', "2B°, "3B". However, the decoder should display them in the order '11°, 28", '38",
4P

At the encoder input,

1 2 3 4 5 6 7|& 9 10 11 12 3 14 15 15}17 18 19 20 21 22 23 24 25
BBPBBPBEIBB‘PBBPBBIEBPBBP

Atthe encoder output, in the stored bitstream, and at the decoder mput,

E1 4 2 3 75 6||108 9 13 11 12 16 14 15"19 17 18 22 20 21 25 23 24
P B F B B P B B P B BYI B B P B B * B B
where the double vertical bars mark the group of pictures boundaries. Note that in this example, the frst
group of pictures is two pictures shorter than subsequent groups of pictures, since at the beginning of video
coding there are 0o B-pictures preceding the first I-Picture. However, in general, in display order, there may

bz B-Fictures preceding the first I-Picture in the group of pictures, even for the first group of picteres © be
decoded.

PUMA Exhibit 2005
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At the decoder output,

i 2 3 4 5 &% 7 8 3 10 1! 12 i3 14 i5 16 17 18 19 20 21 22 23 24 25

A group of picteres may be of any length. A group of pictuies shall contain one or more I-Pictures,
Applications reqairing random access, fast-forward playhack, or fast and normal reverse playback may use
relatively short groops of pictures, Groups of pictures may also be started at scene cuts or other casss
where motion compznsation is ineffective.

The number of consecutive B-Pictures is vanable. Neither B- nor P-Pictures nezd be present.

A video sequence of groups of pictures that is read by the decoder may be different from the cne at the
encoder outpul due o editing.

Picture

A source or reconstrucied picture coasists of three rectangular matrices of eight-bit nambers; a luminance
mafrix (Y), and two chrominance matrices (Chand Cr). The Y-matrix shall have an even number of rows
and columns, and the Ch and Cr matrices shall be one half the sizz of the Y -matrix in both horizontal and
verlical dimensions.

The Y, (b and Cr components are related to the primary (analogus) Red, Green and Blue Signals “E‘R’ E G
and E‘B) as described in CCIR Recanmendation 601. These pamary signals are gamma pre-comected. The

assumed value of gammnz is not defined in this part of [SO/IEC 11172 bui may typically be in the region
appeoximately 2,2 to approximately 2,8, Applications whick require accurate colour reproduction may
choose to specify the value of gamma more accurately, but this is outside the scope of this pant of ISOJIEC
11172, ‘

The luminance and chrominance samples are positionéd as shewn in figure 5, where "1 marks the position
of the luminance _(Y) samples and "0" marks the position of the chrominance (Cb and Cr) samples:

x X 1 X X | X X I
0 | 0 { 0

X X | X X 1 X X

1 X | X X ] X X
0 I 0 i 0

b4 X i X b4 | X

X X | X b | X X
0 | ] | 0

X X ] X X I X X

Figure 5 -- The position of luminance and chrominance samples.
There are four types of coded picture thatuse different coding methods.
An Intra-coded picture (I-picture) is coded vsing information only from itself.

A Predictive-coded picture (P-picture) is a picurs which is coded nsing motion compensaied
prediction from a past I-Picture or P-Picture, .

A Bidirectionally predictive-coded picture (B-picture) is a picture which is coded using motion
compensated prediction from a past and/or future I-Picurs or P-Picture,

A dc coded (D) picture is coded using information only from itself. Of the DCT coefficients only the )
dc onzs are present. The D-Pictures shall not be in a sequence containing any other picture lypei,UM A Exhibit 2005
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Silice

A slice is a series of an arbitrary number of macroblocks with the order of macroblocks starting from the
upper-left of the picture and proceeding by raster-scan order from left to right and top to boiton. The first
ard lJast macroblecks of a shice shall not be skipped macroblocks (see 2.4.4.4). Every slice shall contain at
least one macroblock. Slices shall not overlap and there shali be no gaps tetween slices. The position of
slices may change from picture to picture. The first slice shall start with the first macroblock in the pictare
and the last slicz shall end with the izst macroblock in the picture.

Macroblock

A macroblock contains a 16-pel by 16-line section of liminance component and the spatially corresponding 8-pel by
8-line section of each chrominance component. A macoblodk kas4 luminance blocks and 2 chrominance Mocks. The
terma "macroblock” can refer o source or reconstucted data or to scaled, quantzed coefficients. The order of blocks in a
mactoblock is top-left, top-right, botiom-left, bottom-right blocks for Y, followed by Cb and Cr. Figure 6 shows the
arrangement of these blocks. A skipped macroblock is one for which ne information is stared (see 2.4.4.4).

0 |1 t4 | |5 ]
2 |3

Y Ch Cr
Figure 6 -- The arrangement of blocks in a macrohlock.
Biock
A block is an orthogonal 3-pel by 8-line section of a luminance or chrominance compaonent.

The term "block” can refereither to source and reconstructed data or to the corresponding coded data
elements.

Reserved, Forbidden and Marker bit

The terms "reserved” and "forbidden” are used in the deseription of some values of szveral fizlds in the coded
bitstream.

The term "reserved” indicates that the valuz may be used in the future for ISOAEC-gefined extensions.

The term “forbidden™ indicates a value that shall never be vsed (usvally m order 10 avoid emulation of start
codes).

The term “marker_bit" indicates a ong bit field in which the value zero is forbidden These miarker bits are
mtroduced at several poinis in the syntax © avoid start-code emulation.

PUMA Exhibit 2005
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2.4.2 Specification of the coded videa bitstream syntax

2.4.2.1 Start codes
Stant codes are reserved bit patiemns that do not otherwise occur in the video stream. Al start codes are
bytealignad.
Name Hexadecimal value
picture_stait_code 00000100
slice_start_codes (including slice_vertical_positions) (000101
through
00000 1AF
reserved 00G0G01BO
reserved 0G0001B1
user_data,_dtart code 06000182
sequence._header_code Q00001B3
sequence_emor_code 00000184
extension_start_code 00000185
reserved 0G0001BaG
sequence._end code 00000187
group_start_code 00000188
system start codes (see note) 00000189
through
00000 1EF
NOTE - System start codes are defined in ISOIEC 11172-1,

The use of the start codes is defined in the following syntax description with the exception of the
sequence_ewror_code. The seqguence ermor: code has been allocated for use by the digital storage media

interface (o indicate where uncorrectable errors have been detected.

2.4.2.2 Video sequence layer
Syntax No. of bits Mnemonic
viden_sequence() {
next_start_code()
do{
sequence_header()
do{ -
group_of_pictires()
1} while { nexibits() == group_start_code )
} while { nextbits() = sequence_header_code )
sequence_end_code 32 bslbf
}
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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2.4.2.3 Sequence header
Syntax No.of bits Mnemonic
sequence_beader() {
sequence_header_code 32 bslbf
horizontal_size 12 uimsbhf
vertical_size - 12 - aimsbf
pel_aspect_ratio 4 wimasbhf
picture_rate 4 wimsbf
bit_rate 18 wimsbhf
marker_bit 1 "y
vbyv_buffer_size . 10 nimsbf -
constrained_parameters_flag ‘ 1
load_intra_guantizer_matrix 1
if {load_inira quantizer_matrix }
inira_quantizer_matrix [} 8¥64 nimsb{
load_non_intra_gunantizer_matrix _ 1
if (load _non_intra_quantizer_matrix ) _
non_intra_guantizer_matrix [] 8¥64 uimsbfl

next_start_code()
if (nextbits)) = extension_starf_code ) {

extension_start _coede 32 bslbF
while { nexibils § = 0000 00H0 000C 0000 OD0D 0001" ) {
sequence_extension_data 8

]

next_start_code()

if (nextbits) == user,_dat,_start_code ) {

user_data_siart_code 32 bsibf
while { nextbis() = 6000 (000 0000 300000000001 ) {
user_data 8

next,_start_code()

PUMA Exhibit 2005
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2.4.2.35 Group of pictures layer
Syntax No. of bits Mnemonic
group_of_pictures() |
group_start_code 32 bslbf
time_code 5
closed_gop 1
broken_link 1

next_start_code()

if ( nexibits() == extension_start_code) {
extension_start_code 32 bslbf
while ( sextbits() = 0000 0000 0000 0000 D000 0001 ) |

group_extension_data 8
nezt_star_code(}
if (mextbis() == user_data_start_code)
user_data_start_code 32 bslbf

while ( mextbits() !="0000 0040 0000 D000 0000 0001') {
user_data

next_start_code()

}
do{
picturz() :
} while ( aextbits() == picure_start_code )
1
PUMA Exhibit 2005
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2.4.2.5 Picture layer
Svatax No. of bits Mnemonic
1 pictare() {
picture_start_code 32 bsibf
temporal_reference 140 uimsbf
picture_ceding _type 3 uimshf
vhv_delay 16 uimshbf
if ( (picture_coding type == 2) I {picture_coding type==3) ) {
full_pel _forward_vector 1 .
forward_f code 3 uimsbf
}
if ( picture_coding_type =3} {
full_pel backward_vector i | :
backward_f code 3 uimshf
}
while {nextbitsQ) =="1") |
extra_bit_picture 1 i
extra_information_picture 8
}
extra_bit_picture 1 o
next_sart_cede()
if (nexibits() == extension_start_code ) { .
extension_start_code 32 bslbf
while ( nextbits() 1= D000 0000 0000 0000 0000 01 ) {
picture_extension_data 8
}
next_start_code()
if ( pextbits() == wser_data start_cede ) | ‘
user_data_start_code . 32 bsibf
while ( nextbits) 1= "D000 0000 0000 0000 0C0C 000T ) {
aser_data 8
1
next_start_code()
}
do {
slice()
} while (nexthits)) == slice_start_code )
}
PUMA Exhibit 2005
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2.4.2.6 Slice layer
Syntay No. of bits Mremonic
dlice(} {
slice_start_code 32 bsibf
quantizer_scale 5 uimsbf
while (nextbits(Q) =="1') {
extra_hit_slice . 1 "t
extra_information_slice B
}
extra_bit_slice 1 "
do{
macroblock()
} waiile (nextbits() 1="000 0000 00X 0000 0000 GHOC" )
next_start_code}
}
2.4.2.7 Macroblock layer
Syntax No. of bits Mupemonic

macroblock () {
whils (nextbits() = 0000 0001 111')

maecroblock_stuffing i1 viclbf
whilz (nextbits() == ‘0000 0001 000 )

macroblock_escape 11 vlclbf
macroblock_address_increment 1-11 viclbf
macroblock_type 1-6 viclbf
if ( macroblock_quant )

guantizer_scale 5 nimsbf
if ( macroblock_metion_forward ) {

motion_horizontal_forward_code 1-11 vlclbf

if { (Forward_f = 1) &&
{motion_borizonial_forward_code '=0))
motion_horizontal_forward_r 1-6 wimshf
motion_vertical_forward_code i-11 ylclbf
if ((forward_f 1= 1) &&
(motion_vertical_forward_code =0))
motion_vertical_forward_r 1-6 uimsbi

if { macroblock_motion_backward )} {

motion_horizontal! backward_code 1-11 viclhf
if { (hackward_fl=1)&&

(mootion_horizontal_backward_code 1= 0) )

motion_horizantal_backward_r 1-6 uimsbi

motion_vertical _backward_code 1-11 vielbf
if { (hackward_fi=1)&&

(motion_vertical_backward_code '=0))

moticn_vertical _backward_r 1-6 aimshf
if ( macroblock_pattern)
coded_block_pattern 3-9 viclbf
for [ i=0; i<6; i++ )
block( i) i
if ( picture_coding_type ==4)
end_of_macroblock 1 b
} ' PUMA Exhibit 2005
Apple-vPEMATPR2016-01135
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2.4.2.8 EBlock layer

Symtax No. of bits Mremonic
block(i) {

if ( pattern_codefi} ) {
if (macroblock_inira) {

if (i<d ) {
det_de_size Juminance 2-7 viclbf
ifidc_sze luminance 1=0)
det_de_differential 1-8 aimsbf
]
else {
det_de_size_chrominance 2.8 viclbf
fidc_size,_chrominance =()
dct_de_differential 1-8 uimsbf
)
}
else {
dct_coeff_first 2-28 viclbf

!
if ( picture_coding_type =4 ) {
while { nexibits() !="10")

dct_coeff_next 3-28 viclbf
end_of_block : 2 viclbf
}
}
}
PUMA Exhibit 2005
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2.4.3 Semantics for the video bitstream syntax
2.4.3.1 Video sequence layer

sequence_end_code -- The sequence_end_code is the bit string 000001B7 in hexadecimal. It terminates a
video sequence.

2.4.3.2 Sequence header

sequence_keader_code - The sequence_headar_code is the bit string 000001 B3 in hexadzcimal, It
identifies the begimning of a sequence header.

horizontal_size -- The horizontal_size is the width of the displayable part of the luminance component
in pels. The width of the encoded luminance component in macroblocks, mb_width, is
(hosizontal_size+15)/16. The displayable part of the picture #s lefi-alizned i the encoded pictaxe.

vertical_size — The vertical_size is the beight of the displayatie part of the luminance component in
rels. The height of the ercoded Imminance component in macroblocks, mb_height, is
(vertical_size+15)/16. The dispiayable part of the pictwre is top-aligned in the encoded picture.

pel_aspect_ratie -- This 15 a four-bit integer defined in the following teble.

pel_aspect_ratio height/width example

000 orbidden

0001 10000 VGA elc.

0010 06735

0011 07031 16:9, 625line
0100 07615

0101 08055 T

0110 0.8437 16:9, 525%ine
o1 08935

1000 09157 ‘CCIR601, 6251ine
1001 09815

1010 1,0255

101 1.0695 :

1100 10950 CCIR6O1, 5251ine
1101 11575

1110 12015

111 reserved

picture rate -- This is a four-bit integer defined in the following table.

picture_rate pictures per second
0000 forbidden
0001 : 23976
0010 24

0011 25

oo . 29.97
0101 30

011D 50

o1 39,04
1000 60

F. r2served
111 raserved

Applications and encoders should take into account the [act that 23,976, 29,97 aad 59,94 are not exact
representations of the nominal picture tate. The exact values are found from 24 000/1 091, 30 000/1 001,

and 60 000/1 001 and can be derived from CCIR Repoxt 624-4. PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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bit_rate —- This is an integer specifying the bitrate of the bitstream measuared in arits of 400 bits's,
romnded upwards. The valve zew is forbidden. The value 3FFFE (11 1111 1111 1111 1111) identifies
variable bil rate operation.

marker_bit — This is ene bit that shall be set © "1".

vbv_buffer_size -- This is a 10-bit mteger defining the size of the VBV (Video Buffering Verifier, see
annex C} buffer needed to decode the sequence. It is defined as:

E =16 *1 024 * vbv_buffer_size
where B is the minimum VBV buffer size in bits required to decode the sequence (see annex C).

constrained_parameters flag -- This is a cne-bit flag which may be set to "1” if the following cata
elements meet the following constraints:

herizortal_size <= 768 pels,

vertical _size <= 576 pels,

((horizontal_size+15)/18) *((vemtical_size+15)/16) <= 396,
((horizontal_size+15Y/16) *((vertical_size+[5)16))*pictire_rate <= 396%15,
picture_rate <=30 pictures/s.

focward_f cede<=4 (see 2.4.3.4)

backward f code <=4 (sce2.43.4)

If the constrained_parameters_flag is set, then the vbv_buffer_size field shall indicate a VBV buiffer size less
than or equal to 327 680 bits (2021024*16; i.e. 40 kbytes).

If the constramed_pamroeters_flag is set, then the bil_rate field shall mdicate a coded data mte less than o
equal to 1 356 00T bits/s.

load_intra_gquantizer_matrix -- This is a one-bit flag which is set (o "1° if an infra_quantizer_matrix
follows. Ifitis setto 0" then the default values defined below in raster-scan order, are used unal the next
occurence of the sequence header, ’

B 16 19 22 26 27 29 34
16 16 2 24 27 29 M 37
19 22 26 27 25 34 3 38
22 22 26 27 29 34 37 40
22 26 27 29 32 35 40 48
26 27 29 32 35 40 48 58
26 27 2 34 38 46 56 69
27 29 35 38 46 56 oY 83

intra_guantizer_matrix -~ This iy alist of sixty-four §-bit unsigned integzrs. The new values, stored in
the zigzag scanning order shown in 2.4.4.1, replace the default values shown above. The value zero is
forbidden. The value for intra_guant{D][0] shall always be 8. The new valnes shall be in effect until the
next ocaorencs of a sequence header,

load_non_intra_guantizer matrix — This is a one-bit flag whichis set to "1" if a
non_intra_gquantizer_matrix follows. If it is set to "0" then the defauit values defined bdow are used until
the nextoccuence of the sequence header,

16 16 16 16 16 16 16 16 PUMA Exhibit 2005
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non_intra_quantizer matrix -- This is a list of sixty-four 8-bit unsigned integers. The new values,
stored in the zigzag scanning order shown in 2.4.4.1, replace the default values shownabove. The valve
zero is forbidden. The new values shall be in effect until the nex: occurence of a sequence header.

extension_start code -- The extension_start_code is the bit siring 000001B5 in hexadecimal. Tt
identifies the beginning of extension data. The extension data continue until receipt of another start code.
It is a requirernent to parse extension data comeetly.

sequence_extension_data - Reserved

user_data_start_cede - The user_data_start_code is the bit string 000001582 in hexadecimal. It
identifies the bzginning of user data. The user data continees until receipt of another siart code,

user_data — The user_data is defined by the users for their specific applications. The user data shall not
coniain astring of 23 or more zer bits,

2.4.3.3 Group of pictures layer

group_start_code -- The group_start_code is the bit string 000001B& in hexadecimal. Tt ideniifies the
begmrmg of a group of pictures.

time code — This is a25-bit field containing the following: drop_frame_flag, time code hours,

time code_minutes, marker_bit, time_code_seconds and time_code_pictures. The fields comrespond to the
fields defined in the [EC standard (Publication 461) for "tine and control codes for viden tape recorders” (see
anngx E). The code refers to the first picture in the group of pictures that has a temporal_reference of zero.
The drop_frame._flag can be set to either "0" or "1". It may be set o "1" only if the picture raie is
29.97Hz, Ifitis 0" then pictures are counted assuming rcunding to the nearest integral number of pictwres
per second, forexample 29,97 Hz would be rounded (0 and counted as 30 Hz, Ifit is "1” then picture
numbers ( and 1 at the start-of each mirute, except minutes 0, 13, 20, 30, 40, 50 are omitted from the

count,
time_code ][ range of value I bits
dop_framz_flag 1
time_code_hours 0-23 5 uimshf
time _code_minotes 0-359 6 uimshf
marker_bit 1 1 i B
time_code_seconds 0-59 6 uimsbf
time._code_pictures 0-59 6 wimshf

closed_gop -- This is a one-bil flag which may be set to "1" if the group of piciures has been eacoded
without motion vzctors pointing 1 the previous group of pictures.

This bit is provided foruse during any editing which oceurs after encoding. If the previous group of pictures
is removed by editing, broken_link may be set to "1" 5o thar a decoder miy avoid displaying the B-
Pictures immediately following the first I-Picture of the group of pictures. However if the closed_gop
bit indicates that there are no prediction references to the previous group of pictuses then the editar may
choose not fo set the broken_link bit as these B-Piciures can be correctly decoded in this case.

broken_link — This is a one-bit flag which shait be set to "0" Juring encoding. Itis set to "1” ‘o indicate
that the B-Pictares immediately following the first I-Picture of a group of pictures cannot be correctly
decoded because the other 1-Picture or P-Picture which is used for preciction is not available (because of the
action of editing).

A decoder may use this flag 10 avoid displaying piciures that cannotbe correctly decoded.

extension_stari_code - See 2432,

group_extension_data -- Reserved.

user_data_start_code - Sec 24.3 2. PUMA Exhibit 2005
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2.4.3.4 Picture layer

pictere_start code - The picture_start_code is a sring of 32-bits having the value 00030100 in
hexadecimal.

temporal_reference -- The temporal_reference is a 10-bit unsigned integer associated with each input
picture. Itis incremented by one, modulo 1024, for each input pictwe. For the earliest picture (in display
order) in each group of pictures, the lemporal_reference is reset to zero.

The iemporal_reference is assigned (in sequence) 1o the pictures in display order, no =mporal_reference shatl
be omited from the sequence.,

picture_coding type — The picture_coding_type identifies whether a picture is an inra-coded pichue(l),
predictive-coded pictare(P), bidirectionally predictive-coded pichure(B), or inira-coded with only de
coefficients picture(D) according 10 the following table. D-pictures shall never be included in the same
video sequence as the other picture coding types.

picture_coding_type coding mathod
000 forbidien
01 ntra-coded (T}
010 “predictive-coded (P) :
011 bidirectionally-predictive-coded (B)
100 dc mtra-coded (D)
1 reserved
111 reserved

vbv_delay -- The vbv_delay is a 16-bit unsigned intzger. For constani bitrate operation, the vby_delay
is osed (0 set the initial occupancy of the decoder's buffer at the startof decoding the picture 5o that the
decoder's buifer does not overflow or underflow, The vbv_delay measures the time needed to fill the VEV
buffer from an inidally empty stale at the target bit rate, R, o the correct level immediately before the
current picture is removed from the buffer.

The valze of vbv_delay is the number of periods of the 90kHz system clock that the VBV should wait after
receiving the final byte of the picture start code. It may be catculated from the state of the VBY s fllows:

*
vbv_deiayn =00 000 * Bn IR

a>0
£
BIl = VBV occupancy, measured in bits, inmediately tefore removing picture i from the

baffer but after removing any group of picture layer data, sequence header data
and the picture_start_code that immediately precedes the dama elements of
picturen.

R = bitrate measured in bits/s. The full precision of the bitrate rather than the 1oundzd
value encoeded by the bit_rate ficld in the sequence header shall be used by the
enceder in the YBVY model.

For non-constant bitrate operation vbv_delay shall have the value FFFF in hexadecimal,

full_pel_forward_vector -- If sef to "1", then the motion vector values decoded represent integer pel
offsets (rather than haif-pel units) as reflected in the equations of 2.44.2,

forward_{_code -- An unsigned mteger taking valuss 1 through 7. The value zero is forbidden. The
variables forward_r_size and forward_f used in the process of decoding the forward motion vectors are derived
from forward_f code as describedin 2.4.4.2

full_pe!_backward_vector — If setto "1", then the motion vector values decoded reprcsm?m&%A ngmblt 2005
offsets (rather than half pel units) as reflected in the equations of 2.44.3. Apple v. PUMA 2016-01135
37 of 124
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backward f_code - Anunsigoed integer iaking values 1 through 7. The value zerc is forbidden. The
variables backward_r_size and backward_f used in the process of decoding the backward motion vectors are
derived from backward_f_code as described in 2.44.3.

extra_bit_picture -- A bit indicates the presence of the following extra information. If
extra_bit_picture is set to 1", extra_information_picture will follow it. If itis set to "0", there are no data
following it. ‘

extra_information_picture -- Reserved.

extension_start_code - See 2.4.32.

picture_extension_data — Reserved.

user_data_start eode — See 2.43.2.

user_data -- See 2.43.2.

2.4.3.5  Slice layer-

slice_start_code -- The slice_start_code is a string of 32-bits. The first 24-bits have the value OD000] )
s bexadecimal and the last 8-bits are the slice_vertical position having a value in the range 01 through AF
hexadecimal inclusive.

slice_vertical_position -- This is given by the last eight bits of the slice_start code. It is an unsigoed
mteger giving the vertical position in macroblock units of the first macmblock & the slice. The
slicz_vertical_position of the first row of macroblocks is one, Some slices may have the same
dlice_yertical_position, since slices may start and finish auywhere. Note that the slice vertical position is

constrained by 2.4.1 ta define non-ovedapping slices withno gaps between them. The maximam value of
slice _vertical _position is 175.

quantizer scale -- An unsigned integer in the range 1 to 31 vsed 10 scale the reconsiruction level of the
retricved DCT coefficient levels. The decoder shall use this value wntil another quantizer_scale is
encountered either at the skice Jayer or the macroblock layer. The value zero is farbidden.

extra_bit_slice -- A bit indicates the presence of the following extra informaton. If extra_bit_slice is
setto"1", exwa_infomnation_slice will follow it. If itis setto "0", there are no data following it.

extra_information_slice -- Reserved.
2.4.3.6 Macreblock layer

macroblock_stuffing -- This is a fixed bit string "00{0 0001 111" whick can be inserted by the encoder
o increase the bit rate 10 that required of the storage or transmissios medium. 1t is discarded by the decoder.

macroblock_escape -- The macrotlock_escape is a fixed bit-string "0000 0001 ¢O0”" which is used
when the difference between macroblock_address and previous_macroblock_address is greater than 33. k
causes the value of macroblock_address_increment to be 33 greater than the value that will be decoded by
subsequent macrcoblock_escapes and the macroblock_address_increment codewords.

For example, if there are tvomacroblock_escape codewords preceding the macroblock_address_increment,
then 65 is added o the value indicated by macroblock_address_increment

macroblock_address_increment — This is a varizble length coded integer coded as per table B.1 which
indicates the difference between macroblock_address and pievious_macrobleck_address. The maximum
vadue of macrobleck_address_incremert is 33. Values greater than this can be encoded using the
macroblock_escape codeword.

The macroblock_address is a variable defining the absolute position of the current macroblock, The

macroblock_addmss of the top-left macroblock is zero, PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
38 of 124
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The previous_macioblock_address is a variable defining the absolute position of the last non-skipped
macrobiock (Gee 2.4.4.4 for the definition of skipped macroblocks) except at the start of a slice. At the start
of a slice, previous_macroblock_address is reset as follows:

previous_macroblock_address=(slice_vertical positon-1¥*mb_width-1;

The spatial position in macroblock units of a macrobleck in the picture (mb_row, mb_colrnn) can be
computed from the macrobiock _address as foliows:

mb_row = macroblock_address / mb_width
mb_column = macroblock_address % mb_width

where mb_width is the number of macroblocks i one row of the picture.

NOTE - The slicz_vertical_position differs from mb_row by one.

macroblock_type -- Variable length coded indicator which indicates the method of codisg and content of
the macrotlock according 0 the tables B.2a through B.2d.

macroblock_quant-- Derived from macroblock_type.

macroblock_motion_forward -- Derived from macroblodk_type.

macroblock _motion_backward - Derived from macroblock_type.

macroblock_patiern - Derived from macroblock_type.

macroblock_inta — Derived from macroblock_type.

quantizer_scale - An nnsigned irteger in the range 1 to 31 vsed to scale the reconstrction level of the
retrieved DCT coefticient levels. The value zerois forbidden. The decoder shall use this vaiue unftil another

- quaniizer_scale is encountered either at the slice layer or the macroblock layer. The presence of
quantizer_scale is determined fram macroblock_type.

motion_horizontal forward_code -- motion_horizontal_forward_code is decoded according O tble
B 4. The decoded value is required {along with forward_{ - see 2.4.42) to decide whether or not
motion_harizontal_forward_r appears in the bitstream.

motion_horizontal_forward_r -- An unsigned integer (of forward_r_size bits - see2.4.42) used in the
process of decoding forward motion vectors as described in 2.44.2.

motion_vertical_forward_code -- motion_vertical_forward_code is decoded according to table B.4.
The decoded value is required (2long with forward_f - see 2.4.42) to decide whether or not
motion_vertical _forward_r appears in the bitstream.

motion_verfical forward_r -- An unsigned integer (of forward_1_size bits - see 2.4.4 2) used in the
process of decoding forward motion vectors as described in 2.44.2.

motion_horizontal_backward_cede -- motion_horizontal_backward_code is decoded according to
table B.4. The decoded value ts required (along with backward_f - see 2.44.2) to decide whether or not
motion_harizontal backward_r appears in the bitstreamn.

motion_horizontal_backward_r -- An unsigned integer (of backward_r_size bits - see 2.4.4.2) used in
the process of deceding backward motion vectors as described in 2.442.

motion_vertical_backward_code - motion_vertical_backward_code is decoded according to table B 4.
The decoded value is required (along with backward_f) to decide whether or not notion_vertical_backward_r
appears in the bitstreamn.

motion_vertical_backward_r - An unsigned integer (of backward_r_size bits] used in tlpMaAsEahibit 2005
decoding tackward motion vecters as described in 24.4.3. Apple v. PUMA, IPR2016-01135
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coded block_pattern -- coded_block_pattern is a variable length code that is used (o derive the variabie
cbp according to table B.3. If macrcblock_iatra is zero, cbp=0. Then the pattern_code[i] for =005 is
derived from cbp using the following: .

pattern_codeli] = (;

if ( cbp & (1<<{5-)) ) pattern_codeli] = 1;

if ¢ macroblock_ivtra ) pattern_codef[il =1 ;
patiern_code[(} ~ I7 1, then the upper Ieft luminance block is to be received in this macroblock.
patiern_code{1] — If 1, then the upper right Tewrinance block is to be received in this macroblock.
patiern _code[Z] — If 1, then the Tower F2ft Tuminance block is to be received in this macroblock.
patiere_code[3] — If 1, then the lower right luminance block is to te seceived in this macroblock .
patiern_code[4] — If 1, then the chrominance block Cb is to be raceived in this macroblock.
patiern_code[5] — If 1, then the chrominance block Cr is to be received in this macmoblock.
end_of macreblock -- This is a bit which is set o "1" and exists only in D-Pictures.
2.4.3.7 Block layer
det_dc_size_Jaminance -- The nunber of biis in the followiag det_dc_differential code,
dc_size_luminance, is derived according to the VLC table B 5a Not that this data element is used inintra
codzd blocks.
det_dc_size _chrominance -- The number of biis in the following dci_dc differeniial code,

de_size_chrominance, is derived according to the VLC table B.5b. Note that this data elzment is used in
intra cpded blocks.

-det_dc_differential -- A variable length unsigned integer. If dc_size_urzinance or de_size_chrominance
(as appropriate) is zero, then det_de_differential is not present in the bitstream. dee_zz [] is the array of
¢uantized DCT coefficients in zig-zag scanning order. dct_zz[i] for i=0..63 shall be set to zero initially. If
de_size_luminance or de_size_chrominance (a8 appropriate) is greater than zero, then dee_zz|(] is compated
as follows from deot_de_differental:

For luminance blocks:
if {dat_dc_differential & ( 1 << (dc_size Juminance-1)))} dot_zz{0] = dct_de_differentiab ;
elsz det_zz[0] = ( (-1) << (dc_size_luminance) )| (dct_dc differential+1);

For chrominance blocks:
if (da_dc_differential & ( 1 << {dc_size_chominance-13)) det_zz[(}] = det_dc_differential ;
elss dot_zz 0] = { (1) << (dc_size_chrominance) ) | {dct_dc_differential+1) ;

Note that this data dement is used in intra coded blocks,

example for dc_size luminance = 3
det_dc_differential det_zzf0)
000
001
010
011
100
101
110
111

ok hdid

det_coefl_first - A variable length code accordiag to tables B.Sc through B.5f for the first cogbfigight. Exhibit 2005

The variables mn and level are derived according to these tables. The zigzag-scanngd guantiz

CocThceat ket spdaod s olows RPBEPLNR, P20t 601135
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i=1n;
if (s==0)dct_zz[i]=level ;
if (s==1) dct_zz{i] =- level :

The temns det_coefl_first and det_coeff_next are run-enzth encoded and det_zzfi}, i>=0 shall be set to zero
initially. A variable Iength code according to tables B.5c through B.5F is used (o represent the mum-length
and level of the DCT coefficients, Note that this data element is used in non-intra coded blocks.

dct_coeff_next — A variable length code according to tables B_Sc through B.5f for coefficients following
the first retrieved. The variables run and level are derived according to these mbles. The zigzag-scanned
quantized DCT coefficient list is updated as follows.

t=i+mn-+l ;
if (8 ==0) det_z2{i] = level ;
if (s==1)dct_zz[i] =- level :

i macroblock_intra == 1 then the term i shall be set © zero before the first det_coefl_next of the block.
The decoding of dci_coeff_next shall nol cause 1 to exceed 63.

end_of_block -- This symbol is always used to indicate that ne additional non-zero coefiicients are
present. It is used even if det_zz 63] is non-zero, Iis value is the bil-string "10" as defined in table B.5¢.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
41 of 124
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2.4.4 The video decoding process
Comypliance requirements for decoders are contained in ISO/IEC 111724,
2.4.4.1 Intra-coded macroblocks

In I-pictures all macroblocks are intra-coded and stored. In P-pictures and B-pictures, some macroblocks
may be intra-codzd as identified by macroblock_type. Thus, macroblock intra ideniifizs the intra-coded
macroblocks.

The varigbles mb_mw and mb_column locate the macmblock in the picture. They are defined in 24.3.6.
The definitions of det_dc_diiferential, and dci_coeff_next also have defined the zigzag-scanned quantized DCT
coefficient list, det_zz[]. Eachdct_zz[] is located in the macroblock as defined by pattem_code[l.

Define det_recon{m}{n] © be the matrix of reconstructed DCT cocificients of the black, where the first index
identifies the row and the second the cdlumn of the matrix. Define det_de_y__past, det_d¢_ch_past and
det_dc_cr_past to be the det_recon[0][0] of the most recently decoded intra-coded Y, Cb and Cr blocks
respeetively. The predictors det_dc_y past, dct de_cb_past and dci de_or_past shall all be reset at the start
of a slice and at non-intra-coded macroblocks {including skipped macroblocks) to the value 1 (024 (128*8).

Define intra_quantm][n] to be the intra quantizer matrix thatis sperified in the sequence header.

Note that intra_quant{0]1[0] is wsed in the dequantizer calcslations for simplicity of description, but the result
is overwritien by the sibsequent calenlation for the de coefficient.

Define scanfm][n] © be the matrix defning the zigzag scanning sequence as follows:

¢ 1 3 6 14 15 2i 28
2 4 7 13 16 26 29 42
a 8 12 17 15 30 41 43
g 11 18 24 K3 | 40 44 53

10 19 23 32 39 45 52 54
20 22 33 38 46 51 55 &0
21 34 37 47 50 56 5¢ 61
35 36 43 43 57 58 62 a3

Where nis the horizontal index andm is the vertical indes.

Definz past_intra_address as the macroblock_address of the most recently retrieved intra-coded macroblock
within the slice. Itshall be reset to -2 at the beginning of each slice.

Then det_reconfm][n] shall be computed by any means equivalent to the following procedure for the first
luminance block:

for (n=0; m<8; m++) {

for (n=0; n<8; n++) {
i=scanfm](n];
dct_recon[m}in] = {2 * det_zz{i] * quantizer_scale * intra_guant{m]in] }/16 ;
if ((det_reconfmjin] & 1)=0)

det_recanim]}[n] = det_recon[mej[u] - Sign{dct_recon[m]n]} ;

if (dct_recon[m][a] > 2 (47) det_recon[m][n} =2 047 ;
if (dct_recon[m}n] < -2 (48) dct_recon[m][n] = -2 (M8;

}

}
dat_reconl}][0] = dct_zA0] ¥ 8 ;
if ( (macwoblock _address - past_inira_address> 1))
det_recon[0]{0] = (128 * 8) + dat_tecon[01D] ;
else
det_reconlO)[0] = det_dc_y_past+ det_recon[0][0] ; .
dict_dc_y_past = det_recon[D][D] ; PUMA Exhibit 2005
) Apple v. PUMA, IPR2016-01135
Nate that this process disallows even valsed numbers. This has been found to prevent accumnlaticn of 42 of 124
mismatch errors. :
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For the subsequent Iuminance blocks in the macroblock, in the order of the list defined by the armay

patiemn_code[]:

for (m=0); m<8§; m++) {

for (=0, n<8; n++) {
i = scanfm]fn] ;
det_secon[m)In] = ( 2 *dei_zzfil * quanidzer_scale ¥ intra_quantfm][n} ) /16 ;
if( (dci_reconfmlin] & 1)==0)

dct_recon[m]fn] = det_recon|m){n} - Sign(dct_reconfm]n]) ;

if (det_recon[m][n] > 2 047) ddi_tecon[m)n] =2 (47 ;
if (det_recon[m][n] < -2 048) det_recon(m}[n} =-2 048 ;

}

}
det_recon[0][0] =ddt_dc_y_past + (dot_zz[0] * 8} ;
det_dc_y_past = det_recon{0jf0} ;

For the chrominance Cb block,:

for (m=0: m<$§; m++) {

for (m=0; n<8; n++) {
i=scan[m][n] ;
det_reconfm][n] =( 2 * dci_zz[i] ¥ quantizer_scale ¥ intra_gquani[m][n] } /16 ;
if ( (det_reconfmin) & 1) ==0)

det_reconfmi[n] = det_recon[m][n] - Sign{dct_recon[m]n]) ;

if {dct_recon[m][n] > 2047) dot_teconfm][n] =2 047 ;
if (det_recon[mi[n] < -2 048) dot_recon[m][n] = -2 048;

'

}

det_recon[0][0] =dct_zx[0] < 8;

if ( ( macroblock_address - past_intza_address ) > 1}
det_recen[0][0] = (128 * 8) + dct_recon[Q)[0} ;

else
de_reconf0][0] = det_dc_ch_past + det_reconf0][0]
det_de_cb_past =dct_recon{03{0] ; :

For the chrominance Cr blodk, :

for (m=0; m<$; m++) {

for (n==0); n<8; n+) |
i = scan{m](n] ;
det_recon’m|{n] = { 2 * dd_zz[i] * guantizer_scale * intra_quantm][n] ) /16 ;
if((da_reconmiln) & 1) =10)

det_recon({m][a] = det_recon[m]n] - Sign{dct_reconfm]nl; ;

if (det_recon[m}{n] > 2047) dct_reconfm][n] =2 647 ;
if (det_recon[m][n] < -2 048) dct_reconfm]{n] =-2 048 ;

H

det_recon[O][0] =dct_zz[0] * &;
if { ( macroblock_addiess - past_intra_address } > 1)
det_recon[01[0] = (128 * 8) + det_recon[0][0] ;

——

else
det_recen[$][0] = dot_de_cr_past+ det_recon[CIE0] ;
det_de_er_past = del_recon[0][0] ;

Afiter all the blocks in the macroblock are processed:
pastintra_address = macroblock_address ;
Values inthe coded datn clements leading 1o dct_reconf0][0] < Oor dct_reconi0i0) > 2 047 R fé Arfupit 2005
iole v PUMA. TPRO016-01135

Once the DCT coefficients ase reconstructed, the inverse DCT transform defined in annex A shall be appligf® of 124
to obtain the inverse transformed pel values in the range {-256, 255]. These pel values shall be limited 10
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the range [0, 253] and placed in the luminance and chrominance matrices in the positions defined by
mb_row , mb_column, and the listdefined by the array patiera_code(].

2.4.4.2 Predictive-coded macrokliocks in P-pictures
Predictive-coded macroblocks in P-Pictures are decoded in two sieps.

First, the value of the forward motion vector for the macroblock is recotstrucied and a prediction
macroblock is formed, as detailed below.

Second, the DCT coefficient information stored for same or all of the blocks is decoded, dequantized, inverse
DCT transformerd, and added to the prediction macroblodk.

Let recen_right_for and recon_down_for be the rconstructed horizontal and vertical components of
the motion vector for the current macroblock, and recon_right_for_prev and recon_down_for_prev be the
reconstructed motion vectar for the previous predictive-coded macroblodk. Ifthe curreni macroblock is the
first macroblock in the dice, or if the last macroblock that was decopded contained no motion vector
information (either because it was skipped or macroblock_motion_forward was zem), then
recon_right_for_prev and recon_dowa_for_prev shall be set to zero.

f 10 forward motion vector datz exisis for the current macroblock (either becanse it was skipped or
macroblock_maotion_forward = (3, the motion vectors shail be sel to zero,

[f forward motion vector data exists for the curcent macroblock, ther any means equivalent i the following
procedure shall be used to reconstruct the motion vector harizontal and vertical components.

forward_r_size and forward_f are derived from forward_f_code as follows:

forward_r_size = forward_f_codz -1
forward_f= | << forward_r_size

if ((forward_f = 1) I (motior_horizontal_forward code==0)) [
complement_horizontal_forward_r=0;

} else { '
complement_horizontal_forward r=forward_f- 1 - motion_horizontal forward r;

!
if ((forward_{== 1) ll{motion_vertical forward_code==0)) !
canplement_vertical forward_y=0;
}else { _
camplement_vertical forward_r = forward f - 1 - motion_vertical_forward r,
}

right_litle = motion_horizontal_forward_code * forward_f;

if (right litle=0) {
right_big = 0;

}else{
if (right_litde > O) {

right_little = right_little - complement horizontal_forward_r ;

right,_big =right_litdle - (32 * forward _f};

} else { :
right_little = right_little + complzment_horizontal_forward r;
right_big =right_Little + (32 * forward_{);

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
44 of 124
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down_little = motior_vertical_forward_code * forward_f;
if (down_litde =—0) {
dowvn_big=0;
jels { ‘
if (down_liltle > 0) {
down_litle = down_little - complement_vertical_forward_r ;
down_big= down_litle - (32 * forward_f);
Jebke{
dowe_little = down_litte + complement_vertical_forward 1 ;
dowr_big = down_lilde + (32 * forward_f);

}

Values of forward_f, motion_herizontal forward_code and if present, motion_horizontal_forwasd_r shall be
such that right_litile is not equal 0 forward_f * 16.

Values of iorward_F, motion_vertical forward_code and if present, motion_vertical_forward r shall be such
that down_liltle is not equal to forward_f * 16.

max =( 16 * forward_f) - 1 ;. :
min=(-16 * forward_f) ;

new_vector = recon_right_for_prev + right_little ;
if ( {new_vector <=max) && (new_vector >= min) }
recon_right_for = recon_right_for_prev + right_little ;
else_
recon_right_for= recon_right_for_prev + right_big ;
recon_right_for_prev = recan_right_for ;

i ( full_pel_forward vector ) recon_right_for= recon_right_for<<1;
new_vector = recon_down_for_prev + dowan_little ;
if { {new -vector <=max) && (new_vector >=min) )

recon_down_for =recor_down_for_prev + down_little ;

clse
recon_down_for = recon_down_for_prev + down_big;
recen,_ down_for_prev = recan_down_for |
if ( full_pel_forward_vector) recon_down_for = recon_down_for<< 1

The motion vectors in whole pel units for the maaroblock, right_for and down_for, and the half pzl unit
flags, right_bal{_for and down_half_for, are computed as follows:

for luminance for chrominance
right_for = recon_right_for>> 1 ; right_for = (recon_right_for/2)>>1;
down_for=recor_down_for>> 1 ; down_for = (recon_down_for /2 ) >> 1

right _half_for= recon_right_for - (2*right_for) ; right_half’ for =recor_right_for2 - (2*right_for) ;
down_half_for=recon_down_for - @Q*down _for); || down_half for= recon_down for/2 - (2*down_for);

Mbotion vectars leading to references outside a reference picture's boundaries are not allowed.

A positive value of the reconstructed horizontal motion vector (right_for) indicates that the referenced area of
the pastrefersnce picture is © the right of the macroblock in the coded picture.

A positive value of the reconstructed vertical motion vector (down_for) indicates that the referenced area of
the past refersnce picture is below the macroblock in the coded picture.

Defining pel_past{}{] as the pel values of the past picture referenced by the forward molion vector, and
pellill as the predictors for the pel values of the block being decoded, then:

if ( (! ight_half_for)&& (! down_half_for}) PUMA Exhibit 2005

pelli] j1= pel pastli+down_forfj+right_for] ; Apple v. PUMA, IPR2016-01135
45 of 124
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if { (! right_hz¥f_for) && down_half for)
pelli) (] = ( pel_past[H+down_for][j+right_for}+
pel_past[i+down_for+1|{j+right_for]) £ 2;

if { right_half for && (! down_half for))
pel[il[f] = ( pel_past[i+down_ fo:}ﬁa-ngh; for] +
pel_past[i+down_for]{j+right | for-rl})ﬂz

if ( rght_half for && down_half for)
pelil{j) = ( pel_pastli+down_for][j+right_for} + pel_pastli+down_for+1 Hj+right_for] +
pel_past[i+down_for}{j+right_for+1] + pel_pastfi+down_for+ L 1{j+night_for+-1] ) // 4

Define non_intra_quant[m][n] to be the ncn-intra quantizer matrix that is specified in the sequence header,

The DCT coefficients for each block presentin the macroblock shall be teconstructed by any means
equivaleat o the following procedure:

for ( m=0; m<8; o+ } |
for (n=0; n<8;n++ ) {
i=scaniml{n];
det_reconfm][n] = ( ({2 * do_zeli)) + Sign{det_zz{i])) *
quantizer_scale * non_intra_quant[m]fn}) /16;
if ({det_reconm]fn] & 1)==10)
det_recon[m]in] = det_recon[m][n] - S:gn(dct recon[m] fnl};
if (det_recon[m}{n] > 2047) del_récan[m]in} =
if (det_recon[m]{n] < -2048) dct_recon[m}in] = -2048 3
if (det_zz[i]=0)
det_recon[m]n] = Q;

pr—

}
det_recon[m]{n} = 0 for dltm, n in skipped macroblocks and when pattem[i] = 0.

Once the DCT coefficients are reconsiructed, the inverse DCT transforin defined in annex A shall be applied
10 obtain the inverse transformed pel values in the interval [-256, 255]. The inverse PCT pel vatues shall
be added to the pelfilfjl which were computed above using the motion veciors. The result of the addition
shall de limmited o the interval f0,255]. The location of Eh° pels is determined from mb_row, mb column
and the paterm.. code list.

2.4.4.3 Predictive-coded macroblecks in B-pictures
Predictive-codzd macroblocks in B-Pictares are decoded in four sieps.

First, the value of the forwasd motion vector for the macroblock is reconstructed from the retrieved forward
motion vector information, and the forward motion vecior reconstructed for the previcus macmblock, using
the same procedure as for calculating the forward motion vector in P-picures. However, for B-pictures the
previous reconstnicied motion vectors shall be reset only for the first macroblock in a slice, or when the
last macioblock that was decoded was an ntra-coded macroblock. If no forward motion vector data exists for
the cwrrent macroblock, the motion vectors shall be obtained by:

recon_right_for = recon_right_for_grev,
recon_down_for = recon_dewn_for_prev.

Second, the value of the backward motion vector for the macsoblock shall be reconstructed from the
retrieved backward motion vecior information, and the backward motion vector reconstructed for the
previous macmblock using the same procedure as for calculating the forward motion veciwor in B -pictuses,
In this procedure, the variables needed to find the backward motion: vecter are substituted for the vanables
needed o find the forward motion vector. The variables and coded data dlements used to calculate the
backward motion vector are;

PUMA Exhibit 2005
recon_right_back_prev, recon_down_back_prev, backward_f code, full_pAppiewar® Wdddy, [IPR2016-01135
motion_horizonial_backward_code, motion_harizonial_backward_r, 46 of 124

motion_vertical backward_code, motion_vertical_backward_r,

36
Apple Exhibit 1009
Page 46 of 124



© ISO/EC ISOMEC 11172-2: 1993 (E)

backwaid_r_size and backwarc_fare derived from backward f_code as follows;

backward_r_size =backward £ _code -1
backward_f = 1 << backward_r_size

The following variables result from applying the algorithn in 2.44.2, modified as described in the
previous paragraphs in this clause:

right_for  right_haf_for down_for down_half_for
right_back right_half back  down back  down_half back

Trey define the integral and halfpel value of the rightward and downward components of the forward motion
vector (whichreferences the past picture in display order) and the backward motion vector (which references
the future picture in display order).

Third, the predictors of the pel values of the block being deceded, pel [1[], are calculated, If only forward
moticn vector information was retricved for the macroblock, then pelij[] of the decoded picture shall be
calculated according to the formulas in 24.4.2. If only backward motion vector information was retrieved
for the macrobleck, then pel{11] of the decoded picture shall be calenlated according o the formulas in the
predictive-coded macroblock clanse, with "hack™ replacing "for", and pel_fanre[][] replacing pel_past{][]. of
both forward and backward motion vectors information are retrizved, then let pel_forf][] be the value
calculated from the pzst picture by use of the reconstructed forward motion vector, and let pel back(][] be
the value calculated from the future picture by use of the reconstructed backward motion vector. Then the
value of pelf][] shall be calculated by:

pell}t] = {pel_forill + pel_back[l[] ) /2;
Define non_intra_quant[m][n] to be the non-inira quantizer matrix that is specified i the sequence header.

Feurth, the DCT coeefficients for each block piesent in the macroblock shaltl be reconstructed by any mesns
equivalent to the following procedure:

for (m=0; m<§; m++ ) {
for ( n=0; n<8, n++) {
i =scanfm]fn] ;
det_recon[m][n] = (( (2 * det_rzfi]) + Sign(dct_zz[i])) *
quantizer_scale * non_intra_quantjmi[n} )/ 16 ;
if ((dct_recon[m}{n] & 1)==0}
det_recon[m]{n] = dct_recon[m]{n] - Sign{da_secon[m]n} ;
if {dc_recon[m}n]>2 47 det_reconfm}[n] =2047 ;
if (det_recon[m][] < -2 48) dct_reconfm]{n] = -2 (48;
if (det_zz[i]==0)
det_reconfm]ln]=17;

1
det_reconimin] = 0 for all m, n in skipped macrcblocks and when patternfif == 0.

Once the DCT coefficients are recorstructed, the inverse DCT tansform defined in annex A shall be applied
to obtain the inverse transformed pel values in the range [-236, 255]. The inverse DCT pel values shall be
added to pel[l[1, which were computed above from the moticn vectors. The result of the addition shall be
limited o the interval [0,255]. Thelocation of the pels is detenmined from mb_row, mb_column and the
pattem_code list. '

2.4.4.4 Skipped macroblocks

For some macroblocks there are no coded data, that is neither motion vector informatior nor DCT
information is available © the decoder, These macroblocks are called skipped macrobiocks and are indicated
when the macroblock_address_increment is greater than 1. .
& PUMA Exhibit 2005

In I-picwres, all macroblocks shall be coded ard there shall be no skippad magighjbeks, PUMA, IPR2016-01135
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In P-pictures, the skipped macroblock is defined o te a macroblock with a reconsiructed moltion vecior
equal 10 zero ané no DCT coeflicients.

In B-pictures, the skipped macroblock is defined to bave the same macroblock_type (forward, backward, or
both motion vectors) as tie prior macroblock, differential motion vectors equal to zerg, and no DCT
coetficients, In a B-picture, a skipped macroblock shall not follow an iatra-coded macroblock.

2.4.4.5 Forced updating

This fimction is zchieved by forcing the use of an intra-coded macroblock. The update pattem is not
defined. For control of accumulation of IDCT mismatch-error, each macroblock shall be intra-coded at least
once per every 132 imes it is coded in a P-picure without an intervening I-pictlure.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Annex A
{nomative)

8 by B Inverse discrete cosine transform

'Ihe 8 by B inverse discreie cosine transform for I-pictures and P-piclures shall conform to IEEE Draft
Standard, P1186/D2, July 18, 1990, For B-pictures this specification may also be applied but may be
unnecessarily stringent. Note that clause 2.3 of P118(/D2 "Censiderations of Specifying IDCT Mismatch
Errors” requires the specification of petiodic inlra-ceding in order to contol the accuanulation of mismatch
errors. The maximum refresh period requirement for this part of ISO/IEC 11172 shdil be 132 intra-coded
pictures or predictive-coded pictures as stated in 2.4.4.5, which is the same as indicated ia P1180/D2 for
visual ielephony according to CCITT Recommendation H.261 [5].

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Annex B
{normative)

Variable length code iables

Introduction

This annex coatains the variable Iength code tables for macrobleck addressing, macroblock type,
macrcblock pattern, motion vectars, and DCT coefficients.

B.1 Macroblock addressing

Tzble B.l. -- Variable length codes for macrobleck address_increment.
macroblock_address_ incement macroblock_address_ increment
mcrement VLC code value increment VLC code value -

L 1 0000 0101 10 17

011 Z 0000 0101 1 18

010 3 0000 0101 ¢ 19

0011 4 0000 0104 11 It 20

0010 5 0200 0104 10 21

0001 1 & 0300 0100 (11 22

0001 O g 0300 0100 {10 23

0000 111 8 0300 0100 €01 24

0000 110 9 0300 0100 (00 25

0000 1011 10 0006 0011 111 26

0000 1010 11 0300 0011 110 27

0000 1001 12 0000 0011 101 23

0000 1000 13 0000 0011 100 29

00000111 14 0300 0011 (11 30

0000 0110 15 0000 0011 (16 31

0000 D101 11 16 0000 0011 €01 3z
0000 001L COC 33
0000 0001 111 macroblock_stuffing
0300 000L COG macroblock_escape

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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B.2 Macroblock type

ISOAED 11172-2: 1993 (E)

The properties of the macroblock are determined by the macroblock type VL.C according te these tables.

Table B.2a.

pictures (I-pictures).

-~ Variakle length codes fer macrobleck_type in intra-coded

macroblock_ | macroblock_ | macroblock_ | macroblock . | macroblock | macroblock
typeVLC code | quant molion_ motion_ patiern intra
forward backwand
1 0 Q 0 0 1
01 1 0 0 Q 1

Table B.2b. -- Variable length codes for macroblock_type in predictive.coded
pictures (P-pictures).

magcroblock -

macroblock_ || macroblock macroblock_ | macroblock_ | macroblock
typeVLC code || quant motion_ motion_ ratem intra
forwand backward

1 0 1 0 1 0

01 0 Q ¢ 1 0

001 0 1 G g 0

00011 0 O G 0 1

00010 1 1 0 1 Q

00001 1 Q 0 1 0

QOO0 1 1 0 G 0 1

Table B.2¢c. -- Variable l:ngth codes for macroblock type in bidirectionally

predictive-coded pictares (B-pictures).

macioblock_ | macroblock . | macroblock_ | macroblock_ | macroblock | macroblock_

typeVLC code || guant motion_ motion_ pattern intra
forward backward

10 | 1 i 0 ¢

11 0 1 11 1 [t

010 ¢ 0 1 0 {

011 ¢ Q 1 1 {

0010 Q 1 ¢ ¥ U

G011 a 1 0 1 ¢

00011 d 0 - ¢ G 1

00010 1 1 1 1 ¢

000011 1 1 ¢ 1 (

0004140 1 0 1 1 0

000001 1 Q 0 0 1

Table B.2d. .- Variable length codes for macroblock _type in dc intra-coded

pictures (D-pictures).

macroblock_ | macroblock | macroblock_ | macroblock | macroblock . | macroblock_
typeVLC code | quant motion_ molion_ pattern intra
forward backward
1 4 0 0 0 1
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
. 510f 124
41

Apple Exhibit 1009
Page 51 of 124



ISOAEC 11172-2: 1993 (E)

B.3 Macroblock pattern

Table B.3. --

@ ISUIEC

Variable lergth codes for coded_block_patfern.

42

coded_block_pattern coded_block_pattern
VLC code 4 chp VLC code chp
111 60 0001 1100 35
1101 4 0001 1011 13
1100 3 001 1010 49
1613 16 0001 1001 21
1010 32 0001 1000 4]
1001 1 12 0001 0111 14
10010 43 0001 0110 50
1000 1 20 0001 0101 22
1000 0 40 0001 0100 42
01111 28 0001 0011 15
01110 44 0001 0010 51
01101 52 0001 0001 23
01100 56 0001 0000 43
0101 1 1 0000 1111 23
01010 &i 0000 1110 37
0100 1 2 0000 1101 26
G100 0 62 0000 11040 38
0011 11 24 0000 1911 2%
0011 1D 36 0000 1010 45
0011 41 3 0000 1001 53
001100 o3 0000 1000 57
0010 111 5 0600 0111 30
0010 110 9 0000 0110 46
0010 101 17 0000 0101 54
0010 100 33 0000 0100 58
0010 011 6 0000 0011 1 31
0010 010 10 0006 0011 ¢ 47
0010 001 1% 0000 001D 3 55
0010 000 34 0000 0010 ¢ 59
0001 111i 7 0000 0001 1 27
QD01 1110 1t 0000 0001 0 39
Q001 1101 19
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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B.4 Motion vectors

ISO/AIEC 11172-2: 1993 (E)

Table B.4. -- Variable length codes for motion_horizontal forward_code,
motion_vertical_forward_code, motion_horizontal_backward_code, and
motion_vertical_backward_code.

mation
VLC code oode
D000 0011 001 -16
D000 0011011 -15
D000 00TT 101 -14
D000 0011111 -13
0000 0100 001 -12
D000 0103011 -1

- D000 0100 11 -10
0000 0101 01 -9
0000 0101 11 -8
0000 0111 7
0000 1001 -6
0000 1011 -5
0000 111 -4
00611 3

- 0011 2
011 -1
1 i
010 1
0010 2
0001 D 3
0000 11D 4
0000 1010 5
0000 1000 3]
0000 0110 7
0000 D101 10 g
0000 D101 00 )
0000 0100 10 1
0000 D100 010 11
0000 D100 000 12
0000 D011 110 13
0000 DOL1 100 14
0000 DOLT 010 15
0000 D011 000 16

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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B.5 DOCT coefficients

Table B.Sa -- Variable length codes for det_de_size_luminance.

VL codz T éct_de_size luminance
100 0
00 1
01 2
101 3
110 4
1110 J
11110 6
111110 l
1111110 g
Table B.5b. -- Variable length codes for dct dc_size chrominance.
VL eode i det_dc_size_chrominance
00 ¢
01 1
10 2
110 a
1110 4
11110 b
111nio 6
1 1111110 7
11111110 8
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Table B.Sc. -- Variable length codes for det_coeff_first and det_coeff_next.

det_coeff firstand dot_cocff_next
vanable length code  (NOTEIL) || nm level
10 end_cof block
ls (NOTE2) 0 1
1s (NOTES3) 0 1
| 011s I 1
0100 5 0 2
6101 5 2 1
60101 s 0 3
60111 5 3 1
60110 s 4 1
0001 10s H 2
0001 [1s 5 1
0001 01 s il 1
000100 s 7 1
6000 110 s 0 4
G000 100 s 2 2
0000 Lils 3 1
6000 101 s 9 1
0000 01 escape
0010 01105 0 5
0010 D001 5 0 6
0010 0101 s f 3
0010 01005 3 2
0010 0111 s {1 1
0010 D011 s i1 1
0010 0010 5 12 1
0010 0000 s 13 1
0000 0010 105 0 7
0000 0011 D0 s i 4
0000 0010 11 s 2 3
0000 001t 11 s 4 2
0000 001001 s 5 2
0000 3011 10 s 14 1
0000 0011 D1 s 15 1
0000 0010 00 s 16 1
NOTES
1~ TThe last bit 's' denotes the sign of the level, ‘(" for positive
'1' for negative.
2 - Thiscode shall be used for de;_cpeff_first.
3 - This code shall be nsed for dei_coeff_next.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Table B.5d. -- Variable length codes for dct_coeff first and dct_coeff_next.

dct_coeff_first and det_coeff vext
variable length code  (NOTE) || run level

0000 0001 1107 s I
0000 0001 1000 s

0000 0001 0011 s
0000 0001 0000 s
0000 0001 1011 s
0000 0001 0100 s
0000 0001 1100 s
0000 6001 0010 s
0000 0001 1110 s
0000 0001 0101 s
0000 0001 0001 s
0000 0001 1111 s 17
0000 0601 1010 s 18
0000 0001 1001 s " 19

=2

IR PR NN=ROOODO

00000001 0111 s
0000 0001 011C s
0000 00001102 0s 0
00000000 110C 1 s 0
Q0000000 110008 0
0000 0000 10111 s e
00000000 10110 1
00000000 1010 1 s 1
2
3
5
9

[T S N G IS IS FURN N F Qe (e I

00600000 101G 0 s
000000001001 1 s
00000000 1001 0s
000000001600 1s :

00000000 10000 s 10
0000 Q0G0 11111 s 22
0000 0000 111105 23
00000000 11101 s 24
00000060 11100 s 25
000006000 110118 26

NOTE - The lagt bit 's' denotes the sign of the level, ‘0" for positive,
'1" for negative.

PUMA Exhibit 2005
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Table B.Se. -- Variable length codes lor det_coeff first ané dei_coeff_next (concluded),

dot_coefI_first and dat_coeff_next
variable Iengthcode (NOTE) || mun level
0000 00040 0111 11 5 0 16
0000 0000 0111 10 s 0 17
0000 0000 0111 01 5 0 18
0000 0000 0111 00 5 0 19
00000000 0110 11 s 0 20
00000000 0110 10 5 0 21
0000 0000 011D OF s 0 22
0000 0000 0110 00 s 0 23
0060 0000 0101 11 5 0 24
0000 000G 0101 10 s 0 25
0000 0000 0101 01 ¢ 26
0000 0000 0101 00 s 0 27
0000 0000 0100 11 s 0 28
-0000 0600 0100 10 s 0 29
D000 0000 OLGO O s 0 30
0000 0000 10D 00 5 0 3]
0000 0000 0011 (B0 s 0 32
D000 000G 0010 111 5 0 33
0000 0000 0010 110 s | ¢ 34
DOJD 0000 0010 101 s 0 35
D000 0GO0 0010 100 s ¢ 36
0000 000C 0010 011 s 0 37
D000 0G0 8010 010 s ¢ 38
DOD0 00OC 0010 001 s ¢ 39
0000 0000 0010 000 s 0 40
D000 0000 0011 111 s 1 8
0000 0000 6011 110 s 1 9.
0000 0C00 0011 101 s I 10
DODO 0000 0011 100 s 1 11
D000 000C 0011 011 s 1 12
D000 0C00 0011 0105 1 3
D000 0000 0011 001 5 1 14
D000 0000 0001 001 s 1 15
B0D0 0000 0001 0010 s 1 16
D000 0000 0001 OD0L s 1 17
0000 0000 0001 0000 s 1 18
D000 0000 0601 010D s 6 3
0000 0000 0001 1010 s 11 2
0000 G000 G001 1001 s 12 2
D000 0000 0001 1000 s 13 2
D000 0000 0001 0111 s 14 2
0000 0000 0001 0110 s 15 2
0000 0000 0001 0101 s 16 2
0000 0000 0001 1111 s 27 1
D000 0000 0001 1110 s 28 1
D000 0000 0001 1101 s 29 1
0000 0000 0001 1100 s 30 1
0000 0000 0001 1011 s 31 1
NOTE - The last bit 's' denotes the sign of the level, ‘0’ for positive,
'1' for pegative,

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Table B.5F. -- Encoding ¢f run and level following an escape code either as a 14-bit
fixed length code (-127 <= level <= 127} or as a 2Z-bit lixed length code
{-255 <= level <= .128, 128 <= level <= 255).

48

(Note - This yields total escape code lengths of 20-bits and 28-bits respectively).

fixed length code “

fixed length code

I ieve:

1111 11

N'-*Og

63

farbidden

100G 0000 0000 0001 -255
100G 0000 0003 0010 ] -254

1000 0000 0111 1111 | -120
1000 0000 1000 0060 || -128

-256

160G 0001
1000 0010

11171 1110
1111 1111
forbidden

0000 0001

0111 1111

-127
-126

— oL G

127

0000 0000 1000 0000 128
0600 0000 1000 0001 129

0000 0000 1111 1111 || 255

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Annex C

(normmative)

Videa buffering veritfier

Constant rate coded video bitstreams shall meet constraints imposed hrough a Video Buffenng Verifier
(VBY) defined in dause C.L.

The VBV is a hypothetical decoder which is canceptoally connected © the output of an encoder. Coded data
are placed in the input buffer of the model deceder at the constant bitrate that is being used. Coded data is
removed from the buffer as defived in C.1 .4, below. Itis a requiremnent of the encoder (or editor) thatthe
bitstream it produces will not cause the VBV inpat buffer to either overflow or anderflow.

C.1 Video buffering verifier

C.1.1 The VBV and the video encoder hava the same clock frequency as well zs the same picture rate, and
are operated synchronously.

C.1.2 The VBY has an inputbuffer of size B, where B is given in the vbv_buifer_size field in the
sequence header.

C.1.3 The VBY input buffer is initially empty. After filling the input buffer with a1l the data that
precedes the firgt picture start code and the picture start code itself, the input buffer is filled from the
bistream for the time specified by the vbv_dely field in the video bitstream.

C.1.4 All of the pictare data-for the picture that has been in the buffer lohgesl is instantanepusly
removed. Then afier each subsequent picture interval 211 of the picture data for the picture which at that
time has been in the buffer Iongest is mstantancously removed.

For the purposes of this annex picture data includes any sequence header and group of picture layer
data that immedialely precede the pictre start code as well as all the picture daa elements and any
trailing stuffing bits or bytes. For the first coded picture in the video sequence, any zero bitor
byte stuffing immediately preceding the sequence header is also included n the picture data

The VBV buffer is examined immediately before removing any picture data and immediately after this
picture data is removed. Each timethe VBY is examined its occupancy shalllie between zero bits and B
bits where, B is the size of the VBV buffer indicaied by vbv_buffer_size in the sequence header.

This is a requirement for the entire video bitstream.

To meet these requiremeénts the number of bits for the (n+17'th coded picture dn+1 shall satisty
dn+1 > Bn +(ZR/P} - B
dn+1 <= Bn + (R/P) Rezl-valued arithmetic is used in these inequalities.
where
n>=10

B = VBY recciving buffer size given by vbv_buffer_size * 15 384 bits.
Bn = the buffer oscupancy (measured in bits) just after time t11
R =Dbilrale measured in bits/s. The full precision of the bitrae rather than the rounded
value ercoded by the bit_rate ficld in the sequence header shall be used by the
zncoder in the VBV model.
P = nominal nember of pictures per second
L= the time when the o'th coded picturz is removed from e VBV buffer pyMA Exhibit 2005

Apple v. PUMA, IPR2016-01135
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Figure C.I -- VBV buffer cccupancy
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Annex D

(informative)

Guide to encoding video

D.1 Introduction

This annex provides background material to help readers uderstand and implement this part of ISOAEC
11172. The normative clauses of this part of ISO/IEC 11172 do not specify the design of adecoder. They
provide even less information about encoders; they do not specify what algorithms encoders should employ
in order t produce a valid bitstream, The normative material is written in a concise form and containg few
examples; consequently is noteasy to inderstand.  This annex atlempts to address this problem by
exphining coding methods, giving examples, and discussing encoding and decoding algorithms which are
not directty covered by this part of ISO/IEC 11172.

The normative clauses specify the bitstream in such a way that itis fairly straightforward to design a
compliant decoder. Decoders may differ cousiderabily in architectire and implementation details, but have
very few cheices during the decoding process: the mzthods and the results of the decoding process ars dosely
specified. Decoders do have some freedom in methods of pestprocessing and display, but the results of
such postprocessing cannot be used in subsequent decoding steps.

The sitation is quite different for encoders. This part of ISO/EC 11172 does not specify bow to design or
implement an encoder which produces good quatity video. This annex devotes a major part [0 discussing
enceder algorithms.

‘This part of ISOAEC 11172 was developed by ISOAEC ITCLISC29/WG11 which & widely known-as
MPEG (Moving Pictures Expert Group). This part of [SO/IEC 11172 was developed in response to
industry needs for an efficient way of storing and retrieving audio and video information on digital storage
media (DSM). CD-ROM-is an inexpensive mediom which can deliver data at approximately 1,2 Mbiis/s,
and this part of ISOAEC 11172 was aimed at approximately this data rate. The “constrained parameters
bitstream’”, a subset of all permissible bitstreams that is expecizd to be widely used, is limited to data rates
up to 1836 000 bits/s. However, it should be noted that this part of ISO/IEC 11172 is not limited to this
value and may be used at higher data rates. '

Two other relevant International Standards were being developed during the work of the MPEG video
commiitee: H.261 by CCITT aimed at telecommunications applications {5]. and ISO/TEC 10918 by the
ESOMEC ITCUSC29 (JPEG) committee aimed a: the coding of still pictures [6]. Flements of both of
the:se standards were incorporated into this part of ISOAEC 11172, but subsequent development work by the
comumittee resulied in coding clements that are new 1o this part of ISOAEC 11172, Le Gail [2} gives an
account of the method by which ISOEC ITCL/SC29/WG 11 (MPEG) developed this part of ISO/MEC
11172, and a summary of this part of ISO/IEC 11172 itself.

D.2 Overview
D.2.1 Video concepts

This part of ISO/IEC 11172 defines a format for compressed digital video. This anuex describes some ways
inwhich practical encoders and decoders might be implemented,

Although this par; of ESO/IEC 11172 is quite flevibie, the basic slgorithms have been tuned to work well .

at dath rakes of about 1t 1.5 M bits/s, at spatial resolutions of about 350 pels horizontally by about 250

p¢ls vertically, and picture rates of about 24 to 30 pictures/s. The use of the word “picture” as opposed to

"frame” is deliberate. This part of ISOMEC 11172 codes progressively-scanned images and does not

recognize the concept of interlace. Interlaced source video must be converted to a non-interlaced format

before coding. After decoding, the decoder may optionally produce an interlaced format for diPlEFM A Exhibit 2005
This part of ISO/IEC 11172 is designed tc permit several methods of viewing é)%?é%i\(]iég\%l\l/c[léﬁtlplzzm 6-01135
norally associated with VCRs such as forward playback, freeze picture, fast forwand, fast reverse, and stowp | of 124
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forward. Inaddigon, mndom access may be possible. The ability of the decoder to implement these modes
depends 10 some 2xtent on the nature of the digital storage medivm on which the coded video is stored.

The overall process of encoding and decoding is illustratzd below:

Source Preprocessing Enceding —]

Storage
and/cr
Transmissicn

Decoding - Posprocessing Display —

Figure D.l -- Coding and decoding process

Figure I3.1 shows a typical sequence of operations that must be performed before moving pictures canbe
seen by a viewer, The unencoded source may exist in many forms, soch as the CCIR 601 format. Clause
D.3 describes how such a source may be converted into the appmpriate resofution for subsequent encoding.
In the encoding siep, the encoder must be aware of the decoder buffer capacity, and the need of the decoder to
maich the rie of the media to the rate of filling the picwre baffer with each suceessive picture. Tothis

end, amodel of the decoder buffer and its overflow and mnderflow problem is introduced in 1.4, and rate
conirol is desaibed in D 6.1 The structure of an ISO/IEC 11172-2 bitstreamn is covered in D.5, as are the
coding operations that compress the video. Following the encoding process, the bitstream may be copied to
a storage medium. To view the moving pictares, the decoder accesses the ISO/AEC 11172-1 bitstream, and
decodes it as described in D.7. Postprocessing for display is described in D.8. ’

D.2.2 MPEG video compression techniques

Video is represented as a succession of individual pictures, and each picture is treated as a two-dimensionzl
array of picure elements (pels). The colour representation for each pel consists of three components: Y
(luminance), and two chminance components, Cb and Cr.

Compression of digitized video comes from the use of several techniques: subsampling of the chrominance
information to match the semsitivity of the human visual system (HVS), quantizatioe, motion
compensation (MC) to exploit temporal redundancy, frequency iransformation by discrete cosing transform
{DCT) to exploit spatial redundancy, variable length coding (VLC), and picture interpolation.

D.2.2.1 Subsampling of chrominance information

The HVS is most sensitive to the resolution of an image's luminance component, so the Y pel values are
encoded at full resolution. The HVS is less sensitive to the chrominance information. Subsampling reduces
the number of pel values by systematically combining them with a type of averaging process. This reduces
the amount of information to be compressed by other techniques. The Intermational Standard retains pne set
of chrominance pels for each 2x2 neighbourhood of luminance pels.

D.2.2.2 Quantization

Quantization epresenis a range of values by a single value in the mnge. For examgle, converting a real

nuinber © the nearest integer is a fomn of quantzation. The quantized range can be concisely represented as

an integer code, whichcan be used © recover the quantized value during decoding. The difference between

the aciual valve and the quantized value is called the quantization noise. Under some circumstance, IMA Exhibit 2005
HVS is less sensitive fo quantization noise 50 such noise can be allowed to be laggpﬁb@aﬁnmm,cppmol 6-01135

efficiency. 62 of 124

Apple Exhibit 1009
Page 62 of 124



®ISO/EC ISO/EC 11172-2: 1993 (E)

D.2.2.3 Predictive coding

Predictive coding is a technique to improve the compression through statistical redundarcy. Based on values
ofpels previously decoded, both the encoder and decoder can estimate or predict the value of 5 pel yet&o be
encoded or decoded. The difference between the predicted and actual valves is encoded. This difference value is
the prediction error which the decoder can use to comect the prediction. Most error values will be smail and
cluster around the value O since pel values typically do not have large changes within a small spatial
neighbourhood. The probability distribution of the prediction eror is skewed and compresses better than the
distributzon of the pel values themselves. Additional information can be discarded by quantzing the
prediction error. In this Internatipnal Standard predictive coding is also used for the do-values of successive
luminance or chrominance blocks and in the encoding of motion vectors.

D.2.2.4 Motion combensation and interframe coding

Mobtion compensation (MC) predicts the values of a block pelsin a picture by relocaring a block of
neighbonring pel values from a known picture, The motion is described as a two-dimensional motion
vector that specifies where to retieve a block of pel values from a previously decoded pictire that & used to
predict pel values of the current block. The simplest example is a scene where the camerz is not moving,
and no objects in the scene are moving. The pel values at each image location remain the same, and the
motion vector for each block is 0. Tn 2ereral however, the encoder may transmit 2 motion vector for each
macroblock. The transtated block from the known picture bzcomes a prediction for the block in the picture
tobeencoded. The technique relies on the fact that within a short sequence of pictures of the same general
scene, many objects remain in the same iocation while others move only 2 short distance,

D.2.2.5 Frequency transformation

The discrete eosine transform (DCT) converts an 8 by 8 block of pel values to an 8 bty 8 matrix of
horizontal and vertical spatial frequaney coefficients. An 3 by 8 block of pel values can be reconstructed by
performing the inverse discretz cosine transform {(IDCT) on the spatial frequency coefficients. In general,
most of the energy is concentrated in thelow frequency coefficients, which are conventionally wriiten in the
upper left comer of the transformed matrix. Compression is achieved by a quantization step, where the
quantization intervals are idenified by an index. $ince the encoder idzniifies the iniervat and rot the exact
value within the inierval, the pel values of the block recornstructed by the IDCT have reduced accuracy.

The DCT coefficient in location (0,0) (upper left) of the block represents the zero horizontal and zero
vertical frequency and is called the dc coefficient. The dc coefficient is propostional to the average pel value
of the 8 by 8 block; and additional compression is provided through predictive coding since the difference in
the average value of neighbouring 8 by 8§ blocks tends to be relatively small. The other coefficients
represent ane or more nonzerc horizontal or nonzero vertical spatial frequencies, and are called ac
ceefficients. The quantization level of the coefficients corresponding to the higher spatial frequencies favors
the creation of 2n ac coefficient of 0 by choosing a quantization step size such that the HVS is unlikely to
perceive the loss of the particular spatial frequency unless the coefficient valve ies atove the particular
quantization kevel. The smtistical encoding of the expected runs of consecutive zero-valued coefficients of
higher-order coefficients accounts for considerable compression gain. To cluster nanzero coefficients early in
the series znd encode as many zero coefficients as possible following the lastnanzzro ceefficient in the
orlering, the cocfficient sequence is specified o be & zig-2ag ordering; see figure D.30. The ordering
concentrates the highest spatial frequencies at the end of the series.

D.2.2.6 Variable-length coding

Varizble-length coding (VLC) is a statistical coding technique that assigns codewards to values 10 be
encoded. Valves of high frequency of occurrence are assigned shori codewords, and these of infrequent
occumrence are assigned long codewords. On average, the more frequent sharter codewords dominate, such
that the code stiing is shorter than the original data.

D.2.2.7 Picture interpolation

If the decoder reconsimucts a pictare from the past and a picture from the futare, then the intermediae

pictures can be reconstructed by the technique of interpolation, or bidirectional prediction. Blocks inthe
inlermediae picures can be forward and backward predicted and translaied by means of motiolt Woks Frlaibit 2005
decoder may reconstruct pel values belonging 1o a given Hock as an average %ﬁWwﬁWmﬁMM 6-01135
fure pictores. 63 of 124
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D.2.3 Bitstream hierarchy

The ISOMEC 11172-2 coding scheme is aranged in layers cormesponding to a hierarchical stucture. A
sequence is the top Iayer of the coding hierarchy and consists of a header and some number of groups-
of-pictures (GOPs). The sequence header initializes the state of the decoder. This allows decoders to
decode any sequence withoot being affected by past decoling hiswory.

A GOP is arandom access point, i.e. itis the smallest coding urit that can be independently decoded
within a sequence, and cansists of a header and some number of pictures. The GOP beader contains time
and editing informaton.

A pictare corrzsponds 0 a single frame of motion viden, or o 2 movie frame, There are four picture
types: I-pictures, o1 infra coded pictures, which are coded without reference (o any other pictares; P-
pictures, o1 predictive coded pictures, which are coded using motion compensation from aprevious I or P-
pictare; B-pictures, or bidirectiorally predictive coded pictares, which are coded using motion
compensation from a previons and a future I or P-picture, and D pictures, or I? pictures, which are intended
cnly for a fast forward search mode. A typical coding scheme contains amix of §, P, and B-pictures.
Typically, an I-picture may ocaur gvery half a second, to give ressonably fast random access, with two B-
pictures inserted between each pair of I or P-pictures. '

-/ 7 . N
— SN NENININT SN N

Figure D.2 -- Dependency relationsbip between I, B, and P.pictures

Tiguwre D2 illustrates a number of pictures in display order. The arrows show the dependency melationship of
the predictive and bidirectionally predictive coded pictures.

Note that becanse of the picture dependencies, the bitstream order, ie. the order in which pictures are
transmitted, stared, or retrieved, is not the display order, bui rather the order which the decoder requizes them
to dzcode the bitsiream.  An examptle of a sequence of pictares, in display order, might be:

{ BB P BBPBBPBBIBUEPIUBIBP
O 1 2 3 4 5 ¢ 7 B 9 10 11 12 13 14 15 16 17 18

Figure D.3 -- Typical sequence of pictures in display order
whereas the bistream order would be as shown below:

[ P B B P B BPBBI B BPBBPUIEBB
0 3 1 2 6 4 5 9 7 § 12 10 11 15 13 14 18 15 17

Figure D.4 -- Typical sequence of pictures in bitstream order

Because the B-pictures depend on the following (in display orden) I or P-picture, the I or P-picture must be
transmitted and decoded before the dependent B-piciures.

Fictures consist of a header and one or more skices. The picture header contains time, picture type, and
codmyg infommation.

A slice provides some immunity 10 data corruption. Should the bitstream become unreadable within a
picture, the decoder should te able to recover by wailing for the next slice, without having © SrepEMIMIE < hibit 2005

picture, Apple v. PUMA, IPR2016-01135
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Slices consist of a beader and one or more’ macroblocks. At the start of each slice all of the predictars,
for dc values and motion vecters, are reszt. The skce header contains position and quantizer scale
mformation. This is sufficient for recovery from local correption,

A macroblock is the basic unit for motion corpensation and quantizer scale changes,

Fach macroblock consists of a header and six component & by 8 blocks: four blocks of luminance, one
Block of Cb chrominance, and one block of Cr chrominznce. See fignre ID.5. The macroblock beader
conlains quantizer scale and modon compensation information,

011 ] [

2 13

Y Cb Cr
Figure D.5 -- Macrobloctk structure
A maareblock contains a 16-pel by 16-line section of lumirance camponent and the spatially
correspording 8-pel by &.line section of each chrominance componenr_ A skipped macroblock is one for

which no information is stored (see 2.4.4.4).

Note that the picture area covered by the fonr blocks of kiminance is the same as the area covered by each of
the chrominance blocks. This is dug to subsampling of the chrominance information.

Blocks are the basic coding unit, and the DCT is applied at this block level. Fach block contains 64
component pels arranged i an 3 by § array as shown in figure D 6.

- Figure D.6 -- Block structure

‘ PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
' 65 of 124
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D.2.4 Decoder overview

A simplified block diagram of a possible decoder implementation is shown below:

Inverse
e DU gm| YLC ! zig z2p & | b Inverse
 Buffer [Decoder Ouantizer DCT
— el Previous L. el Ferward I Display
Picture MC ) Adder 1 o
Buffer
Store
—B1 Tnterpolaed
D] MC
Future
—— Pidurc Backward
Store nan MC
Deccded Viden

¥igure D.7 — Simplitied decoder bleck diagram

It is instructive 10 follow the method which the decoder uses o decode a bissteam containing the sequence’
of pictures given in Fig D4, and display them 1 n the order given i Fig D.3. The following desciiption is
simplified for clarity.

The input bitstream is accumulated io the Input Buffer until needed. The Variable Length Code (VIL.C)
Deccder decodes the header of the fisst picture, picture O, and determines that it is an l-pictere, The VL.C
Decoder produces quantized coefficients corresponding to the quantized DCT coefficients. These are
assembled for each 8 by 8 block of pels in the image by inverse zig-zag scanning, The Inverse Quantizer
produces the actal DCT coefficients using the quantization siep size. The coefficients are then transformed
into pel values by the Inverse DCT tansformer and stored in the Previous Pictare Store and the Di spla)
Buffer. The picture may bz displayed at the appropriate time.

The VLC Decoder decodes the header of the rext piclure, piclure 3, and determines thatit & a P-picture.
For each blodk, the VL.C Decoder decodes motion vectors giving the displacement from the stored previous
picaure, and quantized coefficients coresponding to the quantized DCT coefficients of the difference block.
These quantized coefficienis are inverse quantized to produce the actual DCT coefficients. The coefficients
are then transformed into pel difference values and added to the predicied block produced by applying the
motion vectors to dlocks in the stored previouas picture. The resultant block is stored in the Future Picture
Store and the Display Buffer. This picture cannot be displayed until B-pictures 1 and 2 have been received,
decoded, and displayed.

The VLC Decoder decodes the beader of the next picture, piciure 1. and delermines that it is a B-picture.
For each blodk, the VL.C decoder decodes motion vectors giving the displacement from (be stored previous
or future pictures or both, and quantized coefficients corresponding to the quantized DCT coefficients of the
differznee block. These quantized coefficients are inverse quantized to produce the aciual DCT coeffidents.
The coefficients are then inverse transformed into difference pel valnes and added to the predicted block
preduced by applying the motion vectors  the stored pictures, The resuliant block is then stored in the
Display Buffer. Ttmay be displayed at the appropriate timne.

The VL.C Decoder decodes the header of the next picture, piciure 2, and determines that it is a B-picture. 1t
is decoded using the same method as for picture 1. After decoding picture 2, picture 0, which is in tbe
Previous Pictire Store, is no Ionger needed and may be discarded.

The VL.C Decoder decodes the header of the next picture, picture 6, and defermines that it is a P-pE’c%MA Exhibit 2005
The picture in the Fowre Picture Store is copied into the Previoss Picture Store, theppleotif pModsdBR2016-01135
forpicture 3. Picture 6 shoudd not be displayed antil piciares 4 and 5 have been received and displayed. 66 of 124
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The VLC Decoder decodes the header of the next picture, picture 4, and determines that it is 4 B-picure. It
is decoded using the same method as for picture 1.

The VILC Decoder decodes the header of the next picture, picture 5, and determmes that it is a B-picture. It
is decoded using the same method as for picture 1.

The VI.C Decoder decodes the header of the next picture, piciure 9, and determines that it is a P-piciure. It
then proceeds as fer picturs €.

The VLC Decoder decodes the header of the next picture, pictare 7, and determines that it is a B-picture. It
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 8, and determines that it is a B-picure. It
is decoded wsing the same method as for picture 1.

The VLC Decoder decodes the header of the neat picture, picture 12, and determines that itis an -picture. It
is decoded using the same method as for picture 0. Fhis processis repeated for the subsequent pictures.

D.3 Preprocessing

The source material may exist in many forms, e.g. computer files or CCIR 601 format, but in general, it
must be processed before being encoded. This dause discusses some aspecis of preprocessing,

For a given data ratc and source material, there is an opfimum picture rate and spatial resolation at which
code if the best perceived quality is desired. If the resottion is too high, then too many bits will be
expended on the overhead associated with 2ach block leaving too few 10 code the values of each pel
accurately. If the resolution is oo low, the pel values will be rendered accurately, buthigh frequency detail
will be lost. The optimum resolution represents a tradeoff between the various coding artifacts (e.g. noise
and blockiness) and the perceived resolution and sharpness of the image. This tradeoff is further complicated
by the mknowas of the final viewing conditinns, e.g. sareen brighmess-and the distance of the viewer from
the screen.

Al data rates of 1 10 1,5 Mbits/s, reasomable ¢hoices are: picture rates of 24, 25 and 30 pictares/s, a
herizontal resolution of between 250 and 400 pels. and a vertical resclution of between 200 and 300 Imes,
Nbote that these values are not normative and other picture rates and resolutions are valid.

D.3.1 Conversion from CCIR 601 video to MPEG SIF

The two widely used scanning standards for colour television are 525 and €25 lines at 29,97 and 25 frames/s
respectively. Thenumber of lines containing picture infonmation in the transmitted signal is 484 for the
525-linz system and 576 for the 625-line system. Both nse interlaced scanning with twg fields per picture.

CCIR Recommendation 601 defines standards for the digital coding of colour television signals in
component form. Of these the 4:2:2 standard has becorne widely adopied; the sampling frequency used for
the hupninance signal, Y, is 13,3 MHz and the two colour difference signals, Cbor B-Y and Cr or R-Y, are
both sampled at 6,75 MHz. 'The number of luminance samples in the digital active line is 720 but only
about 702 will be used in practice by the analogue active line.

The number of picture elements in the height and width of the picture, in the standards defined above, are
100 large for effective coding at data rates between 1 and 1,5 Mbit/s. More appropriate values are obtained
by decreasing the resolution in both directions © a half. This reduces the pel rate by a factor of four.
Irtedace should be avoided ss it increases the difficulties in achieving low data rates.

One way o reduce the vertical resolution is 0 use only the odd or the even fields. If the other field is

simngly discarded, spatial aliasing will be introduced, and this may produce visible and objectionable

artifacts. More sophisticated methods of rate conversion require more computatioml power, but can

perceptibly reduce the aliasing artifacts.

The horizontal and vertical resolutions may be halved by filtering and subsamplin Consul ]}%}PEXhlb]t 2005
the 4:22 format. See the CCIR 601 sampling pattem of figere D.8(a). Snclﬁgpﬂfﬁ HaRkgo16-01135
converted to the SIF sampling pattern of figure D.3(h) as follows. The odd ficld only may be extracted, 67 of 124
reducing the number of lines by two, and then a horizontal decimation filter used on the remaining lines to
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reduce the horizontal resolukion by a factor of two. In addition the chraminance values may be vertically
decimated. The filters for luminance and chrominance have to be chosen carefully since particular atiention
has to be given to the location of the samples in the respective [nterrational Standards. The emporal
relationship between lmninance and chromivance must also be correct.

P © ¢ O {} O O O

= R I = T R
O O 0 O ©
N =
O O 0 O O
D S S8 D D

O O O
o ¢ o ¢ @) 0 O
{a) Sampling pattern for 4:2:2 (CCIR 601) (b) Sampling pattern for MPEG (STF)

Circles representluminance; Boxes represent Chrominance
Figure D.8 -~ Conversion of CCIR 601 to SIF ' i

"The fallowing 7-tap FIR filter has been found 10 give good resalts in decimating the luminance:

29 o FesJug[88] o 201023

Figure D.9 -- Luminance subsampling filter tap weighis
Use of a power of two for the divisor alfows a simple bardware implemen:ation.

‘The chrominance samples bave (o appear in the between the luminance samples both horizontadly and
vertically. The followmg linear filter with a phasz shift of halfa pel may be found useful

[T 3T 3T7T1] #8

Figure D.1¢ -- Chreminance subsampling filter tap weights

o recover the samples consistent with the CCIR 601 grid of figure D.§(a), the process of interpolation is
used. The interpolation filter applied to a zero-padded signal can be chosen to be equal © tae decimation
filter employed for the luminance and the two chrominance values in the encoder.

Note that these filters are not part of the Intenational Standard, and other filters may be used.
At the end of the lines seme specigl teclinique soch as renormalizing the filter or replicating the Iast pel,

must be adopted. The following exanple shows a horizontal line of 16 luminance pels and the same line
after filtering and subsampling. In this example the data in the ling is reflected at each end,

10 L2 G 30 35 15 19 11 11 19 26 45 30 90 9 9 o
12 32 23 9 12 49 95 POMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
Figure D.11 -- Example of filtering and subsampling of a line of pels 68 of 124
58

Apple Exhibit 1009
Page 68 of 124



@ [SO/IEC ISO/NEC 11172-2: 1983 (E)

The result of this filtering and subsampling is a source input fommat {SIFF] which has a luminaace
resolution of 360 x 240 or 360 x 288, and a chrominance resclution which 1s half that of the luminance in
each dimension.

720
434 720 242 360
/576 {288
CClReOtY —— o::g 'Te'd ——| sF |22
Select ny Horizontal
1 Field Filter and
Subsampie
{(a) Luminance
362
350 180
484 242 242 180
u,v . . l 1
Select Feld Horzontal Vertical fidk
1 Field Filter and : Fiter and
Subsample Subsampie
{b) Chrominance
Figure D.12 -- Conversion from CCIR 601 into SIF
The SIFis not quitz optimumm for processing by MPEG video coders. MPEG video divides the lnminance
component into macroblocks of 16x16 pels. The harizontal resolution, 360, is not divisible by 16. The
same is frue of the vertical resolution, 242, in the case of S25-line systems. A better maich is obtained in
the horizonial direction by discarding the 4 pels at tha end of every line of the subsampled picure. Care
must be taken that this results in the comrect configumtion of lunmance and chrominance samples in the
maergblock. The remaining piclure is called the significant pel area, and comrespends to the dack area in
figureD.13:
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
69 of 124
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4 352 4

240
or
238

Lumninance

C, o Gy

Figure D.13 -~ Seurce input with significant pel area shaded dark

The conversion process is summarized in tzble D1,

Tzable D.1 -- Conversion of source formats
Picnire Rate (Hz) 2097 25
Picture Aspect Ratip (widthcheight) [ 4:3 4.3
Luminance (Y)
CCIR Sample Resolution " T20x 484 - [ T20x 576
SIF 360 x 242 360 x 268
Significant Pel Area 352 1 240 352 x 288
Chrominance (Cb Cr)
CCIR Sample Resolution 360 x 484 360 x 576
SIF 180x 121 - | 180 x144
Significant Pel Area 176 x 120 176 x 144

The preprocessing int the SIF format is not normative, other processing steps and other resolntions may
be used. ‘The picture size need not even be a multiple of 16, In this case an MPEG video coder adds
padding pels to the right or bottom edges of a picture in order to bring the transmitted resolution np toa
multiple of 16, and the decoeder discards these after decoding the picture. For example, a horizontal
resolution of 360 pels conld be coded by adding § padding peis to the right edge of each horizontal row
bringing the total up to 368 pels. 23 macroblocks would be coded in eachrow. The decoder would discard
the extra padding pels afier decoding, giving a final decoded horizontal resolution of 360 pels.

D.3.2 Conversion from film

If filin material can be digitized at 24 pictares/s, then it forms an excellest source for an 1sonER HYAExhibit 2005
bitstream. It may be digitized at the desired spatial resolution. The picture_rate fididpitahe RIMudRB2016-01135
header, see 2.4.2.3, allows the picture rate of 24 picturesis to be specified exacily. 70 of 124
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Sametimes the sorce material available for cempression consists of fillm material which has been
converted 10 video at some other raie. The encoder may detect this and recode at the original film rate, For
example, 24 picturcs/s film material may have been digitized and converted 10 a 30 frame/s system by the
techaique of 3:2 pulldown. In this mode digitized pictares are shown altemately for 3 and for 2 television
fidld times., This alternatian may not be exact since the actual frame rate might be 29,97 frames/s and vot
the 30 frames/s that the 3:2 pulldown technique gives. Ir addition the pulidown tming might have been
changed by editing and splicing after the comversion. A sophisticated encoder might detect the duplicated
fields, average them o reduce digitization toise, and code the resuit at the original 24 pictures/s rate. This
should give a significant impiovement in quality over coding at 30 pictures per second, since direct coding
at 30 pictures’s destroys the 3:2 pulldewn timing and gives a jerky appearance fo the final decoded video.

D.4 WModel decoder
D.4.1 Need for a decoder model

A coded bitstream contains different types of pictures, and each type ideally requires a different mmber of.
bils to encode. [n addition, the video may vary in complexity with time, and an encoder may wish to
devote more coding bits to one part of a sequence than to-another. For constant bitrate coding, varying the
nrumber of bits allocated toeach picture requires that the decoder have baffering to store the bits notneeded
todecode the immediate picture. The extent to which an encoder can vary, the number of bits allocated to
each picture depends on the amount of this buffering. If fhe amount of the buffering is large an encoder can
use greater variations, increasing the picture quality, but at the cost of increasing the decoding delay.
Encoders need t© know (he size of the sumount of the decoder's buffering in order te determine to what extent
they can vary the distribution of coding bits among the pictures in the sequence

The model decoder is defined to solve two problems. It constrairs the variability in the nurnber of bits that
may be allocated to different piciures and it allows a decoder to initialize its buffering when the system is
started. Ieshould be noted that Part 1 of this Intemational Standand addresses the initialisation of buffers avd
the maintenance of synchronisation during playback in the case when two or more elementary strezms (for
example one andio and one video siream) are multiplesed together. The tools defined in ISOJEC 11172-1
for the mamtenance of synchronisation should be used by decoders when multiplexed streams are being
played.

D.4.2 Decoder model

Annex C contains the definition of a parameterized mode] decoder for this purpese. It is knownasa Video
Buffer Verifier (VBV). The parameters used by aparticolar encoder are defined i the bitstream, This really
defines a model decoder that is needed if encoders are to be assured that the coded bitstreams they produce
will be decodable. The medel decoder 1coks like this:

Coded Inpy Picture ecod
Bitstream Buffer Decoder Pictures

Model Decodet

Figure D.14 -- Model decoder

A fixed-rate chanpel is assmmed to put bits at a constant 1ate into the Input Buffer. At regular intervals, set
by the picture rate, the Piciure Decoder instantancously removes all the bits for the nzxt picture from the
Input Buffer. If there are oo few bits in the Input Buffer, ie. all the bits {for the next picture have not been
received, then the Inpat Buffer underflows end there is an underflow error. If, during the time between
picture starts, the capacity of the Input Beffer is exceeded, then there is an overflow errar.
PUMA Exhibit 2005

Practical decoders differ from this model in several imuportant ways. They mayisidepiep MvirbulfR204t6-01135
a different point in the decoder, or distribute it throughout the decoder. They niay not remove all the bits 71 of 124
required o decode a picure from the Input Buffer instantaneously, they may not be able to conirol the start
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of decoding very precisely as required by the buffer fullness parameter in the picture header, and they take a
finite time ta decode. They may ako be able (0 delay decoding for 2 shon time to reduce the chances of
underfipw occuring. But these differences depend in degree and kind on the exact method of implementation.
To satisfy requirements of different implementations, the MPEG video committee (ISO/IEC JTCI
SC29/WG1T) chose a very simple model for the decoder. Practical mmplementations of decoders must
ensire that they can decode the bitstream constrained by this model. In many cases this will be achieved by
using an Input Buffer that is brger than the minimum required, and by using a decoding delay thatis larger
than the valuz derived from the vibv_delay parameter. The designer must compensate for differences between
the actual design and the model in order 1o guarantes that the decoder can handle any bitstream that satisfies
the model,

Enceders monilor the status of the model to control the eacoder so that overflow problems-do not
occur. The calculated buffer fullness is ransmitted at the start of each pictuse so that the dzcoder can
maintain synchrornization. '

D.4.3 . Buffer size and delay

For constantbitrate operation each picture header conains a vbv_delay parameler 1o enable decoders to start
their decoding correctly, This parameter defines the time needed to fill the Input Buffer of figure D.14 from
an emply stale (o the correct level immediately before the Picture Decoder removes all the bits for the
picture. This time is thos a delay and is measured in units of £/90 000 s. This number was chosen because
itis almost an exact multiple of the picture darations; 124, 1,25, 1/29,97 and 1/30, and because it is
comparmble in duration 1o an audio sample.

‘The delay is given by
D = vbv_delay / 90 000 s

For example, if vtv_delay were 9 000, then the delay would be 0,1 sec. This means that at the startofa
picture the Input Buffer of the model decoder should contaia exactly 0,1 s worth of datz from the-input
bitstream.

The bitrate, R, is defined in the sequence header. The number of bits in the Inpte Buffer at the beginning
of the picture is thus given by:
B =D *R = vhv_delay * R / 90 000 bits

For example, if vbv_delay were 9 000 and R were 1,2 Mbits/s, then the number of bits in the Inpat Buffer
would be 120 000.

The constrained parameter bitsiream requires that the Input Buffer have a capacity of 327 680 bits, and B
should never exceed this valuz. :

D.5 MPEG video bitstream syntax

This clause describes the video bitstream in a top-down fashion. A sequence is the top level of video coding.
Itbegins with a sequence header which defines important parammeters needed by the decoder. The sequence
header is followed by one or more groups of pictures. Groups of pictuses, as the name suggests, consist of
one or more individual pichures. The sequence may contain zdditional sequence headers. A sequence is
terminated by asequence_end_code. ISO/IEC 11172-1 allows consideratle fexitility in specifying
application parameters such as bit rate, picture rite, picture resolution, and picture aspect ratio. These
parameters are specified in the sequence header.

If these paramelers, and some others, fall within certain Kmits, then the bitstream is called a constrained
parameter bitstream.

D.5.1 Sequence

A video sequence comimernces with a sequence header and is followed by one or more groups of pigiuesadExhibit 2005
isended by asequence_end_code. Additional sequence headers may appear within the sequen

such repeated sequence header, all of the data slements with the prmitied excepﬁo%lgg)% mhmum 6-01135
quantization matrices (load_intra_guantizer_matrix, load_non_intra_guantizer_marix and optionally 72 of 124
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infra_quantizer_matrix and non_intra_quantizer_matrix} shall have the same values as the first sequence
header. Repeating the sequence header with its daia elements makes randomn access into the video sequence
possible. The quantization matrices may be redefined as required with each repeated szquence header.

The encoder may set such paramelers as the picture size and aspect ratic in the sequence header, to defire the
resources that a decoder requires. In addition, userdata may be ncluded.

D.51.1 Sequence header code

A coded sequence begins with a sequence header and the header starts with the sequence start code. Tts value
is;

hex: 00 00 01 B3

binary: 0000 0000 00CO 0000 0000 0001 1011 0011

This is a unique string of 32 bits that cancot be emulated anywhere elsz in the bitstream, and is byte-
aligned, as are 4l start codes. To achieve byle alignment the encodermay precede the sequence start code
with any number of zero bits. These can have a secondary function of preventing decoder input buffer
urderflow. This procedure is called bir iruffing, and may be performed before any start code. The stuffin g
bits must all bezero. The decoder discards all such stuffing bits.

The sequence siarl code, like all video start codes, begins with a siing of 23 zeros. The coding scheme
ensures that such a string of consecuive zeros camet be produced by any other combication of codes, ie. it
cannot be emulated by other codes in the vidzo bitstream. This string of zerds can ouly be produced by a
start code, or by stuffing bits preceding a start cods.

D.5.1.2 Horizontal size

This is a 12-bit number representing the widch of the picture in pels, ie. the horizontal resolution. It is an
urnsigned integer with the most significant bit first. A value of zero is not allowed (o avoid start code
emulation) so the legal range is from I'to 4 095. In practice values are usually a multiple of 16. At15
Mbits/s, a popular borizontal resolution is 352 pels. The value 352 is derived from half the CCIR 601
horizontal resolution of 720, rounded down © the nearest multiple of 16 pels, Otherwise the encoder must
fill out the picture on the right (o the next hizher multiple of 16 so that the Tast few pels can be coded in a
macroblock. The decoder should discard these extra pels before display.

For efficient coding of the extra pels, the encoder shonid ald pef values that rduce the number of bits
generated in the transformed block . Replicating Lhe last column of pels is usually superior to hilling in the
remaining pels with a gray level.

D.5.1.3 Vertical size

This is a 12-bit number representing the beight of the picture in pels, i.e. the vertical resofution. Itis an
unsigned integer with the most significant bit first A valee of zero is not allowed (o avoid start code
emulition) so the iegal range is from 1 to4 095. In practice values are usaally a multiple of 16. Note that
the maximirm valve of slice_vertical_position is 175 (decimal), which corresponds to a picture height of

2 800 Hines. At 1,5 Mbits's, a popular vertical resolution is 240 10 288 pels. Values of 240 pels arc
convenient for interfacing to 525-line NTSC systems, and values of 288 pels are more appropriate for 625-
line PAL and SECAM systems. ' ‘

If the vertical resolution is not a mulliple of 16 lines, the encoder must fill cut the picture a the bottom 10
the nexthigher multiple of 16 so that the last few Tines can be coded in a macroblock. The decoder should
discard these extra lines before display.

For efficient coding, replicating the kst Iine of pels is usually better than filling in the remaming pels with
a grey level.

D.5.1.4 Pel aspect ratic

This 13 @ four-bit number which defires the shape of the pet on the viewing screen. This is veplehROEREIbit 2005
horizontal and verticzl piciure sizes by themszlves do not specify the shape of lﬂ% %fgl@reﬂw, IPR2016-01135

The pel aspect mtio does not give the shape directly, but is an index to the following icok up tabla: 73 of 124
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Table D.2 -- Pel aspect ralio

CODE || HEIGHIWIDTH COMMENT
0000 indefined ' “orbidden
0001 1.0 square pels
0010 0,6735
0011 ¢,7031 16:9 525-line
0100 0,7615
D101 0,8055
0110 0,8437 16:9 525-line
111 0,8935
1000 0,9157 702x575 at 43 = (,9157
1001 0,9815
1010 1,0255
1011 L0695 .
1100 1,0950 711x487 at 4.3 = 1,0950
1101 L1575
1110 1,2015
1111 undefined reserved

The code 0800 is farbidden to aveid start code emalation. The code 0001 kas square pels. This is
appropriate for many computer graphics sysiems. The code 1000 is suiable fordisplaying pictures on the
625-line 50Hz TV system (see CCIR Recommendation 601),

height / width = 0,75 # 702/ 575 = 09157

The code 1100 is snitable for displaying pictures on the 525-line 60Hz TV system (see CCIR
Recommendation 6031). :

height / width = 0,75 * 711/ 487 = 10950
The code 1111 is reserved for possible future extensions to this part of ISO/EC 11172,

The remaining points in the table were filled in by interpolating between these two points 1000-and 1£00
ssing the formula:

aspect ratio = 00,5855 + 0,04N

where N is the value of the code in fable D.2. These additional pe! aspect ratios might be useful for HDTV
where ratios of 15:9 and 5:3 have been proposed.

it is evident that the specification dees not allow all possible pe! aspect ratios to be specified. We therefore
presume that 4 certain degree of tolerance is allowable, Encoders will convert the actual pel aspect rafio o
thenearest value in the table, and decoders will display the decoded values (o the nearest pel aspect 1atio of
which thzy are capable. '

D.5.1.5 Picture rale

This is afour-bit integer which is an index © the following table:

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Table B.3 -. Picture rate

CODE___|[PICIURES FER SECOND
0000 Forbidden
0001 23,976
0010 2%

0011 25

0100 29,97
0101 0

0110 0

0111 39,94
1000 €0

1001 Reserved
1111 Reserved

The allowed picture rates are commonly available sources of analog or digital sequences. One advantage in
not allowing greater flexibility in picture rates s that standard techniques may be used to convert to the
display ratc of the decoderif it does not match the coded rate.

D.5.1.5 Bit rate

The bitraie is an 18-bit integer giving the bit rate of the data charmel ie units of 400 biis/s. The hit rate is
assumeid o be constant for the entire sequence. The actaal bit rate is rovnded up ¢ the nearest muliple of
400 bits/s. For example, a bit rate of 830 100 bits/s would be rounded np to B30 400 bits/s giving a coded
bit rate of 2 076 units.,

Ifall 18 bits are 1 then the bitstream is mtended for variable bit rate operation. The value zero is forbidden. |

For constant bit rate pperation, the bit rate is ssed by the dacoder in conjunction with the vbv_delay
parameter in the picture header (0 maintain synchronization of the decoder with a constant rate data channel,
Ifthe stream is multiplexed using ISO/IEC 11172-1, the tme-stamps and system clock reference
information defined in ISO/IEC 11172-1 provide a more appropriate toal for perfoming this function.

D.5.1.7 Marker bit

The bitrate is followed by asingle reserved bit which is always set to 1. This bit prevents emulation of
startcodes,

D.5.1.8 VBV buffer size

The buifer sizeis a 10-bit integer giving the minimum required size of the input buffer in the model decoder
in units of 16 384 bits (2 048 bytes). For example, a buffer size of 20 would rejuire an input baffer of 20
x 16384 = 327 680 bits (= 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably run into buffer oveiflow problems while the sequence 1s being decoded.

D.5.1.9 Constrained Parameter fiag

I certain parameters specified m the bitstream fall within predefined limits, then the bitstream is called a
consirained parameter bitsiream. Thus the consirained parameter bitstream is a standard of performance
giving guidelines 0 encoders and decoders to facilitale the exchange of bitstreams.

The bitrate parameter allows values up to about 100 Mbits/s, but aconstrained parameter bitstream must
have a bit rate of 1,856 Mbits/s or less. Thus the bit rate parameter must be 3 712 or less.

The picture rate parameter allows picture rates yp 10 60 pictures/s, but a constrained parameter bitstream
must have a picture rate of 30 piciures/s or less,

T intion of the coded vi is aks Fied i th hoad . PUMA Exhibit 2005
e resolntion of the coded picture is also specified in the sequence header. Honzen )

4005 pels are allowed by the syniax, bot in a constrained parametsr ‘bitstrcam}K) ﬁ‘%@lnuon 15% cg) 16-01135
768 pels or Jess. Vertical resolutions up 0 4095 pek are allowed, but that in a constrained parameter 75 of 124
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bitstream is limited w 576 pels orless. Ina constrained parameter bitstream, the total number of
macroblocks per picture is fimited to 396, This sets a limit on the maximum area of the picture which is
only about one quarter of the area of a 7205576 pel picture. In a constrained parameter bilstream, the pel
rate is limited to 2 534 400 pels/s. Fora given picture rate, this seis another limit on the maximom area
of the picure. [f the picture has the maximum area of 396 macroblocks, then the picture rate is restricted to
25 pictures/s or less. If the picture rate has the maximum constrained value of 30 pictures/s the maximom
area is limited o 330 macroblocks.

A constrained parameter bitstrezm can be decoded by a model decoder with a buffer size of 327 680 bits
without ovesflowing or underflowing during the decoding process. The maximum boffer size that can be
specified for a constrained parameter bitstrzam is 20 units.

A constrained parameter bitstream uses a forward_f_code or backward_f_code less than or equal to4. This
constrains the maximum range of motion vectors that can be represented in the bitstream (see tabie D.7).

If all these conditions are mel, then the bitstream is constrained and the constrained._parameters_flag in the
sequence header should be set to 1. If any parameter is exceeded, the flag shall be set b O to inform
dzcoders that more than a minkimum capability is required to decode the sequence,

0.5.1.10 Load intra quantizer matrix

This is a one-bit flag. If it is set 1o 1, sixty-four 8-bit integers follow. These define an & by 8 set of
weights which are used to quantize the DCT coefficieats, They are wansmitied in the zigzag scan order
shown in figure [2.30. Noae of these weights can be zero. The first weight mustbe eight which matches
the fixed quantization level of the dc coefficient.

I the flag is set to zero, the intra guantization matrix must be reset to the following default value:

3 16 19 22 26 27 29 34
16 16 22 24 27 29 34 37
19 22 26 27 29 34 34 38
2 22 26 27 29 34 37 40
22 26 37 20 32 35 40 48
26 27 20 32 35 40 43 58
26 27 29 34 38 46 56 69
27 29 35 38 46 56 6% B3

Figure D.15 -- Default intra quantization matrix

The defaelt quantization matrix is based on work performed by [SOAEC JTCT SC29/WG 10 (JPEG) [6].
Experience has shown tbat it gives good results over 2 wide range of video material. Forresolutiens close
10 3502250 there should nomnally be no need toredefine the intra quantization matrix. If the picture
resolution departs siznifican(y from this nominal resolution, then some other matrix may give perceplibly
better results.

The weights increase to the right and down. This reflects the homean visnal system which is less sensitive
to quantizativn noise at higher frequencies.

D.5.1.11 Load non-intra quantizer matrix

" 'This is a one-bit flag. If it is set to 1, sixty-four 8-bit integers follow in zigzap scan order. None of thesz
integers can be zero.

I the flag is sel to zero, the non-iotra quantizatizn matrix must be reset to te following default valve
which consists of afl 16s.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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i6 16 16 16 16 16 16 L6
16 16 16 16 16 16 16 16
l6 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 I6
16 16 16 16 16 16 16 16
I6 16 16 16 16 15 16 16
16 16 16 16 16 15 16 16

Figare D.16 -- Default mon-intra guantization matrix

This flat default quantization matrix was adopted from H 261 which uses a flat matrix for the equivalent of
P-pictures [5]. Little work has been performed te determine the optimmam non-intra matrix for MPEG video
coding, but evidence seggests that it is more dependent on video material than is the intra matsix. The
optitnum non-ixta matrix may be socmewhere between the flat defaylt non-intra matrix and the strongly
frequency-dependent values of the default intra matrix,

D.51.12 Extension data
This start code is byte-aligned and is 32 bits long. Its valuc is

hex: 0000 (1 B5
bioary: 0000 0000 COOD 0000 D000 0001 1011 0LO1

Itmay be preceded by any number of zeros. Ifit is present then it will be followed by an undetermined
number of data bytes terminated by the next start code. These data bytes are reserved for future extensions
to this part of ISOMTC 11172, and should not be geperated by encoders. MPEG video decoders should have
the capability to discard any extension data found.

D5.1.13 User data

Auser data start code may follow the optional exiension data. This start code is byte-aligned and is 32 bits
long. Iis valueis

hex: 00 00 01 B2
binary: 0000 G000 0000 G000 D000 D031 1011 0016

It may be preceded by any number of zeros. Ifit is present then it will be followed by an undetermined
number of data bytes terminated by the next start code. These data bytes can be used by the encoder for ary
purpese. The only restriction on the data is that they cannot emulate a start code, even if not byte-aligned.
This means that asting of 23 consecutive zercs must not pecur. One way o prevent emulation is 10 force
the most significant bit of allemate bytestobea 1. :

In closed encoder-decoder systems the cecoder may te able to use the data. In the more general case,
decoders should be capable of discarding the user data, :

D.5.2 Group of pictures

Two distinct picture orderings exist, the disphy order and the bitsiream order (as they appear in the video
bitstream). A group of pictures (gop) is a set of pictares which ate contiguous in display order. A group of
pictures must contain at least ong [-picture. This required picture may be followed by any number of T and
P-pictures. Any nurmber of B-pictures may be interspersed batween each pair of Y or P-piciwes, and may
also precede the first I-picure.

Property 1. A group of pictures, in bitstream order, must start with an I-picture and may be followed by
any nomber of I, P or B-pictures in any order.

Property 2. Anotber property of a group of piciures is thal it must begin, m display order, withan loraB-
picture, and must end with an Lor a P-piciurz. The smallest group of pictures consists of a siﬁg@l’[ﬁkﬁﬂﬁ}lb‘t 2005
whereas the largest size is unlimited. Apple v. PUMA, IPR2016-01135
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The original concept of a group of pictures was a szt of pictures that could be coded and displayed
independently of any other group. In the final version of this part of ISO/IEC 11172 this is not always
true, and any B-pictures preceding (in display order) the first 3-picture in a group may require the last pictire
i the previous group in order © be decoded. Neverthelzss encoders can still construct groups of pictutes
which are iadependent of one ancther. One way to do this is to omit any B-pictures preceding the first I-
piciurz. Another way is © attow such B-piciures, but to code them uvsing only backward moton
compensation.

Property 3 From a coding peint of view, a concisely staled property is that a group of pictures begins
with a group of pictures header, and either ends at the next group of pictures header or at the next sequencs
header or at the end of sequence, whichever comes first

Some examples of groups of pictures are given below:

by o Tg e el
~EEwWY
W=
(=i wn B o
W
|=-Ma-N-=]
"W

B F
B I

B P B
B 1 B

X
Figure D.17 -- Examples of proups of pictures in display order

These examples illustrate what is possible, and do not constitste a suggesoon for structures of groups of
pictures,

Group of pictures start code

The group of pictures header starts with the Group of Pictures start code. This code is byte-aligned and is
32 biis long. Its value is

hex: 00 00 ¢1 B8
binary: 0000 0000 0000 COCO 0000 0001 1081 1000

[t may be precedzd by any namber of zeros. The encoder may have inserted some zeros 10 getbyte
alignment, and may have inseried additioral zeros to prevent buffer underflow. An aditor may have inseried
zerns in order to match the vbv_delay parameter of the first pictare in the groap.

Time code

A fime code of 25 bits immediatcly follows Lhe gioup of pictares start code. This encodzs the same
information as the SMPTE time code [4].

The time code can be broken down into six fields as shown in table D4

Table D.4 — Time code fields

FIELD | BIIs | YALUES
Drop frame flag 1
Hours 5 tw23 .
Minntes 6 005
Fixed 1 L
Seconds 6 0t 59
Pictore nimber 1) 0w &0

The time code refers to the First piciure in the groupin display order, i.e. the first picture with a wemporal
reference of zera. The SMPTE time code is included to provide a video time identification to applications,
It may be discontinnons. The presentation time-stamp in the Systzm layer (Part 17 has a much higher

precision and identifies the time of presentation of the picture. PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Closed GOP

A one bit flag follows the time code. Tt denotes whether the group of pictures is open or closed. Closed
groups can be decoded without using decoded pictures of the previous gronp for motion campensation,
whereas open groups require such pictures 1o be availabie.

A typical example of a closed group is shown in figure D.13a.

I B B P B B P B B F B B P
0 1 2 3 4 5 6 7 3§ 8

(a) closed group

B B I B B P B BPY B BP B B P
0 1 2 3 4 5 6 7

o0
(]
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(=1
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[y
et
]
—
L
[y
s

(b) apen or dosed group
Figur? D.18 -- Example groups of pictures in display order

A less typical example of a closad group is shown in figure D.18b. In this example, the B-pictares which
precede the first I-picture must use backward motion compensation pnly, i.e. any metion compensation
must be based only on picture nomber 2 in the group.

I the closed_gop fag is set te () then the groun is open. The first B-pictures that precede the first [-pictare
in the group may bave been encoded using the last picture in the previous group for motion compensation.

Broken link

A ong bit flag follows the closed_gop flag. It denotes whather the B-pictures which precede the first [-
picture in the GOP can be correctly decoded. 1f it is set to 1, these pictures cannot be correctly decoded
because the I-picture or P-piclurz fiom the previous group pictures that is required to forn the peedicions is
nat available (presumably because the preceding group of pictures has been removed by editing). The
decoder will prebably choose not to display these B-pictures.

If the sequznce is edited so that ibe original group of pictures no longer precedes the cument group of
pictures then this flag pormalty will be setto { by the editor. However, il the closed_gop flag for the
current group of pictures is set, then the editor should not set the broken_link flag. Because the group of
pictures is closed, the first B-piciures (if any) can still be decoded comectly.

Extension data
This start code is byte-aligned and is'32 bits long. Its value is

hex: 0000 0L B3
binary: 0000 0000 0000 0000 D000 000 1011 0101

It may be preceded by any number of zeros. If it is present then it will be followed by an yndetermined
number of data bytes terminated by the next start code. These data bytes are reszerved for future extensions
to this part of ISOAEC 11172, aad should not be generated by encoders. MPEG video decoders should have
the capability to discard any extension data found.

User data

A user data start code may follow the optional extension data. This start code is byte-aligned and is 32 bits
long. I's valueis

hex: 00 0001 B2
binary: 0000 0000 6000 0000 3000 0001 1011 OG10 L
PUMA Exhibit 2005
Itmay be preceded by any number of zeros. I itis present then it will be follaypddy 2P WNEAIIRRD016-01135
number of data bytes temminaied by the nex: start code. These data bytes can be used by the encoeder for aw¥g £ 124
purpose. The only restriction on the data is that they cannot emulate a start code, evenif not byte-aligned.
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This means that a string of 23 consecutive zeros must noil occwr. One way © prevent emulation is to force
the most significant bit of alternate bylestobe a 1.

In dosed encoder-decader systems the decoder may be ablz to use the data. In the more gereral case,
decoders should be capable of discarding the nser data,

D.5.3 Picture

The picture layer contains all the coded information for oue pictere. The header ideniifies the temporal
refereace of the picture, the picture coding type, the delay in the video buffer verifier (VBV) and, if
appropriate, the range of motion vectors used.

D_.5.3.1 Picture header and start code

A picture begins wilh a picture header. The header stans with a pictere start code. This code is byte-aligoed
and i3 32 bits long. Its value is:

hex: 00 00 €1 00
binary: 0000 0000 0000 0000 GOCO D001 DAL 0000

1t may be praceded by any number of zeros.

1.5.3.2 Temporal reference

The Temporal Reference is a ten-bitnumber which can be used 1o define the order in which the pictures
must be displayed. It may be vseful since pictures are not transmitted in display order, but rather in the

order which the decoder needs to decode them. The first picture, in display order, in each group must have
Ternporal Reference equal to zzre: This i3 incremented by one for each picture in the group.

Some example groups of pictures with their Temporal ‘Refercnce numbers are given below:

Example(ayin I B P B P

display order ¢ 1 2 3 4

Example(@in I P B P B

decoding orcer g 2 1 4 3

Example()in B B [ E B P B B P B B P
display order g 1 2 3 4 5 6 7 8 ¢ 1011
Example(t)tn X B B P B B P B B P B B
coded order 2 01 5 3 4 8 6 7 11 9 10
Example(c)in B I B B B 3 P B I B B I I
display order ¢ 1 2 3 4 5 6 7 8B 9 10 11 12
Exanple(c)in - I B P B B B B I B I B B I
coded order 1 0 6 2 3 4 35 8 7 119 1012

Figure D.19 -- Examples of groups of pictures and temporal references

1 there are more than 1024 piciures in a group, then the ‘Temporal Reference is reset to zero and then
increments anew. This is illustrated below:

3 B I B B P .. P B B P .. P B B P display order
0 1 2 3 4 3 ...102 1023 ¢ 1 .. 472 473 474 475
Figure D20 - Example group of pictures containing 1500 pictures
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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D.5.3.3 Picture coding type

A three bit number follows the temporal reference. This is an index into the following table defining the
type of picture. :

Table DS -- Picture types

CODE ]| PICTURE TYPE
000 Foridden
001 I-picture
010 P-picture

011 B-picture
100 D Picmuirs
101 Reserved
110 Reserved
111 Reserved

The various types of pictures are described in D.2.3. Codes 101 through 111 are reserved for future
extensions (o this part of ISD/TEC 11172, Decoders should bz capable of discarding all pictures of this
type, and scan for the next picture stan code, groap start code or sequence start code. Code 000 will never be
used to avoid start code emulation.

D.5.3.4 VBV delay

For constant bit rate operation, vbv_delay can be used at the siart of decoding and after a random access o
ensure that the correct mumter of bits bave been read by the decoder before the first picture is displayed.

The buffer fullness is nof specified in bits but rather i wnits of time. The vhv_delay is a 16-bit number
defining the time needed in units of 150000 s to il the input buffer of the model decoder from an empty
state to the corred. siate at the bitrate specified in the sequence header,

For exzmple, suppose the vbv_delay had a decimal value of 30000, then the time delay would be:
D=30000/90000=1/33

If the channel bit rate were 1,2 Mbiis/s then the contents of the baffer before the picture is decoded would
be: .

B = 1200000 /3 = 400 00 bits

If the d=coder determined that its aciual buffer fullness differed significantly from this value, then it would
have to adopt some strategy for regaining synchmonization,

The meaning of vbv_delay is undefined for variable bit rate operation.
D.5.3.5 Full pel forward vector

This is a one bit flag giving the precision of the forward motion vectors, X it is 1 then the precision of the
vectors is in integer pels, if it is zero then the precision is half a pel. Thus if the flag is set to one the
veciors have twicz the range than they do if the flag set o zero.

This flag is presznt only in the headers of P-pictwres and B-pictures. It is absent in I-pictutes and D
pictures.

D.5.3.6 Forward f-code

This is a three-bit number and, like the full pel forward vector flag, is present only in the beaders of P-
pictures and B-pictures. I provides informarion used for decoding the coded forward vectors and cantrols the
maximun size of the forward vectors that can be coded. Itcan take only values of 1 through TP?JW %thibi £2005

zero is forbidden.
Apple v. PUMA, IPR2016-01135
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Two parameters nsed in decoding the forward motion veciors are derived from forward_f_code, forward_r_size
and forward_f

The forward_r_size is one less than the forward_{_code and so can take valves D through 6.
The forward_f parameter is given by table D 6:

Table D.6 -- £ _codes

forwardbackward_{_code | forwardibackwand f
1 1
2 2
3 4
4 8
5 16
6 32
7 64

D5.3.7 Full pel backward vector

THis is a one bit flag giving the precision of the backward metion vectors. Ifitis 1 then the precision of
the vectors is ininleger pels, if it i zerco then the precision is balf a pel. Thus if the fiag is set to one the
vectors have Iwice the range than they do if the flag set © zero.

This flag is only preseni in the beaders of B-pictures. Itis absent in I-pictures, P-pictures and D pictures,
D.5.3.8 Backward f-code

This is a three-bit number and, like the full pel backward vector flag, is present only in the headers of B-
pictures. It provides nformation used for decoding the coded backward vectors. [t can take only values of 1
through 7; a value of zero is forbidden.

The backward_f parameter is derived from the backward_f_code sndis given by table D.6
D.5.3.9 Extra picture information

Extra picture information s the next field in the picture header. Any aumber of information bytes may te
present. An information byte is preceded by a flag bit which is set io . Informaticn bytes are therefore
generally not byie-aligned. The 1ast information byte is foliowed by a zero bit. The smallest size of this
field is therefore one bil, a 0, that has ne information bytes. The largest size is unkmited. The following
exanple has 16 bits of extra information denoted by E:

1EEEEEEEEIEEEEEEEED
Where E is an extra information bit.

The extra information bytes are reserved for future extensions to this part of ISOTEC 11172, The meaning
- of these bytes is currently undefined, so encoders must not genzrate such hyles and decoders must be capable
of discarding them,

D.5.3.10 Extension data
This start code is byte-aligned and is 32 bits long. Its value is:

hex: 00 0001 B5
binary: (000 0000 0000 0000 6C00 0001 1011 4101

It may te preceded by any number of zeros. If it is present then it will be followed by an undetermined

number of data bytes terminated by the next start code. These data bytes are reserved for future SPEIISExhibit 2005

to this part of ISONEC 11172, and should not be generated by encoders. MPEG video Fﬂco%%wr&t

capable of discarding them. Apple v. , IPR2016-01135
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D.5.3.11 User data
‘This start code is dyte-aligned and is 32 bits long. Its value is

hex: pOO0 01 B2
binary: 0000 0000 GH00 0000 0000 0001 1011 0010

Itmay be preceded by any number of zeros. [f it is presend then it will be followed by an undetermined
number of data byles terminated by the next start code. These data byies can be used by the encoder for any
purpose. The only restriction on the data is that they cannot emulate a start code, even if not byle-aligned.
Oae way 10 prevent emulation is o force the most significant bit of alternate bytestobe al.

In closed encoder-decoder systems the decoder may be able to use the data. Inthe more general case,
decoders should be capable of discarding the user data.

D.5.4  Slice

Pictures are divided into siices. Each slice consists of an integral Tunber of macroblocks m raster scan
order. Slices can be of different sizes within a picture, and the division in one picture need not be the same
as the division in any other picure. Slices can begin and end at any marroblock in a picture subject 1o the ;
following restrictions. The first slice must begin at the top Ieft of the picture, and the end of the Iast slice

must be the bottom right macroblock of the piciure. There can be no gaps between slices, nor can shices

overlap. The minimura narmber of slices in a pictre is ore, the maximam number is equal (o the number

of macroblocks.

Each slice starts with a slice start code, the exact valae of which defines the vertical position of the slice,

Thisis followed by a code that sefs the quantizaticn step-size. At (he start of each slice ihe predictors for
the de coefficient valies and the predictors for the vector decoding are all reser. The horizontal position of
the start of the slice is given by the macroblock address of the first macroblock in the slice. The result of i
all this is that, within a picture, a slice can be decoded without information from the previous slices. §
Therefore. if a data error occars, decoding can begin again at the subsequent slice.

If the data are to be used in an errar free environment, then one stice per picture mzy be appropriate. If the
eavironment is noisy, then one slice per rew of macroblocks may be more desirable, as shown in figure
D.21.

1 begin end 1
2 begin enc 2
3 begin end 3
4 begin end 4
5 begin end 5
6 begin end 6
7 begin end 7
8 begin end 8
9 begin end 9
10 begn end 10
11 begin end 11
12 begin end 12
13 begin end 13

PUMA Exhibit 2005

Figure D.21 -- Possible arrangement of slices in a Mypl@%, MEethbfA, IPR2016-01135
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Since each slice header requires 40 bits, there is some penalty for including rore than the minimum
aumber of slices. For example, a sequence with a vertical resolation of 240 lines coded at 30 piciures/s
requires approximately 40230 = 1 200 bits/s for the slice headers using one slice per picture, and 40x15x30:
= 18 000 bits/s with one slice per row, an additional overhead of 16 800 bits/s. The calculation is
approximate and undetestimates the impact, since the inclusion of a slice imposes additional requirements
that the macroblock inmnediately before the slice header be coded, as well as the first macroblock in the
slice.

The coding structure permits great flexibility in dividing a picture up into slices. One possible arrangement
is shown in figure D.22.

1 begin
end 1| 2 begin
end 2| 3 begin end SI 4 begin
end 4| 5 begin
end 5
6 begin
end 6| 7 begin
end 71 8 8‘ 8 begin and 9] 10 begin
end 10

Figure D.22 .- Possible arrangement of slices in a 256x192 picture

This division into slices is given for illustrative purposes only. [t is rotintended as a suggestion on how to
divide a picture into slices. -

D.5.4.1 Slice header and stant code

Slices start with 2 slice header. Each slice header starts with a slice start code. This code is byte-aligned
and is 32 bits long. The last eighs bits can take on a range of values which defime the vertical position of
the slice in the picture. The permitted slice start codes are:

hex: from 00000101
to 00 00 01 AF

binary: from Q000 COOD 000G 00G0 DOO0 DOOT GOD0 G001
o 0000 CO0D 6000 0000 D000 D001 1010 1111

Each slice starl code may be preceded by any number of zeros.
The last § bits of the slice start code give the slice vertical position, ie ke vertical posidon of the first
macroblock in the dice in units of macroblocks starting with position 1 at the top of the pictire. A wseful

variable is macroblock row. This is similar o slicz vertical position excep! that row 0 is at the top of the
pictzre, This

slice vertical [)GSiﬁOIl = macroblock row + 1 PUMA Exhibit 2005

For examtple, 4 slice start code of 00000101 hex means that the first macroblock PR HeP VN RrthR2016-01135
position 1 or macroblock row 0, i.e. at the top of the picture. A slice start code of 00000120 hex mezns 84 of 124
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that the first macroblock is at vertical position 32 or macroblock row 31, i.e. at the 495th row of pels. It
is possible for two or more slices 10 have the same vertical position.

The maximum vertical position is 175 units. A slice with this position would require a vertical size of
175x16 = 2 800 pels.

‘The horizontal position of the first macroblock in the slice can be calculated from its macroblock address
increment. Fhus its position in the picture can be determined without referring to any previous shice or
macroblock. Thus a decoder may decode any slice ina piciure without baving decoded any other slice in the
same picmre. This feature allows decoders to recover from bit errors by searching for the next slice start
code and then resursing decoding.

D.5.4.2 Quantizer scale

‘The quantizer scale is a five-bit integer which is used by the decoder to caleulate the DCT coefficients from
the iransmitted quantized coeffidents. A valve of 0 is forbidden, so the quantizer scale can have any value
between | and 31 inclusive.

Note in addition that the quantizer scale may be set at any macroblock.
D.5.4.3 Extra slice information

Extea stice information forms the dastfield in the sltice beader. Any mumber of information bytes may be
present. An information byte is preceded by a flag bit which is set to 1. Fuformation bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero bit. ‘The smallest size of this
field is therefore one bit, a 0, that has no information bytes. The largest size is unlimited, The following
cxample has 24 bits of extra information dencted by E:

lIEEEEEEEELIEEEEEEEETIEEEEEEEEQ

"The extra information bytes are reszrved for future exteasions to this part of ISO/IEC 11172, The meaning.
of these bytes is currently undefined, so encoders must not gererate such bytes and decoders must discard
them.

The slice header is folowed by codz defining the macrobiocks in the slice.

D.5.5 Macroblock

Slices are divided into macmoblocks of 16 x 16 pels. Macroblocks are coded with a header that contains
information on the macrcblock address, macroblock type, and the gptional quantizer scale. The header is
followed by data defining each ¢f the six blocks in the macroblock It is convenient © discuss the
macroblock header fields in the order in which they are coded.

D.5.5.1 Macroklock stuffing

The first field in the macrobiock header is “macroblock stuffing”. This is an optional ficld, and may be
inserted or omitted at the discretion of the encoder. If present it consists of any mumber of 11-bit strings
with the patiern "0000 0001 111", This stuffing code is used by the encoder Lo prevent underflow, and is
discarded by the decoder. If the encoder determines that underflow is about L0 occur, (hen it can insert as
many stuffing codes ito the first fiz1d of the macroblock header it likes.

Note thatan ercoder has other strategies to prevent buffer underflow. It can insert stuffing bits trrediately
before a start code. It can reduce the quantizer scale to increass the number of coded coelficients. It can even
start a new slice.

D.6.52 Macroblock address increment and macroblock escape

Macroblocks have an address which is the mumber of the macroblock in raster scan order. Theqg 1] Exhibit 2005
macroblock ina picure bas address 0, the next one to the right has address 1 and so on. If there are 135
macroblocks in a picture, then the botiom right macroblock has an addressM-1\pple v. PUMA, [PR2016-0113
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The addess of amacroblock is indicated by transmitting the difference between the addresses of the curent
macrcblock and the previousty coded macroblock. This difference is called the macroblock address
increment. In I-pictures, all macioblocks are coded and so the macroblock address increment is nearly
always cne. Thereis ong exception. Atthe beginning of each slice the macrobleck address is set to that of
the right hand macioblock of the previous row. At the beginning of the pictuse it is set © -1. If a slice
does notstart at the left edge of the pictwre, then the mactoblock address increment for the first macroblock
in the slice will be larger than one. For example, the pictwre of figure D22 has 16 macroblocks per row,
At the start of slice 2 the mactoblock address is set o 15 which is the address of the macioblock at the right
hand edge of the top row of macroblocks. If the first slice coniained 26 macroblocks, 10 of them would be
i the second row, 50 the address of the first maciotiock in slice 2 would be 26 and the macroblock address
increment would be 11. '

Macroblock address incremenss are coded wing the VLC codes i the able m B. 1.

It can be seen that there is B0 code to indicate a macroblock address increment of zero. This is why the
macroblock address is set to -1 rather than zero & the iop of a pictwre. The first macroblock will have an
increment of orie making its address equal to zero,

The macrobleck address increments allow the position of the macrobleck within the picture to be
determined. For example, assume that a slice beader has the start cede equal to (0 00 01 0A hex, that the
picture width is 256 pels, and that a macroblock address increment code 0000111 is in the macroblock
header of the first macreblock in the dice. A picture widih of 256 pels implies that there are 16
macroblocks per row in this picture. The slice swart code tells us that the slice vertical position is 10, and
50 the macroblock row is 9. The slice header sets the previous macroblock address to tae last macroblock on
row 8, which has address 143, The macroblock address increment VLC Iéads to amacroblodk address

mcrement of B, and so the macroblock address of the first macroblock in the slice is 143 + § = 151.
The macroblock row may be calculated from the address:

macioblock 0w =macroblock address /macroblock width

L5t 7 16
= 9
The division symbol signifies integer truncation, not rounding.
The macroblock calumn may also be calcelated from the address:
macroblock column = macroblock adidress % macroblock widh

151 % 16
7

[

Columes are numbered [rom the left of the picture starting at D.
There are two special codewords: escape and stuffing.

The escape code means “add 33 to the following macroblock address imcrzrment”. This allows increments
greater than 33 10 be coded. Forexample, an increment of 40 would be coded as escape plus an increment
of 7:

0000 06001 0000 0010
Au increment of 70 would be coded as two escape codes followed by the code foran increment of 4:

0000 0001 0000 0000 4010 0000 11

The stulfmg code is included since the decoder must be able to distinguish it from increment codes. Itis
sed by the encod is di o
u y ncoder to prevent underflow, and is discarded by the decoder, PUMA Exhibit 2005

Apple v. PUMA, IPR2016-01135
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D5.5.3 Macroblock types

Each of the pictare types I, P, and B, have their own macroblock types. See, respectively, D63, D.6.4,
and D.6:5 for the codés and their descriptions.

D.5.5.4 Motion horizontal/vertical forward/backward codes
The interpretation of these codes is explained m D.6.2.3.

D.5.5.5 Motion horizontal/vertica! forward/backward R

The interpretation of these codes is explained in D.6.2.3.

D.,5.5.6 Coded block pattern

This code describes which blocks within the macioblock are coded and transmitted. The interpretation of
this codz is explaired inD.6.4.2.

D.5.5.7 End of macroblock

This code is vsed only in D-pictures and is described in D.6.6.

D.5.6 Block.

A block is an array of 8 by B compouent pef values, treated as a mnitand input o the Discrete Cosine
Transform (DCT). Blocks of 8 by 8 pels are transformed into arrays of 8 by 8 DCT eoefficients using the
two dimensional discrete cosine wansform.

D.6 Coding MPEG video
D.6.1 Rate control and adaplive quantization

The encoder must contral the bitrate so that the model decoder input buffer neither overflows nor
undeiflows. Since the model decoder removes all the bits associaied with a picture from the input buffer
instantanequsly, it is necessary to control only the total number of bits per picture, The encoder should
allocate the total nuwbers of bits among the various types of pictures so thatthe perceived quality is
suitably balanced. The distribution will vary with the scene coatent and with the pamcular distribution of
the three picture types (I Pand B-pictures).

Within a pictere the enceder should allocate the total number of bits available among the macroblocks to
maximirze the visual quality of the picture.

One method by which an encoder controls the bit rate is to vary the quantizer scale. This is sot in each slice
header, and may be set at the beginning of any macoblock, giving the encodzr excellent control over the bit
rate within a picture.

D.6.1.1 Rate control within a sequence

For atypical coding schemz represented by the following group of pictures in display order:
BEIBBPBBPBEBPBBP

it bas been found that geod results can be obtained by matching the visnal quality of the 1 and P-pictures,
and by redocing the code size of the B-pictures to save bis giving a generzlly lower quality for the B-
pichures.

The best allocation of bits among the picture types depends on the scene content. Work of the MPEG
video commiitee suggests that allotting P-pictures about 2-5 times as mary bits as B—picturep[gxm AllPuibit 2005

I-pictures up to 3 times as many bits as P-pictores gives good resnlts for typl% Ifﬁb?{ﬁm 6-01135
litde moticn or change in the video, then a preater propomtion of the bits shoul allotie e’ I-pictire; §7 of 124
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If there is a lot of motion of change, then the proportion allotied o l-pictures should be reduced and most of
the savings given o the P-pictures.

A reasonable encoder algorithm is to start with the foregping estimates, ther reallocate bits dynamically
depending on the nature of the video.

D.6.1.2 Rate control within a picture

If the buffer is heading toward overflow, the quantizer scale should be increased. If this action is not
sufficient  prevent an impending overflow then, as 2 last resort, the encoder could discard high frequency
DCT coefficients and transmit only Iow frequency ones. Although this would probably produce visible
artifacts in the decoded video, it would in 0o way compromise the validity of the coded bitstream,

If the-buffer is heading toward underflow, the quantizer scale should be reduced. If his is not sufficient, the
encoder can insert macroblock stuffing into the bitstzeam, or add leading zerns to start codes.

Pnder normal circumstances, the encoder calenlates and monitors the staic of the model decoder buffer md
changes the quantizer scale to avert both overflow and underflow problems.

Ore simple algorithm: that helps accomplish this is 10 monitor the buffer fullness. Assume that the bits
bave been allocated among the various picture types, andthst an average quantizer scale for each picture type
bas been established. The actaal buffer fulloess at any macoblodk in a picture can be caleulated and
compared with the nomdnal fullness, ie. the value that would be obtained if the bits were uniformly
distributed among all the macroblocks in the picturz, If the buffer fullness is larger than the nominal value,
then the quantizer scale should be set higher than the average, whereas if the boffer fullness is smaller than
the nominal, the quantizer scale should be set lower than the average.

[f the quantizer scale is kept constant over a picture, then, for A given number of coding bits, the total mean
square error of the coded pictmre will iend o be close (0 the minimum. However, the visual appearance of
most pictures can be improved by varying the quantizer scale over the picture, making it smaller in smocth
areas of the picture ard larger in busy arcas. This technigue reduces the visibility of biockiness in smoota
areas at the expense of increased quantization noise in the busy areas where, however, it is masked by the
image detail.

Thusa good algorithm for contrelling the bitrate within 2 picture adjusts the quantizer scale deperding on
both the calculated buffer fullness and on the local #nage content. Examples of techniques forrate contrcl
and guantization may be found in [T]{8].

D.6.1.2 Buffer fullness ‘

To give the best visual quality, the encoder should almost fill the input buffer before instructing the decoder
1o start decoding.

D.6.2 Motion estimation and compensation
D.6.2.1. Motion compensation

P-piciures use motion compexsation to exploit temporal redundancy in the video. Decoders construct a
predicted block of pels from pels in apreviously transmitted picture. Motion within the pictures (e.g. a
pan) ysually implies that the pels in the previous pictare will be in a cifferent position friom the peks in the
current block, and the displacement is given by motion vectors encoded in the bitstream. The predicted
block is ushally a gocd estimate of the awrrent blodk, and it is usually more efficient 1 transmit the motion
vector plus the difference between the predicted block and the current block, than to transmit a description of
the current block by iiself.

Consider the following typical group of pictures,

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Figure D.23 — Group of pictures in display order

The I-picture, picture 2, is decoded without requiring any motion veciors. The first P-picture, number 5, is
decoded vsing motion vectors from pictare 2. This motion compensation is called forward motion
campensaion singe it s forward in tme. Motion vectors define the mokion of a reacroblock, i.e. the
motion of 2-16x16 block of luminance pels and the associated chrominance components, Typically, most
macroblocks ina P-picture use motion compensation. Non-zero motion vectors are tratsmitted
differentially with reference to the last transmatted motion vector.

The traasmitied vectors usually have a precision of balfa pel. The maximam range of the vector is set by
the forward [ parameter in the pictrre beader. Sometimes. if the motion is unusaally large, the range may
be deubled and the accuracy reduced o integer pels, by the full pel forward vector bitin the picture header.

A positive value of the horizontal or vertical component of the motion vector signifies that the prediction is
formed from pels in the referenced picture which are spatially to the right or below the pels being predicted.

Not ail macroblocks in a P-picture necessarily use motion compensation. Some macroblocks, as defined by
the transmitted macroblock type (see mble B.Zb), may be intra-coded, and these are reconstructed without

motion compensation. Full details defiring the methed of decoding the vectors and constructing the ;
motion-compensaled macroblock are given in 24.4.2. i

P-pictuse 2 in figure .23 nses forward motion compensation from picture 5. P-pictures always use
forward motion compensation from the last transmitted I or P-picture.,

B-pictures may use motion compensztion from the previows 1 or P-picture, from the next (in display order) |
or P-picture, or bath; i.e., fram the last two transmitted I or P-pictures.

Prediction is called forward if reference is made o a picture in the past and called backward if reference is
made G a picture in the fumrz. For example, B-piciure 3 i figure D.23 uses forward motion compensation
from I-picture 2, and backward motion compensation from P-piciure 5. B-pictures-may use both forward and
backward motion compensation and average theresult. This operation is called interpolative motion
camnpensation.

All three types of motion compensztion are useful, and typically are used in coding B-pictures.
Inierpelative motion compensation has the advantage of averaging any noise present. Forward or backward
inotion compensation may be more useful near the edges of pictures, or where a fareground object is
passing in front of a fixed or slow moving background.

Note that this technique of coding with P and B-picnures increases the coding efficiency. B-pictures can
have greater efrors of reconstruction than Ior P-pictures to conserve coding bits, bt since they are not used
as the basis of motion compensation for fumire pictres, these eriors may be tolerated.

D.6.2.2 Motion estimation

Mobtion compensation in a decoder is straightforward, but mofion estimation which includes determining the
best motion vectors and which must be performed by the encoder, presents a formidable compatatonal
challenge.

Various methods are availablz to the encoder, The more computationally intensive methods tend to give
better results, 5o there is tradeoff to be made in the encoder; computational power, and henee BB hibit 2005
coded videp quality.
Apple v. PUMA, IPR2016-01135
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Using a search stralegy the encoder attempts to match the pels in a macroblock with those in a previons or
futere picture. The vector corresponding o the best mawch is reporied after the search is completed.

D.6.2.2.1 Block matching criteria

In seeking a match, the encoder must decide whetber to use the decoded past and future pictures as the
reference, or wse the original past and future pictures. Formotion estimation, us2 of the decoded pictures by
the encoder gives the smallest error in the error picture, whereas use of the original pictures gives the most
acaurate moticn vectors. The choice depends on whether the artifacts of increased roise, or greater spuricus
motion are judged 1 be the more objectionable. There is usually little or no difference ia cuality between
the two methods. Note that the decoder does not perforn metion estimation. It performs motion
compensated prediction and interpolation using vectors calculated in the encoder and stored in the bitstream.
In motion compensated prediction and interpelation, both the encoder and decoder must use the decoded
picmres as the references.

Several matching criteria are available. The mean sguare error of the difference between the motion-
compensated block and the current block is an pbvious choice. Another possible criterion is the mean
absolute difference between the motion-compensated block and the current block.

For half pei shifts, the pel values could be interpolated by several methods. Since the decoder uses a simple
linear inferpolation, there is lite reason © use a more complex methnd in the encoder. The linear
interpolation method given in this part of ISO/TEC 11172 is equivalent to the following. Consider four
pels mving values A, B, D and E as shown in Gigure D.24:

A h B
¥ C
D E

Figure D.24 -- Interpolation of half pel shifts

The value of the harizontally interpolated pel is

h=(A+B)//2

where the double division symbol means division with rounding to the nearest integer.  Half integer values
are to be rounded to the next higher value. Thas if A =4 and B =9 then h=6.5 which is rounded up to 7.

The value of the vertically interpolated pel is
v=(A+D) /2
.Thc value of the ce;ntral interpolated pel is
' c=(A+B+D+E) /4
D.6.2.2.2 Search rahge o

Once a Hock matching criterion has been selecied, soms kind of search stratezy mustbe adopted. This
mast recognize the Timitations of the VLC tables ased 10 code the vectors. The maximum range of the
vector depends upon forward_{_code or backward_f_code. The motion vector ranges are given in table D.7.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Table D.7 -- Range of meotion vectors

forward_f_code or “ Motion vector range
backward_f ¢ full_pel=0 full_pel=1

1 S8w75 -16t0 15

2 ~16 0 15,5 321031

3 -Riw3ls 54 t0 65

4 -64 10 63,5 -128t0 127

] -128 t0 127.5 256 to 235

6 256 10 255,5 -512t0 511

7 ) 512 t0 511,5 -1 024101023

The range depends on the value of full_pel_forward_vector or full_pel_backward _vector in the picture
header. This if all the motion vectozs were found to be 15 pels or less, the encoder would usually select
half pel accuracy and a forward_f_code or backward_f_code value of 2.

The search must b constrained to take place within the boundarics of the decoded reference picture, Mofion
vectors which refer  pels ontside the picture are not allowed. Any hitstream which refers to such pels does
not conform to this part of ISC/IEC 11172,

D.62.2.3 2-D search sirategy g

There are many possible methods of searching another piciare for the best maich o a curent block, and a
few simple ones will be described.

The simplest search is a full search. Within the chosen search range all possible displacements are
evaluated using the block matching ariterion.

The full search is computaticnally expensive, and practical encodess may not be able (o afford the time
required for a full search.

A simple modification of the fullsearch is to search using only integer pel disphcements. Oace the best
integer match has been found, the eight neighbouring half-nteger pal displacements are evaluated, snd the
best one selected as Hlustrated below:

* *

-
-
e

b
* * * 4 * Y‘i’l
+ + + ¥+1,5
¥ £ + * -+ ¥ Ed y+2
+ o+ o+ ¥+2.,5
* * % * * y+3
%k * x * * y+4
X x+1 X+2 . X+3 x+4

Figure D.25 .- Integer pel and half pel displacements

Assume that the position x+2,y+2 gives the best integer displacement matching using the selected block
matching criterion, then the encoder would evaluaie the eight positions with balf pel displacements marked
by + signs in figure 1.25. If one of them were a beger match then it would become the motion vector,
otherwise ths motion vector would remain that of the integer displacement x+2,y+2.

If during the integer pel search, two or more positions have the same block matching value, the encoder can
adopt a consistent tie-breaking rule.

The modified full search algorithm is approximately an order of magnitude simgler than the full search.
Using enly integer displacements for the first stage of the search reduces the sumber of evaluations by a
fzctor of four. In addition, the evaluations are simpler since the pel differences can be calculaigiljmﬂﬁ )%mbi £ 2005

do not have to be interpolated.
Apple v. PUMA, IPR2016-01135
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For same applications even the modified full search may be teo time consuming, and a faster search method
may be required. One such method is the logarithmic search.

D.6.2.2.4 lLogarithmic search

In this search method, grids of 9 displacements are examined, and the search continued based on a smaller
grig centered on the position of the best match. If the grids afe reduced in size by a factor of 3 at each step
then the search is maximally efficient in the sense that any integer shift has a unique selection path toit.
This method will find the bestmatch only for a rather limited set of image types. A more robust method is
to reduce the size of the grids by a smaller factor &t each siep, e.g. by a factor of 2. The scaling factors can
also be adjusted o match the search ranges of table D.7.

The method will be illustrated with an example. Consider the set of integer shifts in figure D26

LK I K R R I R R N )
H % X X H it KbEd KE2 X O H X X
* K OF X B R K K K ¥ KX X £ * ¥
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LNE I I UV RUVIE UL I R I T

Figure .26 -- Logarithmic search method for integer pel shilts

The first grid has a spacing of 4 pels. The first step examines pels at shifts of 0, 4, or -4 pels in each
direction, marked 1 in figure 12.26. The best position is used as the center point of the second grid.

Assume it is the pel marked 1 directly 10 the left of the center pel. The second grid has a spacing of 2 pels.
The second step examines pels at shifts of 0, 2, or -2 pels in each direction from the center of the new grid,
marked 2 in the figure. The best position is used as the center point of the third grid, assume it is the lower
right pel of the second grid. The third grid has a spacing of 1 pel. The third step examines pels at shiits of
0, 1, or -1 peis ineach direction from the center of the grid. The best position is used as the cener poind of
the fourth grid. The fourth grid has a spacing of 1/2pel. The fourth step examines pels at shifes of O, 1/2,
or -1/2 pels in zach direction from the center of the grid using the same method zs in the medified full
search. 'The best position determines the motion vecior.

Some possible grid spacings for various search ranges are givenin table D.8.

Table D.8 -- Grid spacings For logarithmic searches

forward f code ||~ RANGE STEPS GRID SPACINGS
-1 17,5 4 421172

2 +15,5 5 842112

3 +31,5 6 168421172

For P-pichires only forward searches are performed, but B-pictures require both forward and tackward
searches. Not all the vectors calculated during the search are necessarily ased. InB-pictures either forward
or backward motion compensation might be used mslead of interpolated motion compensation, and in both
P and B-pictures the encoder might decide that a block is better coded as intra, in which case no vectors are
transtritted. '
D.6.2.2.5 Telescopic search PUMA Exhibit 2005
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interval, and if there are 4 B-pictures preceding a P-picture, then the full szarch range for the P-picture would
be 35 pels. This larze search range may exceed the capabilities of the encoder,

One way of reducing the search range is to use a telescopic search techmique. This i best explained by
illustrating with an example. Consider the group of pictures in figere D27,

i B B B P B B B P B B B P
0 ¢t 2 3 4 5 6 7 8 9 10 11 12

Figure D.27 -- Example group of pictures in display order

The encoder might proceed using its selected block matching criterion and D search strategy. For each P-
picture and the preceding B-pictures, it first calculates all the forward veciors, then calculates all the
backward vectors. The first set of pictures consists of pictures O through 4.

To calculate the complzte set of forward vectors, the encoder first calculates all the forward veciors from
picture 0 o picture 1 using a 2-D search strategy centered on zero displacement. 1t next caleulates sl the
forward veciors from picture O to pictre 2 using a 2-D search sirategy centered on the displacements
calculated for the corresponding block of picture 1. It next calculates all the forward vectors from picture (),
ta picture 3 asing a 2-D search stiategy centered on the displhcements calculated £or the corresponding block
of picture 2. Finally, it calculates all the forward vectors from picture O © picture 4 using a 2-D search
strategy cenlered on the displacements calculated for the corresponding block of picture 3.

To calculate the complete set of backward vectors, the_encoder first caleulates all the backward vectors from
picture 4 10 picture 3 using a 2-D search strategy centered on zero displacewent. [f next calculates all the
backward vectors from picture 4 1o piciere 2 using a2-1> search strategy cenlered on the dispiacements
celculaied for the corresponding block of picture 3. Finally, it calculates all the backward vectors from
picture 4 o piciure 1 using a 2-D sezrch siratlegy certered o the displacements calculated for the
corresponding block of picture 2,

Further methods of moticn estimation are given by Netravali and Haskell [1]. ‘
D.6.2.3 Coding of metion vectors
The motien vector of a macroblock tends to be well correlated with the vector of the previous macroblock.

For example, in apen all vectors would be roughly the same. Motion veetors are coded using a DPCM
technique to make use of this correlation.

In P-pictires the moticn vector used for DPCM, the prediction vector, is set to zero at the start of each slice
ard at ¢ach intra-coded macroblock. Note that macroblocks which are ¢oded as predictive but which have no
motion vector, also set the prediction vector to zero.

In B-pictures there are two motion vectors, forward and backward. Each vector is coded relative to the
predicted vectar of the same type, Both motion vectors are setto zero at the start of each slice and at each
intra-coded macroblock. Note that predictive macroblocks which have only a forward vector do not affect
the value of the predicted backward vector. Similarly, predictive macrablocks which have orly a backward
vector do not affect the value of the predicied forward vecor,

The rarge of the vectors is set by two parameters. The full_pel_forward_vector and
full_pel backward_vector flags in the picture header delermine whether the vectors are defined in half-pzl or
integer-pel units.

A second parameier, forward_[_code or backward_f_code, is related 10 the number of bits appended to the
VLC codes in table D.9.

PUMA Exhibit 2005
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Table D9 -- Differentizl motion code.

VLCoode || Vaue
D000 0011 001 -16
NO000011 011 -15
D000 0011 101 -14
DOD0 0011 111 -13
D000 0100 001 -12
D000 0100 011 -1
0000 0100 11 -10
0000 0101 01 9
0000 0101 11 8
0000 0111 7
0OB0 1001 6
0000 1011 5
B0 11 4
00011 3
0011 2
011 -1
1 0
010 1
2010 2
D01 O 3
DODO 110 4
DOD0 1010 5
D000 1000 6
D0D0 0110 7
00000101 10 8

| 0000 0101 00 9
D030 0100 10 10
D000 0100 010 11
D000 0100 000 12
0000 0011110 13
D000 0011 100 14
D000 0011 010 15
DOOD 0011 000 16

Advantage is taken of the fact that therange of displacement vector values iz constrainzd. Fach VIL.C
represents a pair of difference values, Only one of the pair will vieid a motion vector falling withif the
permitted range.

The range of the vector is limited o the values shown in table D77, The values obtainzd by decoding the
differential values must be kept within this range by adding or subtracting a modulus which depends on the
{ value as shown in table D.10.

Table D,1¢ -- Modulus for motion vectors

forward [ code MODULUS
or badoward_f code

1 32

2 &4

3 128

4 256

5 512

6 1024

7 2 048
PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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The use of the modulus, which rafers only to the numbers in tables D.8 through D.10, will be illustrated
by an examplz. Assume that a slice has the following vectars, expresszd in the units set by the full pel
fag.

3 10 30 3CG-14 -16 27 24

The range is such that an f value of 2 canbe used. The initial prediciion is zero, so the differential values
are

3720 0-44-243 3

The differentint valnes are reduced fo the range -32 to 431 by adding or subtracting the modulus 64
corresponding to the forward_{_code of 2. ‘

372 020 -2-21 3

Tocreate the codeword, fmvd + Gign(nvd)*(forward_f-1)) )is divided by forward_f. The signed quotient of
this division is used to find a variable length codeword from table DS. Then the abselute value of the
remainder is vsed to generate a fixed length code that is concatenaed with the variable length code. The
codes generated by this example are shown below:

Value T VLC Code

3 0310 ¢

7 0500 1100

20 0000 0109 101
0 1

20 0000 6100 101
2 0111

21 0000 0100 €110
-3 0011 0

D.6.3 Caoding l-pictures

[n coding I-pictures, the encoder has two main decisions to make thal are not mandated by this partof
[SO/IEC 11172. These are: how to divide the pictute up into slices, and how to set the quantizer scale,

D.6.3.1 Slices in |-piclures

Division of the picture into slices is described in [D.5.4.

D.6.3.2 Macroblocks in |-pictures

D.6.3.2.1 Macroblock types in I-pictures

There are two types of macrotlock in I-pictures. Both use intra coding. One uses the current quantizer
scale, whereas the other defines anew value for the quantizerscale They are identified in the coded

bitstream by the VL.C codes given in table D.11.

Table D1F -- Macroblock type YLC for I-pictures (table B.2a.)

TYPE || QUANT | VLC
intra-¢ " 1
ntra-g 1 01

The types are referred to names in thisannex. Intra-d is the default type where the guantizer scale is not
changed. Intra—q sets the quantizer scale.

In order to allow for possible future extension to MPEG video, the VLC for intra-¢ is 01 rather than 0.
Additional types could be addzd to this table without interfering with the existing entries. The VLU table is
thus open for future additions, and not closed. A policy of making the coding tabies open inPHREMay Bahibit 2005

adepted by in developing this part of ISOMEC 11172, The advantage of future ¢ {on, jdg _
warth the slight coding inefficiency. ‘AW%S{? W’ %‘RQ@;? Ofl Bi
0
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D.6.3.2.2 Quantizer scale

If the macroblock type is intra-g, then the macroblock header contains a five-bit integer which defines the
quantizer scale. This is used by the decoder to caloulate the DCT coefficienis from the ransmitted quantized
coefficients. A value of 0 is forbidden, so the quartizer scale can have any valae between 1 and 31
inclusive,

Note thatalso the quantizer scale is set in a slice beader.

If the block type is intra-d, then no quantizer scale is transmitted and the decoder uses the previously set
valve. For a discussion on stralegies encodess might use to set the quantizer scale, see 1D.6.1,

Note that the cost of transmitting a new quantizer scale is six biis: pnz for the extra length of the
macroblock type code, and five te define the value. Although this is normmally a small fraction of the bits
allocated to coding each macroblock, the encoder should exerdse some restraint and avoid making a large
numtber of very small changes.

D.6.3.3 BECT transform

The DCT is illustrated in figure D.28.
u, increasing

X horizontal frequency
y v, increasing
y y verlical frequency
(2) Pels () DCT Ceefficients
Figure D.28 -- Transformation of pels to coefficients

The pels are shown in master scan order, whereas the coefficients are arranged in frequency order. The top left
coefficient is the dc term and is proportional to the average value of the component pel values. The other
coefficients are called zc coefficients. Theac coefficients to the right of the de coefficient represent
increasing horizomtal frequencies, whereas ac coefficients below the dc coefficient represent increasing
vertical fiequencies. The remaining ac coefficients contzin both horizontal and vertical frequency
compenents. Note that an image coatairing only vertical Hines contains only horizontal frequencies.

The ceefficient array contains all the information of the pel array and the pef aray can be exacdy
reconstructed from the coefficient array, exceptfor informmation lost by the use of finite arithmetic precision.

The two-dimernsional DCT is defined as

T 7 '
F(e,v) = }—1 ¥ ¥ fixy)cos im(2x+Du/l6)cos (n(2y+1)v/16)
x=3 y=0 .

A

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135

&6

96 of 124

Apple Exhibit 1009
Page 96 of 124




© ISCNEC ISO/IEC 11172-2; 1993 (E)

with: u,v,x, y=0,1,2,...7

where  x, y = spatial coordinaies in the pel domain
u, v = coordinates in the ransform domamn

Clw) =1/ 2foru=0

Cv)y =1/+2forv=0

1 otherwise

This transform is separable, i.e, a ore-dimensipnal DCT transform may be applied first in the horizontal
direction and then in the vertical direction. The formula for the one dimensionzl transform is:

7
F(u) =—é— C(w) 3 f(x)cos(r 2x+1)u/16)
x=0

12 foru=0
i cotherwise

C(u)

fn

Fast DCT transforms exist, analogous to fast Fourier transforms.  See reference [3].

‘The input pel values have arange from 0 to 255, giving a dynamic range for the do coefficient from 0 o
2040. The maximum dynamic range for any ac coefficient is abont -1 000 to T 000. Note that for P and |
B-picteres the component pels represent difference values and range from -255 to 255, This givesa
maxbmum dynamic range for any coefficient of about -2 000 to 2 00D, The encoder may thes represent the
coefficients using 12 bits whose values range from -2 (48 to 2 047,

D0.6.3.4 Quantization
Each array of 8 by § coefficients produced by the DCT trarstorm operation is quantized to produce an 8 by 8
array of quantized coefficients. Normally the number of non-zero quantized coefficients is quite small, and

this is one of the main reasons why the compression scheme works as well as it does.

The coetficients are quantized with a unifoun quantizer. The charactcristic of this quantizer, only for I-

biodks, is shown below:
Index I

Coefficent

Figare D.29. - Uniforma quanfizer characteristics

The value of the coefficient is divided by the quantizer step size and rounded (o the nearest wholz num oy
produce the quantized cocfficient. Half integer values may be rounded up or down without dir b‘ﬁﬁgﬂb‘t 2005
image quality. However, rounding towards zero tends te give the smallest codédgigel end.sB ks MefedtRIR Bod 6-01135
example, with a step size of 16 dl coefficients with values between 25 and 40 inclusive would give a 97 of 124
quantized coefficient of 2, .
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The quantizer step size is denived from the quantization matrix and the quantizer scale. Itcan thus be
different for different coeffidients, and may change between macroblocks. The only exception is the de
coefficient which is treated differently.

The eye is quitz sznsitive to large area luminance errors, and so the aceuracy of coding the de value 1 fixed.
The quankizer step size for the de coefficients-of the lummance and chuominance components is fixed at
cight. The dc quantized coefficient is obtained by dividing the de coefficient by e ght mdroundng o the
nearest whole number. This effecuw-ly quantizes the average de value to one part in 256 for the
rzeonstructed pels.

For example, a de coefficient of 21 is quantized to a valve of 3, independeni of the value of the quantizer
scake.

The ac ceefficients are quantized using the intra quantzation mawix. The quantized coefficient i{u,v] is
produced by guantizing the coefficient ¢[uv] for I-blocks. One equation is given by the formula:

ily,v] = 8 * cluv} // (g * m[u,v])

where miu,v] i the comresponding element of the intra quantization matrix, and g is the quantizer scale, The
quantized coefficient is limited to the range -255 v 42535,

Tl intra quantization matrix might be the defarlt matrix, or it might have been downloaded in the sequence
header.

B.6.3.5 Coding of quantized coefficients.

The top ft coefficientin figure 1.28b is called the de coefficient, the remainder are called ac coefficients,
The de coeflicient is correlated with the de coefficient of the preceding block, and advantage is taken of this
in coding. The ac coefficients are not well comelated, and are coded independently.

After the dc coefficient of a block has been quantized it is coded losslessly by-a DPCM technique. Coding
of the luminance blocks within a macroblock follows the tasker scan order of figure 1.5, 0 to 3. Thus the
de value of block 3 becomes the de predictor for block 0 of the following macroblock. The dc value of each
chrominance block is coded using the dc value of the comespanding block of the previous macroblock as &
predictor. At the beginning of each slice, all three de predictors for Y, Cb and Cr, are set to 1024 (123*8).

The differential dc values thus generated are categerized according 10 their absolule value as shown in table
D.12.

Table D.12. -- Differential dc size and VLC

DIFFERENTIAL DC SIZE VLC CODE VLC CODE
{absolute valne) " (lumninance) {(chrominance)
0 0 100 00

1 1 00 01

2103 2 01 10

4107 3 1M 110

$twls 4 110 1110

1610 31 5 1110 1111 0
32t0 563 6 11110 1111 10

64 to 127 7 111110 1111 110
128 to 255 8 1111 110 11111119

The size is transmitied using a VLC. This VLC is different for lJuminance and chrominance since the
statistics are different.

The size defines the number of additional bits required to define the level uniquely. Thus a size of 6is
foHowed by 6 additional bits. These bits define the Evel in order, from low © high. Thus the IR feRxhibit 2005
¢xtra bits gives the sign: 0 for negative and 1 for positive. A size of zero require%xb%a[gd;}tiq;\@]@i% IPR2016-01135

The additional codes are given in table D.13. 98 of 124
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Table D.13. -- Differential dc additional code
DIFFERENTIAL DC || SIZE ADDITIONAL CODE

-255t0-128 8 000000 to 011117111
127w -64 7 0000000 to 0111111
-63 0 -32 6 000000 © 0X1111
-31 o -16 5 00000 o (1111
-15m -8 4 0000 to 0111
SJwo-4 3 (000 1o O11

32 2 00001

-1 1 0

0 0

1 1 1

23 2 i0to 11

407 3 100 to 111

8o 15 4 1000 to 1111

16 to 31 5 10000 o 11111
32w 63 6 (00000 1o 111211
64 to 127 7 1000000 to 1111111
128 to 253 g 1000000010 11111111

For example, a lumirance dc change of 10 would be coded as 1101010, table D.12 shows that the first
three bits 110 indicate that the size is 4. This means that four addilional bits are required o define the exact
value. The nexi bit is a 1, and table D.13 shows that the differential de value must be somewhere between
8 and 15 inclusive. The last three bits, 010, show that the exact value is 10.

Tte decoder reconstructs de quantized coefficients by following the inverse procedure.

The ac quantized coefficients are coded nsing a nim length and level techmique. The quantized coefficients are
first scanned-in the zigzag order shown in fgure 12.30.

Increasing Horizortal Fiequency

1/‘ asll”) /6_}/ G 15 L6 28 29
i/ 5 8 14 17 27 3¢ 43
4 . 5 13 18 26 31 42 44
¥
10 12 19 25 32 11 45 £4
11 20 24 33 40 16 53 5
21 23 34 39 47 52 56 £l
tnersasing] . .
Vedical 2z 35 38 48 £l 57 60 62
Frequen ‘
4 R4 3€ 37 49 50 tg 58 63 64

Figore D30, -- Quantized coefficient block in zigzag scan order

The scanning order starts at 1, passes through 2, 3 eilc in order, eventually reaching 64 in the bottom right
comer, The lengta of arun is the number of zero quantized coefficients skipped over. For example, the
quantized cosfficiznts in figere D31 produce the list of run lengths and Ievels in table D.14.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
99 of 124

89
Apple Exhibit 1009
Page 99 of 124



ISOAEC 11172-2: 1983 (E)

-3

o T @ @ e
e TR e R R
[ R o B o Y o B o B en Y o |

[ - T o T o Y e Y Y e S
o I )

[ R i o B o B o B o I < N = ]

@ ISOIEC

oo 2 o B o T o B e K et Y s I
=

Figure D.31. -- Example quantized coefficients

Table D.14. -- Example run lengths and levels

RUN-LENGTH

LEVEL

1
0
0
3
0
14

2z

4
-3
-5

1
130

exd

The scan starts 4t position 2 since the top lefi quantized coefficient is coded separately as the dc quantized

coefficient.

Using a zig zag scan rather than a raster scan is more efficient as it gives fewer runs and can be coded with

shorter VLL.C codes.

The kist of ran lengths and levels is coded using table D.15 Not all possible combinations of nin length
and level are in these mbles, only the more common ones. For combinations not in the tables, an escape
sequence is used. In ble D.15, the last bit's' denotes the sign of the level; D means a positive level and 1
means a negative level. The escape code is used followed by the run lexgth derived from table D. 16 and then

-ihe level from table D.17.

%0
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Table D.15. -~ Combination codes for
DCT quantized coefficients. s = 0 for
positive level, s = 1 for negative level

[SONEC 11172-2: 1993 (E)

= = = 2 QOO0 D000 0000OQROoRROCCoCC0oOooOoDOoCOOCcooDCol

e et e puad pes e et .
\QMQG\MAMMHO\QWQO\MAMM—-—I

DGO0 0031 1101 s
0000 0001 1000 s
0000 0001 0011 s
D000 0001 0000 s
2000 0000 1101 Os
0000 00X0 1100 1s
3000 0000 1100 0s
2000 0000 1011 1s
0000 000 0111 11s
004G 0000 0111 10s
G000 0000 0111 O1s
0060 002G 0111 00s
0000 000G D110 11s
9060 D000 0110 10s
0000 DOOO 110 Cls
0000 0000 0110 00s
0000 DOOD 0101 11s
0000 0000 0101 10s
0000 0000 0101 O1s
8600 D000 0101 00s
8000 DOOC 0100 11s
9000 D000 0100 10s
0000 DOOG 0100 O1s
0000 OGO 0100 O0s
0000 DOGO 0011 000s
0000 DOOO 0010 1ils
€000 OO0 0010 110s
00¢0 0000 0010 101s
0000 D000 0010 100s
0000 0000 0010 O11s
00C0 D000 0010 010s
00C0 0000 0010 O01s
06000 D000 0010 000s
011s

00C1 10s

0010 0101 s

9000 0011 003

¢0Co 0001 1011 s
0000 0000 1011 Os
4000 3000 1010 1s
00C0O D000 DOIL 111s
$0C0 0000 DO 110s
4000 0000 0011 101s
400 0000 0011 100s
00000000 DOLL Otls
(0G0 0000 0OLE O10s
0000 0000 DOLE 001s
G000 0000 0001 001 1s
0000 0000 0001 0010s
0000 0000 DOXL 000 1s
0000 0000 DODL 0000s

AMOMD 0 S0 W ] R R LaLh LA BB B ) ) ) Y R RS RS RD R

RUN LEVEL ]l VLC CODE RUN LEVEL VYLC CODE
10 0101
1s IF ist COEFF . GO0D 100s
11s NOT Ist COEFF 000D 0010 115
D100 s 0000 0001 D100 s
DOLO 1s 0000 0000 1010 Os
W0 110s 0011 |s
DOLO 0110 s 10 0100 3
DOLO 0001 s 0000 0001 1100 s
D000 0010 10s 0000 0000 1001 1s

'_pHHHH__ﬁ__-_~u_mﬂm~mwwbm~w—m—u~m~uw~wu~wmwaww~MAwN~

0011 0s

000D 0011 11s

0000 0001 DOIO s
000l 11s

0000 0010 Dis

00060 0000 1001 Os
000E 01s

0000 0001 L110 s
0000 60CO D001 0100s
000L 00s .

0000 0001 0101 s
0000 ll1s

G000 0001 0001 s
0000 101s

0300 6000 1000 1s
0210 0111 s

0000 00CO 1000 Ds
0210 Q011 s

0000 ¢0CO DO8L 1010s
0010 0010 s

0000 0000 D001 10D1s
0210 G000 s

0000 0000 D001 1000s
0000 G011 19s

0000 6000 D001 O111s
0300 G011 01s

0000 GOCO 0001 0110s
0000 G010 00s

000 060G 0001 Q101s
0000 CO0L 111
0000 GO0 1010
0000 (001 0401
0000 €001 0111
0004 €001 0110
0004 €000 1111 1s
0000 0000 1111 Ds
0000 €000 1110 1s
0000 CO0D 1110 Ds
0000 CO0D :101 1s
0000 0000 G001 1111s
0000 0000 0001 1110
00G0 €000 0001 1101s
0000 0000 0001 1100s
0000 0000 0001 10115
0006 01

oW oW oW oW
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_Table D.16. — Zero run length codes

RUNILENGTH || CODE

G000 60
000 01
D000 10

e

2ll1111 10
631111 11

Table D.17. -- Level codes for DCT quantized coefficients

LEVEL CODE
-256 | FORBIDDEN
-255 || 1000 0000 0000 0001
=254 1000 CO00 (000 0010 |

-129 1000 CO00- 0111 1131
-128 | 1000 €000 1000 00E0
-127| 1000 C00L
-126 | 1000 0010

-2 1111 1110
-1 1111 1111
0 FORBIDDEN
1} COOD 0001
21 0000 001D

126 0111 1110
127|| 0111 1111
128 | 0000 G000 1000 0000
129 | 0000 (000 1600 0001

254§ 0000 0000 1111 1110
2551 0000 6000 1111 1111

Using tables D.15 through D. 17 we car derive the VILC codes for the example of table D.14:

Table D.18. -- Example run lengths, values, and VLC codes

RUN | VALUE | VvLC CODE | COMMENT
1 2| coo1 100
0 4] 0000 1100
0 310010 11
3 51 0000 0100 0011 1111 1011 esc seq
1] 1| 110
14 130] 0000 0100 1110 0000 COOO 1000 0030 st seq
EOB 10

The farst three codes in table 118 are derived directly from table D.15. The next code is derived indirectly
since table D.15 dozs not contain an entry corresponding 1o a run length of 3 and alevel of 5. Instead the
escape code 000001 is used. This is followed by the six-hit code (000011 from table D.16 indicating a nm
length of 3. Lasily the eighi-bit code from table D.17 (£1111011 - indicating a level of -53)is appended.

After the last coefficient has been coded, an EOB code is used to inform the decoder that there are no more
quantized coefficients in the current 8 by 8 block. This EOB code is used even if the lastquantized
cocfficient is at the bottom right of the block. PUMA Exhibit 2005

There are two codes for the 0,1 run length, level combinatior, as indicated in tabfeID ISV THE Mk IPR2016-01135
coding always has the first quantized ceefficiznt, the dc quantized coefficient, coded using the de size method 102 of 124
Consequently intra blocks dlways use the code 11s in denote a run length, level combination of 0,1, Tt will
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be seen later that predictively coded Blocks code the de quantized coefficient differently, and may use the
shorier code.

D.6.4 Coding P-pictures

As in I-pictures, each P-pictere is divided up into one or more slices, which are, in tumn, divided inio
macroblocks. Coding is more complkex than for I-pictures, since motior-compensated macrobiocks may be
constructed. The difference between the motion compersated macroblock and the curreni macroblock is
transformed with a two-dimensional DCT giving an array of 8 by § transform ceefficients. The coefficients
aze quantized to produce a ser of quantized coefficients. The quantized coefficients are then encoded using a
nm-length valug tchnique. .

As i I-pictures, the encoder needs to store the decoded P-picturs since this may be used as the starting point
for motion compensation. Therefore, the encoder will recenstruct the iwage from the quantized coefficients.

In coding P-pichres, the encoder has more decisiens 1o make than in the case of I-piciures. These decisions
are: how 10 divide the pictare up inte slices, determine the best motion vectors t use, decide whether to
code each macroblock as intra or predicied, and how to set the quantizar scale.

D.6.4.1 Slices in P-pictures

P-pictures are divided into slices in the same way as [-pictures. The same considerations as 1o the best
method of dividing a picture into slices apply, see D.5.4.

D.6.4.2 Macroblocks in P-pictures

Slices are divided into macroblocks in the same way as for I-picures. The major difference is the
complexity introduced by motion compensation.

The macroblock beader may contzin stuffing. The position of the macroblock is deterrnined by the
macroblock address. Whereas the rmacroblock address increment within a slice for I-pictures is restrictzd fo
one, it may be larger for P-pictures. Any macrcbiocks thus skipped over are called "skipped macrablocks™,
The decoder copies them from the previous picture into the current picture. Skipped macroblocks are as
predicted macroblocks with a zero motion vecter for which no additicnal correction is available. They
require very few bits to transmit.

The next field in the macroblock header defines the macroblock type.

D.6.4.2.1 Macrobiock types in P-pictures

These are eight types of macroblock in P-piciures:

Taf)le D.19 .. Macroblock type VL.C for P-pictures (table B.Zb)

TYFE YLC INTRA MOTION CODED QUANT

' FORWARD PATTERN
pred-mc 1 0 1 ' 1 O
pedc 01 0 0 i 0
predm 001 0 1 0 0
intra-d 00011 1 Q0 0 0
prdanag 0001 @ 0 1 i 1
predog 0000 1 0 0 1 1
intraq 0000 1 1 0 0 1
skipped ‘N/A

Not all possible combinations of motion compensation, coding, quantization, and fotra coding cccar. For
example, with intracoded macrobiocks, intra-d and intra-q, motion vectors are not transmitted.

Skipped macroblocks have 1o VLC code. Instead they e coded by having the macroblock Bl A Exhibit 2005
increment code skip over them, Apple v. PUMA, IPR2016-01135

103 of 124
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D.6.4.2.2 Quantizer scale

If the macroblbock type is pred-meq, pred-cq or intra-g, ie. if the QUANT column in tabke D.19 hasa 1,
ihen a quantizer scale is wansmittec . If the macroblock types are pred-mc, pred-C or intra-d, (hen the DCT
correction is coded using the previously establisbed value for the quantizer scale.

D.6.4.2.3 Motion vectors

If the macroblock type is pred-m, pred-mc or pred-mg, ie. if the MOTION FORWARD column in table
D.19 hasa I, then horizontal and vertical forward motien vectors are transmitied in succession..

D.6.4.2.4 Coded block pattern

If the macroblock type is pred-c, pred-mc, pred-cq or pred-meq, ie. if the CODED PATTERN column in
table D.19 has a 1, then a coded block pattem is transmitted. This informs the decoder which of the six
blocks in the macroblock are coded, i.c. have transmitted DUT quantized coefficients, and which are not

coded, i.e. have no additional corection after moticn compensation.

The coded block pattern is a mmber from (f to 63 that indicates which of the blocks are coded, ie. have at
least one transmitted coefficient, and which are not coded. To understand the structure of the coded bleck
patiern, wereler to figure D.5 and introduce the variables PN to indicate the statns of each of the six blocks.
If block N is coded then PN has the value one, if itis not coded then PN is zerc. The coded Elock paitern is
defed by the equation:

CBP = 32*P§ + 16*P1 + 3*P2 + 4*P3 + 2¥P4 + P35
This is equivalent to the definition given in 2.4 3.6.

For examplz, if thetop two lnmninance blocks and the Cb block are coded, and the other three are not, than
PO=1,P1=1,P2=0,P3=10,P4=1, and P5 = 0. The coded bleck pattern is:

CBP = 32%] + 16%1 + B*0 + 0+ 2*1 + 0 = 50
Certain pattems are more common than others. Advantage is taken of this fact t» increase the coding
efficiency and uansmit a VLC representing the coded block patizrn, rather than the coded block pattern
itself. The VLC codes are givern ik table D.20.

Table D.20 -- VL.C tahle for coded block pattern

94

CBP J[VLC CODE CBP[ VL.C CODE CEP] VL.C CODE
50 111 5Fo010 111 51 [ 0001 €010
a4l 1101 90010 110 23 | onot coct
gl{ 1100 17 0010 101 43 J 0001 0000
16} 1011 331 0010 100 25 fopon 1111
32i{ 1010 6] 0010 011 37 fopoo 1110
12} 1001 t 10| 0010 010 26 Foood 1101
48l 1001 0 18] 0010 001 38 §000D 1100
200 1000 ¢ 14/ 0010 000 29 § 0000 1011
408 1060 0 7|01 1111 45 §0000 1010
280 o111 ¢ 11| o001 1130 53 10000 1001
44§l 0111 0 19] 0001 1101 7 10000 1000
52[ 0110 1 35] 0001 1100 30 |oooo o1
560110 0 13§ 0001 1011 46 | 0000 0110
1flo101 1 ' 49§ 0001 1010 s4 | 0000 0101
51§ 0101 0 21§ 0001 1001 58 10000 0100
2l 01001 41{ 0001 1000 31 | 0000 G011 1
s2llotco0 14] 0001 0111 7 § 0900 6011 0
4 o011 11 504 coo1 0110 55 {0000 0010 1
36} 6011 10 22§ 0001 0101 50 {0000 C010 0 o
3l o011 01 42} 0001 0100 27 | 0900 coo1 1IPUMIA Exhibit 2005
5311 0011 00 i5 0001 0011 39 AfRIOPLIMA, JPR2016-01135
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Thus the coded block pattern of the previous examplz, 30, would be represented by the code "00010110".

Note that there is 10 code representing the state in which none of the blocks are coded, a coded block patiern
equal to zero. Instead, this state is indicated by the macrcblock type.

For macroblocks in I-pictures, and for intra coded macroblocks in P and B-pictures, the coded block pateern
is not transmitted, but is assamed to have a value of 63, ie. all the blocks in the macroblock are coded.

The use of coded dlock patterns instead of transmitting end of block codes for all blocks follows the praciice
in CCITT Recommendation HL.261.

D.6.4.3 Seleciion of macroblock type
An encoder has the difficult task of choosing between the differen: types of macroblocks.

An exhaustive method is to try coding a macreblock to the same degree of accuracy using each type, then
choose the type that requires the lzast narber of coding bits.

A simpler method, and one that is computationally less expensive, is to make a series of decisions. One
way {0 order these decisions is:

1 motion compensation of O metion compensation, ie, is a mation vector transmitted or
is it assumed to be zero.

2 intra or nom intra coding, i.e. is the macroblock type intra or is it predicted using the
motion vector foumd in step 1.

3 if the macroblock type is non-intrs, is it coded or not coded, i.e. is the msidual arror large
enough to be coded using the DCT transform.

4: decide if the quantizer scale is satisfactory or should be changed.

These decisions are summarized in figure D.32.

Pred-
oded e
- f—‘No Quant Pred-mc
Non-Intra
Not coded Pred-m
MC _
Intra
Intra an =
INo Quant Intra-d
Begin
g - =cq
QQQCd_lL—m_
NoQuant __ pred-¢
Non-Intra
Not coded Skipped
No MC
' t Intra
Intra [ Quan -(;
INo Cnant — Tnfra-

Figure D32 — Selection of macroblock types in P-pictures
The four decision steps are discussed in the next four clanses,
D.6.4.3.1 Motion compensation decision

The encodzr has an option whether t0 trinsmit motion veciors or not for predictive-coded macroblocks. If
the motion vector is zero then some code may be saved by oot transmitting ke motion vectors. Thus one
algorithm is 10 search for the best maick and compare the error of the predicted block with thatgfprmed it ibit 2005

a zero vector. IF the motion-compensated block is orly slightly better than the yncom nﬁg?ﬂf) 0C
the selected block maiching criterion, then the zero veciormight be used to sa Eéjlﬁ)?b . A’ fPﬁﬂl(il)g—Ofl B i
o
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An alporitim used in the development of both CCITT Recommendation H.261 and this part of ISO/IEC
11172 was as follows.

The block-matching criterion is the sum of absolute differences of all the laminance pels in a macroblock,
when compared with the motion-compensated macroblock. If the sum is M for the motion-compensated
block, and Z for the zero vector, then the decision of whether to make use of the motion vector is defined by
figure D.33. :

y=M256

No MC Pt

N S
T

%

N . —

[~
=
[41]

X=L/256 i

Figure D.33 .- Characteristic MC/No MC

Points on the line dividing the No MC (no motion compensation, i.¢. zero vector), from the MC (motion
compensation) regions, are regarded as belonging to the no motion compensation region

[t can be seen that if the error is sufficiently low, then no motien compensation should be used. Thus a
way 0 speed up the decision is to examine the zero vector fizst and decide if it is good enoungh.

The foregoing algorithm was designed for telecommunications sequences in which the camera was fixed, and
in which any movement of the background caused by the “drag aleng effect” of nearby moving objects was
vety objectionable. Great care was taken to reduce this spurious motion, mnd this accounts for the curious
shape of the boundary between the two regions in figure D.33,

D.5.4.3.2 Intra/nen-intra coding decision

Afier the enccder bas determined the best motion vectar, it is in a position to decide whether to use it, or
disregard it entirzly and code the macroblock as intra. The obvious way to do this is o code the block as
intra, and compare the tolal numter of bits required when coded as motion compensated plus correction with
Lhe same quantizer scale. The method using the fewest bils may bz vsed.

This may be teo computaticnally expensive [or the encoder to do, and a faster algorithm may be required,
Ome such algorithin, used in the simulation model during the developinent of this part of ISG/IEC 11172,
was based on [he varisnce of the luminance component of the macroblock. The variance of the corrent
macroblock and of the difference macroblock (current - moticn-compensated previcus) is comparzd, Ttis
calculated using the method represented by the following C program fragment. Note that in calculating the
variance of the difference macroblock, the average value is assumed to be zzro.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
106 of 124
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mt pelpil6][16]; # Pel values in the Previons macrobleck after motion compensadion */
int pelc[161[161; /¥ Pel values in the Current macroblock */

Tong dif; /* Difference betwesn two pel vatues */

Iong sum; £ Sum of the current pel values */

long vard; /* Varance of the Difference macroblock */

Iong vare; FVarniance of the Current macroblock */

it x,y; /¥ coordinaes */

sum =0;

vard =0;

vare =0;

for (y=0sy<16;y++) {
for (=0;x<16;x+4) {
sum = sum + peldyllx);
varc = varc + (pelelyi[x*pelelyl[x]);

dif = pelcly][x] - pelplyiix];
vard= vard + (¢if*di);
}

vard =vardf256; /* assumes mean is ciose to zerg */
vare = ( varc/256) - ( {sum/256)% (sum/236) );

The decision as to whether to code as intra or non intra is then based on figure D.34,

. varc

256

[ 192 - / .

Figure D.34 -~ Characteristic intra/pon-intra

Points on the line dividing the non-intrz from the intra regions, are regardei as belenging to the non-intra
region.

D.6.4.3.3 Coded/not coded decision

The choice of coded or not coded is a result of quantization; when all coefficients are zero ther a block is not
coded. A macroblock & mot coded ifne block in itiscoded, else itis coded.

D.6.4.3.4 Quantizerno quantizer decision

Generally the quantizer scale is changed based an local scene conteat 10 improve the picture quality, and on
the buffer fullness of the model decoder to prevent overflow and indedlow.

D.64.4 DCT transform
Coefficients of intra blocks are transformed into quantized coefficients in the same way that they were for

mtra blocks m I-pictures. Prediction of the de coefficient differs, however. The dc predicted values are all
set to 1024 {128*8) for intra blocks in P and B-pictures, unless the previous block was intralgw ‘A Exhibit 2005

Coefficients of non-intra tlocks are coded in a similar way. The main differescpid ehwt BESMACERR2016-01135
be transformed represent differences between pel values rather than the pel values themselves. The 107 of 124
differences are obtained by subtracting the motion-compensated pel values from the previous pictre from
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the pel values in the current macroblodk. Sincs the coding is of differences, there is no spatial prediction of
the de tem.

D.6.4.5 Quantization of P-piclures
Tntra macroblocks in P and B-pictres are quantized using the same method as described for I-pictures.

Non-intra macroblocks in P and E-pictures are quantized using the quantizer scale and the non-intra
quantization matrix. Both dc and the ac coefficients are quantized the same way.

The following quantization formnala was derived by inverting the reconstruction formula given in 2.4.4.2.
Nok that the divisor indicates mmcation owazds z210.

nt coefiorig; /* original coefficient */

mt coeffjant; /* quantized coefficient */
mteoeffrec; * reconstrucied coefficient */

nt nigmatiix; /* non-intra quantization matrix */-
nt quaniscale; /* quantizer scale ¥/

cocffaant = (8 * coefforig) / (quantscale * niqmatnx};

The process is illustrated below:

Rigmatiix 15 16 16 16 16
quantscale 10 10 10 10 10
coefforig -39--20 -19-~19  20-30 4039 679
coefigant -1 0 1 2 3
coeffrec -29 0 29 49 69

‘The last fine shows the reconstructed coefficient values. The following diagram shows the characteristics of
this quantizer. The Oat spot around zero gives this type of quantizer its name: a dead-zone quantizer.

Quantized Coeff _ |

Coeficent

-

Figure D.35 -- Dead zone quantizer characteristic
D.6.4.6 Coding of quantized coefficients
D.6.4.6.1 Coding of inira blocks

Intza blocks in P-pictures are coded the same way as intra blocks in Ipictives. The only differBldMids Iaxhibit 2005
the prediction of the dc coefficient. The de predicted value is 128, unless heApspyioys POk RASB016-01135

108 of 124
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D.6.4.6.2 Coding of non—-intra blocks

The coded block pattern is transmitted indicating which blocks have coefficient data. These are coded in a
similar way to the coding of intra blocks except that the dc coefficient is coded in the same way as the ac
coefficients.

D.6.5 Coding B-pictures

As in T and P-pictures, each B-picture is divided up into one or more slices, which are, in num, dividad into
macroblecks. Coding is more complex than for P-pictures, since several types of motion compensated
macroblock may be constructed: forward, backward, znd interpolated. The difference between the motion-
compensated macroblock and the current macroblock is transformed with a two-dimensional DCT giving an
ardy of § by 8§ transform coeflicients. The coefficients are quantized 1o produce a setof quantized
oefficients. The quantized coefficients are then encoded using a run-length value echnique.

The encoder does not need to store the decoded B-piciures since they will not be used for motion
compensation,

In coding B-pictures, the encoder has more decisions to make than in the case of P-pictwres. These
decisions are: how o divide the picture up inlo slices, determine the best motion vectors to wse, decide
whether 10 use forward or backward or interpolated motion compensaticon or to code as intra, and how o set
the quantizer scale,

P.6.51 Slices in B-pictures

B-pictures are divided into slices in the same way as 1 and P-pictuizs. Since B-pichres are not used as a
reference for molion compensation, errors in B-pictures are dlightly less important than in T or D—pwtures
Consequenly, it might be appropriate to use fewer slices for B-pictures,

D.6.5.2 Macroblocks in B-pictures

Slices are divided into macrotlocks in the same way as for I-pictures.

The macioblock header may contain stuffing. The position of the macroblock is determined by the
macroblock address. Whereas the macroblock address increment within a stice for I-picmures is restricted to
one, it saay be larger for B-piciures. Any macroblecks thus skipped over are called "skipped macroblocks™.
Skipped macroblocks in B-pictures differ from skipped macroblocks in P-picrares. Whereas in P-pictures
skipped macrablocks have a motion vector equal to zero, in B-pictures skipped macroblocks have the same
motion vecior and the same macroblock type as the previous macroblock, which cannot be inira coded. As
there is no additional DCT comrection, they reguire very few bits to transmit.

The next field in the macroblock header defines the macroblock type.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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D.6.5.2.1 Macroblock types in B-pictures
There are 12 types of macroblock in B-pictures:

Tzble D.21 -- Macroblock type VLC for B-pictures (table B.2d)

TYPE VL.C INTRA MOTION MOTION CODED QUANT
FORWARD | BACKWARD | PATTERN

predi 10 i 1 1 0 0
predic 11 ¢ 1 1 1 0
pred-b 010 0 ¢ 1 0 0
pred-be 011 0 t] 1 1 0
pedf 0010 0 1 0 0 0
predfc 0011 0 i ¢ 1 (]
mire-d 0001 1 1 Q G 0 (]
pred-icg 0001 G- 0 1 1 1 1
predfog 0000 11 0 3 G 1 1
predbo 0000 10 ¢ 0 1 1 1
intra-q 0000 01 1 a 0 0 1
skipped N/A

Compared with P-pictures, there are exira types due (0 the introduction of the backward motion vector. If
only a forward motion vector is presant, then the motion compensated-macroblock is construcied from a
previcus picture, as in P-pictuzes. If only a backward motion vector is. present, then the motion-
compensated macroblock is constucted from a futere picture. Ifboth forward and backward motion vectors
are present, then motion-compensated macroblocks are construcied from both previous and futnre pictures,
and the result i averaged to form the "interpolaled” motion-compensated macroblodk.

D.6.5.2.2 Quantizer scale

If the macroblock type is pred-icq, pred-foy, pred-beg, or intra-q. Le. if the QUANT column in table D.21
has a 1, then aquantizer scale is transmittzd. For the remaining macroblock types, the BCT correction is
coded using the previously established valae for the quantizer scale.

D.6.5.2.3 Notion vectors

¥ the MOTION FORW ARD column in table 1.21 has a 1, then horizontal and vertical forward motion
vectors are transmiited in succession. If the MOTION BACKWARD column in table 1321 has a 1, then
horizontal and vertical backward motion veclors are ansmitted in succession. If both types are present then
four component vectors are ransmitied in the following order:

borizoatal forward
vertical forward
horizontal backward
vertical backward

D.6.5.2.4 Coded block pattemn

If the CODED PATTERN column in table D.21 bas a 1, then a coded block patern is transmitted. This
informs the decoder which of the six blocks in the macroblock are coded, i.2. have ransmited DCT
quantized coefficients, and which are not coded, i.c. have no additional correction afier motion
compensation.

D.6.5.3 Selection of macroblock type

The encoder has more types of macroblodk to choose from in B-pictures, than in P-pictures, and
consequently s job isa little harder.

For the simulation model used during develepment of this part of 1ISO/IEC 11172, the fdmwnmﬁlﬁﬁ}xhibit 2005

dedision algorithm was used:
Apple v. PUMA, IPR2016-01135
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L motion compensation mode, Le. is forward or backward or interpolative motion
compensation best? What of the vector valnes?

2: intra or non intra coding, ie. is the macoblock type mtra or & it motion compensated
using mode and the vectors found . step 17

& if the macroblock type is non-intra, is it coded oz not coded, i.e. is the residual error large
enough to be coded using the DCT transform.

4: decide if the quantizer scale is satisfactory ar shonld be changed..

These decisions ate summarized in the following diagram:

Forward MC
A
Begin | Backward MC . A
Interpalated MC . A
Quant Pred-*
Coded A
——— No Quant Pred-"c
Non-Intra
Not Coded Pred-* or Skipped
A >
Quant Intra-g
Intra
No Quant Intra-d

*=if,orb

Figure D.36 -- Selection of macroblock type in B-pictures
The four decdsion steps are discussed in the next four clausss.
D.6.5.3.1 Selecting moation-compensation mode

An encoder should attenpt to code B-pictares using skipped macroblocks if possible. This suggests that
the encoder sheuld first examine the case where the motion compensation is the same as for the previons
macroblock, Ifthe previoss macroblock was non-intra, and if the motion-compensated block is good
enough, there will be no additional DCT correction required and the block canbe ceded as skipped,

1f the macroblock cannot be coded as skipped, ther the folloﬁving procedure may be followed.

For the simulation model, the selection of a motion compensation mode for a macroblock was based on the
minimizaton of acost function. The cost fimction was the MSE of the luminance difference betwzen the
motion-compensated macioblock and the current macroblock. The encoder calculated the best motion-
compensated macroblock for forward motion compensation. [t then calculated the best motion-compensated
macrotlock for backward metion compensation. by a similar method. Finally it averaged the two motion-
compensated macroblocks 1o produce the mterpolated macrotlock. It then selecied the one that had the
smallest mezn square difference between it and the current macroblock. In the event of a tig, interpolative
modz was chosen.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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D.6.5.3.2 Iatra/non-intra coding decision

Based on the smallest MSE, a decision is made between the best of the thres possible prediciion modes and
the [ora mode.  The calculation is similar to that of P-pictures. The variances of the difference macroblock,
vard, and of the current macroblock, varc, are calculated.

In the simulation model the final decision was based on simply the macoblock Lype with the smallest
variance. If the two variances wete equal, non-intra coding was chesen.

D.6.5.3.3 Coded/not-coded decision

The choice of coded ornoet coded is a resuit of quantization, when all coefficients are zzro then a block is not
coded. A macroblock is notcoded if no block in itis coded, else itis coded.

D.6.5.4 DCT transform

Coefficients of blocks are transfonmed into quantized cozfficients in the same way that they are for Hodks in
P-pictures. .

b0.6.5.5 Quantization of B-pictures
Blocks in B-pictures are quantized in the same way as for P-pictures.
D.6.5.6 Coding quantized coefficients

Blocks in B-pictures are coded the same way as blocks in P-pictures.

D.6.6 Coding D-pictures

D pictures contain only low frequency information. They are intended to be nsed for fast visible search
modes. Itis intended thal the low frequency information they contain is sufficient for the user to locate the
desired video.

D pictures are coded as the dc coefficients of blocks. There is a bit trmsmitted for the macroblock type,
although only one macroblock type exists. In additicn there is a bit deneting end of macroblock.

D.6.7 Coding at lower picture rates

This part of ISO/IEC 11172 dozs nof allow pictures to bz dropped al the encoder. This differs from the case
of CCITT Recommendation H261 [3] where temporal sub-sampling may be dore by omitting coded
pictures from the sequence. This part of ISOAEC 11172 requires that all source pictares must be encoded
and that coded pictures must be irseried into the bitstream nominally at the rate defined by the
picture_rade ficld in the sequencs header.

Degpite this requirement it is possible for encoders to operate at a lower effective picture rate than the one
defined in the sequence header by using P-pictures or B-pictures that consist entirely of macrobtlocks that are
copied from a neighbouring reference picture with ne DCT information. This creates a flexiblz method of
temporal sub-sampling and picture repetition that may be implemented iu the encoder by inserting a defined
tlock of data. For example, to encode at an effective raie of 12,5 Hz in a 25 Hz bitstream, alternate pictures
can be copied from the praceding picture by mserting the hlock of data in table 0.22.

PUMA Exhibit 2005
Apple v. PUMA, IPR2016-01135

102

112 of 124

Apple Exhibit 1009
Page 112 of 124




@ ISOVIEC

ISO/IEC 11172-2: 1993 ()

Table D.22 -- Example of the coded data elements needed to generate

repeated pictures

Value (bits) Muemonic Length (bits).

DOD0 0CO0 0000 000D picture_star,_code 32 bits

D000 0601 0000 000D

XXEX XXXX XX temporal_reference 10 bits

) ' picture_coding type 3 bits

KXXX XXXX XXXXI XXXX vbv_delay 16 bits

0 full_pel forward _code I bit

001 forward_f_code 3 bits

(000 000 stuffing 7 bits

3000 0000 0000 0DOD slice_start_code 32 bits

0000 0001 0006 ODOL

0000 1 quantizer_scale 5 bits

1 macroblock_address increment 1bit

001 macroblock_type - 3 bits

) motion_horizontal_forward_code 1 bit

0 motion_vertical_forward_code 1bit’

0000 0001 000 (x 11) macroblock_escape (x11) 121 bits

0000 0011 001 macroblock_address_incrernent 11 bits

001 macroblock_type 3 bits

0 motion_horizontal_forwand_code 1 bit

0 motior_vertical_forward_code 1bit

0600 staffing 4 bits
Total 255 bits

D.7 Decoding MPEG video

D.7.1 Decoding a sequence
D.71.1 Decoding for forward playhack

At the begimning of a sequence, the decoder will decode the sequence header including the sequence |
parameters. If a parancter exceeds the capatility of the decoder, then the decoder should report this. If the :
decoder determines that it can decode the bitsiream, then it will set up its parameters to match those defined

in the sequence header. This willinclude the horizontal and vertical resolutions and aspect ratio, the bit

raie, and the quantization matrices, ‘

Next the decoder will decode the group of pictures header, including the closed_gop and broken_link
informaticn, and take any appropriate action, It wilt decode the first picture 1eader in the group of pictures
and read the vbv_delay field. If the decoder uses the vbv_delay information to start-up decoding rather than
the information in the sysiem siream (ISO/IEC 11172-1) then it must delay displaying pictures unti! after a
time deiermined by the vbv_delay information and a knowledge of the decoder's archilecture.

If the closzd-gop flag is O, indicating that the group is open, and the broken_link flag is 1, then any B-
pictures preceding (in display order) the first I-picture in the group cannot be decodzd. The decoder may
adopt one of seveal strategies. Ttmay display the first {-picture during the time that the undecodable B-
pictures would be displayed. This strategy maintains andio synchronization and baffer fullness, However it
is likely that the broken link has occured because of post coding editing, in which case audio may be
discontinuous. An altemalive strafegy mightbe to discard the B-pictares entirely, and delay decoding the [-
picture until the buffer fullness is within lmits.

If playback begins from a random peint in the bitstream, the decoder should discard all the bits until it finds .

a sequence start code, a group of pictures start code, ora piciure start code which ntroduces Mﬂéﬁx ibit 2005
The slices and macroblocks in the picture are decoded and written: into a displ @~ nPhiNhss HRR2016-01135
anptber butfer. The decodad pictures may be post processed and displayed in the order defined by the 113 of 124
temporal reference at the picture rate defined in the sequence header,
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Subsequent pictures are processed at the appropriate times to avoid buffer overflow and underfiow.
D.7.1.2 Decoding for fast playback

Fast forward can be supporied by D pictures. It canalso be supported by an appropriate spacing of I-
picuares in a sequence. For exampie, if E-piciures were spaced regnlarty every 10 picwres, then a decoder
might be able to playback the sequence ar 10 times the normal speed by decoding and displaying only the I-
picnmes. This simpie concept places considerable burdens on the media and the decoder. The mediamaust
be capable of speeding up and delivering 10 times the data rate, the deceder maust be capable of acceping

this higher data rate and decoding the I-pictares. Sizce I-pictuzes typically require significantly aore bits (o
code than P or B-pictures, the decoder will bave to decode significantly more than 10% of the data, even if it
can search for picture start codes and discard the data far P and B-pictres.

For example, a sequence might be coded as follows:
IBPEPBPBPBIBPEFBPBPBI..

Assume that the average code size per picture is C, that each B-picture requires 0,3C, that each P-pichue
tequires 1,5C, and that each I-picture requires 2,50, then the I-pictures require 25% of the code for their 10%
of the display time.

Another way to achieve fast forward in a consiant hit rate application, is for the media itself to soct ouf the
I-pictures and transmit them. This would allow the data ratz to remain constant. Since this selection
pracess can be made to produce a valid ISOEC 11172-2 bitstrzam, the decader should be able to decode it
If every [-pictare of the preceding example were selected, then one I-picture would be transmitted every 2.5
picture periods, and the speed up rate would be 10/2,5= 4 times. The decoder might bz able to display the
I-pictures at exactly 2,5 periods, or it might aliernate displays at 2 and 3 periods.

If dlternate T-pictares of the preceding example were selected, then one [-picture would again be transmitted
every 2,5 picture periods, but the speed up rate would be 20/2.5 = 8 times.

If one in N I-pictures of the preceding example were selected, then the speed up rate would be 10N/25 = 4N
imes.

D.7.1.3 Decoding for pause and step modes

Decoding for pause requires the decoder to be able to control the incoming bitstream, and display adecoded
picture without decoding any additonal pictures. If the decoder has full contral over the bitstream, then it
can be swopped for pause and reswmed when playback resumes. If the decoder has less control, a8 in the case
of a CD ROWM, thern there may be adelay before playback can bhe resumed.

D.7.1.4 Deccding for reverse playback

Todecode a bitsiream and playback in reverse, the decoder must decode each group of pictares in the forward
direction, store the decoded pictures, then display them inreverse order. This places severe stomge
requirements on the decoder in addition o any problems in gaining access t0 the coded bitstream in the
comect order.

To reduce decoder memery requirements, groaps of pictures should be small. There is no mechanism in the
syntax for the encoder to state what the decoder requirements are in order o playback in reverse,

The amount of display buffer storage may be reduced by reardering the piciures, either by having the storage
unit read and transmit them in another order, or by reordering the coded pictures in a decoderbuffer. To
illustrate the savings, consider the following typical group of pictures:
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B B I P B B P B B P pictuesindsplayorder
0 1 2 3 4 3 6 7 § 9 10 11 temporal reference

I BB P B B P B B P B B picturesincoded order
201 5 3 4 8 6 7 1 % 10 temporal reference

I PP P B B BE B B B B B picturesinneworder
25 8 11169 7 6 4 3 1 ¢ tem;poralrefeence

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them m the reverse of the nommal
display order. Since the B-pictures are not decoded until they are ready o be displayed, the display buffer
storage is minimized. The first two B-pictures, 0 and 1. would remam stored in the input buifer until the
last P-picture in the previous group of pictures is decoded. ' '

D.8 Post processing

D.8.1 Editing

Editing of a video sequence is best perfommed before compression, but situations atise where only the coded
bitstream is available. One possible method would be o decods the bitstream, perform the required editing,
and recode the bitstrearn. This usually leads o a loss in video quality, and it is better, if possible, to edit
the coded bitstream itself.

Although editing may take several founs, the following discussion periains only 1o editing at the picture
level: deletion of coded video material from a bitstream, insertion of coded viden material nto a bilstream,
orrearrangement of coded videomaterial within a bitstream.

If editing is anticipated, e.g. clip video is provided andogous to clip art for still pictures, thean the video can
be encoded with well defined cutting poinis. These cutting points are places at which the bitstream may be
broken apart or joined. Eack cutting point should be followed by a closed group of picres. This allows
smooth playback after editing.

" An editor must take care to ensure that the bitstream it produces is a legal bitstream. In particular it must
ensure that the new bitsiream complies with the requirements of the video buffering verifier. Thisisa
difficult task and in general 1€ will not be possible to edit together arbitrary sections of bitstreams that
comply with this part of ISOAEC 11172 to prodace another bitstream that also complies with this part of
ISO/TEC 11172 (see for example figure D.38).

Original A 8 c

Editad A C

Figure 1}.33 -- Sequences

It may however be possible to deliberately encode bitstreams in aAmanner that allows some editing to occar,
For instance, if all Groups of Pictures had the same number of pictures and were eacoded with the same
number of bits, then many of the problems of complying with the video buffering verifier would be solved.

The casiest eliting task is to cut at the beginning of groups of pictures, 1F the group of pictures following
the cot is gpen, which can be detecied by examining the closed_gop flag in the group of pictures header,
then the editor must set the broken_link bitto 1 to indicate to the decoder that the previous group of
pictures cannot be used for decoding any B-pictures.
PUMA Exhibit 2005
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D.8.2 Rasampling

The decoded bitsiream may not match the picture rate or the spatial resoluiion of the display device. In this
quite frequent situation, the decoded video must be resampled or scaledl.

One example, considered under preprocessing, is the case where the decoded yideo has SO resoluticn and
must be converted to CCIR 601 resolution.

D.8.21 Conversion of MPEG SIF to CCIR 601 format
A SIF is converled o its coresponding CCIR 601 format by spatal upsampling. A linear phase FIR

filter is applied after the insertion of zerces between samples. A filier that can be used for upsampling the
luminance is shown in figure D.39:

127 o J1a0]2s6] 140] o | 12| #7256

Figure D39 -- Upsampling filter for luminance
At the end of the lines some special technique, such as replicating the lastpel, must be adopted.
According o CCIR Rec. 601 the chrominance samples need to be co-sited with the lmminance samples 1,

3, 5,... Inorder to achieve the proper location, the upsampling filter should have an even number of taps,as
shown ie figure D.40.

[T 13 I3 11 }jwa

Figure D.40 -- Upsampling [ilter for chrominance

The SIF may be reconstructed by adding four black pels to each end of the herizontal huninance lines in the
decoded bitmap, and two gray pels to each ead of the horizontal chrominance lines. The lumnance SIF
may then be upsampled horizontally and vertically, The chrominance SIE should be upsampled once
borizontally and twice vertically. This process is illustrated by the following diagram:

T20
30 240 720 240
/288 /288
SIF CCIR 601 Y pant
Hotizontal Vertcal
Upsampling Upsampling
Filter Fitte”
: 8 0
1gg 120 189 40 36 240
] 1144 /288 1288 cctlijx 301 ;453?%
S Vertical Horizontal Vertical
Upsampling Upsarrpliag Upsampling
Fiter Fitter Filter
(b) Chroma

Figure D.41 -- Simplified decoder block diagram
D.8.2.2 Temporal resampling

Since the picture rates are Timited to those cormonly used in the Lelevisicn indusiry, the same techniques
may be applied. For example, canversion from 24 pictures/s to 60 felds/s may be achieved by B M A Exhibit 2005

tecknique of 3:2 pulldown. Apple v. PUMA, IPR2016-01135
116 of 124

106

Apple Exhibit 1009
Page 116 of 124



@ ISONEC ISO/IEC 11172-2: 1983 {E)

Video coded at 25 pictures/s can be converted o 50 fields/'s by displaying the original decoded linzs in the
odd CCIR 601 fields, and the interpolated lines in the even fields, Vidso coded ar 29,97 or 30 pictures’s
may be converied to a field rate twice as brge nsing the same method.

Video coded a1 23,976 or 24 pictures/s may be converted to 50 fields/s by speeding it up by abour 4% and
deceding it as it it bad been encoded at 25 pictures/s. The decoded pictures could be displayed in the pdd
fields, and interpolated pictures in the even fields. The avdip must be maintained in synchronization, either
by ncreasing the pitch, or by speeding it up without a pitch change.

Video coded at 23,976 or 24 pictures/s may be converted to 59,94 or 60 fields/s using the technique of 3:2
pull down

PUMA Exhibit 2005
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Annex F

(informative)

List of patent hoiders

The nser's attertion is called to the possibility that - for soine of the processes specified in this part of
ISOAEC 11172 - compliance with this International Standard may require use of ar invention covered by

patent rights.

By publication of this part of ISO/IEC 11172, no position is taken with respzci to the validity of this
chim ar of any patent rights in connection therewith. However, eact company lisied in this anrex has filed
with the Information Techndlogy Task Force (ITTF) a stalement of willingness to grant a icense under
suchrights that they hold on reasonable and nondisciminatory terms and conditiors to applicanss desiring

10 obtain such a license.

Informmation regarding such patents can be oblained from :

AT&T

32 Avenue of the Americas
New York

NY 10013-2412

USA

Aware

1 Memporial Drive
Cambridge

02142 Massachusatis
UsAa

Bellcore

290 W Mount Pleasant Averue
Livingston

NI 07039

USA

The British Broadeasting Corparation
Broadcasting House

London

WI1A TAA

United Kingdom

British Telecooununications plc
Intellectual Propesty Unit

13th Floor

151 Gower Street

1ondon

WCIE 5BA

United Kingdom

CCETT

4 Rue da Clos-Courtel
BP 59

F-35512
Cesson-Sevigne Cedex
France
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CNET

384} Rue du General Leclerc
E-92131 Issy-les-Mbpulineanx
France - :

Compression Labs, incorporated
2860 Junction Avenue

San Jose

CA 95134

USA

CSELT

Yia G Reiss Romoli 274
1-16148 Tonno

Italy

CompuSonics Corporation
PO Box 61017

Palo Alto

CA 94306

USA

Daimler Benz AG
PO Box 300 230
Epplestrasse 225
D-7000 Stuttgart 80
Gemmnany

Domier Grobh

Ander Bundesstrasse 31
D-79%0 Friedrnichshafen
Gemany

Fraunhofer Gesselschaft zur Foerdenang der Angerwandten Forschiung e V.
Lecnrodstrasse 54

§000 Muenchen 19

Gemnany

Hitachi Ttd

6 Kanda-Surugadai 4 chome
Chiyoida-ku

Tokyoe 101

Japan

Institut fiir Rundfunktechnik Ginbh
Florianmiihlstrabe 60

§000 Miinchen 45

Gemany

International Business Machinzs Corporation
Armonk

New York 10304

USA

KDD Corporation
2-3-2 Nishishinjuku
Shinjuku-ko
Tokyo
Japan _ PUMA Exhibit 2005
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Licentia Patent-Verwalungs-Grmbh
Theodor-Stern-Kai &

D-6000 Frankfurt 70

Germany

Massachuseits Institute of Technology
20 Ames Street

Cambridge

Massachusetts 02139

UISA

Matsishita Flectric industrial Co. Td
1006 Osza-Kadoma

Kadoma

Osaka 371

Japan

Mitsubishi Electric Corporation
2-3 Marunoucti

2-Chome

Chiyoda-Ku

Tokyo

100 Japan

NEC Corporation
7-1 Shiba 5Chome
Minato-ku

Tokyo

Japan

Nippon Hoso Kyokai
2-2-1 Jin-nan
Shibuya-ku

Tokyo 150-01

Japan

Philips Electronics NV
Groenewoudseweg 1
5621 BA Eindhoven
The Netherlands

Pioneer Electronic Corporalion
4-1 Meguro 1-Chome
Megurd-ku

Tokyo 153

Jzpan

Ricoh Co, Ltd
1-3-5 Nakamagome
Chta-ku

Tokyo 143

Japan

Schawartz Engineering & Desipn
15 Buckland Court

San Carlos, CA 94070

LSA

ISONEC 11172-2: 1963 (E) -
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Sony Corporation
6-7-35 Kitashinagawa
Shinagawa-ku

Tokyo 141

Japan

Symbiornics

St Jobn's Innovation Centre
Cowley Road

Cambridge

CB4 4WS

United Kingdom

Telefunken Fernseh und Rundfunk GmbH
Gottinger Chaussee

D-3000 Hannover 91

Germany

Thomson Consumer Electronics
% Place des Vosges

LaDéfense 5

2400 Courbevoie

France

Foppan Printing Ch, Ltd
[-5-1 Tzito

Taito-ku

Tokye 110

Fapan

Toshiba Corporation
1-1 Shibaru 1-Chome
Minato-ku
Tokyo 105

Jagan

Victor Company of Japan Lid
12 Moriya-cho 3 chome
Kanagawa-ku

Ydkohama

Kanagawa 221

Japan
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