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o ISO/IEC ISO/IEC 11172~2: 1993 (E)

Foreword

lSO ltbe International Organization for Standardization) and IEC (the Inter—
netiona Electrotecltnlcal Commission) form the specialized system for
worldwide standardization. Na’donal bodies that are members of ISO or

EEC participate it the development of lnzemational Standards through
technical committees established by the respective organization 'to deal
with particular fields 0% techn-cal activity. ISO and IEC technical com-
mittees collaborate in fields of mutual interest. Other international organ—
lzations, governmental and nongovernmental, in liaison with £80 and lEC,

also take part ‘n the work.

In the field of informazim technology, :80 and IEC have established a joint
technical committee, ‘SO/IEC JTC 1. D'aft International Standards adopted
by the loint technical committee are circulated to national bodes for vote
ing. Publication as an International Standard requires-app'oval by at least
75% o‘ the national bodies casting a vote. '

International Standard iSO/IEC 11172-2 was prepared by JOint Technical

_ Committee ESQ/IEC JTC 1, information technology, Sub-Committee SC 29,
Coded representation“oir audio, picture, multimedia and hypermedia infcr~

7 matio‘n. ' ' ' '

ISDIJEC 11172 consists ot the following parts, under the‘general title in—
formation technology —' Coding of moving pictures and aesociated audio

for digital storage media at up to about 1,5 MbiVs:

'— Part 1‘: Systems
 — Part 2: "Video

— Part 3: Audio

—— Part 4: Compliance testing

Annexes A, 'B and C form'an integral part of this part of 18011 EC 11172.
Annexes D, E and F are for information only. ‘ - '
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iSO/iEC 11172-2: 1993 (E) o ISO/IEO

Introduction

Note —- Readers intonested in an overview of the MPEG Video layer should read this Introduction and then
proceed to annex D, before returning to clauses I and 2. 
0.1 Purpose

This part ofISDIIEC 11 172 was developed in response to the growing need for a common format for
represennt compressed video on various digital storage media such as CD3, DATs, Winchester disks and
optical drives. This part of lSO/[EC 11172 specifies a coded representation that can be used for

compressing vidco sequences to binates around 1,5 Mbitls. The use of this part of ISOIEEC 11172 means
thatmotion video can be manipulated as aforrn oforanputer data and can be transmitted and received over
existing and fixture networks. The coded representation can be used with both 625 -Iine and Sij-tine
television and provides flexibility for use with workstation and personal computer displays.

 

'Ihis part ofISOIEBC 11172 was developed to operate principally from storage media offering acontinuous
unrufer rate of about 1.5 .Vlbitls. Neverthelessit can be used more widely than this because the approach
taken is generic.

0.1.1 Coding parameters

'lhe intention indeveloping this part of ISOr’IKi 1.1172 has been to define asonroe coding algorithm with a
large degree of flexibility that can be used in many different applications. To achieve this goal, a number of
the parametersdefining the characteristics ofcoded bitstreams and dermier are contained indie bitstream
itself, This allows for example, the algorithm to be used for pictures witha variety of sins and aspect
ratios and on channels or devices operating at awide range of bitrates

Betnuse of the large range of the characteristics of bitstreams that can he represented by this part of ISOIIEC
11172. a sub-set of these coding parameters known as the "Constrained Parameters" hasbeen defined. The
aim in defining the constrained parameters is to offer guidance about a widely useful range ofparameters.
Conforming to this set of constraints is not a requirement of this part of ISO/IEC 11172. A flag in the
bitstream indicates whether or not it is a Constrained Paranetets hitstreun.  
Summary of the Constrained Parameters:

Vertical ictun: size ' r _ '

Less than or A a a] to 396 macrobloclrs

Less than -64 to +615 pets (using half-pol vectors)ackwardificode and unward_f_code <= 4 see mbleDJ

Less than oreuai m 1 856 000 hits/s (constant bitrate

  
  
 

l"(vm U“ Ct-r ‘3 EL 5' J!‘1O\ am
 

  
  
   

0.2 Overview of the algorithm

The coded representation defined in this part of ISO/IEC 11172 achieves a high crunpression ratio while
preserving good picture quality. The algorithm is not lossiess as the exact pcl values are not preserved
during coding. The choice of the techniques is based on the need to balance a high picture quality and
compression ratio with the requirement to make random access to the coded bitstreant. Obtaining good
picture quality attire bitrates of interest demands a very high compression ratio which is not achievable _ _
with intraframe coding alone. I'he need for random access, however, is best satisfied with pure iIIBEUMfi EXhlblt 2005

coding- This requires a carefulbalancebetween intra- and interframe coding andMmmmm 1191(201601 13 5
recursive temporal redundancy reduuion. 4 of 124
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© lSO/IEC ISO/[EC 11172-2: 1993 (E)

A number of techniqucsare used to achieve a high compression ratio. The first, which is almost

independent from this part ofISO/[EC 11172, is to select an appropriate spatial resolution for the signal.
The algorithm then ums blocknhased motion compensation to reduce the temporal redundancy. Motion
compensation is used for causal prediction ofthe current picture from a previous picture, for non-causal
prediction of the cment picture from a futurepicture or for interpolative prediction from past aid future
pictures. Motion vectors are defined for each 16-pel hy 16—line region of the picture. The difference signal,
the prediction error. is further compressed using the discrete cosine transform (DCI‘) to remove spatial
correlation before it is quantized in an irreversible process mat discards the less important informatim.
Finally, the motion vectors are combined with the DCT information, and coded using variabie length codes-

0.2.1 Temporal processing

Bernuse of die conflicting requirements of random access and highly efficient compression, three main
picture types are defined. Inna-coded pictures (I-Pictures) are coded without reference to other pictures.
They provide access points to the coded sequence where decoding canbegin, butare ended with only a
moderate compression ratio. Predictive coded pictures (PAPictures) are codedmore efficiently using motion
compensated prediction from a pastintraor predictivecoded picture and are generally used as a reference for
further‘prediction. Bidirectionally—predittive coded pictues (B-Pictures) provide the highest degree of
compression but require both part and ftture reference picnrres for motion compensation. Bidirectionally—
predictive coded pictures are never used as references for prediction The organisation of the three picture
types in 'a sequerceis very flexible. The choice is left to the encoder and will depend on the requirements of
the application. Figure I illustrates the relationship between the three differentpicnrre types.

Bidirectional

Prediction

  
Prediction

Figure l -- Example of temporal picture structure

The fourth picture type defined in this part of ISO/lEC 11172, the D—picture, is provided to allow-a simple,
but limited quality, fashforward playback mode.

0.2.2 Motion representation - macrobloclrs

The choice of 16 by 16 macrohlocks for the motion-compensation unit is aresult of the trade-off between
increasing the coding efficiency provided by using motion hrfcrrnao‘on and the Overhead needed to storcit.
Each macroblock can be one of a number ofdifferent types. For example. intra—(Dded, forward-predictive-
coded, backward-predictive coded, and bidirectionally~predictive—coded macrobloclts are penru'tted in
hidirectionally-predictive coded pictures. Depending on the type of the macrohlock, motion vector
information and other side information are stored with the compressed prediction error signal in each
macrohlock. Themotion vectors are encoded differentially with respect to the lust coded motion vector,
using variable-length codes. The maximum length of the vectors that may berepresented can be
progrannned, on a picture—by—picttue basis, so that the mosr demanding applications can be met without
compromising the pmnnancc of the system in more normal situations.

I' . c ' ‘ fl 2..tts the responsibility of the encoder to mlculntc appropriate motion vectors is pmo Xhlblt 2005does not specify how this should be done.

Apple V. PUMA, IPR2016.—01135
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_ lSO/iEC 11172-2: 1993 (E) I ©ISO/1EC

6.2.3 Spatial redundancy reduction

Both original pictures and prediction error signals have high spatial redundancy. This part of lSO/lEC
11172 usesa block-based DCT method with visually weighted quantization and run—length coding. Each 8
by 8 bleak of the original picmre for intro-coded macrobloclzs or of the prediction errorfor predictive—wded
merobloclrs is transformed into the DCT domain where it ’n scaled before being quantized. After
quant'zation many of the coefficients are zero in value and so live—dimensional run—length and variable
length coding is used to encode the remaining coefficients efficiently.

0.3 Encoding

This part of ISOIIBC 11172 does not Specify an encoding process. It specifies the syntax and semantics of
the bitstream and the signal proceSsing in the decoder. As a result, many options are left open to encoders
to trade-off cost and speed against pieture quality and coding efficiency. This clause is abrief description of
the functions that need to be performed by an encoder. Figure 2shows thernain functional blocks.

Motion
stimator

  
Source input pictures

DCT is discrete cosine transform

DC'I‘l is inverse discrete cosine transform
Q is quantization

Q'] is dequantization
VLC is variable length coding

Figure 2 -- Simplified video encoder block diagram

The input video signal man be digitized and representedas a luminance and two colour difference signals

(Y, Cb, Cr). This may he followed by preprocessing and format conversion to selectan appropriate
window. resolution and input format. This part of [SO/113C 11172 requires that the colour difference
signals (Cb and Cr) are subsatnpled with respect to the luminance by 2:l in both vertical and horizontal

directions and are reformatted, if necessary, as a non-interlaced signal.

The euooder must choow which picture type to use. for each picture. Having defined the picture-types, the
encoder esdmams motion vectors for each 16 by 16 macroblock in the picture. In P~Pictures one vector is
needed for each non—intro macroblock and in B-Pictnres one or two vectors areneeded.

if B-Picmres are used some reordering of the piaure sequence is necessary before encoding. BecaBdeTMA EXhibit 2005
Pictures are coded using bidirectional motion oommnsated prediction, they can ordAPpMdMAthRZO 16-0 1 13 5
subsequent reference picture (an I or P—Picture) hasbeen decoded. Therefore the pictures are reordered by the 6 of 1 24
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© ISO/IEO ISOl'IEC 11172—2: 1993 (E)

encodersothat the pictures arrive at the decoder in the order fordecoding. The correct d'splay order is
recovered by the decoder;

The basic unit of coding within a picture is the macrobloclc. Within each picture, macrobloclcs are encoded
in sequence, left to right, top to bottom. Each macrnblock consists of six 8 by 8 blocks: four blocks of
luminance, one block of Cb chromhtance, and one block of Cr chromiuance. See figure 3. Note that the
picture area covered by the four blocks of luminance is the same as the area covered by each of the
chrominance blocks. This is due to subsampling of the chrominance information to match the sensitivity of
the human visual system. -

Ill

Y Ch Cr

 

Figure 3 ~- 'Macroblock structure

Firstly, fora given microblock, the coding mode is chosen. It depends on the picture type, the ,
effectiveness ofmotion compensated prediction in that local region, and the nature of the signal within the
block. Secondly, depending on the coding mode, amotion compensated prediction of the contents of the
block based on past ancUor future reference pictures is formed. This prediction is subtracted from the actual
data in the current macrohlock to form an error signal. Thirdly, this error signal is separatcd into S by 8
blocks (4 luminance and2 chrominance bloaks in each macrobloclc) and a discrete cosine transform is

performed on each block. Each resulting 8 by 8 block of DCT onefiicients is quantized and the two—
dimensional block is scanned in a zigezag order to convert itinto a one-dimensional suing of quantized DCT
coefficients. Fourthly, the side-information for the macroblock (mode, motion vectors etc} and the
quantized coefficient data are encoded. For maximum efficimcy, a number of variable length code tables are
defined forthe different data elements. Run~length coding is used for the quantized cocfficientdrta  

A consequence of using different picture types and variable length coding is that the overall datarate is
variable In applications tint involve a fixed-rate channel. aFlFO buffer may be used to match the encoder

output to the channel. The status of this buffer may be monitored to control the number of bits generated
by the encoder. Controlling the quantization process is the most direct way of controllingthe citrate. This
part of ISO/113C 1 1172 specifies an abstractrnodel of the buffering system (the Video Buffering Verifier} in
order to constrain the maximum variability in the number of bits that are used for a given picture. This
ensures that abitstrearn can be decoded with a buffer of known size.

 

At this stage, the coded representation of the picture has been generated. The final step in the encoder is to
regenerate I—Pictures and P-Pictures by decoding the data so that they can be med as reference pictures for.
subsequent encoding. The quantized coefficients are dequan tized and an inverse 8 by 8 1Dle is performed on
each block. The prediction error signal produced is then added back to the prediction signal and limited to
the required range to give a decoded reference picture.

0.4 Decoding

Decoding is the inverse of the encoding operation. it is considerably simpler than encoding as there is no
need to perform motion estimation and there are many fewer options. The decoding procem is defined by
this part of ISOJIEC 11172. The descripticn that follows is a very brief overview ofone possible way of
decoding abitstream. Other decoders with different architectures are possrblc. Figure 4 shows the main
functional blocks.
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“ISO/[EC 11172-2: 1993 (E) ©__ISOJEEC

 
 

Reconstructed

output pictures

DCT'1 is inverse discrete cosine transform

(2-1 _ isdequantizaticn
NIde is demultiplexing
VLD is variable length decoding

Figure 4 -- Basic video decoder block diagram

For fixed—rate applications, the channel fills a FIFO buffer at a constant rate with the coded bitstream. The
decoder reads this buffer and decodes the data elements in thebitstream according to the defined syntax.

As the decoder reads the bitstream, it identifies the start of a coded pictureand then the type of the picture.
It decodes each macrohlock in the picture in turn. The macrohlodt type and the motion vectors, if present,
are used to construct a prediction of the currentrnacroblock based on past and future referent:- pictures that

-- have been stored in thedecodcr'. The coefficient dataare decoded and dequanlized. Each 8 by 8 block of
coefficient date is transformed by an inverse DCT (specified in annex A), and the result is added to the
prediction signal and limited to the defined range.

After all the macroblocks in the picture have been processed the picture has been reconstructed If it is an [—
picture or aP—picture it is a reference picture for subsequent pictures and is stored, replacing the oldest stored
reference picture. Before the pictures are displayed they may need to be tea—ordered from the coded order to '
their flannel display order. Aflerr‘eordering the pictures are available, in digital form, for post-processing
and display in any manner that the application chooses.

0.5 Structure of the coded video bitstream

This part of ISOHEC 11172 spedfics a syntax for acoded video bitstrearn. This syntax contains six layers,
each of which either supports a signal processing or a system function:

La ers of the max

Sequence layer Random access unit: context
Group ofpictures layer Random access unit: video

Picture layer Primary coding unit
Slice layer Resynchronizatjon unit

Macroblock layer Motion compemalion unit
Blmkla r DCT unit
 

0.6 Features supported by the algorithm

Applications using compressed video on digital storage media need to be able to perform anumber of
operations in addition to normal forward playback of the signence. The coded bitstreatrt has been designed
to su rt :1 number of these 0 ral‘o s.
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_© ISO/[EC lSO/IEC 11172-2: 1993

(i . 6 .1 Random access

Random access is an essential feature for video 0113 storage medium. Random access requires that any
picture can be decoded in a l’mited amount of time. It implies the existence of access points in the
bitstream — that is segments of information that are identifiable and can bedecoded without reference to ether
segments of data A spacing of two random access points [Irma-Picnms) per secmd can be achieved
without significant loss ofpieture quality.

0. 6. 2 Fast search

Depending on the storage medium, it is possible to scan the access points in a coded bitstream (with the
help of an applicatiomspecifie tirectory or other knowledge beyond the Scope of this part ofISO/[EC
]] 172) to obtain a last—forward and fast—reverse playback effect

0.6 . 3 Reverse piayback

Some applications may require the video signal Lobe played in reverse order. This canbe achieved in a
decoder by using memory to store entire groups ofpictures alter. they have been decoded before being
displayed in reverse order. An encoder can make this feature easier by redrcing the length of groups of
pictures.

0.5.4 Error robustness

Most digital storage mediaand communication channels are not error—free. Approoriate channel coding
schemes should be usede are beyond the scope ofthis part of ISOIIEC 11172. Nevertheless the
compression scheme defined in this part of ISO/IEC-l 1172 is robust to residual errors. The slice structure
allows a decoder torccovcr after a data error and to resynchmnize its decoding. Therefore. bit errors in the
compressed data will cause errors in the decoded picmres to be limited in area. Decoders may be able to use
concealment strategies to disguise these errors.

0.6.5 Editing

Thereis a conflict between the requirement for high coding efficiency and easy editing. The coding structure
and syntax have not been designed with the primary aim of simplifying editing at any picture. Nevertheless
a number of features have been included that enable editing of coded data
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tNTERNATIONAL STANDARD © ISO/IE0 ISO/EEC 11172-2: 1993 (E) 

Information technology —- Coding of moving
pictures and associated audio for digital storage

media at up to about 15 Mbit/s —

Part 2:
Video

Section 1: General

1.1 Scope

This part of lSOlIEC 11172 specifies the coded representation of video for digital storage media and
specifies the decoding process. The representation supports normal speed forward playback, as well as
special functions such as random access, fast forward playback, fast reverse playback, normal speed reverse
playback, pause and still pictures. This part ofISO/IEC 1117215 compathe with standard 525- and 625-
line television formats, and it provides flexibility for use with personal computer and workstation displays.

lSO/IBC 11172 is primarily applicable to digital storage media supporting a continuous transfer rate up to
about 1,3 Mbit/s, such as Compact Disc, Digital Audio Tape. and magnetic hard disks. Nevertheless itcan
be used more widely than this because of the generic approach mken- The storage media maybe directly
connected to the decoder, or via communications means such as busses,LANs, or telecommunicatious

links. This panoflSOfiEC l1172 is intended for non-interlaced video formats having approximately 238
lines of 352 pets and picture rates around 24 Hz to 30 Hz.

1.2 Normative references

The following International Standards contain provisions which, through reference in this text, constitute
provisions of this part of ISOIIEC 11172. At the time of publication, the editionsindicated were valid.
All standards are subject to revision, and parties to agreements based on this part of ISOIJEC 1 1172 are
encouraged to investigate the possrbility of applying the most recent editions of the statidaxds indicated
below. Members of IEC and ISO maintain registers of currently valid International Standards.

ISO/IEC 11172-11993 Injbmatlon technology— Coding oft/noting pictures and associated audiofm digital
storage media at up to about 1,5 Molt/s - Part 1: Systems

. [SO/EEC 11172-321993 Injbmation technology- Coding ofmoving pictures and arsociated audio for digital
storage media at up to about 1,5 Mbit/s- Port 3 Audio.

CCIR Recommendation 601-2 Encoding parameters ofdig ital televisionfor studios.

CCIR Report 624—4 Characteristics of systemsjormonochrom and colour television.

CCIR Recommendation 648 Recording of audio signals.

CCIR Report 955—2 Sound broadcasting by satelliteforportable and mobile receivers, includin Annex IV
Summon) description ofAdvancco' Digital System [1. P Exhibit 2005

Apple V. PUMA, IPR2016-01135
CCI'IT Recommendation l.17 Pre-emphasis used on Sound-Programite Circuits. 11 of 124
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ISO/{EC 11172—2: 1993 (E) © SSO/lEC

IEEEDIafI Standard P11 SDIDZ 1990 Specificalion for {he implementation of8.r 8 inverse discrete ms‘ine
imng‘om".

IEC publication 9118:1987 CD Digital Audio System.
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© [SOIIEC ISO/[EC 11172—2: 1993 {E]

Section 2: Technical elements

2.1 Definitions

For the purposes of ISOflEC 11172, the following definitions apply. If Specific to a part. this is noted in
squarebracizets.

2.1.1 ac coefficient Ivideo]: Any DCT coefficient for which the frequency in one or both dimensions
is non-zero.

2.1.2 access unit lsystcrn]: In the case of compressed audio an access unit is an audio access unit. In
the case of compressed video an access unit is the coded represean of a picture

2.1.3 adaptive segmentation {audio}: A subdivision of the digital representation of an audio signal
in variable segments of time.

2.1.4 adaptive bit allocation [audio]: The assignment of bits to subbands in a time and frequency
varying fashion according to a psychoacousdc model. '  

2.1.5 adaptive noise allocation [audio]: The assignment of coding noise to frequency bands in a
time and frequency varying fashion aocording to a psychoacoustic model.

2.1.6 alias [audio]: Mirrored signal component resulting from sub-Nyquist sampling.

2.1.7 analysis filter-hank [audio]: Filterbank in the encoder that transforms a broadband PCM audio
signal into a set of subsampled suhband samples.

2.1.3 audio access unit [audio]: ForiLayers i and I1 an audio access unit is defined as the smallest
partof the encoded bitstrcarn which car be decoded by itself, where decoded means “fully recondructed
sound'. For Layer [11 an audio across unit is part of the bitstream that is decodahle with the um of
previously acquiredmain information

  

2.1.9 audio buffer [audio]: A buffer in the system target decoder for storage of compressed audio data.

2.1.10 audio sequence [audio]: A non-interrupted series of audio frames in which the following
parameters arenot diangcd:

- ID

— layer
- Sampling Frequency
- PorLayer l and II: Bittate index i

 

2.1.11 backward motion vector [video]: A motion vector that is used for motion compensation
from a reference picture at a later time in display order.

2.1.12 Bark {audio}: Unit of critical baud rate. The Bark scale is anon-linear mapping of the frequency
scale over the audio range closely corresponding with the fiequency selectivity of the human ear across the
band.

2.1.13 bidirecfionally predictive-coded picture; B-picture [video]: A picture that is coded
using motion compensated prediction from a past and'or future reference picture.

2.1.14 bitrntc: The rate at which the compressed bitsiream is delivered from the storage medium to the
input of a decoder.

2.1.15 block companding [audio]: Normalizing of the digital representation of an audio signal
within a certain time period. '

2.1.16 block [video]: An 8-row by 8-colturnt orthogonal block of pels. PUMA EXhibit 2005
Apple V. PUMA, 'IPR2016-01 135

2.1.17 bound [audio]: The lowest suhband in which intensity stereo coding is used. 13 Of124
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ESO/IEC 11172-2: 1993 (E) ©ISOi’IEC

2.1.18 byte aligned: A bit in a coded bitsmam is byte-aligned if its position is amuln'ple of 8-hiLs
from the firstbit in the stream.

2.1.19 byte: Sequence of 8-bits.

2.1.20 channel: A digital medium that stores or transports an ISOi’lEC 11 [72 stream.

2.1.2} channel [audio]: The left and right channels of a stereo signal

2.1.22 chrominance (component) [video]: A matrix, block or single pel representing one of the

two colour difference signals related to Ihe primary colours in the manner defined in CCIR Rec 601. The
symbols umd for the colour difference signals are Cr and Cb.

2.1.23 coded audio bitstrearn [audio]: A coded representation of an audio signal as specified in
[SOIIEC 11172-3.

2.1.24 coded video bitstream [VideoIZ A coded representation of a series of one or more. pictures as

specified in this part of {SO/IEC 11172. ,

2.1.25 coded order [video]: The order in which the pictures are stored and decoded. This order is not

necessarily the same as the display order.

2.1.26 coded representation: A data elementas represented in its encoded form.

2.1.27 coding parameters [video]: The set of user-definable parameters that characterize a coded video

bitstream. Bitstreams are characterised by coding parameters. Decoders are characterised by the bilstreams
that they are capable of decoding.

2.1.23 component [video]: A matrix, block or single pal. from one of the three matrices (luminance
and two chrotrtinance) that make up a picture,

2.1.29 compress-ion: Reduction in the number of hits used to representari item of data.  
2.1.30 constant bitrate coded video [video]: A compressed video bitstream with a constant
averagebitrate.

2.1.31 constant bitrate: Operation where the bitrate is constant from start to finish of the compressad
bitstreain.

2.1.32 constrained parameters [video]: The values of the set of coding parameters defined in
2.4.3.2.

2.1.33 constrained system parameter stream (CSPS) [system]: An ISO/[EC 1 1172

multiplexed stream for which the constraints defined in 2.4.6 of ISOIIEC 11172-1 apply.

2.1.34 CRC: Cyclic redundancy code.

2.1.35 critical band rate [audio]: Psychoacoustic function of frequency. At a given audible
frequency it is proportional to the number ofcritical bands below that frequency. _ The units of the critical
band rate scale areBarks.

2.1.36 critical band [audio]: Psychoacoustic measure in the spectral domain which corresponds to the
frequency seiedivity of the human ear. This selectivity is expressed in Bark.

2.1.37 data element: An item of data as represented before encoding and after decoding.

2.1.38 tic-coefficient [video]: The DCT coefficient for which the frequency is zero in hothPUMA Exhibit 2005

dimensions. Apple V. PUMA, IPR2016-01 135
. 14 of 124
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© ISO/IEO ISO/lEC 11172-2: 1993 (E)

2.1.39 tic-coded picture; Dupicture {video}: A picture that is coded using only information from

itself. 0f the DUI" coefficients in the coded representation, only the dcecoeificients are present

2.1.40 DCT coefficient: The amplitude of a specific cosine basis funcriou.

2.1.41 decoded stream: The decoded reconstruction of a compressed bitstream.

2.1.42 decoder input buffer [video]: The first-in first-out (FIFO) buffer specified in the video
buffering verifier.

2.1.43 decoder input rate {video}: The data rate specified in the video buffering verifim' and encoded
in the coded video bitstream.

2.1.44 decoder. An embodiment of a decoding process.

2.1.45 decoding (process): The process defined in ISO/EEC 11172 that reads an input coded hitstream

and produces decoded pictures or audio samples.

2.1.46 decoding time-stamp; DTS [systeml: A field that marr be present in a packet header that
indicates the timelhat an access unit is decoded in the system targetdecoder. '

2.1.47r die-emphasis {audiok Filtering applied to an audio signal after storage or transmission to undo
a linear distortion due tolemphasis.

2.1.48 dequantization [video]: The process of rescaling the quantized DCT coefficients after their
representation in the .hitstream has been decoded and before they are presented to the inverse DCT.

 
2.1.49 digital storage media; DSM: A digitalstorage or transmission device or system.

2.1.50 discrete cosine transform; DCT [video]: Either the forward discrete cosine transform or the

inverse discrete cosine transform. The DCT is an invertible, discrete orthogonal transfonnation. The
inverse DCI‘ is defined in annex A. '

2.1.51 display order [video]: The order in which the decoded pictures should be displayed. Normally
this is the same order in which they were promoted at the input of the encoder.

2.1.52 dual channel mode [audio]: A mode, where two audio channels with independent programme
contents (cg. bilingual) are encoded within one bitstream. The coding process is the same as for the stereo
mode.

2.1.53 editing: The process by which one or more compressed bitstreams are manipulated to produce it
new compremed bitstream. . Conforming edited bitstreatns must meet the requirements defined in this part of
ISO/EEC l1172.

2.1.54 elementary stream [system]: A generic term for one of the coded video, coded audio or other
coded bitstreams.

2.1.55 emphasis [audio]: Filtering applied to an audio signal before storage or transmission to
improve the signal—to—noise ratio at high frequencies.

2.1.56 encoder: An embodiment of an encoding process.

2.1.57 encoding (process): A process, not specified in lSO/IEC 1l172, that reads asueam of input
pictures or audio samples and produces a valid coded bitstream as defined in ISO/113C ll 172.

21.58 entropy coding: Variable length lossless coding of the digital representation of a. EXhibit 2005reduce redundancy.

Apple v. PUMA, IPR2016-01135

2.1.59 fast forward piayback Irideol: The process of diSplaying a sequence, or parts of a sequmce,15 of 124 E
ofpictures in display-order faster than real-time.
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ISO/EEC 11172-21993 (E) © [SOIIEC

2.1.60 F] 1: Fast Fourier Transformation A fast algorithm for performing a discrete Fourier transform
(an orthogonal transform). '

2.1.61 filterbanli [audio]: A set of bmd-pass filters covering the entire audio frequency range.

2.1.62 fixed segmentation [audio]: A subdivision of the digital representation of an audio signal
into fired segments of time.

2.1.63 forbidden: The term "forbidden" when used in the clauses defining the coded bilstream indicates
that the value shall never be used. This is usually to avoid emulation of start codes

2.1.64 forced updating [video]: The process by which macrobloclrs are intracoded from time-to-rime

to ensure that mismatch errors between the inverse DCT processes in encoders and decoders cannot build up
excessively.

2.1.65 forward motion vector [video]: A motion vector that is used for motion compensation from

areferenoe picture at an earlier time in display order.

2.1.66 frame laudio]: A part of the audio signal that corresponds to audio PCM samples from an
Audio Access Unit.

21.67 free format [audio]: Any hitrate other than the defined biuates that is less than the maximum
valid bitrate for each layer.

2.1.68 future reference picture [video]: The future reference picture is the reference picture that
occurs at a later time [Inn the current picture-in display order.

2.1.69 granules [Layer II] [audio]: The set of 3 consecutive subband samples from all 32 subbands
thatare considered together before quartization. They correspond to 96 PCM samples.

2.1.70 granules [Layer III] [audio]: 576 frequency lines that carry their own side information.

 2.1.71 group of pictures [video]: A series of one or more coded pictures intended to assist random

access. The group of pictures is one ofthe layers in the coding syntax defined in this part of ISO/113C
11 172.

2.1.72 Harm window [audio]: A time function applied sample-oy-sample to a block of audio samples
before Fourier transformation.

2.1.73 Huffman coding: A specific method for entropy coding.

2.1.74 hybrid filterbank [audio]: Aserial combination of subband filterhauk and MDCT-

2.1.75 IMDCT [audio]: Inverse Modified Discrete Cosine Transform.

2.1.76 intensity stereo laudio]: A method of exploiting stereo irrelevance or redundancy in
stereophooic audio programmes based on retaining at high frequencies only the energy envelope of the right
and left channels.

2.1.77 inter-lace [video]: The property of conventional television pictures where alternating lines of
the picture representditfereut instances in Lime.

2.1.78 intra coding [video]: Coding of a macrohloclc or picture that uses information only from that
marroblock or picture.

2.1.79 intra-coded picture; I-picture [video]: A picture coded using information only rerJMérEXhibit 2005
Apple V. PUMA, IPR2016-01135
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o ESQ/IEO ISO/IEC'11172-2: 1993 (E)

2.1.80 ISO/IE1: 11172 (multiplexed) stream [system]: A bitstrearo composed of zero or more
elementary streams combined in the manner defined in ISO/[EC 11172—1.

2.1.81 joint stereo coding [andioIt Any method that exploits stercophonic irrelevance or
stereophonic redundancy.

2.1.32 joint stereo mode [audio]: A mode of the audio coding algorithm using joint stereo coding.

2.1.83 layer [audio]: One of the levels in the coding hierarchy of the audio system defined in [SOIIEC111723.

2.1.84 layer [video and systems]: One of the levels in the data hierarchy of the video and system
specifications defined in [SO/lEC 111721 and this part of ISO/113C 11 172.

2.1.85 luminance (component) [video]: A matrix, block or single pol representing a monochrome
_ representation ofthe signal and related to the primary colours in the manner defined in COR Rec 601- The
symbol used for luminanceis Y.

2.1.86 macrobloclt [video]: The four 8 by 3 blocks of luminance data and the two corresponding S by
8 blocks. of chrominance data coming from a 16by 16 section of the luminance component of the picture.
Maooblock is sometimes used to refer to the pol dataand sometimes to the coded representation of the pel
values and other data elements defined in the roacrobloclr layer of the syntax defined in this part ofISO/[EC
11172. The usage is dear from the context.

2.1.87 mapping [audio]: Conversion of an audio signal from time to frequency domain by subband
filtering and/or by MDCT.

2.1.88 masking [audio]: A property of the human auditory system by which an audio signal cannot be
perceived in the presence ofamther audio signal.

2.1.89 masking threshold [audio]: A function in frequency and time below which an audio signai’
carmotbeperceived by the human auditory system.

2.1.90 MDCT [audio]: Modified Discrete Cosine Transform.

2.1.91 motion compensation [video]: The use of motion vectors to improve the efficiency of the
prediction of pol values. The prediction uses motion vectors to provide offsets into the past andfor future

reference pictures containing previously decoded pet values that are used to form the prediction error signal

2.1.92 motion estimation [video]: The process of estimating motion vectors during the encoding
process.

2.1.93 motion vector [video]: A two-dimensional vector used for motion compensation that provides
an offset from the coordinate position in the cmentpicture to the coordinates in a reference picture.

2.1.94 MS stereo [audio]: A method of exploiting stereo irrelevance or redundancy in stereophonic
audio programmes based on coding the sum and difference signal imttmd of the left and right channels.

2.1.95 non—intra coding [video]: Coding of a macroblock or picture that uses information both from
itself and from macrobionks and pictures occurring at other times.

2.1.96 non-tonal component [audio]: A noise-like component of an audio signal.

2.1.97 Nyquist sampling: Sampling at or above twice the maximum bandwidth of a signal.

2.1.98 pack [system]: A pack consists of a pack header followed by one. or more packets. It is aiayer
in the system coding syntax described in ISOIIEC 11172—1. PUMA Exhibit 2005

A le V. PUMA, IPR2016-01135
2.1.99 packet data Isystem]: Contiguous bytes of data from an elementary 3 am present 111 a packet.17 Of124
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ISO/IEO 11172-2: 1993 (E) © [so/[EC

2.1.100 packet header [system]: The data structure used to convey information about the elementary
stream data contained in the packet data.

2.1.101 packet [system]: A packet consists of a header followed by a number of contiguous bytes
from an elementary data stream. it is alayer in the system coding syntax described in lSO/lEC 11172-1,

2.1.102 padding [audio]: A method to adjust the average length in time of an audio frame to the
duration of the err-responding PCM samples, by conditionally adding a siot to the audio frame.

2.1.103 past reference picture [video]: The past reference picture is the reference picture that occurs
at an earlier time than the current picture in display order.

2.1.104 pe] aspect ratio [video]: The ratio of the nominal vertical height of pa} on the display to its
nominal horizontal width.

2.1.105 pel [video]: Picture element.

2.1.106 picture period [video]: The reciprocal of the picture rate.

2.1.107 picture rate [video]: The nominal rate at which picturm should be output from the decoding

 2.1.108 picture [video]: Source, coded or reconstructed image data. A source or reconstructed picture
consists of three rectangular matrices of 8-bitnumbers representing the luminance and two chrominance
signals. The Picture layer is one of the layers in the coding syntax defined in this part of ISOHEC [1172.
Note that the term "picture" is always used in ISOIIEC 11172 in preference to the terms field or frame.

2.1.109 polyphase filterbank [audio]: A set of equal bandwidth filters with special phase
interrelationships allowing foran efficient implementation of the filterbank.

2.1.110 prediction [video]: The use of a predictor to provide an estimate of the pel value or data
element currently beingdecoded.

2.1.111 predictive-coded picture; P-picture [video]: A picture that is coded using motion

compensated prediction from the past reference picture.

2.1.112 prediction error [video]: The difference between the actual value of a pel or data element and
its predictor.

 
2.1.113 predictor [video]: A linear combination of previously decoded pel values or data elements.

2.1.114 presentation time-stamp; PTS [system]: A field that may be present in a packet header
that indicates the time that apresentatiou unit is presented in the system target deooder. -

2.1.115 presentation unit; PU [system]: A decoded audio access unit or a decoded picture.

2.1.116 psychoacoustic mode] [audio]: A madiematical model of the masking behaviour of the
human auditory SySIern. '

2.1.117 quantization matrix [video[: A set of sixty—four 8—bit values uSEd by the dequantizer.

2.1.118 quantized DCT coefficients [video]: DCT coefficients before dequantizatiou. A variable

lengthcoded representation of qumtized DCT coefficients is stored as part of the compressed video
bitstnearn. ‘

2-1.119 quantiZer scalefactor [video]: A data element represented in the bitstream and useldIdMEXhibit 2005
decoding process to scale the. dequEmIiZI—iiifln. Apple V. PUMA, IPR2016-01 13 5
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© ISOIIEC _ ISOIIEC 11172—2: 1993 (E)

2.1.120 random access: The process ofbeginning to read and decode the coded bilstream'at an arbitrary
point

2.1.12.1 reference picture [video]: Reference pictures are the nearest adjacent I- or P-pictures to the
current picture in display Order.

2.1.122 reorder buffer [video]: A buffer in the system target decoder for storage of a recomtremed I-
pictme or a raconstructed P—pieture.

2.1.12.3 requantization [audio]: Decoding of coded subband samples in order to recover the ginal
quantized values.

2.1.12.4 reserved: The term "reserved" when used in the clauses defining the coded bitstteam indicates
that the value may be used in the future for [SO/{EC defined extensions.

2.1.125 reverse playback [video]: The process of displaying the picture sequence in the reverse of

display order.

2.1.12.6 scalefactor band [audio]: A set of frequency Eines in Layer III which are scalede one
scalelactor.

2-1-127 scalefactor index [audio]:' A numerical code for a. scenefactor.

2.1.128 scalefactor [audio]: Factor by which a set of values is scaled beftne quantization.

2.1.129 sequence header [video]: A block of data in the coded timeout containing the coded

representation of anumher of data elements.

 2.1.130 side information: Information-in the bitstream necessary for controlling the decoder.

2.1.131 skipped macrobl'ock [video]: A macroblock for which no data are stored.

2.1.132 slice [video]: A series of macroblocks. It is one of the layers of the coding syntax defined in
this part of ISOHEC 11172.

2.1.133 slot [audio]: A slot is an elementary part in the bitstream. In Layeri .1 slot equals four bytes,
in Layers II and III one byte.

2.1.134 source stream: A single non-multiplexed stream ofsamples before compression coding.

2.1.135 spreading function [audio]: A function that describes the frequency spread of masking.

2.1.136 start codes [system and video}: 32-bit codes embedded in that coded bitstream that are

unique. They are used for several purpoms including identifying some ofthe layers in the coding syntax.

2.1.137 STD input buffer [system]: A first-in first-out buffer at the input of the system target
decoderfor storage ofcompressed data from elementary streams-before decoding.

 

2.1.138 stereo mode [audio]: Mode where two audio channels which form a stereo pair (left and

right] are encoded within one bitstream. The coding process is the same as for the dual channel mode.

2.1.139 stuffing (bits); stuffing (bytes) : Code-words that may be inserted into the compressed
bitstream that are discarded in the decoding process. Their purpose is to increase the biuate of the stream.

2.1.140 subliand [audio]: Subdivision ol the audio frequency band.

. _ p _ PUMA Exhibit 2005

2.1.141 subband filterbank [audio]. A set of band mars cover-mg [he igtfigfigu9-13)Wgtm6_01 135
In ISO/TEE 11172-3 the subband filterbanlc is a pol vphase filtcrbank. _

' 19 of 124
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2.1.142. suhband samples [audio]: The subband filterhank within the audio encoder creates a filtered
and suhsampled representation ofthc input audio stream. The filtered samples are called subband samples.
From 384 time~consecntive inpntaudio samples, 12 Lime-consecutive. subhand maples are generated within
each of the 32 subbands.

2.1.143 gncvrord [audio]: A ll-hit code embedded in the audio bitstream that identifies the start of 21
Elaine.

2.1.141 synthesis filterbank [audio]: Filteibank in the decoder that reconstructs a PCM audio
signal from subband samples.

2.1.145 system header [system]: The system header is a data structure defined in ISO/[EC 11172—1
that carries information summarising the system diaracteristics of the ISO/IEC 11172 multiplexed stream.

2.1.146 system target decoder, STD [system]: A hypothetical reference model of a decoding
process used to describe the semantics of an ISOllEC 11172 multiplexed bitstream.

2.1.147 time-stamp [system]: A term that indicates the time of an event.

2.1.148 triplet [audio]: A set of 3 consecutive subhand samples from one subband. A triplet from
each of the 32 suhbands forms a granule.

2.1.149 tonal component [audio]: A sinusoid—like component of an audio signal.

2.1.150 variable bitrate: Operation where the bitrate varies with time during the decoding of a
compressed bitstream.

2.1.151 variable length coding; .VLC: A reversible procedure for coding that assigns shorter code-
words to hequentevenrs andlonger code-wordsto less frequent events.

2.1.152 video buflering Verifier; VBV [video]: A hypothetical decoder that is COnceptually
connected to the output of the encoder. Its purpose is to provide acoustrainton the variability of the data

rate that an encoder or editing process may produce.

2.1.153 video sequence [video]: A series of one or more groups of pictures. It is one of the layers of
the coding syntax defined in this part of ISOKEC 1117'"-

2.1.154 zig-zag scanning order [video]: A specific sequential ordering of the DCT coefficients from
(approximately) the lowest spatial frequency to the highest.

 

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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© ISO/[EC lSOJ'IEC'111 72—2: 1 993 .(E)

2.2 Symbols and abbreviations

The mathematital operators used to describe this Intemaional Standard are similar in those used in the C
programming language- However, integer division with truncation and rounding are specifically defined.
The bitwise operators are defined assuming [was-complement representation of integers. Numbering and
counting loops generally begin from zero.

2 . 2 .1 Arith metic operators

+ Addition.

— Subtractjm (as a binary operator} or negation (as a notary operator).

 

++ Increment

- - _ Deorement

" Multiplication.

A Povuer.

I Integer division with truncation of the result toward zero. For example, 714 and 5H4 are
truncated to l and —7/4 and 7/4 are truncated to —I-

ll Integer division with munding to the nearest integer. Half—integer values are rounded away
from zero unless otherwise specified. For example 3W2 is rounded to 2, and —3/(2 is rounded
to —2.

DIV integer division with truncation of the result towards m.

l 1 Absolute value I x l = x when x > 0
|x|=0whenx==0
ixl:—xwhenx<0

“i6 Modulus operator. Defimd only for positive numbers.

Sigu( ) 'Sigrt(x) = 1 x > 0
0 x = D

-l x < 0

NINT ( ) Nearest integer Operator. Returns the nearest integer value to the real-valued argument Half-

integer values are rounded away from zero.

sin Sine.

cos Cosine.

exp Exponential.

v" Square root.

logm Logaritlnn to base ten.

loge Logarithni to base 6.

log), Logarithnr to base 2.

2 . 2 .2 Logical operators PUMA Exhibit 2005
l Logical OR. Apple v. PUMA, IPR2016-01 135

&& Logical AND. ' 21 of 124
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ISO/EEC 11172—2 19533 (E) © ISOJ'IEC

1 Logical NOT.

2.2.3 Relational operators

> Greater than.

>~—— Greater than or equal to.

< Less than.

7<= Less than or equal to.

= Equal to-

!= Not equal to.

max [,...,I the maximum value in the argument lisL

min l,...,] the minimum value in the argument list.

2.2 .4 Bitwise operators

A twos complement number representation is assmned where the hitwise operators are used.

& AND. _

I OR.

>> Shift right with Sign extension.

<< Shift left with zero fill.

2 .2 .5 Assignment

= Assignment operator.

2 .2 .6 [linen-Ionics

The following mnemonicsare defined to describe the different data types used in the codedbit-stream.

bslbf Bit suing, left hit first, where "left" is the order in which hit strings are written in
ISO/[EC 11172. Bit strings are written as a string of 15 and 05 within single quote

marks, e.g. ‘1000 0001'. Blanks within a hit string are for ease of reading and have no
significance.

ch Channel. If ch has the value 0, the left channel of a stereo signal or the first of two
independent signals is indicated (Audio)

11d) Number of channels; equal to 1 for single_channel mode, 2 in other modes. (Audio)

gr Granule of 3 * 32 subband samples in audio Layer 1], 18 ’1 32 sub-band samples in
audio layer ll]. (Audio)

main_data The mairLdaEa portion of the bitstream contains the scalefactors, Huffman encoded
dam, and ancillary information. (Audio)

mainfidata‘beg The location in the bitstrearn oi the beginning of the main_data for the frame. The
location is equal to the ending location of the previous frarne's mainndata plus ore bit.
It is calculated from the main_data_end value of the previous frame. (AnditPUMA Exhibit 2005

’Apple V. PUMA, IPR2016-01135
22 of 124
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© ISO/IEO lSOt’IEC 11172-2: 1993 (E)

rpchof Remainder polynomial coefficients, highest order first. (Audio)

sh Subband. (Audio)

sblimit The number of the lowest sub—band for which no hits are allocated (Audio)

scfsi Scalefactor selection information. (Audio)

switchwpointj Number of scalefactor hand (long block scalefactor band) Irom which point on window
switching is used. .(Audio)

switch_point_s Number of scalefaetor band (short block scalefactor hand) from which point on window
switching is used. (Audio) ‘

uimsbf Unsigned integer, most significant bit first.

Vlclbf - Variable length code, left bit first, where "left" refers to the order in which the VLC
codes are written.

w’mdow Number of the actual time slot in caseof blcck_type=2, 0 S window S 2. (Audio)

The byte order ofmulti—byte words is most significantbyte first

2.2.? Constants

n: 3,14159255353...
e 171823132845

2.3 Method of describing bitstream syntax

The 'bitstream retrieved by the decoder is described in 2.42. Each dataitem in the hitslream is in bold type.
It is described by its name, its length in bits, and a mnemonic for its type and order of transmission

The action caused by adecoded data element in abitstream depends on the value of that data element and
on data elements previously decoded. The decoding of the data elements and definition of the state variables
used in their decoding are described in 2.4.3. The following consuuctsam used to express the conditions
when data elements are present, and are in normal type:

Note this syntax uses the ‘C‘-code convention that a variable or expression evaluating to a nonzero value is
equivalent to acondition that is true.

 

while (condition } { It' the condition is true, then the group ofdata elements occurs next
data_element in the data stream. This repeats until the conditiOn is not true.

}

do {
data__ei€ment The data element always occurs at least once.

} while ( condition ) The data element is repeated until the condition is not true.

if ( condition) { If the condition is true, then the first group of data elements occurs
datafielement next in the data Stream-

}
else [ If the condition is not true, then the second group of data elements

datamelement occurs next in the data stream. ‘ .
- - - PUMA Exhibit 2005

} Apple V. PUMA, IPR2016-01135
23 of 124
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for (exprl; expr2; expr3) { cxprl is an expression specifying the initialization of the loop. Normally it
dataflelernent specifies the initial state of the counter. expa is a condition specifying a test

- . . made before each iteration of the loop. The loop terminates when the condition
} is not true. expr3 is an expression tint is periormai at the end of each iteration

of the loop, normally it increments a counter.

Note that the most common usage of this construct is as follows:

for( i = O; i < n; i++l l The group of data elements occurs n times. Conditional constructs
data_element within the group of data elements may depend on the value of the

. . . loop control variable i,wl1ich is set to zero for the first ocumence,
} incremented to one for the second occurrence, and so forth.

As noted, the group ofdata elements may contain nested conditional constructs. For compactness, the{ }
may be omitted when only one data elementfoilows.

data_elcment [] data_elernent [I isan array of data. The numberofdata elementsis indicated by
the context.

data_elcment [ni datawelernent [n] is'then-tlth element of an array of data.

data_elemeut [rn]En} data-kelernent [m}[n] is the tn+l,n+1 th element of a two-dimensional array of
data.

data_element [l][m][n] data__element {[]{m][n] is the 1+I,rn+1,n+l th element of a three-dimensional
may of data.

data_elernent .[m..n] is the inclusive range ofhits between bit or and bit 11 in the datakelement.

While the syntax is expressed in procedural terms, itshould not be assumed that 2.4.3 implements a
safisfactorydeeoding procedure. In particular, it defines a correct and error-free input bitstream. Actual
decoders mustincluie a means to look for start codes in order to' begin decoding correctly, and to identify
errors. erasures or insertions while decoding. The methods to identify these situations, and the actions tobe
taken, are not standardized.

Definition of hytealigned function

 The function hytealigned 0 returns 1 it the current position is on a byte boundary, that is the next bit in the

I bitslreant is the first bit in a byte. Otherwise it returns 0.

Definition of nextbits function

The function nextbits 0 permits comparison ofa bit string with the next bits to be decoded in the
bitstream.

Definition of next_start_code function

The nextmstarLcode function removes any zero bit and zero byte stuffing and locates the next start code.

nextustarLcoch {
white { lbytealignedO )

ICIO_blt "0"

white( nextbitsO I: '0000 0000 0000 0000 0000 0001' )
zero~bytc "00000000" 

This function checks whether the current position is bytealigned. If it is not, zero stuffing bits are present. _ _
After that any number of zero bytes may be tresth before the start-code. Therefore start-codes aBUMfisEXhlblt 2005

bytealigned and may be preceded by any number of zero stuffing bits, Apple V_ pUMA, 1pR2016_01 13 5
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2.4 Requirements

2.4.1 Coding structure and parameters

Video sequence

A coded video sequence commences with a sequence header and is followed by one or more groups of
pictures and is ended by a sequence_end_codc. Immediately before each of the groups of pictures there may
be a sequence header. Within each sequence, pictures shall be decodable continuously.

In each of these repeated sequence headers all of the data elements with the permitted exception ofthose
defining the quantization matrices (load_intra_quant:i2er_matnx, Ioad_non_inua_quantizer,rnahix and
Optionally intra_quantizer_rnatrix and non_intra_qnantizer_rnatrix) shall have the same values as in the first
sequence header. 'Ihequantization matrices may be redefined each time that a sequence header occurs in the
bitch-cam- Thus the dataelements load_intra_quantizerurnatrix, loadgnoufiirm_quantizer_mahix and
optionally intrn_quarrtizei’mmatrix and non_intra_quanti2er_mauix may have any (non-forbidden) values.

Repeating the sequence header allows the data elements of the initial sequence headerto berepeated in order
that random access into the video sequence is possible. In addition the quantization matrices may be
daanged ins'de the video sequence as required.

Sequence header

A video sequence header commences with a seqmnoe_headcr_code and is follow by a series ofdata
elements.

Group of pictures

 
A group of pictures is a series of one or more coded pictures intended to assist random access into the
sequence In the stored hitstrcam, the firsth picture in a group of pictiaes is an l-Picture. The order of

the pictures in the coded stream is the order in which the decoder processes them in normal playback In
particular, adjacent B-Pictures in the coded stream are in display order. The lint coded picture, in display
order, ofa group of pictures is either uni—Picture or a P-Picture.

The following is an example of groups of pictures taken from the beginning ofa video sequence. In this
example the first group of pietures contains seven pictures and subsequent grorps ofpictures contain nine
pictures. There are two B—pictnres between successive P-pictnres and also two B—picturcs between
succe$ive l- and P—pictures. Picture ‘11‘ is used to form a prediction for picture '4P‘. Pictures '4P‘ and '11'
are both used to form predictions. for pietures 2B' and 'BB'. Therefore the order of pictures in the coded
sequence shall be “11', '4P', '2B', ‘3B'. However, the decoder should display them in the order 'lI', ‘23', '3B',
'4P'.

 

At the, encoder input,  

123 4-56 789101112l3E41515171819202122232425

JBBPEBPBEIBB‘PBBFBBIEBPBBP

At the encoder output, in the stored hitstrearn, and at the decoder input;

14
31’

wha‘e the double vertical bars mark the group of pictures boundaries Note that in this example, the fust
group of pictures is two pictures shorter than subsequent grorrps of pictures, since at the beginning of video
coding there are no B—pictures preceding the first I-Picture. However, in genera], in display order, there may
be B—Pictures preceding the first I-Picture ‘n the group of pictures, even for the first. group of pictures to be
decoded.

WM 3 75 6||1089 131i12161415191718222021252324BPBBIEBPBBPBEIBBPBBPBB

PUMA Exhibit 2005
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At the decoder output,

1234567391011l2i314i516171819202122232425

A group of pictures may be of any length. A groUp of pictures shall contain one or more I—Pictures.
Applications requiring random access, fast-tomato playback, or fast and normal reverse playback may use
relatively short groups of pictures Groups of pictures may also be started at scene cuts or other cases
where motion compensation is ineffective.

'lhe number of consecutive B-Picorres is variable. Neither B» nor P—Pictures need bepresent.

A video sequence of grotps ofpictures that is read by the decoder may be different from the one at the
encoder output due to editing.

Picture

A source or reconstructed picture ccns'sts of three rectangular matrices of eight-bit numbers; a luminance
matrix (Y), and two chrominance (Cb and Cr). The Y—matn'x shall have an even number ofrows
and columns, and the Cband Cr matrices shallbe one half the size of the Y-rnatrirt in both horizontal and
vertical dimensions.

The Y, (33 and Cr components are related to the primary (analogue) Red, Green and Blue Signals (ER, E‘G

and EB) as described in CCIR Reconrnendation 60]. These primary signals are gamma pro-corrected. The
assumed value of gamma is not defined in this part of [SOHEC 11172 but may typically be in the region
approximately 2,2 to approximately 2,8. Applications which require accurate colourreproduction may I
choose to specify the value of gamma more accurately. but this is outside the scope of this part of ISOJIHI'
11 172. '

The luminanco and chrominance sar'npl'es are positioned as shown in figure 5, where "x" marks the position
of the luminance (Y) samples and "0" marks the position of the chrominance (Cb and Cr) samples:

   ___l_i_|__m —__|__'!H"_i
X X X X X X

Figlrc 5 ~— The position of luminance and chrominance samples.

Thoreau: four types oi coded picture that use different coding methods.

An Intra-coded picture (I—picture) is coded using information only from itself.

A Predictive-coded picture (P-picture) is a picture which is coded using motion] compensated
prediction from a past I-Picture or P—Picture.

A Bidirectionally predictire-cocled picture (Ii-picture) is a picture which is coded un'ng motion
compensated prediction from a past andlor future I-Picture or P—Pictnre.

A dc coded (D) Picture is coded using information only from itself. 0f the DCT coefficients only the -

dc ones are present. The D—Pictures shall not be in a sequence containing any other picture lypeijUI [ EXhibit 2005
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Slice

A slice is a series of an arbitrary number of macroblocks with the order ofmacroblocks starting from the
upper-left of the picture and proceeding by raster-scan order from left to right and top to bottom. The first
and last macroblocks of a slice shall not be skipped macroblocks (see 2.4.4.4]. Every slice stall contain-at
least one macroblock. Slices shall not overlap and there shall be no gaps between slices. The position of
slices may change from picture to picture. The first slice shall start with the first macroblock in the picture
and the last slice shall end with the last macroblock in the picture.

Macrobloek

A maeroblock contains a 16-pel by 16-1ine section of luminance component and the spatially correSponding 8-pel by
84ine section of each chrominance component. A macroblodt has4 luminance blocks and2 chrominance blocks. The
term "mac-oblock' can refer to source or reconstructed data or to scaled, quantized coefficients. 1116 order of blocks in a
macroblock is top—left, top-right, bottomuleft. bottomnright blocks for Y, followed by Ch and Cr. Figure 6 shows the
arrangement of these blocks. -A skipped macroblock is one for which no infonnatioo is stored (see 2.4.4.4).

m
'

Y Cb Cr

Figure 6 -- The arrangement of blocks in a macmlnlock.

Block

A block is an u’thogona] 3—pel by S-Iine section of a luminance or chrominance componenL

The term "block" can refer either to source and reomslructed data or to the corresponding coded data
elements.

Reserved, Forbidden and Marker bit

The terms "reserved" and "forbidden" are used in the description of some values of several fields in the coded
bitstreatn.

The term 'reserved" indicates that the value may be used in the future for ISOflEC—tlefined extensions.

The tenn “forbidden” indicates a value that shall never be used (usually in order to avoid emulation of start
codes)-

The term 'markerfibit" indicates a one bit field in which the value zero is forbidden These marker bits are
introduced at several points in the syntax to avoid start-code emulation.

PUMA Exhibit 2005
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2.4.2 Specification of the coded video bitstream syntax-

2.4.2.1 Start codes

Start codes are reserved bit patterns that do not otherwise occur in the video strewn. All start codes are
hylealigned.

Name Hexadecimal value

picture_start_eode
slice_stan_codes (including sfice_verfical_positions)

00000100
00000101

through
000001AF
00000180
00000181
00000182
00000183
00000184 .
00000185
00000186
00000187
00000188
00000189

through
000001FF

reserved
reserved

user_data_§art_code

seqmoejeadegoode
sequeuoe_error_code
extension_stait_code
teserved 

The use of the Start codes is defined in the following syntax description with the exception of the
sequencefierrorwwde. The sequeme_error;code has been allocated for use by the digital storage media
interface to indcate when: uncofiemable errors have been aerated.

2 . 4 .2 . 2. Video sequence layer

Mnemonic

DBKLSm_COdEO
‘10 E

sequence_h£ader0
do i

group_oprit:tures()
} while ( nextbitsO == group_start_code)

} while { nextbitsO = sequence_hender_oode)
sequence_end_code
 

 

© ISOIEEC

PUMA Exhibit 2005
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N0.of bits Mnemonjc ,

sequence_headerkcode
horimntaLsize
Yertical_size
pei_aspect_ratio
picture_rate
biturate
marl-{eLbit
vbvmb uffer_size

constrainedmparametersjlag
load_intra_quantizer_matrix
if ( load_in;‘ra_quamizergnatrix }

inita_qlantilermmatrix []
Ioad):on_intra_quantizer_matrix
if ( 10ad_n0n_inlm_quanti22r_matrbc J

non_intra_quantizer_matrix []
next_start_codeO

if (nexrbitsl) : EXIBIISiQU_SEaI‘LCOde) {
extension_start_code

while ( flexibils 0 l: 0000 00000000 0000 0000 0001' } {
seq uence_extension‘data

next_start_cod90
}

if (nextbitso = user_dala_sta1t#code} {
user_data_sia rt_t:ou‘re

while ( ncxlbiLsO 1:: '0000 0000 0000 0030 0000 0001' ) {
user_data

}
nesttmLcodeO
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Group of pictures layer

gnprofgicmso {

group’s tartacocle
time_code

closed_gop
brokenwlink
nectwstanficodeo
if ( mxlbilsO ———-— BKtBIlSiOflWSLHI‘LCOCIC) {

extensio nistartmcode

while( nextbitsO != '0000 0000 0000 0000 0000 0001') {
groupfiextensio nidata

}

nex;_sta:t_codeO
}
if( mxtbilsO = user_data_sta11_cu}e) {

uscr_d:ta_start_code

wbiIe( nextbitsO I: '0000 0000 0000 0000 0000 0(D1‘ ) {
user__data

}
next_start_code()

}
do {

picnrrcO
] while (nenbétso == picturcistmticode)

‘20

 

 

© ISOIIEC

No. of bits Mnemmic
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2.4.2.5 Picture layer

 
pictureO {

pictu re_start_code
temporaLrelen-ence
picture_coding_ty pe
vbv_delay
if( (pictme_::oding_iype :2 2) It (pictureAcodingJype == 3) ) {

full_pel_forward_vector
forward_f_code

} .
if( picmrc_cocfing_type = 3) {

fullfpelfibackwardgvector
backward_f_code

}
while {next};in = '1') {

extr-a_bit_picture
extrawinformation_picture

}
extlagbitipicture
nesttartucodeO

if(nex1bit50 == extension_st.m_ccde) {
extension_start_code -

while ( nextbitso != '0000 0000 00000000 0000 0001' ) {
picture_extensionidata

 
}
nesttarLcodeO

}
if( nextbitsO = mer_cbta_smrt_cede) {

userfidata_start_codc

while ( nextbitsO E: '0000 0000 0000 0(D0 OCOO 0001' ) {
useridata

}
next_startg00d60

}
do{

isliceo
} while (nextbitso = slicegstzrtflcode)
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2.4.2.6 Slicre layer

No. of bits Mnemom‘c

slice_start_code

quantizar_suale
while (nextbitsO == '1') {

extra_bit_slice

extra_infmmationfislice
}
extta_bit_slice

do {
macrublocko

} while (nextbitsO l2 I000 0000 00000000 0000 0000' )
next_stz1rt_codeO
 
2.4.2.7 M'acroblock layer

No. of bits Mnemonic

macroblmk O {
whila (nexthitsO 2 ‘0000 (3001 11 1' ) ,

macroblockystuffing Vlclbf
whils (nextbitsO = '0000 0001 000' )

macroblock__escape vlclbf
macroblock_address_increment vlclbf

macrublock_type ' Vlclbf
if( macroblockuquant )

quantizergscale uimsbi
if( macroblmkkmetjonjorwaxd ) {

mntionflhorizontal_lorward_code vlclbf
if ( (forwaxdj I: 1} &&

(mofionfimfizontalfiforward_wde 5: 0) j!
motion_horizontalmforwardwr uimsbi

motiongierticalfiforwarchode vlclbf
if( (forwaxdj != 1) &&

(manniverticaljorwardncode != 0) )
motion_v¢rtical_forward_r uimsbi

}
if( macroblock_motjon_backward) {

motimLhorizontaLbackward_code vlclbf
if ( (backwarde != 1)&&

(motian_horizortal_backward_code I: 0) )
motion_horizontal_backward#r uimsbi

motion_vertical_backward_code Vlclbf

if ( (backwaan 1: 1) &&
(untion_vcrtiafl_backward_code I: O) ) motion_vcrtical_backward__r uimsbf

}
if( macroblockjattem}

coded_block_pattern vlclbl'
for [ i=0; i<6; i++ 3

block( i)
if( picmrc_mding_type :- 4 )

end_of_macroblock

lbit 2005

- 1 16-01135
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2.4.2.8 Block layer

block( i ) {

if( pattern_00de‘{ij ) I
if ( macmhloekjnlra) {

if ( i<4 ) {
dct_d c_sizewluminance
ifi:dc_s'zehlun1inance != 0)

dctudcrdifferential
}
else{

dtt_dc_size_chrominance
if(dc_size_clmminancc [=0)

clct_dc_differenlial

}
I
elsa{

dctflcoeffjirst
} ‘

if ( picturqcodingjype i: 4 ) {
while { nextbilsO !='10')

dct_coeff_next
enénnfiblock

 

 

[SO/EEC 11172—2; 1993 (E)

No. of bits Mmmonic

vlclbf
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2.4.3 Semantics for the video bitstream syntax

2 .4 .3.‘I Video sequence layer

sequencgendwcnde —- The sequenceiendwoode is the bit string 00000183T in hexadecimal. It terminates a
video sequence.

2.4.3.2 Sequence header

Sequeneeuheaderiode —— The sequencewheadericode is the bit string 000001 B3 in hexadecimal. It
identifies the beginning of a sequence header.

horizontaLsiw -- The hOIizontaLsize is the width of the displayable part of the luminance component
in pelt. The width of the encoded luminance component in macroblocks, mbuwidth, is
(horizontaLsizeHSWlfi. The displayable pan of the pictuxe is left-aligned in the encoded picture.

verticaLsize -—' The vertical_size is the height of the displayable part. of the luminance component in
13615. The height of the encoded luminance component in maerobloclzs, tnb_height. is
(vettical_size+15l/16. The displayahle part of the pictwe is tap—aligned in the encoded picture.

pelmaspectjatio -- This is a four-bit integer defined in the following table.

mn—
Orbidden
1.0000 VGA etc.
0.6735

0.7031 16:9, 62511116
0.7615
0,8055 ' '
0.8437 16:9, 521$an
0.8935

0.9157 ' ’CCIR601, 6251‘me
0,9815
1.0255
1.0695 7
1,0950 CCIR601, SiSline
1.1575
1,2015
tesexved

  
picture_rate —— This isa four-bit integer defined in the following table.

ictures rsecond

 
Applicatiors and encoders should take into account the fact that 23,976, 29,97 and 59,94 are not exact
representations of the nominal picture late. The exact values are found from 24 000/] 001, 30 000;] 00],

and 60 00011 001 and can be derived from CCIR Report 6244. PUMA Exhibit 2005
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bit_rate —— This is an integer specifying the bitrate of the bitstream measured in units (if 400 hits's,
rounded upwartk- The value Lem is forbidden The value 3FFFF (11 1111 ll 11 1111 illl)idenh'fies
variable bit rate operation.

markeLbit - This is one bit that shall be set In "1".

vbv_buffer_size -- This is a 10—bit integer defining the size of the VBV (Video Buffering Verifier, See
annex C) buffer needed to decode the sequence. It is defined as:

B = 16 * 1 024 * vvabuffeLsize

Where B is the minimum VBV buffer size in bits required to decode the seqtenoe (see annex C).

constrainedfiparametersiflag w This is a one-bit flag which may be set to "1' if the following data
elements meet the following constraints:

 

horizontaLsize <= 768 pols,
verticaLsize <= 576 pels,

((horizontal_si2e+15)/1 6) *((vem'cal_si2e+1 51/16) (a 396,
((hoxizontal_size+15)/16) "((ven_ical_s'ize+151/16))*picture__rate <= 396*25,
picuirejate (=30 picturesls.
ferward_f_code <= 4 (see 2.4.3.4)
backwad_f_code <= 4 (see 2.4.3 .4)

If the cmseaheLparaxmtersfiag is set, then the vhv__buffermsize field shall indicate a VBV buffer size less
than or equal to 327 680 bits (20*1024*16; i.e. 40 kbjrtes).

If the cmstraineLparauntersfiag is 531., then thebiLrate field shall indicate a coded data rateless than or
equal to 1 856 CiOObits/s.

 

load_intrawquantizcrfimatrix -- This is a one-bit flag Whid] is set to "1' if an iutm_quautizer_mahix
follows. If itis set to "0' then the default values defined belowin raster-scan order, are used until the next

occurence of the sequence header. '

B 16 19 22 26 27 29 34
16 1 6 22 24 27 29 34 37
19 22 26 27 29 34 34 38
22 22 26 27 29 34 37 40
22 26 27 29 32 3 5 4O 48
26 27 29 32 35 40 48 58
26 27 29 34 38 46 56 69
27 29 35 38 46 56 69 83

intrawquantizerfimatrix m This is a list of sixty-four 8—bit unsigned integers The new values, stored in
the zigzag scanning order shown in 2.4.4.1,rep1ace the default values shown abtwe. The value mm "s
forbidden. The value for intra,q1ant[0][0] shall always be 8. The new values shall he in effect until the
next occurence of asequence mailers

load_nun_intra_quantizer_matrix — This is none-hit flag which is set to "1" if a
non_intra_quanlizer_mahix follows. If it is set to "D" then the defauit values defined below are used until

the nextoccuience of the sequence header.  

16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 l6
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16 ‘

16 16 16 16 16 16 16 16 1
16 16 16 16 16 16 16 16 i

16 16 16 16 16 16 16 16 PUMA Exhibit 2005
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nongintragquantizeLmau-ix —- This is a list oi sixty-four 8-bit unsigned integers. The new values,
stored in the zigzag scanning order shown in 2.4.4.1, replace the default values shownabove. The value
zero is forbidden. The new values shallbe in effect until the next oecrreuce ofa sequence header.

extension_start_code -— The externimwstartwcode is the bit string 000001135 in hexadecimal. It
identifies the beginning of extension data The extension data continue until receipt of another start code.
It is a requirement to parse extensiondata couectly.

sequence_extension_data —- Reserved

user_data_start_code w- The user_data_start_code is the bit string 00000le in hexadecimal. It
identifies the beginning of userdata. The user data continues until receipt of another Stan code.

user_datn — The user_data is defined by the users for their specific applications. The user data shall not
contain a string of 23 or more zero hits.

2-4.3.3 Group of pictures layer

group_start_mcle -- The group_start_code is the bit string 000001138 in hexadecimal. It identifies the
beginning of agroup of pictures. ‘ r

time_t:ode —— This is a 25—bit field containing the following: drop__frame_flag, time_code_hour5,
time_code_minutes, marker_bit, time_codegseconds and timegcodempicturex. The fields correspond to the
fields defined in the EEC standard (Publication 461) for and control codeS for video tape recorders" (see

' annex E). The code refers to the first picture in the group of pictures that has a tetnroralvreierenoe of zero.
The dropwframejlag can be set to either '"0" or It may be set to "1" only if the picturerate is
29,97Hz. If it is ‘0" then pictures am counted assuming rounding to the nearest integral number ofpictures
per second, for example 29,97 Hz would be rounded to and counted as 30 Hz. Ifit ’s "1" then picture
numbers 0 and 1 at the startiof each minute, except minutes 0, 10, 20, 30, 40, 50 are omitted from the
count.

t-ime_cotle

drop_frame_flag
time_codeuhours
time,code_minutes
marker_bit
time_code_seconds
time_code - ictures  

closed__gop -- This is a one-bit flag which may be set to "1" if the group of pictures has been encoded
without motion vectors pointing to the previous group of pictures.

This bit is provided for use during any editing which occurs after encoding. If the previous group ofpictures
is removed by editing, bmken_link may beset to "1" so that a decoder may avoid displaying the B—
Pictures immediately following the'iirst I-Picture of the group of pictures. Howeverif the Closed_gop
hit indicates that there areno prediction references to the previous group of pictures then the editor may
moose not to set the broken_linlt hit as these B~Pictures can be correctiy decoded in this case.

broken_link — This is aone—hit flag which shall be set to "0" during encoding. It is set to "l" to indicate
that the B—Pictures immediately following the first l—Picture of a group of pictures cannotbe correctly
decoded because the other I—Picture or P-Picture which is used for prediction is not available (because of the
action of editing).

A decoder may use this flag to avoid displaying pictures that cannotbe ccrrectly decoded.

extension_start_code -- See 2.4.3.2.

groupflextensiongiata -- Reserved.

usermdatawstartncode -— see 2.4.3.2. PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
user_data -- see 24.3-2. 36 of 124
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2.4.3.4 Picture layer

picture_start_code —- The picture_gart_code is a string of Biz—bits having the value (30000100 in
hexadecimal.

temporaLr-eference —- The temporawaerence is a 10—bit unsigned integer associated with each input
picture. Itis incremented by one, modqu 1024, for each input picture. For the earliest picture (in display
order) in each group ofpictures, the lemporal_referenoe is reset to zero.

The temporal‘reference is assigned (in sequence) to the pictures in display order, no temporalireference shall
be omitted from the sequence.

picture_umfingfiype -— The picmre_coding_type identifies whether a picture is an intra-coded pictureG),
predictive—coded picoireCP), hidirectionally predictive-coded picturefli), Dr intracoded with only dc
coefficients picttne(D) according to the following table. D—pictures shall neverbe inclined in the same
video sequenceas the other picture coding types.

forbidden

intra-ooded (I)

predictive-coded (P)
bidirectionally—predictive—coded (B)
dc intramcoded (D)
reserved 

vhvmdelay -- The vbv_delay is a 16—bit unsigned integer. For constant bitrate operation, the vbvkdelay
is used to setthe initial occupancy of the decoder's buffer at the start ofdecoding thepiehire so that the
deooder‘s buifer does not overflow or underflow- The vhvwdelay measures the time needed to fill the VBV
buffer from an initially empty state at the target bit rate, R, to the correct level immediately before the
current; picture is removed from the buffer.

The value ofvbv_delay is the number of periods of the 90kHz system clock that the VBV should wait after
receiving the final byte ofthe picture start code. It may be calaflated from the state of the VBV as follows:

 *

vb'Ldelay = 90 COO * B IR11 n

where:

n>0a]:

B1} : VBV occupancy, measured in bits, immediately before removing picture n from the
buffer butafter removing any group of picture layer data, sequence header data
and the picturc_start_code tint immediately precedes the data elements of
picture n.

R = bih‘ate measured in bits/s. The full precision of the bitrate rather than the rounded
value encoded by the bit_rate field in the sequence header shall be used by the
encoder in the VBV model.

For Inn-constant hitrate operation vbv_delay shall have the valueFliFF in hexadecimal.

full_pel_forward_vector —- If set to "1", then the motion vector values decoded represent integer pel
offsets (rather than half-p61 units) as reflected in the equations of 2.4.4.2.

forward_f_code -— An unsigned integer taking values 1 through 7. The value zero is forbidden. The
variables forward_r__size and forwardj used in the process of decoding the forward motion vectors arederived
from forward_f_code as described in 2.4.4.2

full_pe1_backward_vector —— If set to then the motion vector values decoded represenan - Iggihlblt 2005
offsets (rather than halfpel units) as reflected in the equations of 2.4.4.3. Apple V- PUMA, P 016'01135
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backward_f_code -— An unsigned integer taking values 1 through 7. The value zero is forbidden. The
variables backwatdjwsize and backward_f used in the process ofdecoding the backward motion vectorsare
derived from backwardjgcode as described in 2.4.4.3.

extra_bit_picture ~- A bit indicates the presence of the following extra information. If
extra_bit_picttue is set to "1“, cxtm_information_picturc will follow it. If itis set to "0", there are no data
following it. ‘

extra_information_picture —- Reserved-

extensinn_start_code —— See 2.4.3.2.

picture_extension__data - Reserved.  

usergdatanstartficode —— See 24.3-2.

user_daia —— See 2.4.3.2.

2.4.3.5 Slice layer

slice_start_code —- The siicc_start_code is a string of 32—bits. The first 24-bils have the value 000001 7
in hexadecimal and the last 8—hits are the sliceivctticalrposition having a value in the range 01 through AF
hexadecimal inclusive.

slioe_vertical_position -— This is given by the last eight hits of the Slicc_start_codc. It is an unsigned
integer giving the vertical position in macroblock units of the first macroblock in the siice. The
slice_vertical_position of the first row of macroblocks is one. Some slices may have the same
slice_vcrtical_position since slices may start and finish anywhere. Note that the slice_Vertical_position is
COl'BtI'aimd by 2.4.] to define non-overlapping slices with no gaps between them. The maximum. value of
slitchvertical_position is 175.

 

quantizer_scale —- An unsigned integer in the range 1 to 31 used to scale the reconstruction level of the
rcuicvcdDCTcmfficient levels. The decoder shall use this value until another quantizer_scale is
encountered either at the slice layer or the macrobiool: layer. The value zero is forbidden.

extra_bit_slice —— A bit indicates the presence of the following extra information. If extrarbileice is
set to "1", extrafiinfonnationjlice will follow it. If itis set to "0“, there are no data following it.

extra_information_slice -— Reserved.

2.4.3.6 Macroblock layer

macroblockjtuffing -- This is a fixed bit string "OQCU 0001 111" which can be inserted by the encoder
to increase the bitrate to mat required of the storage or transmissio medium. It is discarded by the decoder.

macrobhck_escape -- The macmblock_cscape is a fich bit-string "0000 0001 C " which is used
when the difference between macroblock_address aid previouswmacroblockwaddress is greater than 33. It
causes the value of macrobloek_addtes’s_ilicrement to be 33 greater than the value tint will be decoded by
subsequent macroblock_escapes and the macrobiock_address_increment codewords.

For example, if there are two macroblockmcscape codevards preceding the macrohlockjddressjncrement
then 66 is added to the value indicated by macroolock_address_increment

maeroblock_adtlress_increment — This is a variable length coded integer coded as per table B.1 which
indicates the difference between uncroblocknaddrcss and previomgmacroblockiarldmss. 'llie maximum
value of macrobloclt_address__inc1ement is 33. Values gcater than this can be encoded using the
macroblockfiscane codeword.

The macroblock_address is a variable defining the absolute position of the current matroblock. The
macroblock_address of the topleftmacrohlock is zero. PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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The previms_mac10block_adtlress is a variable defining the absolute position of the last Itoanldpped
macroblocic (see 2.4-4.4 for the definition of skipped macroblocks) except at the start of a slice. At the start
ofa slice, previous_macroblock,address is reset as follows:

previousktttecroblock_aidress=(s1ice_vet‘tical_position- 1)*mb_width-l ;

The spatial position in macrobiock units ofa macroblock in the picture (mbirow, mbvcolumn) can be
computed from themacrobiockmaddress as follows:

mb_row = macrobiockgddress I mbhwidth
mb_columu = macrobloclziaddress % IniLwidth

where mb_width is the number ofmacroblocks in one row of the picture.

NOTE - The slicewverlicaLposition tiffch from mb_row by one.

 
macroblock_type ~— Variable length coded indicator which indicates the method of coding and content of
the marrobiock according to the tables B23 through 332:1

mneroblocic_qumt—— Derived from macroblock_typc.

microblockimotionjorward -- Derived from inacrob10ck__type.

macrob‘]ock_mdion_backward —- Derived from macroblockmtype.

macrob]ock_pattern -~ Derived from macroblockitype.

macroblocicjntra — Derived from macrobiock type

quantizeriscale m An unsigned integer in the range i to 31 used to scale the reconstruction level of the
retrieved DCT coefficient levels. ’ihe value zero is forbidden. The decoder shall use this value on til another

. quantizermscalc is encountered either at the slice layer or the macreblock layer. The presence of
quantizcr_scale is determined frcm macrobloclLtypc.

motion_horizontal_forward_code -— motionuhorizontaljorwardgcode is decoded according to table
34. The decoded valueis required (aiong with forward_f— see 2.4.42) to decide whether or not
motion_horizaonta]»forward_r appears in the bitstream.

motinn_horizontal_forwardwr ~~ An unsigned integer (of forward_t_size bits - see 2.4.4.2) used in the
process ofdecoding forward motion vectors as described in 2.442..

motiongverfical_forward_code -— motion__vettit:1i_forward_code is decoded according to table 3.4,
The decoded value is required (aiong with forwardj - see 2.4.4.2) to decide whedier or not
motion_vertical_forward_r appears in the bitstrearn.

motion_vertical_forward_r —- An unsigned integer (oi forwarditfisize bits - see 2.4.4.2) used in the
process ofdecoding forward motion vectors as described in 2.4.4.2.

motion_horizontal_backward_codc -- motionuhorizontalfibackwardmcode is decoded according to
table BA. The decoded value is required (along with backwardmf - sec 2.4.4.2) to decide whether or not
motion_horizontal_backward_r appears in the bitstrcarn.

motion_horizontal_backward_r -- An unsigned integer [of backwardWrHsize bits - see 2.4.4.2) used in
the proaess of decoding backward motion vectors as described in 2.4.4.2.

motion_varfical_backward_code — motioniverticaLbackwarducode is decoded according to table 3.4.
The decoded valueis required (along with backwadj) to decide whether or not mOIiOIiMVBI‘IiCZI_bfldCWflfd_I
appears in the bitstream.

motion_verfical_hackward_r -- An unsigned integer (of backwardesize bits) used in WsEmibit 2005

decoding backward motion vectors as described in 2.4.4.3, Apple V_ pUMA, 1pR2016_01 13 5
- 39 of 124
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coded,block_pattern -- codedfiblochattern is a variable length code that is used to derive the variabie
chp according to table B3. If macrobiocltjntra is zero, chpd}. Then the pattemvoodefil for i=0 to 5 is
derived from cbp using the following:

pattern_code[i] = 0;
if ( cbp & (1<<[5ui)) } pattern_code[i] = 1;
if ( macrobloclc_iritra) pattem_code[ij 2 1 ;

pattern_code{0] —— If 1, then the upper left luminance block is tobereceived in this macroblock.

pattern_code[l] — It" 1, then the upper right luminance block is to be received in this macroblock.

patterLcodeD] — If 1, then the lower leftluminanoe block is tobereceived in this macrobloclc.

pathACOdBB] — It" I, then the lower right luminance block is to be waived in this macrobloch

pattemmcodefi] —- If 1, then the chrominance block Cl) is to be received in LhiS macroblock.

patiemicodefi] — If 1, then the chrominance block Cris to be received in this Inacmblock.

end_of_maeroblock —- This is a bit which is set to "1“ and exists only in D~Pictures_

2.4.3.7 Block layer

dct_dc_sizemluminance —- The number of bits in the following dct_dc_ditterential code,
dc_sim_]umjnance, is derived according to the VLC table Bja. Note thatthis data element is used in intra
coded blocks.

dctwdcwsizemchrominance -- 'Ihe number of bits in the following chdcidiffei-enlial code,
dcisizewchromimnce, is derived according to the VLC tableB.5b. Note that this data element is usedin
intna coded blocks.

 
dct_dc_differential -- A variable length unsigned integer. lf dc_si2e_luminance or dc_size_chrominance
(as appropriate) is zero, then dct_dc_differential is not present in the bitstream, dct_zz [} is the array of
quantized DCT coefficients in zig—zag scanning order. dct_zz[i] for i:0.,63 shallbe set to zero initially. If
dc_simwlumimnce or dc_si2e_chronuuance (as apprOpiiate) is greater than zero, then det_zz|0] is computed
as follows from dctmdcmdifferenlial:

For luminanceblocks:

'Lf(d{1_dc_differenlial &( 1 << (dc_si2e_lmninance—l))) dct_zzf0] : dct_dc__differential ;
else dct_zz[0} = I: (—1) << (dc_size_luminanoe) ) I (dct_dc_differential+ l) ;

For chrominance blocks:

if ( damdc_differential &( 1 << (dcwsineichrominanmJB-ZI dctflzz[0] = dctidcgdifferentia] ;
else dct_zz:0] : I: (~l) << (dc_size__chrominancc) )l (dctpdcidifferentiahl) ;

Note that this data element is used in intia coded blocks.

exam le for dc_size_|uminance = 3

dctudcgdiffeiential dct_zz[0]
000
001
010
011
100
101
110
1 11

   
 

 

 
  

  
 

  
  
    

-7
-6
»5
4
4
5
6
7

 
  

dct_coeff_first —- A variable length code according to tables B.5c through B.5f for the first coqfifrym Exhibit 2005
The varizbles amend level are derived according to these tables. The zigzag—scam d antiz

coefficient Iistis updated as follows. fipgie V- W, IPRZOig'Ofl0

Apple Exhibit 1009
Page 40 of 124



Apple Exhibit 1009 
Page 41 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

41 of 124

 

© iSO/IEC ISO/IEC 11172-2: 1993 {E}

i = run ;

if I: s = 0) dc-tkzzfi] = level ;
if ( s 2 1 ) dct__zz[i] =- level ;

The terms det_coefi_fust and dcgmeffinext are run-length encoded and dctgzzli}, i>=0 shall beset to zero

initially. Avariable length code according to tables Bjc through B.5f is used to represent the run—lenth
and level of the DCT coefficients. Note that Ibis data element is used in non—intracoded blocks.

mtucoeffmnext m A variable lenglh code according to tables B.5c through B.5f for coefficients following
the first retrieved The variables run and level are derived according to these tables. The zigzag-scanned
quantized DCT CDBffiCiel'lt list is updated as follows.

i: i + run +l ;

£11520 ) dct_zz[i]=level',
lf(s :2 1 )dt:t_zz[i]=- level ;

If neerohlockjntra 2 ] then the term i shall be set to zero before the feet det_coeanext of the block.
The decoding of dc1_coel'f_next shall not cause i to exceed 53.

end_ot‘__blnck ~— This symbol is always used to indicate that no additional non-zero coefficients are
present. It is used even if dct_zzf63] is non-zero. Its value is the bit—string "10" as defined in table 13.56.

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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2 . 4 .4 The video decoding process

Compliance requirements fu‘ decoders are contained in lSOlIEC 11172—4.

2 4.4.1 Inna-coded macroblocks

in l-pictures all macroblocks are intm-(Dded and stored. In P-pictures and B-pictures, some macrobloclrs
may be intramded'as identified by macroblockgtype, Thus, macroblockjntra identifies iheintra—codeii
maeroblocks.

The variables ml]me and mh_colunm locate the macmbloclt in the picture. They 313 defined in 2.4.3.6.
The definitbns of dct__tlc_cliffeiential, and dct_coeff_next also have defined thezigzag—scanned quantized DCI‘

coefficient list, dct_zz|]. Each dct_zz[] is lorated in the macrobloclt as defined by patternicodefl.

Define dct_recon[m][nl to be the matrix of reconstructed DCI‘ coefficients of the block, where the first index
identifies the row and the second the column of the matrix. Define dct_dc_v_past, dctndcmdypast and

dct_dc_cr_past to be the dct_recon[0] {0] of the most recently decoded inure-coded Y. Cb andCr blocks
respectively. The predictors dct_dc_y_past, dct_dc__cb_past 2nd dct_dc_-:r_past shall all be reset at the start
of a slice and at non-intra—coded macroblocks (including skipped maaohlocks) to the value 1 024 (128*8).

Define intra__quant{m]{n] tobe the inua quantifier matrix that is specified in the sequence header.

Note that intra_quant[D}[D] is user] in the dequantizer calculations for simplicity of description, but the result
is overwritten by the subseqient calculation for the dc coefficient.

Define scanhn] [11} to be the matrix defining the zigzag scanning sequence as follows:

0 1 5 6 14 15 2'1 28
2 4 7 13 16 26 29 42
3 S 12 17 25 30 4] ' 43
9 11 13 24 31 4O 44 53
ll) 19 23 3?. 39 45 52 54
20 22 33 38 46 51 55 60
21 34 37 47 50 56 59 61
35 36 48 49 57 58 62 63

Where n is the horizontal index andm is the vertical index.

Define pasl_intin_addiess as the macrohlockuaddress of the most recently retrieved inns—coded macrobloclt
within the slice. It shall be reset to —2 at the beginning of each slice.

Then dct__recon [m] in] shallbecomputed by an}r means equivalent to the following procedure for the first
luminance block:

for (111:0; m<8;1n++) {
for (11:0; n<8; n++) {

i : scan [In] {It} ;

dct_recon[m][n] = (2 * dct_zz{i] * qnantizerflscale * intramquantImHn] )116 ;
if((dct_recon[m][n] at l ) =0)

chreconImHn} = dctwreoon [11:][11] - Sign(dct_rccon[m][n]} ;
if (dct_recon[m][n] > 2 047) dctfirecon[m1[nl = 2 047 ;
if (dct_recon [m} [n] < -'Z 048) detwrecon[m][n} = —'.’. 048;

} }
chiecon[0][0] = dct_zz[0] * 8 ;

if( (macioblock_ttddress ~ past_intra_addrcss> l) J
dct_recon[0][0] = (128 “ 8) + damieconme] ;

else

dct_tecon[0][0]= dct_dc '_{nst+ tictfirecon[(l][0] ;
dct_dc_y_past 2 dthlBOOIlmjl-D] :3 PUMA Exhibit 2005

_ _ Apple V. PUMA, IPR2016-01135
Note that this process disallows even valued numbers. This has been found to prevent aszcunmlation of 42 of 124mismtdi errors. '
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For the subsequent luminance blocks in the mauoblock, in the order of the list defined by the my

pattemgcodel]:

for (111:0; m<8; Ira-1+) {
for (11:0; n<8; n++) {

‘ i = scan[m] {11] ;
dct_lecon[m][nl =( 2 * dct_z.z[il * qtlantizcr_5cale * intra_quant[m][n} ) {16;
if ( ( dct_recon[m][n] & 1 )-—-= 0)

dct_rec0n[m]{n] = dct_remn[m]{n} u Sign(dctkrecou{m][n]);
if (dct_recon[m] [n] > 2 D47) dct_:ec0n[m}[n] = 2 047 ;
if (dct_temn[m] [n] < —2 048) dct_recon[m} [11} = -2 048;

} I
dct_recon[01{0l =dct_dc_y__past + (dctmzzl01 * S) ;
dct_dcij = dctvremn[0][0] ;

For the chrominance Cb block,:

for (10:0: m<8; m++) {
for (11:0, 11<8; 11H) {

i = scanEmHn] ;

dct__rec0n[m][n] :( 2 * ch_zz[i] * qmnlizer_scale * intm_quant[m?[n] ) [16 ;
if ( (dctmreconlmInJ & I ) z: 0 )

dCtJecon Km] [11} = dct__re(1)n[m][nl - Sign(dCLrew1[mllnD ;
if (dct_reoon[m] [n] > 2 047) dct_Iecon{m][nj = 2 047‘ ;
if (dct_reoon[m] [n] < -2 048) dctmrecomm] [I1] = -2 048;

}
}
dct_recon[0][0] =dct_zz{0] " 8;
if ( (macroblock_address - past_intm_address ) > 1 }

chreconIOHD] = (128 * 8) + dct_rec013[(|][0} ;
else

fichmWHO] = dct_dc_ch_past + dcl_rcc0n[0] [0] ;
dct_dc_cb_past=dct_fioon{0}{0] : I,

For the chrominance Cr block, :

for (111:0: m<8; 1114+) {
fox (11$; 1K8; n++) {

i : scarslmlln] ;
dct_recon;m|[n] 2( I * dd_zz[i] * quantizer_scale * intta_qu:_tm[m][n]' )116 ;
if( (da_rec0n[m}[n] & 1) = 0 )

dct_recon[m][nl : dct_rec0n[m][n] - Sigll(chrecm1[m][n}} ',
if (dct_recon[m] [11] > 2 047) dct_tecon£m][n] = 2 G47 ;
if (dct_recon[m] [n] < -2 048) dct_recon[m] [n] = -" 048;

} }
dctfireconmlIO] =dct_zz[0] * 8;
if ( (macroblockmaddress - past_intta_addressl > 1 l

dot_recon[0] [D] = (123 * 8) + dct_recm[0][0] ;
else

dct_reccnI9][0] = dctfidc_cr_past+ dct_recon[0][fl] ;
dct_dc_cr_past z dc1_rcc0n[0] [0} ;

After all the blocks in the moblock are processed:

rast_intra_address = memblock_address ;

Values in the coded data elements leading to dct_recun[0][0} < Oor dctvreconm] {01> 2 047 3% 1t 2005
. App 6 V. PUMA, PR2016-01135

Once the DCT coefficients are reconstructed, the inverse DCT transform defined in annex A shall be applieflj of 124
to Obtain the inverse transformed pel values in the range {-256, 255]. These pel values shall be limitcd'lo
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the. range [0, 255] and placed in the luminmce and chrominance matrices in the positions defined by
mb__row , mb_column, and the listdefined by the array pattern_code[l.

2 .4 .4 .2 Predictive-coded macroblocks in P-pictures

Predictive-de macroblocks in P~Pictnres are decoded in two stone

First, the value of the forward motion vector for the macroblock is reconstructed and a prediction
macroblock is formed, as detailed below.

Second, the DCI‘ wefficient information stored for some or all of the blocks is decoded, dequantized, inverse
DCT transformed, and added to the prediction macrobtodc

Let recon_right_for and reconuilownfifor be the reconstructed horizontal and vertical components of
the motion vector for the current macroblock, and recon_right_for_prev and reconidownfifogprev be the
reconstructed motion vector for the previous predictive-coded macroblock. If the current macroblock is the
first macrobloclc in the slice, or if the last macroblock that was decoded contained no motion vector

information (citherbecause itwas skipped or macrobhckwmotionfiforward was zero), then
reconfirigh;for“prev and recon_down_for_prev shall beset to zero. -

If no iorward motion vector data exists for the current macroblock [either because it was skipped or
macroblock_motion_fonvard= 0), the motion vectors shall be so to zero.

If forward motion vector data exists for the current macmblock, then any means emiralent to the following
procedure shall be used to reconstruct the motion vector horizontal and vertical components.

forward_r_size and forwarth are derived from forward_f_code as follows:

ftrwaitd_r_size = forward_f_oode - 1
forwardj= 1 << fonvard_r_size

if ( (forwarth= 1) II (motion_horizmtal_forward_code2 0]) [
complementwhorizontaLforwardJ 2 O;

l 613“
complementmborizontaljorwardj 2 forwarch- 1 - motioo_horizonta1_fonvard_r;

t

if ( (forward_t= 1) ll (motion_verticaLforward_code == 0)) {
complemenLverticaLforwat-dJ = 0;

} else { .
complement_vertical_forward_-r z: forwardJr - 1 - motionpvertical_foiward_n

}

right_tittle = motion'_horizontal_fonvardmcode * fonvardj;
if(rigl1t_little= 0) {

tighLbig = t);
} else {

if (right_little 2» O) {
right_tittle = righLlittle - complement_horizontal_torward_r;
right_big = rightJittle ~ (32 * forwartLfl;

} 6156 { -
right_1itt1e = rightglitflc + oomplemenLhonzontaLforwttrdJ;
rightmbig = rightJittle + (32 * forward_f);

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
' 44 of 124
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dowu_1ittle = motionJerticaLfomai-djode * Iorwardj;
if (down_litfle =0) [

down_big = 0.
} else { .

if (down_litt]e > 0) {

down_1ittle = down_]ittle - complementjerticalwforwardg ;
down_big= downkliltle - (32 ’5‘ forwardj);

1 else {

down_ii111e = downfilittte + complementJerficaLforwatLr ;
down_big = downJittle + (3?. * ferwardmf);

}

Values offorwardj, motion_horizontal_forward_eode and if present motion_horizontaj_forward_r shall be
such that right_1itfie is not equal to forwm'ch * 16.

Values offorward_t', motion_vertical_forwartl_t:ode and if present motionhvcrficaLforwardJ shall be such
that downfilittle is not equal to forwardj * 16.

maz=(16*torwardflf)-1:.
min:(-16* forwardj};

IBW_VCC{01‘ = reconwrightJoLprev + rightmliltle ;
if ( {new_voctor c: max) && (nevaettor >= min) )

recon_iight_for = recon_right_for_prev + right_little;
else-

recon_n'ghtjor = rewn_right_for_prev + tightibig ;
mn_fight_forgev = meon_right_for ;

if ( full_pel_fomardjector) recou_right_for= remnmn'ghtmfor << 1 ;
rewwveemrz teeon_down+for_prev + down__little ;
ir' ( [neWfiector <= maij && (new_vector >= min) )

recorLdownjor = recoanmijoLprev + down_litIle ;
else

reoon_downmf0t = recon_down_foruprev + downibig ;
recum_down_foryrev = reconfiownjor;
if ( fullwpequ’wardJector) reoon_down__for = recon_down_for << I ;

The motion vectors in whole pol units for the macrobluck. rightjor and downrfor, and the half pel unit
flags, rightmhalfjor and downflhalfjor, are computed as foliows:

for chrontinance-

rightgfor = ( reoorrwrigthor/ 2 ) >> 1 ;
downjor = (recon_down_for I 2 ) >> 1 ‘,
ri ghtflhalfufor = reconifightjoer — (2*Iightufor) ;
downkhalfifor = teemfitjownjorll ~ 2*down_for')'

 

 
 

  

 
 

 

 

 

 
 

 

rightfifor = recon_fight_for >> I ;
down_for = recon_down_for >> 1 ;

right _ha]f_for= tecou_right_for- (2*right_for) ;
down halffor: reoon downjor »    

Motion vectors leading to references outside a reference picture's boundaries are not allowed.

A positive value of the reconstructed horizontal motion vector (rightjor) indicates that the referenced areaof
the past reference picture is to the right of the macroblock in the coded picture.

A positive value of the reconstructed vertical motion vector (downvfor) indicates that the referenced area of
the pastreferenoe pitiure is below the mau'obloek in the coded picture.

Defining pel_past[][] as the pe} values cf the past pielurc referenced by the forward motion vector, and
pe1[}[| as the predictors for the pel values of the block being decoded, then:

if ( {! right_ha]f_for )&& (1 down_ha}f_for)) PUMA Exhibit 2005

Pe‘fil'fl = Pel—Pastfi+d°‘m—f°r}Wight—for] i Apple v. PUMA, IPR2016-01135
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ISO/[EC 11172-2: 1993' (E) C) ISO/IEC

if ( (I right_half_for) && down_half_for)
pel[i] U} 2 ( pel_past[iHlovtn_for] [inightjorl +

,pe1_past[i+dom_for+1]fi+right_for]) If 2;

if ( rightvhalfgfor && (! downuhalfjor] ) _
pun: [it = ( peLpastfi-t—downwfor}{j+right_for] + -

' pel_past[i+dovm_for]Li+right_for+I} ) If 2;

if (_ 1ighthhalfjor && downjalfjor )
pclIilfi] =( pelmpmtEi+downufofl [j+right_for} + pel_pa'st[i'+down_for+11fi+right_for] +
pci_past[i+down_fori[it-rightufor-i-l] + pel_pastfi+down_for+l]{j+right__for+l] ) ll 4 ;

Define non_imra_quant[m][n] to be the non-intra quantizer matrix that is specified in the sequence header.

The DCl‘ coefficients for each block pmsentin the rmcrobldck shall be reconstructed by any means
equivalent to the following procedure:

for ( 11120; m<8:_ m++) {
for (n:(); n<8; n++ ) {

i: scanhn] [n] ;

dct_recon[m] [It] = ( If (2 * dcl_zz[i]) -t SingdcthIiD) *
quantizer_scale * non#intra_quartt[m] [n]) l 16;

if ( [ dct_rccon[m]{n] & 1) ._—_' 0)
dct_recon[m]'[n] :' det_recon[rn][n] - Sign(dct_recou[m] [11]) ;

if (dctureconmenj > 2047) dcl_recon[n1]ln} = 7047 ; i
if (dct_re:0n{m] [n] < 12048) dct_recon[m][n] = -2048 ;
if ( dct_zz[i] = 0) '

dct_recon[m][n] = 0;
NW

}

dct_rccou{m] [n] = 0 for all—in, n in skipped macroblOcks and when pattemfi] = 0.

Once the DCT coefficients are reconstructed, the inverse DCT transform defined in annex A shall be applied
to obtain the inverse transformed pel values in the interval [-256, 255]. The inverse DCT pel values shall
he added to the pelfi] [j] which were computed above using the motion veerors'. The result of the addition
shall be limited ID the interval [0,255]. The location of the pels is determined from mb_r0w, Inb_colurnn
and the pattern_code list

2 .4 . 4 . 3 Predictive—coded macroblocks in B-pictu res

Predictive—coded macrublocks in ill—Pictures are decoded in four steps.

First, the value ofthe forward motion vector for the macrohlock is reconstructed Erom the retrieved liorward

motion vecror information, andthe forward motion vecror recomtructed for the previous macroblock, using
the same prooednreas for calculating the forward motion V'eclorin P—pictures. However, for B—pictures the
previous reconstructed motion vectors shall bereset only for the first macroblock in a slice, or when the
last macroblodt that was decoded was an film—coded macrobloclt. If no forward motion vector data exists for

the current macroblock, the motion vectors shall be obtained by:

 

recon_n'ght_for = reeon_right_for_prev,
recon_down_for= recon_dowu_for_prev.

Second, the value of the backward motion vector for the rnacroblock shall be reconstructed from the
retrievedbackward motion vector information, and the backward motion vector reconstructed for the

previous macroblodr using the same procedure as for calculating the forward motion vector in B pictures
In this procedure, the variables needed to find the backward motion vector are substituted for the variables
needed to find the forward motion vector. The variables and aided data elements used to calculate the
backward motion vector are:

PUMA Exhibit 2005

reoon_right,back_prev, recon_down_bacig)rev, backward_f_code, mllfimtkward’jm, IPR2016-01 13 5
motion_horizonta1_backward_code, motion_horizonlal_backward_r, 46 of 124

motion_vertical_backwardmcode, motion_vertical_backwrrd_r,
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© ISO/IE6 tSOttEC 11172-2: 1993 (E)

backwardhrusize and hackvmrdjare derived from backwardfiLcode as follows:

backward_r_size =baskwardchocb — 1
backward_f = 1 << baclwva’djwsize

The following variables result from applying the algorithm in 2.4.4.2, modified as described in the
previous paragraphs in this clause:

rightjor rightmhalfwfor downflfor down_hall_for
ligthack right_halbeack downflback down_hall__bacl(

They define the integral and halfpe] value of the rightward and downward components of the forward motion
vector (which references the past picture in display order) and the backward motion Vector (which references
the future picture in display order).

 
Third, the‘predictors of the pel values of the block being decoded, pel HI], are calculated. If only forward
motion vector information was retrieved forthe moblock, then pelflfl of the decoded picture shall be
calculated according to the formulas in 2.4.4.2. If only backward motion vector information was retrieved
for the macroblock, then pel[] [1 of the decoded picture shall be calculated according to the tomulas in the
predictive—coded macroblock clause, with "hac " replacing "for", and pei_firture[][] replacing peLpastflfl. If
both forward and backward motion vectors information are retrieved, then let pe]_for[][] bethe value
calculated tram the past picture by use of the reconstructed forward motion vector, and let pel_back[] t] be
the value calculated hour the future picture by use of the reconmted backward motion vector.' Then the
value of pelfll} shall be calculated by;  

PEI-UH =(PEL10TDD + PELbadCEEl ) f/ 2:

Define nort_intra_quant[m][n] tobe the non~intraquantizer matrix that is specified in the sequence header.

Fourth, the DCT coefficients foreaeh block present in the rmcroblock shall be reconstructed by any means
equivalent to the following procedure:

for (111:0; m<8; ni++ ) {
rfor( nzo, n<8; n-H) {

i = scanIrn][n] ;
dct_recon [111} [n] = (( (2 " dctszfiD + Sign(dct_zz[i])) *

quantizer_scalc * non_intra_quant{1n§[n) ) .’ 16 ;
if (( tict_recon[n1]{n] & i ) m0 )

dct_recon [m][n] : dct_recon[m}[n] - Sign{dot_recon_[m][n}) ;
if (dct_recon[m}[n] > 2 047] dct_recon[m}[n] = 2 047 ;
if (dct__recon [m][n] < -2 048) dct_recon[m][n] : -2 048;
if ( dct_zz[i} m 0 )

dct_recon {m][11] = O ;

 

}

dct_recon[m][n] = D for all m, n in skipped macroblocks and when pattern [i} = 0.

Once the DCT coefficients are reconstructed, the inverse DCT transform defined in annex A shall be applied
to obtain the inverse transformed pel values in the range [-256, 255]. The inverse DCI‘ pel values shall be
added to pelflfl,which were computed above from the motion vectors. The result of the addition shall be
limited to the interval [0,255]. The location of the pels is determined from mb_row, mb_column and the
pattem_code list

2 .4 .4.4 Skipper] macroblocks

For some macroblocks there we no coded data, that is neither motion vector information nor DCT
inkmnation is available to the decoder. These macroblocks are called skipped mmrobloclts and are indicated
when the macrohlockjddressfincrementis eater than 1. . .

gr PUMA EXhlblt 2005

In I—pictures, all macroblocks shall be coded and there shall be no skipped mafifd‘pbcko: PUMA, IPR2016-01 135
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lSO/IEC1E172-2: 1993 (E) (c) iSO/lEC

In P—pictures, Lhe skipped macroblock is defined to he a macroblock with a reconstructed mofion vector
equal to zero and no DCT coefiicients.

In B-pictures, the skipped macrohlock is defined to have the same macroblockitype (forward, backward, or
bod] motion vectors) as the prior macroblock, differential motion vectors equal to zero, and no DCT
coefficients. In a B-pictune, a skipped macrobiock shall not foliow an intra~coded maeroblock.

2 4.4.5 Forced updating

This function is achieved by forcing the use ofan hora-coded macroblock‘ The update pattern is not
defined. For control of accumule of ]DCT monarch-error, each matroblocl-z shall be into-coded at least
once pereverj' 132 Limes'itis coded in a P-picmre without an intervening I—piclure.

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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Annex A

(netmativej

8 by B Inverse discrete cosine transform

The 8 by 8 invest discrete cosine transform for I—pictuies and P—pictures shall conform to JEEE Draft
Standard, P] ISO/DZ, July 18, [990. For B-pictures this specification may also be applied but may be
unnecessarily stringenl. Note that clause 2.3 of P11801172 "Considerations of Specifying {DCI Mismatch
Errors" requires the specification of periodic intmwceding in order to eontml the accumulation of mismatch
errors. The maximum refresh petiod requirementh this part of lSO/IEC 11172 shall be132 intramoded
picmres or pedictive—coded pictures as stated in 2.44.5, which is the same as indicated in P1 ISOIDZ for
visual telephony according to CCI'IT Recommendation H.251 [5].

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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Annex B

(normative)

Variable length code tables

Introduction

annex contains the variable langth code talfles for macroblock addressing, macroblock type,
memblock pattern motion vectors, and DOT coefficients

3.1 Macroblock addressing

. Table 8.1. -- Variable length codes for macroblockiadclressjIncrement.

increment 1mobiqck_address__
value incrementVZC code

0300 0101 10

lIIElCl'd)IOCk_addl'tSSH
increment VLC code   

  
 
 
 
 

 

  
 
 

  
   
 
 

 

 
 

 
'1 17

 
 

011 0300 0101 01 18
010 0300 0101 CO 19
0011 0300 0100 11 20

 
0010 0300 0100 10 21

 

  
 
 

  

 

 

 
 

 
 

 
 
 

00011 0300 0100 011 22'.
 

 
0001 0 0300 0100 010 23
0000111 0300 0100 001 24
0000110 0300 0100 000 25

 
 
 

 

 
 
 
 
 

 
 
 
 

00001011 0300 (I311 111 26

  
 

 
 

 
 

0000 1010 0300 (1)11 110 2'!

 
 
 

00001001 0300 (1311 101 .28
0000 1000 0300 0111 100 29
00000111 03000111011 30
00000110 0300 C011 010 31

 

 
 

 
 
 
 

0000 010111 0300 (1)11C01 32
0000 0311 C00 33

0300 01301 111 moblockwstuffing
0300 (1)01 C00 mmflockiesc :-
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@ lSOII EC ISOHEC 11172-2: 1993 (E)

8.2 Macroblock type

The propeflies of the moblock are determined by the macroblock I;pr VLC awarding to these tables.

Table B23. -- Variable length codes for macroblockitype in intra-codecl
pictures {I-pictures).

macroblock_ macroblockw macrobloclg macroblock_ macroblock_ macrobloclc_
typeVLCcode quant molion_ mofionfi pattem intm

forward tackward

01 1 0

    
Table Blh. ~~ Variable length codes for macruhlock_type in predictive-coded

macroblock_ macrobloclg macroblock_ macroblock_
motion_ mmiOL patth intra
fm‘wanl

0

pictures (IF-pictures}

 
Table B.2c. -- Variable length codes for macroblock_type in bidirectionally
predictive-con pictures (Ii-pictures).

macroblock_ mmblock_ mumbled;
motion_ pattam intm
{01m

0

 a—le—Ia—IOQCDGQQQ 
Table B.2d. -- Variable length codes for macrobloclgtype in dc intra-coded
pictures (D-pictures).

Hammock“ macrob10ck_ macroblocku macroblock_ macroblcck_
typeV‘LC code i quant molion_ mouon_ pattern intra

forward Inckward

____

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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13.3 Macroblock pattern

Table 13.3. -- Variable lenglh codes for coded_blocl(_pai£ern.

111
1101
1100
1011
1010

0001 1100
- 0001 1011

0001 1010
0001 1001
0001 1000

 

1001 1
100] 0
1000 1
1000 0
011] 1

0001 0111
0001 0110
0001 0101
0001 0100
0001 0011

0111 0
0110 1
0110 0
0101 I
0101 0

0001 0010
0001 0001
0001 0000
0000 11-1—1
0000 1110

 

- 0100 1
0100 0
0011 11
0011 10
001101

00001101
00001100
00001011
0000 1010
0000 1001

0011 00
0010 111
0010 110
0010 101
0010 100

0000 1000
0000 0111
0000 0110
0000 0101
0000 0100

0010 011
0010 010
0010 001
0010 000
0001 1111

00000011 1
000000110
00000010]
00000010 0
00000001 1

0001 1110
0001 1101

0000 0001 0
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ISO/IEO 11172-2: 1993 [E]

Table BA. -- Variable length codes for motion_horizontal_forward_code,
motion_vertica[_forward_code, motion__horizontal_backward_code, and

Inotion_ver4ticalfbackward_code.

00000011001
00000011011
00000011101
00000011 111
00000100001
00000100011

1 0000010011
00000101 01
00000101 11
00000111
0000 1001
00001011
0000 111
0001 1

'0011
011
1
010
0010
0001 0
0000 110
00001010
0000 1000
0000 0110
0000 0101 10
0000 0101 00
0000 0100 10
0000 0100010
0000 0100000
0000 0011 110
0000 0011 100
0000 0011010
0000 0011 000

r-HGWH-JONUI‘PUJNHD' 
—II—l—‘r—i—I-‘ GUI-1314303"
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ISO/1E0 11 “172-2: 1993 (E) (12) ISOIIEC

B.5 DCT coefficients

Table 3.53 -- Variable length codes for dct_dc_size_luminance.

dcl_dc_sizerlmninance
100
00
G]
10]
110

. 1110
11110
111110
1111110

 mummnlnmu—o
Table 13.513. -- Variable length codes {or dct_dc_size_chrominance.

IHEEHilliifiliiiflflfiflfiiiilllll
00
01
10
110
1110
11110
111110
1111110
11111110

 
0
1
2
3
4
5
6
'1
S

PUMA Exhibit 2005
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©ISO/1EC {son EC 11172-2: 1 993 (E)

Table 3.5;. Variable length codes for dct_coeff_first and dct_coerr_next.

dct_ooeff_ftst and dct_cocff_next I
van'able le 01 code 01131

10

15 (NOTE!)
115 (NOTE3)
011 5

‘01005
0101 5
00101 5
00111 5
0011 0 5
0001103
0001 [Is
0001 015

0001 005
00001105
00001005
00001115
00001015
000001

0010 01105
00100001 5
00100101 5
0010 01005
001001115
00100011 5
0010 00105
001000005
00000010105
00000011 003
00000010115
00000011 113
00000010 015
00000011105
00000011 015
00000010005

I—lHN-hr—IHHMI—lI—lUJHMHr—kb—l

 
hdHHMhJUJ-bsNJHHI-di—IMUJCNLA

NOTES

1 — The last bit '5' denotes the sign of Inclech '0' for positive
'1‘ for negative.

2 — This code shall be used for dczucoeffjrsL
3 — This code shall be used for chcocffunexL
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ISO/IEO 11172-2: 1993 (E) - © ISO/IEO

Table B.5d. -- Variabie, length codes for dct_coeff_first and dctficoeffmnext.

da_a)etf__fim and dctucoeffjext
va‘iable lenth code INO'IE

0000000111018
amoeom 10005
OWOOODI 00118
0(1)0000100003
00000001 10115
0(0000010100 5

HQ

OO-QGN-FWNHOODO
rip—tr—A DOG-d I—Ia—IHHHMIOMLDLAJthb—iI—tmm 

00000000101113
0(1)00000101103
000000001010 Is
“000000101005
00000000100115
00000000100105
000000001000 ls
0(1)00C0010000$
0(I)00000111113
0(000C0011110s
0(DOOC00111013

000011.00 111003
0(D00C00110113

_ 20
21
0
o
0
e
1
1
2
3
5

-9

 

NOTE - The last bit "
'1' for ma ative.
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© ISOIIEC ' ESQ/[EC 11172-2: 1993 (E)

Table B.5e. -- Variable length codes for dct_coeff_firsliand chcoeanexi (concluded).

dd_weff_Fmt and dd_coeffmnext -
variable 16.1] e code (NOTE)

0013000000111 115
003000000111105
003000000111013
003000000111003
00000000011011 3
003000000110105
00000000 0110 013
00000000 01100133
0&000000101115
000000000101103
00000000 0101 015
000000000101 {135
00000000 0100 115
000000000100 105
000000000100 01:1
00000000 0100005
0000000000110008
0000000000101118
0000000000101103
00000000 0010 1015
0000000000101005
0000000000100118

00000000 00100105
0000000000100015
00000000 00100003
00000000 0011 1113
00000000 0011 1103
0000000000111013
0000000000111008
0000000000110115
0000000000110105
0000000000110018
00000000000100115
00000000000100105
00000000000100015
00000000000100005
00000000000101003
00000000000110105
00000000000110015
00000000000110005
00000000000101115
00000000000101108

00000000000101015
00000000000111115
00000000000111105
00000000000111013
00000000000111008
00000000000110113

p—Ia—IH bJH‘G‘
.15

HH 1.1543.
 ._1 5'1

,_| M

As—In—Ir—nr—H—INNNNNNU’
NOTE - The last bit '5' denotes the sign of the level, '0' for positive,
'l'for me tin:
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Table ELSE. -- Encoding of run and leve1 following an escape code either as a 14bit
fixed length code (-127 (2 level <= 127) or as a 22-bit fixed length code

48

(-255 (2 level <= 428, 128 <= level «1: 255).
(Note - This yields total escape code lengths of 20—b‘1ts and 23—bit; respectively).

fixed len code

.1111 11

_
forbidden
1000 0000 0000 0001
1000 0000 0000 0010

1000 0000 01111111
1000 0000 1003 0000
10000001 -
1000 0010

11111110

111] 1111
fmhiddcn
00000001

01111111
0000000010000000
0000000010000001

 
6600030011111111
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Annex C

(normative)

Video buffering verifier

Consemt rate coded video hitstreams shall meta constraints imposed through a Video Buffering Verifier
(VBV’) defined in clause CE.

The VBV is ahypothetical decoder which is conceptually connected to the output of an extender. Coded data
are placed in the input buffer of the model decoder at the constant bitrate thatis being used. Coded data is
removed from the huffcras defined in CI .4, below. It is a requirement of the encoder (or editor) thatthe
bitstream it produces will not cause the VBV input buffer to either overflow or underflow.

(3.1 Video buffering verifier

C-1.1 The VBV and the video encoder have the same clock frequency as well as the same picture rate, and
are operated synchronously. '

C.l.2 'Ihe VBV has an input buffer of size B, where B is given in the vhvabuiferwsize field in the
sequence header.

C.l.3 The VBV input butter is initially empty. After filling the input buffer with all the data that
precedes the first picture start code and the picture start codeitself, the input buffer is filled from the
bitstream for the time specifiej hy the vbv_delay field in the video bitstream.

C.l.4 All of the picture datafor the picture that has been in the buffer longest is instantaneously
removed. Then after each subsequent picture interval all of the picture data for the picture which at that
time has been in the bufferlongest is instantaneously removed.

For theptrposes of this annex picture data includes any sequence header and group of picture layer
data that immediately precede the picture start code as well as all the picture data elements and any
trailing stuffing bits or bytes. For the first coded picture in the video sequence, any zero bit or
byte stuffing immediately preceding the sequence header is also included in the picture data.

The VBV buffer is examined immediately before removing any picture data and immediately after this
picture data is removed. Each time the VBV is examined its occupancy shall lie between zero bits and B
bits where, B is the size of the VBV buffer indicated by vbvwbufchsize in the sequence header.

This is a requirement for the entire video bitstrezu'n.

To meet these requirements the number of hits for the (n+13'th coded picture dn+1 shall satisfy

dml > Bn +- (ZRfPJ - B

d!”l <=Br1 + (RIP) Reald'alued arithmetic is used in these inequalities.

where
1] >= 0

B = VBV receiving buffer size given by vbvihut‘ferwsize " 16 384 bits.

Bn = the buffer occupancy (measured in has)just after time t11
R = bitrate measured in bitsls. The full precision of the hitrate rather than the rounded

value encoded by the bit_rate field in the sequence header shall be used by the
encoder in the VBV model.

P = nominal number of pictures per second

tn = the tune when the n ll] coded picture is remOVed from the VBV buffer PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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Ssquence & GOP bits.

  
  

0
vbv_clelay .__;>

Figure [1.1 -- VBV buffer occupancy
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Annex D

(informative) '

 

Guide to encoding Video

DJ Introduction

This annex provides background material to help reast understand and implement this part of ISO/DEC
11172. The normative clauses of this part of ISOIIEC 1117?. do not specify the design of adecoder. They
provide even less information about encoders; they do not specify what algorithms encoders should employ
in order to produce a valid bitstream. The normative material is written in aconcise form and contains few

examples; consequently is not easy to understand. This annex attempts to address this problem by
explaining coding methods, giving examples, and discussing encoding and decoding algorithms which are
not directly covered by this part of ISO/DEC 11172-  
The normative clauses specify the bitstream in such away that itis fairly straightforward to design a
compliant decoder. Decoders may differ considerably in architecture and implementation details, butbavc

very few choices during the decoding process: the methods and the results ofthe decoding processare Closely
specified. Decoders do have some fleedom in methods of postprocessing and display, but the results of
such postprocessing cannot‘oc used in subseqan decoding steps.

'lhe situation is quite differentfor encoders. 'Ihis part of ISO/113C ll 172'does not specify how to design or
implement an encoder which produces good quality video. This annex devotes a maior part to discussing
encoder algorithms.

This part ofISO/IEC 11 172 was developed by ISO/[EC lTC 1iSC29/WG1 1 which ‘5 widely kttownras
MPEG (Moving Pictures Expert Group). This part of [SO/JEC 11172 was developed in response to
industry needs for an efficient way of storing and retrieving audio and video information on digital storage
media (DSM). CD—ROM—is an inexpensive medium which can deliver dataatapproxirnately 1,2 Mbits/s,
and this partof ISOIEEC 11172 was aimed at approximately this data rate. The "corstrained parameters
bitstrcam', a subset ofall permisdble hitstreams that is expected robe widely usod,.is limited to data rates
up to 1 856 000 hits/s. However, it should be noted that this part of lSO/IEC 11112 is not limited to this
value and may be used at higher data rates.

 
Two other relevant International Standards were being developed during the work of the MPEG video
committee: H.261 by CCi'IT aimed at telecommunicadons applications {5], and iSO/lEC 10918 by the
ISOII'EC JTCIISC29 (IPEG) committee aimed at the coding of still pictures [6]. Elements of both of
these standards were incorporated into this part of ISOIIFLI 11172, butsuhsequent development work by the
committee resulted in coding elements that are new to this part of ISO/IEC 1 1172. Le Get]! [2} gives an
accmnt of the method by which lSO/IEC JTCl/SC29/WG11 (MPEG) devel0ped this part of ISleiEC
11172,and a smnmary of this part of ISO/DEC 11172 itself.

D.2 Overview

D.2.1 Video concepts

This part of iSO/IEC 11172 defines a format for compressed digital video. The annex describes some ways
in which practical encoders and decoders mightbe implemented.

Although this part of ISO/[EC 11172 is quite flexibie, the basic algorithms have been tuned to work well.
at data rates ofabout 1 to 1,5 M bits/s, at spatial resolutions of about 350 pets horizontain by about 250
pcls vertically, and picture rates of about 24 to 3G pictures/s. The use of the word "picture" as opposed to
"frame" is deliberate This part of ISO/113C 11172 codes progressivelyrscanned imagesand does not
recognize the concept of interlace. Interlaced source video must be converted to a non-interlaced format

before coding. After decoding, the decoder may optionally produce an interlaced format for difiUMA Exhibit 2005

. M 1A - 3 5This part of lSOfIEC 11 172 is designed to permit several methods of viewing ardPRzom 01 I
normally associated with VCRs such as forward playback, freeze picture, fasr forward, fast reverse, raid slovél 0f 124
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forward. In addition, random access may be possible~ The ability of the decoder to implement these modes
depends to some extent on the nature of the digital storage medium on which the coded video is stored-

The. overall process of encoding and decoding is illustrated below:

Storage
and/er

Transmission

Figure DJ -- Coding and decoding process

  

  
Figure [11 shows atypical sequence of operations that must be performed before moving pictures canbe
seen by a viewer. The unemoded source may exist in many forms, such as the CCIR 601 format. Clause
D3 describes how Such a source may be converted into the appropriate resolution for subsequent encoding.
in the encoding step, the encoder must be aware ofthe decoder buffer capacity, and the need of the decoder to
match the rate of the media to the rate of filling the picture buffer with arch successive picture. To this
end, amodel of the decoder buffer and its overflow and underflow problem is introduced in DA, and rate
control is described in D6,] The strudtue of an ISO/[EC 1 1172—2 bitstream is covered in D5, as are the

coding operations that compress the video. Following the encoding process, the bitstrearn may be copied to
a storage medium. To view the moving pictures, the decoder accesses the 180/IBC 11172-2 bitstrearn, and
decodes it as described in D7- Postprocessing for display is described in D.8.

0-2.2 MPEG video compression techniques

Video is represented as asuccrssion of individual pictttres, and each picture is treated as a two—dimensional
array of picture elements (pols). The colour representation for each pel consists of three components: Y
(luminance), md two chrominanoe components Cb and Cr.

Compression of digitized video comes from the use of several techniques: subsampling of the chrominance
information to match the sensitivity of the human visual system (HVS), quantization, motion
compensation (MC) to exploit temporal redundancy, frequency transformation by discrete cosine transform
{DCT} to exploitspatial redundancy, variable length coding (VLC), and picture interpolation.

{1.2.2.1 Subsampling of chrominance information

The HVS is most sensitive to the resolution of an image‘s luminance component, so the Y pel values are
encoded at full resolution. The HVS is less sensitive to the chrorninance information. Snbsampling reduces
the number ofpa] values by systematically combining them with a type ofaveraging process. 'Ihis reduces
the amount ofinformation to be compressed by other techniqueslhe International Standard retains one set
of chrominanoe pels for each 2x2 neighbourhood of luminance pols.

0.2.2.2 Quantization

Quantization represents a range of values by a single value in the range. For example, converting areal
number to the nearest integer is a form of quantization. The quantized range can be concisely represented as
an integer mdc, whichcan be used to recover the quantized value during decoding. The difference between
the actual value and the quantized value is called the quantization noise. Under some circnnntzinCBsUtMA Exhibit 2005

HVS is less sensitive to qumtization noise so such misc can be allowed to be lapgpplyfianppfigO 16-01 13 5
Efficiency- 62 of 124
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0.2.2.3 Predictive coding '

Predictive coding is atechnique to improve the Compression through statistical redundancy. Based on values
ofpols previously decoded, both the encoder and decoder can estimate or predict the value of a pol yetto be
encoded or decoded. The difference between the predicted and actualvalues is encoded. This dilference value is
the prediction error which due decoder can use to correct the prediction. Most error values will be small and
cluster around the valueO since pol values typically do not have large changes within asmall spatial
neighbourhood. The probability distribution of the Irediction error is skewedand compresses better than the
distribution of the pel values themselves. Additional information can be discarded by quantizng the
prediction error. In this International Standard predictive coding is also used for the (la—values of successive
luminanceor chrominance blocks and in the encoding of motion vectors.

[3.2.2.4 Motion compensation and interframe coding

Motion compensation (MC) predicts the values of a block pets in a picture by relocating a block of
neighbouring pol values from a known picture The motion is described as a two-dimensional motion
vector that specifia where to retrieve a block of pel values from apreviously decoded picture that is used to
predict pel values of the cur-ran block. The simplest example is a scene where the camera is not moving,
and no objects in the scene are moving. The pel values at each image location remain the same. and the
motion vector for each block is 0. In general however, the encoder may transmit a motion vector for each .
macroblock. The translated block from the known picture becomes a prediction for the block in the picture
tobeencoded. The technique relies on the fact that within ashortsequence of pictures of the same general
scene, many objects remain in the same location while others move only a short distance.

D.2.2.5 Frequancy transformation

The discrete cosine transform (DCT) converts an 8 by 8 block ofpel values to an 8 by 8 matrix of
horizontal and vertical spatial frequency coefficients. An 8 by 8 block of pa] values can be reconstructed by
performing the inverse dscrete ms‘nre trznsforrn {HIT} on the spatial frequency coefficierttsln general,
most ofthe energy is concentrated in Ihelow frequency coeflidcnts, which are conventionally written in the
upper left corner of the transformed matrix. Compression is achieved by aquantization step, where the
quantization intervals are identified by an index. Sincethe encoder identifies the interval and net the exact

value within the interval. the pel value of tire block reconstructed by the IDCT have redrced accuracy.

The DCI‘ coefficient in location (0,0) (upper left) of the block represents the zero horizontal and zero
vertical frequency and is called the dc coefficient The dc coefficient is proportional to the average pel value
ofthe 8 by 8 block. and additional compression is provided through predictive coding since the difference in
the average value of neighbouring 8 by 8 blocks tends to be relatively small. The other coefficients
represent me or more nonzero horizontal ornonzero vertical spatial frequencies, and are called ac
coefficients. The quantization level of the coefficients corresponding to the higher spatial frequencies favors
the Creation of an ac coefficient of D by choosing a quantization step size such that the HVS is unlikely to
perceivo the Ins; of the particular spatial frequency unless the coefficient value lies above the particqu
quantization level. The statistical encoding of the expected runs ofconsecutive zero-valuedcoefftcients of
higher—order coefficients accounts for considerable compression gain. 'I‘o clusternonzer‘o coefficients early in
the series and encodeas many zero coefficients as possible following the lastnonmro coefficient in the
ordering, the coeffcient sequence is specified to he a zig-zag ordering; Seefigure 13.30. The ordering
omemtrates the highest spatial frequencies at the end of the series

D.2.2.6 Variable-length coding

Variable—length coding (VLC) is a statistical coding technique that assigns codewords to values to be
encoded. Values of high frequency of occurrence are assigned short codewords, and those ofinfrequent
occurrenceare assigned lorrg codewords. On average. the more frequent shorter codewords dominate. such
that the code string is shorter than the original data. '

 

0.2.2.7 Picture interpolation

If the decoder reconstructs a picture from the past and a picture from the future, then the intermediate

pictures can be reconstructed by the technique of interpolation, or bidirectme prediction. Blocks in the _ _
intermediate pictures can be forward and backward predicted and translated by means of moucllUrMulsEnhlblt 2005

decoder may reconstruct pol values belonging to a given block as an average gififihgeofrquymflamo 1 6_01 13 5
future pictures. ’ 63 of 1 24
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13.2.3 Bitstream hierarchy

The ISO/EEC 11172-2 coding scheme is arranged in layers corresponding to a hierarchical structure. A
sequence is the top layer of the coding hierarchy and consists of aheader and some number of groups-
of-pictures (COPS). The sequence header initializes the state of the decoder. This allows decoders to
decode any sequence without being affected by past decoding hislory.

A GOP is arandorn access point, i.e iris the smallest coding unit that can be independently decoded
within a sequence, and consists of a header and some number of pictures- The GOP header contains time
and editing information.

A picture corresponds to a single frame of motion video, or to a movie frame. There are four picture
types: I-pictures, or intro coded pictures, which are coded without reference to any other pictures; P-
pictures, orpredictivs coded pictures, which are coded using motion compensation from aprevious I or P~
picture; B-pictures, or bidirectionaliy predictive coded pichms,wh-ich are coded using motion
compensation from a previous and afutnre I or P-piclure, and D pictures, or D pictures, which are intended
only for a fast forwa‘d search mode. A typical coding scheme contains a mix of I. P, and B—pictures‘
Typically, an I-picture may ocmr every half a second, to give reastinably fast random access, With two B—
pictures inserted between each pair of I or P-picturcs.

/ \/ \/ \

_/ ‘2 Z an E Z V/\\/ /-\_//\\_/ V/

Figure D.2 -— Dependency relationship between I, B, and P-pictures

Figure D2 illustrates anumber ofpictures in display order, The mews show the dependency relationship of
the predictive and bidirectionally predictive coded pictures.

Note thatbecause of the ticture dependencies, the bitstream order, ic. the order in which pictures are
transmitted, stored, or retrieved is not the display (rder, but rather the order which the decoder requires them
to decode the bi'tstream. An example of a sequence of pictures, in display order, might be:

{BBPB'BPBBPBBIBBPBBP
t}123456789101112131415161718

Figure 13.3 -- Typical sequence of pictures in display order

whereas the bitsueam order would be as shown below:

PBBPBBPBBIBEPBBPBB
3

[

0 12645978121011151314181617

Figure DA -- Typical sequence of pictures in bitstream order

Because the B~pictures depend on the following (in display order) Ior P-picture, LheI or P—picttu'c must be
transmittal and decoded before the dependent B-pictures.

Pictures consist of a header and one or more slices. The picture header contains time, picture type, and
coding information.

A slice provides some immunity to data corruption. Should the bitstream become unreadable within a

picture, the decoder should be able to recover by waiting for thenext slice, without having to (it'cPMnEXhibit 2005

pictm- Apple V. PUMA, IPR2016-01135
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Slices consist ofa header and one or more macroblocks. At the start of each slice all of the predictors,
for do values and motion vectors, are reset. The slice header contains position and quantizer scale
inftnmatbn. This is Sufficient for rewvcry from local contraption.

A macroblock is the basic unit for motion compensation and quantizet scale changes

Each mmrnblock consists of aheader and six component 8 by 8 blocks: four blocks of luminance, one
flock of Ch chrominance, and one block of Cr chrotrtinanoe. See figure D5. The macrohloclc header
contains quantizer scale and motion compensation information.

Y Cb Cr

Figure D.5 -- Macroblock structure

A mau-oblock contains a l6-pel hy lfi-Iine section of luminance component and the spatially
oonesponding 8-pe] by 31ine section of each chrominance component. A skipped macrohlock is one for
which no information is stored [see 2.4.4.4).

Note that the picture area covered by the four blocks of luminance is the same as the men covered by each of
the chrominanoe blocks. This is due to subsampling of the chrominance information

Blocks are the basic coding unit, and the DCT is applied at this block level. Each block contains 64
component pals manged in an 8 by S array as shown in figure D.6.

 
'Figure D.6 -- Block structure

‘ PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
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D.2.4 Decoder overview

A simplified block diagram of a possible decoder implementation is shown below:

 
Figure DJ -~ Simplified decoder block diagram

It is instructive to follow the method which the decoder uses to decode a bitstream containing the sequence-
of pictures 'given in Fig D4, and display them in the order given in Fig D3. The following description is
simplified for clarity. '

The input bitstrearn is accumulated in the Input Buffer until needed. The Variable Length Code (VLC)
Decoder decodes the header of the fust picture, picture 0, and deteunines thatit is an irpicnrre. The VLC
Decoder prodices quantized coefficients corresponding to the quantized DCT coefficients These are
assembled for each 8 by 8 block of pols in the image by inverse zig-zag scanning. The Inverse Quantizer
produces the actual DCT coefficients using the quantization Step size. The coefficients are then transformed
into pel values by the Inverse DC'T transformer and stored in the Previous Picture Store and the Display
Buffer. The picture may be displayed at the appropriate time.

The VLC Decoder decodes the header of the next picture, picture 3, and determines that it 's a P~picture.
For each block, the VLC Decoder decodes motion vectors giving the displacement from the stored previous
picture, and quantized coefficients conespondlng to the quantized DCI‘ coefficients of the difference block
These quantized coefficients are inverse quantized to produce the actual DCT coefficients. The coefficients
are then transformed into pel difference values and added to the predictedbbck produced by applying the
motion vectors to blocks in the stored previous picture. The resultant block is stored in the Future Picture
Store and the Display Buffir. This picture cannot be displayed until kaicturcs l and 2 have been received.
decoded and displayed.

Ihe VLC Decoder decodes the header of the next picture, picture I. and determines that it is aB-picture.
For each biodc, the VLC decoder decodes motion vectors giving the displacement from the stored previous
or future pictures or both, and quantized coefficients corresponding to the quantized DCT coefficients of the
diffemnce block These quantized coefficients are inverse quantized to produce the actual DCT coefficients.
The coefficients are then inverse transformed into difference pel values and added to the predicted block
produced by applying the motion vectors to the stored pictures. The resultant block is then stored in the
Display Buffer. It may be displayed at the appropriate time.

The VLC Decoder decodes the header of the next picture, picture 2, and determines that it is a B-picture. It
is decoded using the same method as for picture 1. After decoding picture 2, picture 0, which is in the
Previous Picture Store, is no longer neededam may be discarded.

The \th Decoder decodes the header of the next picture, picture at and determines that u is a P-pl’chiMA EXhibit 2005
The picture in the Future Picture Store is copiedinto the Previous Picture Store, dieppbodidfipWOM-Ol 135
forpicture 3. Picture 6 should notbediSplayed until pictures 4 and 5 have been received and displayed. 66 of 124
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The VLC Decoder decodes the header of the next picture, picture 4, and determines that it is a B—picture. It
is decoded using the same method as for. pkture 1.

The VLC Decoder decodes the header of the next picture, picture- 5, and determines that it is a B-picture. It
is decoded using the same method as for picture 1. '

The VLC Decoder decodes the header of the next picture, picture 9, and determines that it is a P—picture. It
then proceeds as for picture 6.

The VIC Decoder decodes the header of the next picture, picture 7, and determines that it is. a B—picture. It
is decoded using the same method as for picture 1.

The VIC Decoder decodes the header of the next picture, picture 8, and determines that it is a B—picture. It
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 12, and determines that it is an I—pictttre. It
is decoded using the same method as for picture 0. This process is repeated for the subseqaent pictures.

13.3 Preprocessing

The source material may exist in many forms, cg. computer files or CCIR 601 format, but in general, it
mustbe processed before being encoded. This clause discusses some aspects of preprocessing.

For a given data rate and source material, there is an optimum picture rate and spatial resolution at which to
code if the bestperceived quality is desired. It the resolution is too high, then too many bits will be
expended on the overhead asziociated with each block leaving too few to code the values of each pel
accurately. If the resolution is too low, the pol values will be rendered accurately, but high frequency detail
will be lost. The optimum resolution represents a tradeoffbetween the various coding artifacts (e.g. noise
and blockiness) and the perceived resolution and sharpness of the image. This tradeoff is further complicated
by the unknowns of die final viewing conditions, eg, screen brightness and the distance of the viewer from
the screen.

At data rates of 1 to LE Mbitsls, reasonable choices are: picture rates of 24, 25 and 30 pictures/s, a
horizontal resohition of between 250 and 400 pals, and a vertical resolution of between 200 and 300 lines.
Note that these values are not normative and other picture rates and resolutions are valid.

 [1.3.1 Conversion from ccm 501 video to rupee. Sir

The [VVO widely used scanning standards for colour television are 525 and 625 lines at 29,97 and 25 frames/s
respectively. The number of lines containing picture information in the transmitted signal is 484 for the
SIS-line system and 576 for the 625uliue system. Both use interlaced scanning with two fields perpicture.

CCIR Recommendation 601 defines standards for the digital coding of colour television signals in
component form. Of these the 422:2 standard hm beeome widely adopted; the sampling frequency used for
the luminance signal, Y, is 13,5 MHz and the two colour diftermce signals, Cb or B—Y and Cr or R—‘i’, are
both sampled at 6.75 MHz. The number of luminance samples in the digital active line is 720 but only
about 702 will be used in practice by the analogue active line.

The number of picture elements in the height and width of the. picture, in the standards defined above, are
too large for effective coding atdata rates between 1 and 1,5 Mbit/s. More appropriate values are obtained
by decreasing the resolution in both directions to a half. This reduces the pel rate by a factor of four.
Interlace should be avoided as it increases the difficulties in achieving low data rates.

One way to reduce the vertical resolution is to use only the odd or the even fielrh. If me other field is
simply discarded, spatial aliasing will be introduced, and this may produce visible and objectionable
artifacts. More sqahisticated methods of rate conversion require more computational power, but can
perceptibly reduce the aliasing artifacts.

The horizontal and vcrfical resolutions may be halved by filtering and submit": lin . ConsideJWdhlblt 2005
the 4:22. format See the CCIR 601 szmpling pattern of figure D.8(a)- Snc plirEIdM LEMM-Ol 135
convened to the 8113 satnpling pattern of figure D.3(h) as follows. The odd field only may be extracted, 67 of 124
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reduce the horizontal resolrfion by a factor of two. ln addition the chrominance values maf,r be vertically
dedrnated. The filters for luminance and chrominance have to be chosen carefully since particular attention
has tobe given to the location ofthe samples in the reapective [ntemational Standards. The temporal
relationship between. luminance and chrominance must also be correct.

@0909 o o o

EQESESQES O O O

o d} o {l O o o

(21) Sampling pattern for 412:2 (CClR 601) Ch) Sampling pattern for MPEG (81F)
Circles representlnminance; Boxes represent Chrominance '

Figure D.8 ~~ Convarsion of CCIR 601 to SIF

The following 7-tapFlR filter has been found to give good faults in decimating the luminance:

“I.II 256

Figure D3 -- Luminance subsampling filter tap weights

Use of a power of two for the divisor allows a simple hardware implementation.

'lhe chrominance samples have to appear in the between the luminance samples both horizontally and
vertically. The following linear filter with a phase shift of half a pet may be found useful.

[I It s

Figure D10 -— Chrominanee subsampling filter tap weights

To recover the samples consistent with the CClR 601 grid of figure D.8(a), the process of interpolation is
used. The interpolation filter applied to a zero—paddel signal can he drosen to be equal to the decimation
filter employed for theluminancearrl the two chrominance values in the encoder.

Note that mesa filters are not part of the International Standard, and other filters may beused.

At the end of the lines Sour: special technique such as renormalizng the filter or replicating the last pel,
must be adopted. The following example showsa horizontal line of 16 luminance pals and the same line
after filtering and subsnmpling. In this example the data in the line is reflected at each end.

so 90 9 . .
12 32 23 9 12 49 95 {hxhlblt 2005

10 12 20 30 35. Id 19 ll 11 19 16 45

Apple V. PUMA, IPR2016-01135
Figure 9.11 -- Example of filtering and subsampling of a line of pels 68 Of124
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The result of this filtering and subsampling is a source input format {81F} which has a luminance
resolution of 360 x 240 or 360 x 288, and achrominance resolution which is half mat of [he luminance in
each dimension.

  

 
 
  

 

720

434 720 242 350
1576

com 501 Y SIF g8:Select Horizontal

1 Field Filer and

Subsample

(a) Luminance

36-3

350 180
242 2-12 180

CCIR 601 121
u, V _ _ .

Horizontal Vertical Ii 44
Filter and Filter and

Subsample Subsample

(b) ChIOminanCE:

Figure D.12 -- Conversion from CCIR 601 into SW

The SiF is not quite optimum for processing by MPEG video coders. MPEG video divides the luminance
component into macroblocks of 16x16 pels. The horizontal resolution, 360, is not divisible by 16. The
same is true of the vertical resolution, 242, in the case of 525-line systems. A better match is obtained in
the horizontal direction by discarding the 4 pels at the end of every line oi the suhsampled picture. Care
must be taken that this results in the correct configuration of lum'mance and chrominance Samples in Ihe
macroblock. The remaining picture is called the significant pe] area, and corresponds to the dark area in
figure D13:

PUMA Exhibit 2005

Apple V. PUMA, IPR2016-01135
69 of 124
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4 352 4

 

240
or

288 
Luminance

2 178 2

  
Croer

Figure 9.13 -- Source input with significant pe] area siaded dark

The conversion process is summrized in table D.1.

Table D.1 -- Conversion of source formats

Picture As ct Ratio widttrheiht

 
 

  
  
   

 
  

Luminance (Y)

CCIR Sample Resolution 720 x 576
SlF 360 x 288

 
 
 

Si ificant Pei Area 352 x 288
 

  
 
 

 
Chrominance [Cb Cr)

CCIR Sample Resolution 360 x 484 360 x 576
SlF 180 x 121 180 x144

 
  Si ificant Pei Area 176 x 120 176 x 144

The preprocessiug into the SIP formal is not nonnative, other processing steps and other resolutions may
be used. The pictwe size need not even be a multiple of 16. In this cane an MPEG video coder adds

padding pols to the fighter bottom edges of apicture in order to bring the transmitted resolution up to a
multiple of 16, and the decoder discards these after decoding the picture. For example, a horizontal
resolution of 360 pols could be coded by adding 8 padding pels to the right edge of each horizontal row
bringing the total up to 368 pols. 23 macroblocks would be coded in each row. The decoder would discard

the emu padding pols after decoding, giving afinal decoded horizontal resolution of360 pelt.  

0,3.2 Conversion from film

If film matcrial can be digitized at 24 picmresls, then it forms an excellent source for an ISO/131JHWZEXhibit 2005
bitstream. It may be digitized at the desired spatial resolution. The pieture_rate floppiflhe WMAiuIRRZO 16-01 135
header, see 2-4.2.3, allows the picture rate of 24 picturest to be specified exactly, 70 of 1 24
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Sometimes the source material available for compression consists of film material which has been
converted to video at some other rate. The encoder may detect this and recode at the original film rate. For
example, 24 pictures/s film material may have been digitized and converted to a 30 frame]; system by the
technique of 3:2 pulldown. In this mode digitized pictures are shown altemately for 3 and for 2television
field times. Thisalternation may not be exact since the actual frame rate might be 29,97 frames/s and not

the 30 frames/s that the 3:2 pulldown technique gives. In addition the pulldown timing might have been
changed by editiugand splicing after the conversion. A sophisticated encoder might detect the duplicated
fields, average them to reduce digitization noise, and code the result at the original 24 pictures/s rate- This
should give a significh improvement in quality DVer coding at 30 pictures per second, since direct coding
a130picturest's demoys the 3:2 pulldown timing and gives a jerky appearance to the final decoded video.

0.4 Model decoder

0.4.1 Need for a decoder model

A coded bitstrearn contains different types of pictures, and each type ideally requires adifferent number of .
hits to encode. in addition. the video may vary in complexity with time, and an encoder may wish to
devote more coding bits to one part of a sequence than toanother For constant bitrate coding, varying the
number ofbits allocated to each picture requires that the decoder have differing to store the bits notneeded
todeeode the immediate picture; The extent to which an encoder can vary the number of bits allocated to

each picture depends on the amount of this buffering. If theatriount of the buffering is large an encoder can
use greater variations, increasing the picture quality, but at the cost of increasing theldecoding delay.
Encoders need to know the size of the amount of the decoder's buffering in order to determine to whatextent
they can vary the distribution ofcoding bits among the pictures in the sequence

The model decoder is defined to solve two problems. It constrains the variability in the number of hits that
may be allocated to different pictures and it allows a decoder to initialize its buffering when the system is

started. It should he noted that Part 1 of this International Standard addresses the initial'oation of buffers and
the maintenance of synchronisation during playback in the case when two ormore elementary streams (for
example one audio and one video stream) are multiplexed together- The tools defined in ISOIIEC 11172-1
for the manttenance of synchronisation should be used by decoders when multiplexed streams are being-
played.

0.4.2 Decoder model

Annex C contains the definition of a parameterizcd mode] decoder for this purpose. It is known as a Video
Buffer Verifier NEW. The parameters used by aparticular encoder are defined in the bitstream. This really
def—mes a model decoder that is 'neededif encoders are to be assured that the coded bitstreams they produce
will be decodable. The model decoder looks like this: '

 
 

Model Decoder

Figure Ill-1 -- Model decoder

A fixed-rate channel is assumed to put hits at a constant rate into the. Input Buffer. At regular intervals, set
by the picture rate, the Picture Decoder instantaneously removes all the bits for the next picture from the
Input Buffer. If there are too few bits in the Input Buffer, in. all the bits for the next picture have not been
received, then the Input B uffer underflovts and there is an ulfiert‘low error. If, during the time between
picture starts, the capacity of the Input Buffer is exceeded, then there is an overflow error.

PUMA Exhibit 2005

Practical decoders differ from this model in several important ways. They WMEWEPU’MNmeqt6_OI 13 5
a different point in the decoder, or distribute it throughout the decoder. They may not remove alI the bits 1 of 1 24
required to deoodea picrure from the Input Buffer instantaneously, they may not be able to control the starl7
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of decoding very preciselyas required by the butter fullness parameter in the picture header, and they take a
finite time to decode. They may alsobe able to delay decoding for a short time to reduce the dances of
underflow occuring- But these differences depend in degree and kind on the exact method of implementation.
To satisfy requirements of different unplementations, the MPEG video committee (lSO/IEC JTC]
SCZQ/WGI I) chose a very simple model for the decoder. Practical implementations ofdecoders must
ensure that they can decode the bi‘tstrearn constrained by this model. In many casesthis will beachieved by
using an Input Buffer that is larger than the minirntln required, and by using a decoding delay that is larger
than the value derived from the vbvgdelay parameter. The designer must compensate for differences between
the actual design and the model in order to guarantee that the decoder can handle any bitstream that satisfies
the model.

Encoders monitor the status of the model to control the encoder m that overflow prdalems’do not
occur. The calculated buffer fullness is Iransrnitted at the start of each picture so that the decoder can
maintain synchronization.

D.4.3 , Buffer size and delay

For constantbitrate operation each picture header contains a vbvgdclay parameter to enable decoders to start
their decoding correctly. This paratrreter defines the time needed'to fill the Input Buffer offigure D.14 from
an empty'state to the correct level immediately before the Picture Decoder removes all the bits for the
picture. This time. is thus a delay and is measured in units of [/90 000 s. 'lhis number was chosen because
itis almost an exact multiple of the picture durations: 1/24, 1125, 199,97 and 1/30, and because it is
comparable in duration to an audio sample.

The delay is given by
I) = vbv_deluy I 90 000 s

For example. if vbv_delay were 9 000, then the delay would be 0,1 see. This means that at the start ofa
picture the Input Buffer of the model decoder should contain exactly 0,1 5 worth of data from the-input
bitstream.

The bit rate, R, is defined in the sequence header. The number of bits in the Input Buft'er at the beginning
of the picture is thus given by:

B = I) * R = vbvmdelay * R I 90 [D0 bits

For example. if vbv_delay were 9 DOD and R were 1,2 Mbits/s, then the number of bits in the Input Buffer
would be 120 (1)0.

 The constrained parameter bitstrearn requires that the Input Buffer have a capacity of 327 680 hits, and
should neverexceed this value.

D.5 MPEG video bitstteam syntax

This claum describes the video hitstrearn in a top-down fashion. A sequence is the top level of video coding.
ltbegins with asequcnce header which defines important parameters needed by the decoder. The sequence
header is followed by one or more groups of pictures. Groups ofpictures. as the name suggests, consist of
one or more individual pictures. The sequence may contain additional sequence heado‘s. A sequence is
terminated by asequenccjndmcode. ISO/IEC 11172-1 allows considerable flexibility in specifying
application parameters such as bit rate, picture rate, picture resolution, and picture aspect ratio. These
parameters are specified in the sequence header.

Ifthese parameters, and some others, fall within certain limits, then the bitstream is called acoustrained
parameterbitstream.

D.5.l sequence

a video :equence commenlces withAnditty-161:6 header artild i: followed by one more groups of pipgqplandEXhibit 2005
rsended y a sequence_en heode. rtron sequence ea err may appear wr rrzge uensuch repeated sequence header, all of the data elements with the permitted excepti Biggie mfipmo 1 6'01 13 5
quantization matrices (load_intra_quantizer_manix, load,nonfl_inh'a_quantizer_mah‘ix and optionally 72 Of 124
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intra_quanti2er_matrix and non_intra_quantieer_rnahix) shall have the same values as the first sequence
header. Repeating the sequence header with its data elements makes random access into the video sequence
possible. The quantization matrices may be redefined as required with each repeated sequence header.

The encodermay set such parameters as the picture size and aspect ratio in the sequence header, to dot—me the
resources that adecoder requires. In addition, userdata may be included

D.5.1.1 Sequence header code

A coded scquencebegins with a sequence header and the header starts with the sequence start code. Its valueis:

her: 00 (I) 01 B3 -'

binary: 0000 0003 0000 0000 00000001101] 0011

This is a unique string of 32 bits that cannot be emulated anywhere else in the bitstrearn, and is byte—
alignecL as are all start codes. To achieve byte alignment the encodermay precede the sequence start code
with any nurnber of zero bits. These can have a secondary function of preventing decoder input buffer
underflow. This procedure is called birrtuffing, and may be performed before any start code. The stuffing
bits must all be zero. The decoder discards all such stuffing bits.

The sequence start code, like all video start codes, begins with a suing of 23 zeros The coding scheme
ensures that such a string of consecutive zeros cannot be produced by my other combination of codes, i.e. it

cannot be emulated by other codes in the video bitstream. This string of zeros can onlybe produced by a
start code,or by stuffing bits preceding a start code.

 0.5.1 .2 Horizontal size

This is a 12—bitnumher representing the width of the picture in pels, ie. the horizontal resolution. It is an
unsigned integer with the most significant bit first. A value of zero is not allowed (to avoid start code

emulation) so the legal range is from T to 4 095. in practice values are usually a multiple of 16. At 15-
Mbits/s, apopular horizontal resolution is 352 pels. The value 352 is derived from half the CCIR 601
horizontal resolution of 720, rounded down to thenearest multiple of 16 pels. Otherwise the encoder must
fill out the picture on the right to the next higher multiple of 16 so that the last few p618 can be coded in a
macrobiock. The decoder should discard these extra p615 before display.

For efficient coding of the extra pols, the encoder should add pel values that reduce the number of hits
generated in the transformed block . Replicating the last column ofpels is usually superior to filling in the
remaining pels widi a gray level.

 D.5.i .3 Vertical size

This is a 12-hitnumher representing the height of the picture in pels, i.e. the vertical resolution. It is an
unsigned integer with the most significantbit first A value of zero is not allowed (to avoid start code

emulation} so the legal range is from 1 to4 095. In practice values are usually a multiple of 16. Note that
the maximum value of slice_veitical_position is 175 (decimal), which coneSpOnds to apictnre height of
2 800 lines. At 1,5 Mbitst's, a popular vertical resolution is 240 to 288 pels. Values of 240 pcls are
convenient for interfacing to 525-iine NTSC systems, and values of 288 pels are more appropriate for 625—
line PAL and SBCAM systems ‘

[f the vertical resolution is not a multiple of 161ines, the encoder must fill out the picture at the bottom to
the next higher multiple of 16 so that the last few lines can be coded in a macroblock The decoder should
discard these extra lines before diSplay.

For efficient coding, repliiating the last line ofpets is usually better than filling in the remaining pels with
a grey level.

[3.5.1.4 Pei aspect ratio

This is a four-bit number which defines the shape of (he pel on the viewing screen This is mmmibit 2005

horizontal and vertical picture Sizes by themselves do not specify the shape oi tflepti) IPR2016_01 13 5
The pel aspect ratio does not give the shape directly, but is an index to the following look up table: 73 Of 124
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Table D.2 -- Pei aspect ratio

30midden

square pols

16:9 525-line

16:9 525-1ine

702x575 at 4:3 = 0,9157

711x487 at 4:3 2 1,0950 
reserved

The code 0000 is forbidden to avoid start code emulation- The code 0001 has square pels. This is
apprOpri'tte for many computer graphics systems. The code 1000 is suitable for deploying pictures on the
(Eli—line 50H: TV sySLem (see CCIR Remmmendation 601).

height I width = 0,75 * 702/ 575 = 0.9157

The code 1100 is suitable-for displaying pictures on the 525-1ine 60142
Recommendation 601).

TV system [see CCIR

height / width = 0‘75 " 711 l 487 w 1,0950

The code 1111 is reserved for possible future extmsions to this part of ISO/113C 11172.

The remaining points in the table were filled in by interpolating between these two points 1000'and 1100
using the formula:

aspect ratio = 0,5855 + 0,044N

where N is the value of the code in Iabie D2. These additional-pet aspect ratios might be useful for HDTV
where ratios of 16:9 and 5:3 have been proposed.

it is evident mat the specification does not allow all possible aspect ratios to be specified. We therefore
presume that a certain degree of tolerance is allowable. Encoders will convert the actual pel aspect ratio to
thenearest valueth the table, and decoders will display the decoded values to thentarest peI aspect ratio of
which they are capable.

0.5.1.5 Picture rate

This is afour—bit integer which is an index to the following table:
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Table D3 -- Picture rate

PICTURES PER SECOND

  
 

The allowed picture rates are oommoniy available sources of analog or digital sequences. One advantage in
not allowing greater flexibility in picture rates is that standard techniques may be used to convert to the
display rate of the decoderif it does not match the coded rate.

[3.5.1 .5 Bit rate

The bit rate is an 18-bit integer giving the bit rate of the data channel in units of 400 bits/s. The bit rate is
assumed to be constant for the entire sequence. The actual bit rate is rounded up to the nearest multiple of
400 bits/s. For example, a bit rate of 830 100 bits/s would be rounded up to 839 400 bits/s giving a coded
bit rate of 2 076 units.

Ifall 18 bits are 1 then the bilstream is intended for variable bit rate operation. The value zero is forbidden. i

For constantbit rate operation, the bit rate is used by the decoder in conjunction with the vbv_delay
parameterin the picture header to maintain synchronization of the decoder with a constant rate data channel.
If the stream is multiplexed using lSO/IEC 1l172-1, the. timestamps and system clock reference
information defined in ISOfEEZC 11172—1 provide a more appropriate tool for performing this function.

0.5.1.7 Marker bit

The bitrate is followed by asiugle reserved bit which is always set to 1. This bit prevents emulation of
sta'rtcodes.

0.5.1.3 VBv buffer size

The buffer sizeis a 10—bit integer giving the minimum required size of the input buffer in the model decoder
in units of 16 384 bits (2 048 bytes). For example, a buffer size of 20 would require an input buffer of 2.0
x 16 334 = 327 680 bits (= 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably run into buffer overflow problems while the seq uenee is being decoded.

D.5.1.9 Constrained Parameter flag

If certain parameters specified in the bitstream fall within predefined limits, then the bitsuearn is called a
constrained parameter bitstream. Thus the constrained parameter bitsan is a standard of performance
giving guidelines to encoders and decoders to facilitate the exchange of bitstrenms.

The nitrate parameter allows values up to about 100 Mhits/s, but a constrained parameter bitstream must
have abit rate of 1,856 Mbits/s or less. Thus the bit rate parameter must be 3 712 or less.

The pit:th rate parameter allows picture rates up to 60 picturesis, but aconsnained parameter bitstream
must have apicture rate of 30 pictures]; or less.

Tn l" fth ded' '31:; ‘Fed' [it had ‘ tal PU EXhibitzOOSe reso utton o e on picture 15 ospecr 1 in e sequence e or rtz n _4 095 pels are allowed by the syntax, but in a constrained parameter ‘bitstrcaitikiilgfiees‘olfiigrli‘ii; ' l d) 16 01135
768 pols or less. Vertical resolutions up to 4095 peh are allowed but that in acoustrained parameter 75 Of 124
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bitstrearn is limited to 576 pels or less. In a constrained parameter bitstream, the total number of
macrobiooks per picture is limited to 396. This sets a limit on the maximum area of the picture which is
only abOut one quarter of die area of a 7206176 pet picture. In acoustrained parameter bitstteam, the pol
rate is limited to 2 534 400 pols/s. For a given picture rate, this sets mother limit on the maximum area
of the picutre. [f the picture has the maximum area of 396 macroblocks, then the picture rate is restricted to
25 picturesls or less. If the picture rate has the maximum corstrairted value of 30 pictures/s the maximum
area is limited to 339 macrohlocks

A constrained parameter bitstrearn can be decoded by a model decoder with a buffer size of 327 680 bits
without overflowing or underflowing during the decoding precess. The maximum buffer size thatcan be
specified for a constrained parameter bitstream is 20 units.

A constrained parameter bitstream uses a forwardjjode or backwardjgcode less [Inn 01‘ equal to4. This
constrains the maximum range of motion vectors thatcan be represented in the bitstream (see tabie DJ).

If all these conditions are met, then the hitstreant is constrained and the constrainedgammetersjlag in the
Sequence header should be Set to 1. If any parameter is exceeded, the flag shall be set to 0 to inform
decoders that more than a minimum capabitity is required to dezode the sequence.

0.5.1.10 Load intra quantizer matrix

This isa one~bit flag. if it is set to 1, sixty—four 8-bit integers follow. These define an 8 by 8 set of
weights which are used to quantize the DCT coefficients. They are transmitted in the zigzag scan order
shown in figure D30. None of these weights can be zero. The firm weight mnstbe eight which matches
the fixed quantization level of the dc coefficient.

II the flag is set to zero, the inua quantization matrix mustbereset to the following default value:

8 16 19
16 16 12
19 21 26

22 22. 26
22 26 27
26 2'3 29
26 2'1 29
27 29 35

22.
24
27
27
29
32
34
33

26
27
29
29
32
35
38
46

27
29
34
34
35
4.0
46
56

29
34
34
37
40
43
56
69

34
37
38
40
48
58
69
83

Figure DJS -- Default intra quantization matrix

The default quantization matrix is based on work performed by ISOITEC JTCi SC29/WG 10 (lPEG'j [6].
Experience has shoan that it gives good results over a wide range of video material. For resolutions close
to 3501250 there should normally beno need to redefine the intra quantization matrix. Ifthe picture
resolution departs significantly from this nominal resolution, then some other matrix may give perceptiny
better results.

The weights increase to the right and down. This reflects the human visual system which is less sensitive
to qantimtion noise at higher frequencies.

D.5.1.11 Load non—intra quantize: matrix

This is a one—bit flag. If it is set to 1, sixty—four 8-bit integers follow in zigzag scan order. None of these
integers can be zero.

If the flag is set to zero. the non-intra quantization matrix must be reset to the following default value
which consists of all 165-
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16 16 16 16 16 16 16 [6
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 [6
16 16 16 16 16 16 16 £6
16 16 16 16 16 16 16 [6
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

Figure 1116 -- Default nun-intra quantization matrix

This flat default quantization matrix was adopted from H.261 which uses a flat matrix for the equivalent of
P-pictutes [5]. Little work has been performed to determine the optimum non-ultra matrix for MPH} video
coding, but evidence suggests that it is more dependent on video material than is the intra matrix. The

optimum non-intra matrix may be somewhere between the flat default non-intra matrix and the strongly
frequency-dependent values of the default intra matrix.

 D,5.1 .12 Exten'sion data

This start code is byte—aligned and is 32 bits long. its value is

her: 00 03 01 135

binary: 0000 0000 0000 0000 0000 0001 10110101

It may be preceded by any number of zeros. If it is present then it will befollowed by an undetermined
number 01’ databytes terminated by the next start code. These data bytes are reserved for future extensions
tothis part of ISO/113C 1 1172, and should not be generated by encoders. MPEG video decoders should have
the capability to discard any extension data found.

D.5.1.13 User data

A user data start mde may follow the optional extension data. This start code is byte-aligned and is 32 bits
long. Its valueis

hex: 00 00 01 B2

binary: 0000 0000 (1)00 0000 0000 0001 10110010

 It may be preceded by any number of zeros. If it is present then it will be followed by an undetermined
number of data bytes terminated by the next start code. These data bytes can be used by the encoder for any
purpose. The only restriction on the data is that they cannot emulate a start code, even if not byte-aligned.
This means that astring of 23 consecutive zeros must not occur. One way to prevent emulation is to force
the most significant bit of alt-emate bytes to be a 1.

In closed encoder-decoder systems the decoder may be able to use the data. In the more general case,
decoders should be capable of discarding the user data. -

D.5.2 Group of pictures

Two distinetpicture orderings exist, the display order and the bitstrearn order (as they appear in the video
bitstream). A group ofpictures (gop) is aset of pictures which are contiguous in display order. A group of
picurres must contain at least one [-picture. This required picture may be followed by arty number of I and
P—picturesr Any number of Bnpietures may be interspersed between each pair of I or P-pictores, and may
also precede the firstI-picture.

 Property 1. A group oi pictures, in bitstrearn order, must start with an I-pictnre and may be followed by
any number of 1, P or B—pictures in any order.

Property 2. Another property of a group of pictures is that it must begin, in display order, With an Iora B— _ _
picture, and must end with an 10: a P—picture. The smallest group of pictures consists of a sigélwrfiefidiéllblt 2005
whereas the largest size is unlimited. Apple V_ PUMA, IPR2016-01 135
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The original concept of a group of picture: wasa set of pictures that could be coded and displayed
independently of any other 'group. in the final version of this part of ISO/IEC 11 172 the is not always
true, andany B-picmres preceding (in display order) the first i—picture in a group may require the last picture
in theprevious group in order to be decoded. Nevertheless encoders canstfll construct groups of pictures
which are independent of one another. One way to do this is to omit any B—pictures preceding the first I-
picture. Another way is to allow such B-pictures, but to code them using only backward motion
compenmtion.

Property 3. From a coding point of view, aconcisely stated property is that a group of pictures begins
with a group of pictures header, and either endsat the nextgroup of pictures header or at the next sequence
header or at the end ofsequence, whichever comes firsL

Some examples of groups of pictures are given below:

I
I P
I P
B [
B I
B B museum were-u rue-Mu BPBB

B]B_B I-waw-u curved P
I

Figure 0.17 --J_- Examples of groups of pictures in display order

These examples illustrate what is possible, and do not constitute a suggestion for structures of groups of
pictures.

Group of pictures start code

The group of pictures header starts with the Group of Pictures start code. This code is byte-aligned and is
32 bits long. Its value is

hot: 00 0001 B8
binary: 0000 0300 0000 C000 0000 0001 lOll 1000

It ma}r be preceded by any number of zeros. The encoder may have inserted some zeros to getbyte
alignment, and may have inserted additional zeros to prevent buifer underflow. A11 editor may have inserted
eerns in orderto match the vbv_delay parameter of the first picture in the gmup.

Time, code

A time code of 23 bits immediately follows the. group of pictures start code. This encodes the same
information as. the SMPTE time code [4].

The time code can be broken down into six fields as shown in table DA.

Table 0.4 — Time code fields

Drop frame flag
Hours
Minutes
Fixed
Seconds
Picture number
 

The time code refers to the first picture in the group in display order, i.e. the first picture with a temporal
reference of zero The. SMP’IE time code is included to provide a video time identification to applications.
it may be discontinuous. The presentation time—stamp in the System layer (Part 1} has a much higher

precision and identifies the time of preseumtion of the picture. PUMA EXhibit 2005

Apple V. PUMA, IPR2016-01135
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Closed GOP

A one bit Hag follows the time code. It denotes whether the group of pictures is open or closed. Closed
groups can be decoded without using decoded pictures of the previous group for motion compensation,
whereas open groups require such pictures to be available.

A typical example ofa closed grow) is shown in figure D181

IBBPBBPBBPBBP
0123.456789101112

(a) closed group

BBIBBPBBPBBPBBP
01234567891011121314

01) open or closed group

Figure DJS -- Example groups of pictures in display order

A less typical example of a closed group is shown in figureD.18b. in this example, the B-picmres which
precede the first I—picture must use backward motion compensation only, i.e. any motion compensation
must be based only on picture number 2 in the group.

Ifthe ch8ed_gop flag is Set to 0 then the group is open. The first B—pictures that precede the first [-picture
inthe group may have been encoded using the last picture in the previous group for motion compensation.

Broken link

Aone hit flag follows the closedmgop flag. It denotes whether the B-pictures which precede the first [-
picture in the GO? can be correctly decoded. If it is set to 1, these pictures cannot be correctly decoded
because the I-picture or P-picmre from the previous group pictures that is required to form the predictions is
not available (presumably because the preceding group of pictues has been rem)de by editing). The
decoder will probably choose not to display these B-pictures

If the sequence is edited so that the original group of pictures no longerprecedes the current group of
pictures then this flag normally will be Set to l by the editor. However, if the closed_gop flag for HR
current group of pictures is set, then the editm should not set the brokoi_tink flag. Because the group of
pictures is closed, the first B-picturcs (if any) can still be decoded correctly-r

Extension data

This start code is byte—aligned and i532 bits long. Its value is

box: 00 ()0 01 B5

binary: 0000 [0CD 0000 0000 0000 0031 10110101

It may be preceded by any number of zeros If it is present then it will be followed by an undetermined
number ofdaa‘oytes terminated by the next start code. These data bytes are reserved for future extensions
to this part oftISO/[EC ll 172. and should not be generated by encoders MPEG video decoders should have
the capability to discard any extension data found.

User data

A user data start code may follow the optional ex tension data. This start code is byte—aligned and is 32 bits
long. Its value is

hex: 00 00 01 B2

binary: 00C!) 000) 0000 0000 0000 0001 1011 0010 _ _
PUMA EXhtbtt 2005

It may be preceded by any number of zeros If it is present then it will be follqupddowapflnmmm016_01 13 5
number ofdata bytes terminated by the next start code. These data bytes (an be used by the encoder for 31179 of 1 24
purpose. The only restriction on the data is that they cannot emulate a start code, even if not byte-aligned.
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This means that a string of 23 consecutive zeros must not occur. One way to prevent emulation is to form

the-most significant bit of alternate bytes to be a 1.

In closed emodendecoder systems the decoder may be able to use thedata In the more general case,
decoders should be capable of discarding the user data.

D.5.3 Picture

The picture layer contains all the coded information {or one picture. The header identifies the temporal
reference of the picture, the picture coding type, the delay in the video buffer verifier (VBV) aid. if
appropriate, the range of motion vectors used.

0.5.3.1 Picture header and start code

A picture begins with a picture header. The header starts with a picture start code. This code is byte~aligned

and is 32 bits long. Its value is:

her: 00 0t) 01 00

binary: 0000 0000 0000 00(1) 0000 0001 0030 OCOO

It may bepreceded by any number of zeros.

D.5.3.2 Temporal reference

The Temporal Reference is a tembitnumber which can be used to define the order in which the pictures
must be displayed. It may be useful since pictures are not transmitted in display order, but rather in the
order which the decoder needs to decode them. The first picture, in display order, in each group must have
Temporal Reference equal to zero: This is incremented by one for each picture in the group.  
Some example groups of pictures with their Temporal Reference numbers are given below.

Example (3] in I B P B P
display order 0 1 2 3 4

Example (3) in I P B P B
decoding order 0 2 '1 4 3

Example (b) in B B [ E B P B B P B B P
display order 0 1 2 3 4 5 6 7 B 9 10 1 1

Example (b) in I B B P B B P B B P B B
coded order 2 0 l 5 3 4 8 6 7 11 9 10

Example (c) in B l B B B B P B I B B I I
display order 0 l 2 3 4 5 6 7‘ B 9 10 11 12

Example (c) in I B P B B B B I B I B B I
(nodal order 1 0 5 2 3 4 5 8 7 11 9 10 12

Figure D.19 -- Examples of groups of pictures and temporal references

If there are more than 1024 pictures in a group, then the Temporal Reference is reset to zero and then
increments anew. This is illustrated below:

B B I B B P P B B P P B B P displayorder
D l '2 3 4 5 1022 1023 0 1 72 473 474 475

Figure 13.2.0 -- Example group of pictures containing 1 500 pictures
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[3.5.3.3 Picture coding type

A three bit number follows the temporal reference. This is an index into the following table defining the
type. of picture.

Tabie D5 -- Picture types

PICTURE TYPE

FOIbiddeu

l—picture
P-picture
B-picture
D Picture
Reserved
Reserved
Reserved

 
The various types of pictures are described in D_2.3_ Codes 101 through 111 are reserved for future
extensions to this part ofISO/EC 11172. Decoders should be tapable of discardng all pictures of this
type. and scan for the next picture start code, group start code or sequence start code. Code 0(1) will never be
used to avoid start code emulation.

D.5.3.4 VBV deiay

For constant bit rateoperation, vl:tv_dela)r cm be used at the sran of decoding and after a random access to
ensure that the correct number ofbits have been read by die decoder before the fn'stpicture is displayed.

The buffer fullness is not Specified in bits but rather in units of time. The vbv_delay is a 16bit number
defining the time needed in units of 1190000 5 to fill the input buffer of the model decoder from an empty
state to the correct state at the hitrate specified in the sequence headen

For example, suppose the vbv_delay had a decimal value of 30000, then the time delay would be:

D=30000190000=1l3s

Ifthe Channel bit rate were 1,2 Mbits/s then the contents of the buffer before the picture is decoded wouldbe:

132 1200.000/3=4000{)0bits

If the-decoder determined that its actual buffer fullness differed significantly from this value, then it world
have to adopt some strategy for regaining synchronization.

The meaning of vbv_delay is undefined for variable bit rate operation.

D.5.3.5 Full pei forward vector

This is a one bit flag giving the precision of the forward motion vectors If it is 1 then the precision of the
vectors is in integer pels, if it is zero then the precision is hatf a pcl. Thus it the flag is set to one the
vectors have twice the range than they do ifthe flag set to zero.

This flag is present only in the headers of P~pictures and Bpictures. It is absent in I-pictures and D
pictures.

D.5.3.6 Forward f-code

This is a three—hit number and, like the full pel forward vector flag, is present only in the headers of P—
pictures and B—pictures, It provides information teed for decoding the coded forward vectors and controls the

mmflm srze ofthe forward vectors tha can be coded. Itcan take only values of 1 through ithibit 2005zero is forbidden-
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I-‘wo parameters used in decoding the forward motion vectors are thrived from fomardglficode, forward_r_size
and forwardj.

Tie forward_r_size is one less than the forward_f_oode and so can take values 0 through 6.

Th: forward} parameter is given by table 133.6:

Table D6 -- fwcadcs

  
  reward/hammered:

1 1
2 2
3 4
4 8
5 16
6 32
7 64

0.5.3.7 Full pel backward vector

This is a one bit flag giving the precision of the backward motion vectors. If it is 1 then the precision of
the vectors is in integer pets, if it is zero then the precision is half a pel. 'lbus if the flag is set to one the
vectors have twice the range than they do if the flag set to zero.

This flag is only present in the headers of B-pietures. Itis absent in l-pictures, P-pictures anch pictures.

D.5.3.8 Backward f-code

This is a three—bit number and, like the full pel backward vector flag, is present only in the headers of B»
pictures, It provides information used for decoding the coded backward vectors. [t can make only values of 1
through 7; a value of zero '5; forbidden.

The backwardj pararneteris derived from the backward_f_eode sndis given by table D.6

D.5.3.9 Extra picture information

Extra picture informatjm is the next field in the picture header. Any number of information bytes may be
present An information byteis preceded by .1 flag bit which is set to 1. Information bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero bit. The smallest size of this
field is therefore one bit, a 0, that has no information bytes. The largest size is unlimited. The following
example has l6bits of extra information denoted by E:

lEEEEEEEElEEEEEEEEO

Where E is an extra infonnation bit.

The extra information bytes are reserved for future extensions to this part of ISOIIEC 11171. The meaning
1 of these bytes is currently undefined, so encoders must not generate such bytes and decoders mustbe capable

of discarding them.

D.5.3.10 Extension data

This start code is byte-aligned and is 32 bits long. Its value is:

hex: 00 0001 B5

binary: 0000 0000 OOOOOWOOUOO 0001 10110101

It may be preceded by any number ofzeros. lf it is present then it will be followed by an undetermined

number ofdata bytes terminated by the next start code These data bytes are reserved for future op ' sEXhibit 2005
to this parrot ISOIEEC 11172. and 5110 1d notbe merated b encoders. MPEG 'd 0 de '
capable ofdiscarding them. u g y Mp1s: 301331011? R2016-01 135
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D531 1 User data

This start code is byte—aligned and is 3’2. bits long; Its value is

here 0000 01 B2

binary. 000000000000 0000 0000000110110010

Itmay be preceded by any number of zeros. [f it is present then it will be followed by an undetermined
number of data bytes tenninated by the next start code. These data bytes can he used by me encoder for any
purpose. The only restriction on the data is that they cannot emulate a start code, even if not byte—aligned.
One way to prevent emulation is to force the most significant bit of almmate bytes to be a 1.

In closed encoder-decoder systems the decoder may be able to use the data. In the more general case,
decoders should be capable of disoarding the user data

u.5.4 ‘ Slice

Pictures are divided into slices. E‘tCh slice consists of an integral number of macroblocks in raster Scan
order. Slices can he ofdifferent sizes within a picture, and the division in one picture need not he the same
as the division in any other picture. Slices can begin and end at any macrobloclr in apicture subject to the
following restrictions. The first slice must begin at the top left of the picture, and the end of the last slice
must be the bottom right maeroblock of the picture. There can be no gaps between slices, nor can slices
overlap. The minimum number of slices in a picture is one,rthe maximum number is equal to the number
of macroblocks.

Each slice starts with a slice start code, the exact val ne of which defines the vertical position of the slice.
This is followed by a code that sets the quantization step-size At the start of each slice the predictors for
the dc coefficient values and the predictors for the vector decoding are all reset. The horizontal position of
the start of the slice is given by the macrohlock address of the first macroblook in the slice. The result of
all this is that, within apicture, a slice can be decoded without information from the previous slices.
Therefore. ifa data error occurs, decoding can begin again at the subsequent slice.

If the data are to he used in an error free environment then One slice perpicnre may be appropriate. If the
environment is noisy, then one slice per row ofmacroblocks may be more desirable, as shown in figure
D21.

 
 

1it 2005

Figure 1121 -- Possible arrangement of slices in a mpéiemmp,’ IPR2016_()1135

In this figure and in the next, each strip is one macreblock high, to. 16 pols high.
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Since each slice header requires 40 hits, there is some penalty for including more than the minimum
number of slices. For example, asequenoe with averticalresoltion of 240 lines coded at 30 picturesls
requires approximately 40x30 = 1 200 bits/s for the slice headers using one slice per picture, and 40x15x30—
= 18 000bits/s with one slice per row, an additional overhead of 16 800 bitsls. The calculation is
approximate and underestimates the impact, since the inclusion of a slice imposes additional requirements
that the macrobloclc immediately before the slice headerbe coded, as well as the first matroblock in the
slice-

The coding structure permits gl‘BII flexibility in dividing apicture up into slices. One possible arrangement
is shown in figure D22. '

u2 begin

_
—
_

Figure £3.22. -- Possible arrangement of slices in a 256x192 picture

 

  
  

  
  
  

  
  

  

 

 

This division into slices is given for illustrative purposes only. it is not intended as a suggestion on how to
divide a picture into slices. ‘

D.5.4.1 Slice header and start code

Slices start with a slice header. Each slice header starts with a slice start code. This code is byte-aligned
and is 32 bits long. The last eight bits can take on a range of values which define the vertical position of
the slice in the picture. The permitted slice start codes are:

her: from (I) 00 01 01
to (I) 00 01 AF

binary: from (1)00 0003 0000 0000 0000 0001 00000001
to (D000000000000000000000110101111

Bad] slice start code may bepreoedecl by any numberof zeros.

The last 8 bits of the slice start code give the slice vertical position, ie the vertical position of the first
macroblock in the slice in units of macrobiocks starting with position 1 at the top of the picture. A useful
variable is macroblock row. This is similar to slice vertical position except that row 0 is at the top of the
picture. Thus

slice vertical position = macroblock row + 1 PUMA Exhibit 2005

For example, a slice start code of00000101 hex means that the first macroblockl‘hpflifisiicep 1 6'01 13 5
position 1 or macroblock row I), to. at the top of the picture. A slice start code of 000001 20 hex means 84 of 124
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that the first macrobloclt is at vertical position 32 or macroblock row 31, is. at the 495th row of pols. It
is possible for two or more slices to have the same verfical pod-don.

The maximum vertical position is 175 units. A slice with this position would require a vertical size of
175x16 = 2 800 pols.

The horizontal position of the first macroblock in the slice can be calculated from its macrobloclc address
increment. Thus its position in the picture can be determined without referring to any previous slice or
marroblock Thus a decoder may decode any slicein a picture without having decoded any other slice in the
same picture. This feature allows decoders to recover from bit errors by searching for the next slice start
code and then resuming decoding.  
D.5.4.2 Quantizer scale

The quantizer scale is a five-bit integer which is used by the decoder to calculate the DCT coefficients from
the transmitted quantized coefficients. A value of t] is forbidden. so the quantizer male can have any valuebetween t and 31 inclusive.

Note in addition that the quantizer scale may be set at any macroblock.

0.5.4.3 Extra slice information i

Extra slice information forms the lastfield in the slice header. Any number of information bytes may be
present An information byteis preceded by a flag bit which is set to 1. Information bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero biL The smallest size of this

field is therefore one bit, a 0, that has no information bytes. The largest size is unlimited. The following
example has 24 bits of extra information denoted by E: '

IEEEEEEEEIEEEEEEEE l EEEEE'EEEO

The extra information bytes are resen'ed for fumre extensions to this part of lSOfiEC 11172. The meaning.
of these bytes is currently undefined, so encoders must not generate such bytes and decoder; must discardthem.

The slice header is followed by code defining the macrobmcks in the slice.   
D.5.5 Macroblock

Slices are divided into macroblocks of 16 x 16 pols. Macroblocks are coded with a header that contains
information on the macrobloclt address, macroblocl: type, and the optional qumdzcr scale. The header is
followed by data defining each of the six blocks in the macrobiock It is convenient to discuss the

macrohlock header fields in the order in which they are coded.

0.5.5.1 Macrohlock stuffing

The first field in the macrobiock header is "macroblock stuffing". This is an optional field, and may be
inserted or omitted at the discretion of the encoder. If present it consists of any number of 11-bit strings
with the pattern "0000 0001 111'. This stuffing code is used by the encoder to prevent underflow, and is
discarded by the decoder. If the encoder determines that underflow is about to occur, then it can insert as
many stuffing codes into the first field of the macroblock header itlilres.

Note thatan encoder has other strategies to prevent buffer underflow. It can insert stuff-mg bits film‘tcdiately
before a start code. it can reduce the quantizer scale to increase the number of coded coefficients it can even
start a new slice.

0.5.5.2 Macrobiock address increment and macroblock escape

Macrobiocks have at address which is the number of L116 macroblock in raster scan order. f Exhibit 2005
macroblock in a picture has address 0, the next one to the right has address 1 and so on. If there gomcroblocks in apicture, then the bottom right macroblock has an address M-fipple V- PUM a IPR2016'01 135
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The address of a macroka is indicated by transmitting the difference between the addresses of the current
macrobloclr and the previome coded macroblock This difference is called the macroblock address
increment. In I—pictures, all macroblodts are coded and so the macrobloclr address increment is nearly
always one. There is one exception. At the beginning of each slice the macroblc-ck address is set to thatof
the right hand macrohlock of the previous row. At the beginning of the picture it is set to -1. lfa slice
does not start at the left edge of the picture, then the macroblock address increment for the firstmacroblodt
in the slice will be larger than one. For example. the picture of figure D22 has 16 macrobloclts per row‘
At the start of slice2 the macroblock address is set to 15 which is the address of the macroblock at the right
hand edge of the top row of macroblocks. lf the first slice contained 26 macrohlocks, 10 of them would be
in the second row, so the address of the flISl macroblock in slice 2 would be 26 arxi the macroblock address
increment would be 11. ' '

Macroblock address increments are coded using the VLC codes in the table in 13.1.

It can be seen that there is no code to indicate a maooblock adiress increment ofzero. This is why the

macrobloclr address is set to —1 rather than zero a the top oi a picture. The first macroblock will have an
increment of one making its address equal to zero;

The niacroblock address increment; allow the position of the macrobloclt within the picture to be
determined. For example, assume-mate slice header has the start code equal to (I) 00 01 0A hex, that the
picture width is 256 pals, and that a macroblock address increment code 0000111 is in the macroblock
header of the first macroblock in the slice. A picture width of256 pels implies that there are 16
macrobloclcs per row in this picture. The slice Start code tells us that the slice vertical position is 10, and
so the macrobloclr. row is 9. The slice header sets the previous macroblock address to the iast macrobiock on
row 8, which'has address 143. The macrobioch address increment VLC leads to amacroblodc address
increment of B, and so the macrobiocl; address of the first macroblock in the slice is 143 + 3 = 151.

The macroblock row may be calculated from the address:

macroblock row =m3moblock address I macroblock width

H
[5i / 16

= 9

The division symbol signifies integer truncation, not rounding.

The maaoblock column may also be calculated from the address:

macrohlock column : macroblock address % macroblock width
151 % l6

7Mif

Columns are numbered from the left of the picture starting at 0.

There are two special codewords: escape and stuffing.

The escape code means "add 33 to the following macroblock address increment". This allows increments
greater than 33 to be coded. For example, an increment of 40 would be coded as escape plus an increment
of 7:

0000 0031 0000 0010

An increment 0170 would be coded as two escape nodes followed by the code foran increment of4:

00000001000000€D0010000011

 
The stutfing code is included since the decoder must be able to distinguish it from increment codes.’ Itis
used h the encoder to exent derfi , ' ' b th d den. . .y pr nn ow andtsdiscarded y e eoo PUMA Exhlblt 2005
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0.5.5.3 Macrobloek types

Each ofthe picture types I, P, and B, have their own macrohlock types. See, respectively, D63, D.6.4,
and D—.6-.5 for the codes and their descriptions. -

D.5.5.4 Motion hortzontallvertical forwardlbackward codes

The interpretation of these codes is explained in D.6.2.3.

D.5.5.5 Motion horizontallvertica! tomardlbackward R

The interpretation of these codes isexplained in D.6.2.3.

D.5.5.6 Coded block pattern

This code describes which blocks within the macrobiock are coded and transmitted The interpretation of
this code is explained in 116.4.2 '

0.5.5.7 End of macrobloek

This code is used only in D-pictures and is described in 13.6.6.

[3.5-6 Btock‘

A block is an array of 8 by 8 componentpet values, treated as a unit and input to the Discrete Cosine
Transform (DCT). Blocks of 3 by 8 pels are transformed-into arrays ofS by 8 DCT coefficients using the
two dimensional discrete cosine transform. .

D.6 Coding MPEG video

D.6.1 Rate control and adaptive quantization

The encoder must control the bitrate so that the model decoder 'tnputbuffer neither overflows nor
underflows. Since the model decoder removes all the hits associated with a picture from the input buffer
instantaneously, it is necessary to control oniy the total number of bits per picture. The encoder should
allocate the total numbers of hits among the various types of pictures so that the perceived quality is
suitably balanced. The disuibution will vary with the scene content and with the particular distribution of
the three picture types (I, Pand B-piclnres). -

Within a picture the encoder should allocate the total number of bits available among the macroblocks to
maximize the visual quality of the picture.

One method by which an encoder Controls the bit rate is to 'vary the ouantjzer scale. This is set in each slice

header, and may be set El: the beginning of any macroblock, giving the encoder excellent control overthe bit
rate within a picture.

D.6.1.1 Rate control within a sequence  
For atypical coding scheme represented by the following group of pictures in display order:

BBIBBPBBPBEPBBP

it has been found that good results can be obtained by matching the visual quality of the I and P—pictures,
and by reducing the code size ofthe B-pictures to save bits giving a generally lower quality for the 8-
pictures.

The best allocation of bits among the picture types depends on the scene cement. Work of the MPEG
video committee suggests that allotting P-pictures about 2-5 times as many hits as B-picturepmgtim‘bit 2005

I—picturcs up to 3 times as many hits as Pspictures gives good results for typi§§1§nnal Ifltpfig' _little motion or change in the video, then a grater proportion of the bits shoul Tgill‘o'tte to e’I—prc 0;o
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If there is a lot of motion or change, then the proportion allotted to l-pictnres should be reduced and most of
the savings given to the P-pictures.

A reasonable encoder algorithm is to start with the foregoing estimates, then reallocate bits dynamically
depending on the nature ofthe video.

0.6.1.2 Rate control within a picture

If the buffer is heading toward overflow, the quantizer stale should be increased. Ifthis action is not

sufficient to prevent an impending overflow then. as a last resort, the encoder could discard high frequency
DCTooefficients and transmit only low frequency ones. Although this would probably produce visible
artifactsin the decoded video, it would in no way compromise the validity of the coded bitstream.

If thebuffer is heading toward underflow, the quantizer scale should be reduced. if this isnot sufficient, the
encodercan insert macroblock stuffing into the bitstrearn, or add leading zeros to start codes.

Under normal circumstances, the encoder calculates and monitors the state of the model decoder buffer aid

changes the quantizer Scale to avert both overflow and underflow problems.

One simple algorithm that helps accomplish this is to monitor the buffer fullness. Assume that the bits
have been allocated'atnong the various picture types, and'that an average quantizer scale for'each picture type
has been established. The neural buffer fullness at any macroblodt in a picture can be calculated and
compared with the nominal fullness, ie. the value that would beobtained if the hits were uniformly
distributed among all the macrobloclcs in the picture. If the buffer iulhress is larger than the nominal value,
then the quantizer scale should be set higher than the average, whereas ifthe buffer fullness is smaller than
the nominal, the quantizer scale should be set lower than the average.

[f the quantizer scale is kept constant over a picture, then, for a given number of coding bits, the total mean
square error of the coded picture will tend to be close to the minimum. However, the visual appearance of
most pictures can be improved by varying the quantizer scale over the picture, making it smaller in smooth
areas ofthe picture and larger in busy areas. This technique reduces the visibility of blockinem in smooth
areas at the expense of increased quantization noise in the busy areas where, however, it is masked by the
bridge detail-

Thus a good algorithm for controlling the bitmte within a picture adjusts the quantimr scale depending on
both the calculated buffer fullness and on the local image. content Examples of techniques for rate control
and quantization may be found in [l] {8].

D.6.1.3 Buffer fullness

To give the best visual quality, the encoder should aimed fill the inputbuffer before instructing the decoder
to start decoding.

D.6.2 Motion estimation and compensation

D.5.2.1 Motion compensation

P-pictures use motion compensation to exploit temporal redundancy in the video. Decoders cortstruct a

predicted block of pels from pols in apreviously transmitted picture. Motion within the pictures (eg. a
pan) usually implies that the pels in the previous picture will bein a different position from the pek in the
current block, and the displacement is given by motion vectors encoded in the bitstream. The predicted
block is usually a good estimate of the current block, and it is usually more efficient to transmit the motion
vector plus the difference between the predicted block and the current block, than to transmit a description of
the cturcntblock by itself.

Consider the following typical group of pictures.

PUMA Exhibit 2005
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Figure D23 -— Group of pictures in display order

The J—pictunc, picture 2, is decoded without requiring any motion vectors. The first P-picture, number 5, is
decoded using motion vectors from picture 2. This motion compensation is called forward motion
compensation since it it forward in time. Motion vectors define the motion of a macrohlock, in. the

motion ofa—16x16 bbclc of luminance pels and the associated chrominancc components. Typically, most
meroblocks in a P-picture use motion compensation. Nonwzero motion vectors are transmitted
differentially with reference to the last trammitred motion vector.

The transmitted vectors usually have a precision of halfa pet. The maximum range of the vector is set by
the forwardj parameter in the picture header. Sometimes,if the motion is unusually large, the range may
be doubled and the accuracy reduced to integer pels, by the full_pel_forward_vector bitin the picture header.

Aposio've value of the horizontal or vertical component of the morion vector signifies that the-prediction is
formed from pels in the referenced picture which are spatially to the right or below the pets being predicted.

Not all macroblocts in a P—picture necessarily use motion compensation Some rnacrobloclcs, as defined by
the transmitted macrobloclt type (see table Bib), may be intra-codetl, and these are reconstructed without
motion compensation. Full details defining the method of decoding the vectors and constructing the

_ motion-compensated macroblock are given in 2.4.4.2 ‘

P—picture 8 in figure D23 uses forward motion compensation from picture 5. P-pictures always use
forward motion canpensation from the last unnsmi ttcd l or P—pictune.

B-pictures may use motion compensation from Ihe previots [or P-picture, from the next (in display order) I
or P-picture, or both; i.c-, from the last two transmitde or P-pictures.

Prediction is called forward if reference is made to a picture in the past and called backward if reference is
made- to a picture in the future. For example, B-picnre 3 in figure D23 uses forward motion compensation
from I—picture 2. and backward motion compensation from P—picturc 5. B-picturesrtnay use both forward and
backward motion compensationand average the result. This operation is called interpolative motion
compensation.

All three types of motion compensation are useful, and typically are used in coding B-pictures.
Interpolativemotion compensation has the advantage ofaveraging any noise presan Forward or backward

motion compensation may be more useful near the edges of pictures, or where a foreground object is
passing in front ofa fixed or slow moving background.

 

Note that this techniqre ofcoding with P and B-pictures increases the coding efficiency. B~pictures can
have greater errors of reconstruction than I orP-pictures to conserve coding bits, but since they are not used
as the basis of motion compensation for future pictures, these errors may be tolerated.

0.6.2.2 Motion estimation

Motion compensation in a decoder is straightforwtrd, but motion estimation which includes determining the
best motion vectors and which must he performed by the encoder, presents a formidable computational
challenge.

Various methods are available to the encoder. The more computationally intensive methods tend to give

better results. so there is tradeoff to be made in the encoder: computational power, and hence Wigsxhibit 2005coded ‘d uali '.
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Using a search strategy the encoder attempts to match the peis in a macroblock with those in a previous or
future picture. The vector corresponding [0 the best match is reported after the search is completed.

D.6.2.2.1 Block matching criteria

in seeking a match, the encoder must decide whether to use the decoded past and future pictures as the
reference, or the the original pastand future pictures. For motion estimation, use of the decoded pictures by
the encoder gives the smallest error in the error picture, whereas use of the original pictures gives the most
accurate motion vectors. The choice depends on whether the artifacts of increased noise, or greater spuious
motion arejudged to be the moreohjectionahle. There is usually little or no difference in quality between
the two methods. Note that the decoder does not perform motion estimation. It performs motion
compensated prediction and interpolation using vectors calculated in the encoder and stored in the bitstream.
in motion compensated prediction and interpolalicm, both the encoder and decoder must use Ihedecoded
pictures as the references.

Several matching criteria are avm‘lable. The mean square error of the difference between the motion-
compensated block and the current block is an obvious choice. Another possible criterion is the mean
absolute difference between the motioncompensated block and the curent block.

For half pel shifts, thepel values couldbe interpolated by several methOds. Since the decoder usesa simple
linear interpolation, there is little reason to use a more complex method in the encoder. The linear
interpolation method given in this partof ISO/[EC 11 172 is equivalent to the following. Consider four
peis having values A, B, D and E as shown in figure D24:

A h B
v C

D E

Figure I324 -- Interpolation of haif pel shifts

The value of the horizomally interpolated pel is

n = (A +3) I! 2

where the double division symbol means division with rounding to the nearest integer. Half integer values
are tobe rounded to the next higher value. Thus if A = 4 and E = 9 then b = 6.5 which is rounded up to 7.

The value of the vertically interpolatedpel is

v z (A + D) II 2

The value of the central interpolated pel is

c:(A+B+D+E)l/4

0.6.21.2 Search range

Once a block matching criterion has been selected, some kind of search strategy mustbe adopted. This
must recognize the limitations of the VLC tables used to code the vectors. The maximum range of the

vector depends upon forward_f_code or backward_f_oode. The motion vector ranges are given in table D7.
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Table 0.7 ~- Range of motion vectors

forward—130% 01‘
backward Loode ru11_ 1% full_ i=1

-3 to 7,5 -16t0 15
>16 to 15,5 -32 to 31
42 to 31,5 -54 to 63
-64 to 635 -128 to 127

—128 to 127,5 ~256 to 255
256 [0 255,5 612 to 511
5121135115 +1024t01023

 
l
2
3
4

. 5 _
6

7 _

The range depends on the value offullnpeLfcrwardJector or full_pe]_backward_vector in the picture
header. Thus if all the motion veaors were found to be 15 pols or lea the encoder would usually select
half pel acclnacy and a fonvard_f_cocb or backwarduflcode value of 2.

The search runst be oonstrainedto take place within the boundaries of the decoded reference picture. Motion
vectors Whidl refer to pels outside the picture are not allowed. Any bitsh‘enm which refers to such pels does
not conform to this part of ISOIIEC 11172..

0.62.2.3 2-D search strategy /

There are many possible methods of searching another picture for the best match to a current block, and it
few simple ones will be descnbed.

The simplest search is a full-search. Within the chosen search range all possible displacements are
evaluated using the block matching criterion.

The full search is computationally expensive, and practical encoders may not be able to afford the time
required for a full seach.

A simple modification of the full-search is to search nsing only integer pel displacements. Once the hen
integer match has been found, the eight neighbouring half-integer pel displacements are evaluated, and the
best one selected as illustrated below:

>2: at 4(- 4‘ I.
Y

=r= at =: :9 2: y+1
+ + + y+l,5

* =¥ + if + i 7: y+2
+ + + l+3=5

a: s 2 4 at 3H3

>1: :3 X =l ’1’
x x—tl x+2 , x+3 x+4

 Figure D25 -- Integer pel and half pel displacements

Assume that the position x+2,y+2 gives the best integer displacement matching using the selected block
matching criterion, then the encoder would evaluate the eight positions with half pel displacements marked
by + signs in figure D25. If one of them were a better matdr then it would become the motion vector,
otherwise the motion vector would remain that of the integer displacement x+2,y+2. '

If during the integerpel search, two or more positions have the same block matching value, the encoder can
adopt a consistent tie—breaking rule.

The modified full search algorithm is approximately an order ofmagnitude simpler than the full search.
Using only integer displacements forthe first stage of the search reduces the number of evaluations by a

factor of four. in addition the evaluations are Simpler srnec the pel differences can be calculaigfimflfigfidbit 2005
do not have to be interpolated.
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For some applications even the modified full search may be too time construing, and a faster search method

may be required. One such method is thelogarithrnic search. ‘

D.6.2-2.4 Logarith mic search

in this search method, grids of 9 displacements are examined, and the reach continued based on a smaller
grid centered on lheposition of the'best match. If the grids are reduced in size by afactor of 3 at each step
then the search is maximally efficient in the sense that any integer shift has a unique selection path to it.
This method will find the bestmatch only for a rather limited set of image types. A more robust method is
to reduce the size oi the grids by a smaller factor at each step. e.g. bya factor OD. The scaling factors can
also be adjusted to match the search ranges of table D7.

The method will be illustrated with an example. Consider the set of integer shifts in figure D26:

[*9KNANA'36'N‘

************I*** unaware-xith *************** ****meNs—N***** ****WWW******** ***>—I***i—I***v—~*** %************** *****h********* *************** ***F‘***Hk~¥-*i—l*** assasss-snx-nnnnean *&*****~K>&Ifl-¥-%%*% ****%%%**%**fi>fl>****H*M*H*M%rfl*** ****mmm********
Figure D26 -- Logarithmic search method for integer pel shifts

The first grid has a Spacing of 4 pels. The first step examines 13613 at shifts of D, 4, or -4 pels in each
direction. marked 1 in figure [1.26. The bestpositiori is usedas the center point of the second grid.
Assume it is the pel marked 1 directly to Ihe left of the center pel. The second grid has a spacing of 2pels.
The second step examines pels atshifts oi 0, 2, or —2 pels in each direction from the center of the new grid,
marked 2 in the figure. rlhe best position is used as the center point of the third grid, assumeit is the lower
right pel of the second grid. The third grid hasa spacing of 1 psi. The third step examines peis at shifts of
0, 1, or -i peis in each direction from the center of the grid. The best position is used asthe center point of
the fourth grid. The fourth grid has a spacing of 1/2 pel. The fourth step examines pels at shifts of 0; 1:2,
or —1/2 pclsin each direction from the centerofthe grid using the same method as in the modified full
search. “me best position determines the motion vector.  
Some possible grid spacings for various search ranges are given in table DB.

Table D3 -- Grid spacings for logarithmic searches

RANGE STEPS GRID SPACINGS

+7 5 4     
 

_., 4211/2
$155 8421112
£315 16 84?. 1 1/2  
  

For P—pictures only forward searches are performed. but B-pictnres require both forward and backward
searches. Not all the vectors calculated during the search are necessarily used. In B—pictures either forward
or backward motion compensation might be used instead of interpolated motion compensation, and in both
P and B~pictures the encoder might decide that a block is better codedas intra, in which case no vectors are
committed. ‘

0-6.2.2.5 Telescopic search PUMA Exhibit 2005

Even with the faster methods of the modified full search, or the logarithmic searahpphtsnartlflfiiifihtflePRZO 16-01 135

quite expensive. For example, if Ihe encoder decides to use amaxirnum search range of 'I pelsper picture 92 of 124
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interval, and if there are 4 B—pictures preceding aP-pidnre, then the full search range for the P-picture would
be 35 pels. This large search range may exceed the capabilities of the encoder.

One way ofreducing thesearch range is to use a telescopic search technique. This is best explained by
illustrating with an example. Corisider the group of pictures in figure D27.

[BBBPBBEPBBBP
0123456789101112

Figure D37 -- Example group of pictures in display order

The encoder might proceed using its selected bloak matching criterion and D search strategy. For each P-
picture and thepreceding B-pictures, it first calculates all the forward vectors, then calculates all the
backward Vectors. The first set of pictures consists ofpictures 0 through 4. '

To calculate the complete set of forward vectors, the encoder first calculates all the forward vectors from
pictureO to'picurre 1 using a 2-Dseardr strategy centered on zero displacement. [t next calculates all the
forward vectors from picture 0 topicture 2 using a 2—D search strategy centered on the displacements
calculated for the caresponding block of picture ‘1. It next calculates all the forward vectors from picture 0‘
to picture 3- using a 2—D search strategy centered on the displacements calculated for the corresponding block
of picture 2. Finally, it calculates all the forward vectors from picture 0 to picture 4 using a 2]) search
strategy centered on the displacements calculated for the corresponding block of picture 3.

To calculate the complete set of backward vectors, thecncoder first calculates all the backward vectors from
pictured to picture 3 using a 2-D search strategy centered on zero diSplacernenL [t next calculates all the
backward vectors from pictrnedl to picture 2 using a2-D search Strategy centered on the displacements
calculated for the corresponding block ofpicture 3. Finally, it calculates all the backward vectors from
pictttr'e4 to picture i using a 2-D search strategy centered on the displacements calculated for the
corresponding block of picture 2.

Further methods of motion estimation are given by Netravali md Haskell [1}.

D.6.2.3 Coding of motion vectors

The motion vector of amacrohlork tends tobewcll correlated with the vector of the previous macroblock.
For example, in apan all vectors would be roughly the same. Motion vectors are coded using a DPCM
technique to make use of this correlation.

In P—pictures the motion vector used for DPCM, the prediction vector, is set to zero at the SL311 of each slice
and at eadi intro-coded macroblock. Note that macrobloclzs which are coded as predictive but which have no
motion vector, also set the prediction vector to zero.

In B-pictnres there are two motion vectors, forward and backward. Each vectoris coded relative to the
predicted vector of the same type. Both motion vectors are set to zero at the start of each slice and at each
intro-coded macroblock. Note that predictive marrohlocks which have only a forward vectordo not affect
the value of the predicted backward vector. Similarly, predictive macrohlocks which have only a backward
vector do not atfect the value of the predicted forward vector.

The range of the vectors is set by two parameters. The full_pel_fomard_vector and

full_pel_tackward__vect0r flags in the picture header determine whether the vectors are defined in hall»pe1 or
integer-pol units.

A second parameter. forwardwfmcode or backwardjflcode, is related to the number oi bits appended to the
VLC codes it table DJ).
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Table D9 —- Differential motion code.

00000011 001
00000011011
0000 0011 101
00000011 111
00000100001
00000100 011

00000100 11
0000010101
00000101 11
00000111
0000 10:01
00001011
0000 11

- 0001 1
0011
011
1
010
0010
00010
0000 110
0000 1010
0000 1000
0000 0110
00000101 10
00.00 0101 00
0000 010010
00000100010
0000 0100000
00000011 110
00000011 100
00000011010
00000011 000

 

nnnnn.......awmuouooo-qmmnmml—owmuabmdnuooo
E

 
H ON

Advantage is taken of the fact that the range of displacemert vector values is constrained. Each VLC
represents a pair of difference values. Only one of the pair will yield a motion vector falling within the
permitted range,

The range of the vector is limited to the values shown in table D7. The values obtained by decoding the
differential values must bekept within this range by adding or subtracting amodulus which depends on the
f value as shown in table D.10.

Table D.1(J -- Modulus for motion vectors
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The use of the modulus, which refers only to the numbers in tables D.8 through DJO, will be illustrated
by an example. Assume that a slice has the following vectors, expressed in the units set by the full pel
flag.

3 10 30 30 —]4 —16 27 24

The range is such that an f valueon canbe used. The initial prediction is zero. so the differential valuesare

3720 0—44—2436

The differential values are reduced to the range -32 to +31 by adding or subtracting the modulus 64
corresponding to the ‘forvard_i_code of 2. i

37 20 0 20 —2-21-3-

To create the codeword, (Invd + (sign(mvd)*(fomerd_f-I)) )is divided by forwardmf. The signed quotient of
this division is used to find a variable iength codeword fmm-tabIeDQ. Then the absolute value of the
remainder is used to generate a fixed length code that is concatenated with the variable length code. The
codes generated by this example are shown below:

 

0010 0
0000 1104)
0000 0100 101
1
0000 0101) 101
0111
0000 0100 0110
0011 0

 
D.6.3 Coding l-pictures

 
in coding I-pictures, the encoder has two main decisions to make that are not mandated by this partof
[SO/IEC 11 112. These are: how to divide the picture up into slices, and how to set the quantizer scale.

0.6.3.1 Slices in l-pictures

Division of the picture into slices is deseribed in DE.4.

9.3.3.2 Macroblocks in I-pictures

13.6.3.2.1 Macroblock types in I~pictures

There are two types of macroblock in l-pictures. Both use intra coding. One uses the current quantizer
scale, whereas the other defines anew value for the cprantizerscale. They are identified in the coded
bitstream by the VLC codes given in table 13.11.

Table DJ] -~ Macrohlock type VLC for I-pictures (table B.2a.)

 
The types arereierred to name; in this annex. intro—d is the default type where the quantizer scale is not
changed. Inna—q sets the quantizer scale.

In order to allow for possible future extension to MPEG video, the VLC for intro-q is 01 rather than 0.
Additional types could be addedto this table without interfering with the existing entries. The VLC table is
thus open for future additions, and not closed. A policy of making the coding tables open inmm Efifibit 2005

adopted by in developing this part of ISOflEC ll {72. The advantage of futur ‘ ' n ' g _

worth the slight ending inefficiency. W’ 0;o

85

Apple Exhibit 1009
Page 95 of 124



Apple Exhibit 1009 
Page 96 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

96 of 124

© 180/] ECISO/[E011172-2: 1993 (E)

D.6.3.2.2 Quantizer scale

If the macrobloclt typeis intra—q, then the macrobloclr header contains a five—bit integer which defines the
quantizer scale. This is used by the decoder to (almlate the DCT coefficients from the transmitted quantized
coefficients. A value of 0 is forbidden, so the quantizer scale can have any value between 1 and 31
inclusive.

Note thatalso the quantizer scale is set in a slice header.

If the block type is intra—d, then no quantizer scale is transmitted and the decoder uses the previously set
value. For a discussion on strategies encoders might use to set the quantizer scale, see D.6.1.

Note that the cost of transmitting anew quantizer scale is six bits: one for the extra length of the
macrohlocktype code, and five to define the value. Although this is normally a small fraction of the hits
allocated to coding each mauohlock, the encoder should exercise some restraint and avoid making a large
number of very small Changes.

D.G.3.3 DCT transform

The DCT is illustrated in figure D28.

u, increasing
horizontal frequency

  
y ' v, increasing

vertical frequency

(a) Pals (b) DCTCoefficients

Figure D.28 -- Transformation of peis to coefficients

The pels are shown in raster scan order, whereas the coefficients are arranged in frequency order. The top left
coefficient is the dc term and is proportional to the average value of the componentpei values. The other
coefficients are called ac coefficients, The ac coefficients to the right of the dc coefficient represent
increasing horizontal frequencies, whereas ac coefficients below the dc coefficient represent increasing
vertical frequencies. The remaining ac coefficients contain borh horizontal and vertical frequency
components. Note that an image containing only vertical lines contains only horizontal frequencies.

The coefficient array contains all the information of the pel array and thepel array can beexactly
reconstructed from the coefficient array, exceptfor information lost by the use of finite arithmetic precision.

The two—dimensional DCT is defined as

F(“!") =

7 7

i E 2 f [x,y) cos {rt(2x+l)u/15)cos (rt(2y+1‘ivllfi)
x=0 y=0
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with: u, v, x, y = 0,1, 2, 7
Whene— x, y = spatial coordinates in the pel domain

u, v = coordinates in the transform domain

C(u) = 1l¢2foru=0
(300 = 1f¢2forv=0

= 1 otherwise

This transform is separable, Le. a one-dimensional DCT transform may be applied first in the horizontal
direction and then in the vertical direction. The formuia for the one dimensional transform is:

7

Fr“) =% C01) 2 f(x)cos(rt[2x+l)u116)x=0

1142 for u = o
1 otherwise

Ct“)
ilIi

Fast DCT tramforrns exist, analogous to fast Fourier transfonns. Sec reference [3].

"ihe input pel values have a range from 0 to 255. giving a dynamic range for the dc coefficient from 0 to
2040. The maximum dynamic range for any ac coefficient is about -1 000 to l 000; Note that for P and .
B-pictnres the component pels representdifference values and range irorn —255 to 255. This gives a
maximum dynamic range for any coefficient of about -2 U00 to 2 DO). The encoder may thus represent the
coefficients using 12 bits whose values range from -2 048 to 2 047.

[1.6.3.4 Quantization

Each array of 8 by 8 coefficients produced by the DCT transform operation is quantized to produce an 8 by 8
array of quantized coefficients. Normally the number of non-next) quantized coefficients is quite small, and
this is one of the main reasons why the compression scheme works as well as it does.

The coefficients are quantized with a uniform quantizer. The characteristic of this qumtizer, only forI—
blocks, is shown below:

 

index

Coefficent 

Figure D.29. -- Uniform quantizer characteristics

The value of the coefficientis divided by the quantieer step size and rounded to the nearest wit l= um . .
produce the qtnntized coefficient Half integer values may be rounded up or down without di1& lblt 2005
image quality. However, rounding towards zero tends to give the smallest coquifiemzisBUMefedflRfifld 6-01 135
exampie, witha step size of 16 all coefficients with values between 25 and 40 inclusive would give a 97 of 124
quantized coefficient of 2,
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The quantizer step sizeis derived from the quantization matrix and the quantizer scale. Itcan thus be
different for different coetfidents, and may change between macroblocks. The only exception is the dc
coefficient which is treated differently.

The eye is quite sensitive to large area luminance errors, and so the acrzuracy of coding the dc value is fixed.
The quantizer step size for the dc coefficients'of the luminance and chrominanee components is fired at
eight. The dc quantized coefficient is obtained by dividing the dc coefficient by eight and rounding to the
nearest whole number. This effectiwly quantizes the average dc value to one part in $6 for the
reconstructed pels. '

For example, a dc coefficient of 21 is quantized to a value of 3, independent of the value of the quantizer
scale.

The at: coefficients are quantized using the intra quantization matrix. The quantized coefficient i[u,v] is

produced by quantizing the coefficient c[u,v] for I~blocks. One equation is given by the formula;

i[u,v] = s * clu,v} H (q * mimvl)

where m1u,v] is the correspOnding element of the intra quantization Iratn'x, and q is the quantizer scale. The
quantized coefficient is limited to the range -255 to +255.

The intra quantization matrix might he die default matrix, or it migilt have been downloaded in the sequence
hatter.

[1.6.3.5 Coding of quantized coefficients

The tq) left coefficientin figure 11281) is called the dc coefficient, the remainder are called ac coefficients.
The dc coefficient is correlated with the dc coefficient of the preceduigblock, and advantage is taken ofthis
in coding. The ac coefficients are not well correlated, and are coded independently.

After the dc coeffican of a blockhas been quantized it is coded losslessly bya DPCM technique. Coding
of the luminance blocks within a macrobloclr follows the raster scan order of figure D5, 0 to 3. Thus the
dc value of block 3 becomes the dc predictor for blodr 0 of the following nncrohlock. The dc value of each
chrominance block is coded using the dc value of the corresponding block of the previous macrohlook as a
predidor. At the beginning of each slice, all threedc predictors for Y, Cb and Cr, are set to 1 024 (123*8).  

The differential dc values thus generated are categorized according to their dosolute value as shown in table
D.12.

7 Table 13.12. -- Differential dc size and VLC

DIFFERENTIAL DC SIZE VLC CODE VLC CODE

{absolute value (luminance) (chiomintnce
0
1
2'. to 3
4 to 7
8 to 15
16 to 31
32 to 63
64 to 127
128 to 255

100 00
00 01
01 10
101 110
110 1110
1110 11110
11110 111110
1111 10 1111110
1111110 11111110

  WHU‘MRWNHO
The size is transmitted using aVLC. This VLC is different for luminance and chrominance Since the

statistics are different.

The size defines thenmnber ofadditional bits required to define the level uniquely. Thus a size of 6 is
followed by 6 additional bits. These bits define the level in order, from low to high. Thus the fpithheEghibit 2005

extra bits gives the sign: 0 for negative and 1 for positive. A size of zero requiresxrbqflgditiqnflfifi, IPR2016_01 13 5
The additional codes are givenin table 13.13. 98 of 124
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Table D.13. -- Differential dc additionai code

ADDITIONAL CODE 
 
 

DIFFERENTIAL DC
 

 

  
  
  
  
  

  

 
 

  
  
 
 

 
 

  
  
   
  
  

-255to-128 8 000COC00t001111111
-127 to -64 7 0003000 to 0111111
—63 tD—32 6 DOOOOOto 011111
—31 to—16 5 00000m01111
-15 tD—S 4 0000 to 0111
-7to—4 3 000t0011
3 to -2 2 00le
-1 1 D
0 0
1 1 l
2t03 2 100311
4t07 3 100 to H1
8t015 4 1000to 1111
16m31 5 10000m11111
2m63 6 100000i01111l1

64 to 127 7 1003000 to 111 1111
128m 255 8 10000000t01111111] 

For example, a inminance dc change of 10 would be coded as 1101010. table D.12 shows that the first
threebits 110 indicate that the size is 4. This means that few additional bits are required to define the exact
value The next bit is a 1, and table D.l3 shows that the differential dc value must be somewhere between-
8 and 15 inclusive The last three bits, 010, show that the exact value is 10.

The decoder reconstructs dc quantized coefficients by following the inverse procedure.  
The ac quantized coefficients are coded using a mnlength and level technique. The quantized coefficients a’e
first scannedin the zigzag order shown in figure 13.30.

Increasing Horizontal Frequency

  
increasing . _

Vertical 22 35 38 48 El :7 so 62
Fre uen

q CY 36 37 49 50 EB 59 63 64

Figure D30. -- Quantized coefficient block in zigmg Scan order

The scanning order starts at 1-, passes through 2, 3 etc in order, eventually reaching 64 in the bottom right
corner. The length of a run is the number ofzero quantized coefficients skipped ever. For example, the
quantized coefficients in figure 13.31 produce the list of run lengths and levels in table D.14.
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1 Cr 0 0 0 0 0 O G

2 “3 U 0 0 9 O O 0

4 —5 0 O 0 D 0 O 0
l O 0 l3 0 0 ‘3 0 0 0
0 O 0 O 0 D 0 0 O

0 0 0 O 0 D 0 0 0
0 O O O 0 D O 0 0
0 0 0 O 0 D 0 O 0

Figure D31. -- Example quantized coefficients

Table D.14. -- Example rim lengths and levels

 
The scan Starts at position 2 since the top left quandzcd ocefficicnt is coded separately as the dc quantized
coefficient.

Using a zig zag scan rather Lhan a rater scan is more efficient as it gives fewer runs and can be coded with
shorter VLC Codes.

The list of run lengths and levels is coded using table D.15 Not all possible combinations of run length
and level are in Ihese tables, only the more common ones. For combinations not in the tables, an escape
sequence is used. In table D.1S, {he last hit '3' denotes the sign of the level; 0 means a pOsitive level and 1
means anegative level. The escape code is used followed by the run length derived from table D15 and then
ihe level from table. D.1'.'. '
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Table D.15. -- Combination codes [01'

OCT quantized coefficients. 3 = 0 for

positive level, 8 = l for negative level

E013 10

----HH-H~HHHHooooooocococooaoocooooooooocoocoooocqoooo
ls IF istCDEFF
11: NOT lit COEFF
0100 s
0010 15
0000 1105
0010 0110 s
0010 0001 S

0000 0010 108
0000 0001 1101 s
0000 0001 ICDO s
0000 0001 0011 s
0000 0001 01D!) 5
0000 0000 1101 05
0000 0000 1100 15
0000 0000 1100 05
0000 0000 1011 15
0000 0000 0111 115
0000 0000 0111 105
0000 0000 0111015
0000 0000 0111 005
0000 0000 0110 115
0000 0000 0110 105
0000 0000 0110 015
0060 0000 0110 005
0000 0000 0101 115
0000 0000 0101 105
0000 0000 0101015
0000 0000 0101 005:
0000 0000 0100 115
0000 0000 0100 10S
0000 0000 0100 015
0000 0000 0100 005
0000 0000 0011 0008
0000 0000 0010 1115
0000 0000 0010 1105
0000 0000 0010 1013
9000 0000 0010 1005
0000 0000 0010 0118
0000 0000 0010 0105
0000 0000 0010 0015
9000 0000 0010 000$
0113
0001 10:
0010 0101 s
0000 0011 00;
0000 0001 1011 s
0000 0000 1011 05
0000 0000 1010 ls
0000 0000 0011 1113
0000 0000 0011 1105
0000 0000 0011 1015
0000 0000 0011 INS
00000000 00110115
0000 0000 0011 0105
0000 0000 0011 0015
0000 0000 000100115
0000 0000 0001 00105
0000 0000 0001 00015
0000 0000 0001 012005
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1
2
3.
4
5
1
2
3
4
I
2
3
1
2
3
1
2
3
1
2
1
2
1
2
1
2
l
2
1
2
1
2
1
2
1
2
1
2
1
1
1
1
1
1
l
l
l
1
1
1
1
1
1

0101 s
0000 1003
0000 0010 11;
0000 0001 0100 s
6000 0000 1010 0s
0011 ls
([110 0100 s
(1)00 0001 1100 3
(D00 0000 1001 Is
([311 05
0000 0011 11:
0000 0001 0010 s
0001 115
0000 0010 015
0000 0000 1001 05
0001 015
0000 0001 1110 s
0000 0000 0001 0100;
0001 005 -
0000 0001 0101 5
0000 1113
0000 0001 0001 s
0000 1015
0300 (1000 1000 Is

0310 0111 s
; 0000 0000 1000 Us

0310 0011 s
‘ 0900 0000 0091 1010s

0010 0010 s
E 0900 0000 «3001 1001:

0010 @000 s
0000 0000 0001 1000s
0000 11011 105
0000 9000 000101113
0000 0011 013
0000 (1000 0001 0110:
0000 0010 005
000 0000 0001 0101s
0000 0001 1111 s
0000 0001 1010 s
0000 C001 1001 r:
0000 C001 0111 B
0000 {2001 0110 s
0000 (1000 1111 15
0000 {1000 1111 05
0000 0000 1110 Is
0000 C000 1110 08
0000 0000 3101 ls
0000 0000 0001 11.118
0000 0000 0001 11105
0000 0000 0001 1101:;
0000 0000 0001 11005
0000 0000 0001 1011:
0000 01
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_Table 0.16. — Zero run length codes

 
10000000 0000 0010 

  
  
 

1000 GOOD-01111111
1000 0000 1000 0000
1000 0001

' 10000010

  
  
  

  
  

  
  

  

1111 1110
1111 1111
FORBiDDEV
(1)00 0001
(3000 0010

0111 1110
0111 1111
(110000001000 0000
(D00 00001000 0001

000) 000011111110
0003 000011111111

Using tables D.15 through DJ? we can derive the VLC codes for 1116 example of table 13.14:

Table D.18. -- Example run lengths, values, and VLC codes

 
    

  
  

  
 

0001100
0000 1100
0010 11
0000 0100 0011 1111 1011
110
0000 01001110 (1)00 00001000 0010
10

The firstIhIee codes in table D.18 are derived directly from table D.15. The next code is derived indirectly
since table D.15 does not contain an entry corresponding to a run length of 3 and alevel of5. Instead the
escape code 000001 is used. This is followed by the six-hit code 000011 from table D.16 indicating arm
length of 3. Lastly the eight—bit code from table 13.17 (11111011 - indicating a level of -5)is appended

After the 1331 CoeffiCient 1135136611 COdBd, an E08 code is used to inform the decoder that Ihere arena more

quantized qJefficients in the current 8 by 8 block. This EOB code is used even if the Lastquantizcd

coeffictent Is at the bottom right of the block. PUP I 5 EXhibit 2005
There are two codes for the 0,1 run length, level combination, m indicated in NEW-11111011011101: IPR20 1 6'01 13 5
coding alwayshas the first cpantized coefficient the dc quantized coefficient, coded using the dc size methodloz of 124
Consequently intrablocks always use the code 1 Is to denote a run length, level combination of0,1. It will
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be seen Iaterthat predictivcly ccded blocks code the dc quantized coefficient differently, andmay use the
shorter code.

D.6.4 Coding P-pictures

As in I—pictnres, each P-pictureis divided up into one or more slices, which are, in mm, divided into
macroblocks. Coding is more complex than for I-pictures, since motion—compensated macroblocks maybe
constmcted. The difference between the motion compensated macroblock and the current macroblock is
transformed with a two-dimensional DCT‘ giving an array of B by 8 unmform coefficients. Tire coefficients
are quantized to produce aser of quantized coefficients. The quantized coefficients are then encoded usinga
rim-length value: technique.

As in I-pictures, the encoder needs to store the decoded P—picture since this maybe usedasthe starting point
for motion compensation. Therefore. the enmder will reconstruct the image from the quantized coefficients.

In coding P-pictuies. the encoder has more decisions to make than in the case of I-pictures. These decisions
are: how to divide the picture up into slices, determine thebest motion vectors to use, decide whether to

code each macroblock as intra or predicted, and how to set the quantizer scale.

 

0.6.4.1 Slices. in P-pictures

P—pictures are divided into slices in the same way as [—pictures. The same considerations as to the best
method of dividing a picture into slices apply, see D.5.4.

0.6.4.2 Maoroblocks in F—pictures

Slices are divided into macrobiocks. in the same way as for I—pictutes. The major difference is the
complexity introduced by motion compensation.

 
The macrobloclc header may contain stuffing, The position of the macrobioolr is determined by the
macrohlock address. Whereas Ihemacroblock address increment within a slice for l—pictttres is restricted to
one, it may be larger for P-pictnres. Any macrobloclrs thus skipped over are called "skipped macrobloclrs".
The decoder copies them from the previous picture into the currentpicture. Skippcd macroblocks are as
predicted macrobloclcs with a zero motion vector for which no additional correction is available. They
require very few bits to transmit.

The next field in the macroblock reader defines the macrohlock type.

13.6.4.2.1 Macrobiock types in P-pictures

There are eight types pf macroblock in P—pictures:

Table 9.19 -- Macrobiock type VLC for P-pictures (table B.2b)

. MOTIW CODED QUANT‘
FORWARD PATTERN

1 l

  
 

Not all possible combinations of motion compensation, coding, quantization, and intra coding oocnr. For
example, with intracoded macrobloclts, inun—d and intra-q, motion vectors are not transmitted.

Skipped macroblocks have no VLC Code. Instead they are coded by having the macroblock aRyMA EXhibit 2005
increment code skip over them. Apple V. PUMA, IPR2016-01 13 5
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D.6.4.2.2 Quantizar scale

If the macrobloclc type is prod—met}, pred-cq or intro-q, i.e. if the QUANT column in table D.l9 has a 1,
then aqnantizer scale is nansmilted . If 1he macrohlock typesare prod—Inc, pred—e or intra—d, then the DCT
correctim is coded using the previously established value for the quantizer scale. -

D.6.4.2.3 Motion vectors

1f the macroblock type is pied-111, prod-Inc 0r pred—tnq, ie. if Ihe MOTION FORWARD column in table
D.19 has a l, lhen horizontal and vertical forward motion vectors are transmitted in succession.

0.6.4.2.4 Coded block pattern

1f the macrohlocl: type is prod-c, pred-mc, pred—cq or prod-mot], i.e. if the CODE!) PATTERN column in
table D19 has a 1, then a coded block pattern is mosmitted. This informs the decoder which of the six
blocks in the macroblock are coded1 i.e. have IransmittedDCT quantized coefficients, and which are not
coded! i.c. have no additional correction after motim compensation, '

The coded blockpatta‘n is 0. number from Q to 63 that indicates which of the Blocks are coded, i.e. have at
least one transmitted coefficient, and which are not coded. To understand the structure ofthe coded block

patlern, we refer to figure 13.5 and introduce the variables PN to indicate the status of each ofthe six blocks.
If block N is coded then PN has the value one, if itis not coded then PN is zero. The coded block pattern is
defined by the equation:

CEP = 32*P0 + 16*P1 + 3*?2 + 4*P3 + 2*P4 + P5

This is equivalent to the definition given in 24.3.6.

For example, if the top twolurninance blocks and the Cb block are coded, and the other three are not, than
P0 =1, P1 =1, P2 = 0, P3 = 0, P4: 1, and P5 = O. The codedblock pattern is:

CBP= 32*1 + 1641+ 8*0+4*0+ 2*1 +0: 50

Certain patterns are more common than others. Advantage is taken of this fact to increase the coding
efficiency and transmit'a VLC representing the coded block pattern, rather than the coded block pattern
itself. The VLC code; are given in table D20.

Table DJ!) -- VLC table for cndcd block pattern

VLC CODE

0010 111 0301 0010
0010 110 0001 0001
0010 101 0001 0000
0010 100 0000 1111
0010 011 0000 1110
0010 010 0000 1101
0010 001 0000 1100
0010 000 0300 1011
0001 1111 0300 1010
0001 1110 0300 1001
0001 1101 0300 1000
0001 1100 0300 0111

0001 1011 0300 0110
0001 1010 0300 0101
0001 1001 0000 0100
0001 1000 0300 0011 1

. 0001 0111 0000 (011 0
0011 11 0001 0110 0000 00101
0111 10 0001 0101 _ 0300 c010 0 . .

£011 01 0001 0100 0300 0001 1PU Exhlblt 2005

001100 00010011 _ t \QOBUNIA PR2016-01135
104 of 124
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Thus the codedbloclz pattern of the previous example, 50, would he represented by the code "000101 10".

Note that more is no code representing the state in which none of the blocks are coded, a mdedbloclr pattern
equal to zero. Instead, this State is indicamdby the macroblock type.

For macrobloclzs in l»pictures, and for intra coded macroblocks in Pand B»picturcs, the coded block pattern
is not transmitted, but is assumed to have a value of 63, ie. all the blocks in the macroblock are coded.

The use of coded block patterns instead of transmitting end of block codes for all blocks follows the practice
in CCI'IT Recommendation H261.

0.6.4.3 Selection of macroblock type

An encoder has the diflicnlt task of droosing between the different types of macroblocks.

An exhaustive method is to try coding a macroblock to the same degree of accuracy using each type: then
choose the type that requires the least nrmrber of coding bits.

A simpler method, and one that is computationally less expensive, is to make a series of decisions. One
way to order these decisions is:

1: motion compensation or no motion compensation, to is a motion vector transmitted or
is it assumed to be zero

2: intra or non inlra coding, i.e. is the macroblock type intra or is it predicted using the
motion vector found in step 1.

3 if the macroblock type is non-intra, is it coded or not coded, Le. is the residual error large
enough to becoded using IheDCT transform
decide if the quantizer scale is satisfactory or should be changed.:3?

These decisiOnsare summarized in figure D32.

0 Pred—
oded ' moq

No C out Pred—mc
Non—Intro

Not coded Prod—mU

0 ant Intra
Intro I 41

No i not Irma—d

Be in

g Cod d uant ' h at —cq
E No 0 out I. -

Non—Intro _
N01 coded Ski - (1

LI l1

0 intro
Intro ant _q

LI Qt l ‘ I —d

Figure D32 — Selection of macroblock types in P-pictures

The four decision steps are discussed in the next four clauses

D.6.4.3.1 Motion compensation decision

The encoder has an option whether to transmit morion vector; or not for predictive-coded macroblocks. If
the motion vector is zero lhen some code may he saved by nottransmitting the motion vectors. Thus one

algorithm is to search for thebest match and compare the error of the predicted block with [ha ' ‘iLithhibit 2005
a zero vecton If the motion-compensated block is only slightly better than the no mpegéiteab oc W16 01 135
the selected block matching criterion, then the zero vec-torrnight he used to sa 12:9 rg- . a 105' f 124o
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An algorithm used in the development of both CCI'IT Recommendation F-261 and this part of lSO/IEC
11172 was as follows.

The block—matching criterion is the sum of absolute differences of all the luminance pa]: in amacroblock,
when compared with the motion-compensated macroblock. If the sum is M for the motion-compensated
block, and Z for the zero vector, then the decision of whether to make use of the motion vector is defined by
Figure D33.

 

  
Figure 13.33 -- Characteristic MC/No MC

Points on the line dividing the No MC (no motion compensation, i.e. zero vector), from the MC (motion
compensation) regions, are regarded as belonging to the no motion compensation region.

it can be seen that if the error is sufficiently low, then no motion compensation should he used. Thus a
way to speed up the decision is to examine the zero vector first and decide if it is good enough.

The foregoing algorithm was designed for telecommnications sequences in which the camera was fixed, and
in which any movement of the background caused by the ‘drag along effect" of nearby moving objects was
very objectionable. Great care wastalten to reduce this spuriotn motion, and this accounts for the curious
shape of the boundary between the two regions in figure D33.

D-5.4.3.2 Intrainon—intra coding decision

After the encoder has determined the best motion vector, it is in a position to decide whether to use it, or
disregard it entirely and code the macroblock as intra. The obvious way to do this is to code the block as
intra, and compare the total number of bits required when coded as motion compensated plus correction with
the same quantizer scale. The method using the fewest bits may be used.

This may he too computationally expensive for the encoder to do, and afaster algorithm may he required
One such algorithm, used in the simulation model during the development of this part of ISO/[EC 11172,
was tnsed on the varianre of the lumimnce component of the macroblodc. The variance of the current

macrobioclt and of the difference macroblocl: (current — motion—compmytted previous} is compared. It is
calculated using the method represented by Lhe following C program fragment. Note that in calculating the
variance of the difference meiotiock, the average value is assumed to be zero.
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int oeipflofllfi]; f* Pel values in the Previous macroblock after motion compensation */
int pelc[16][16]; fi“ Pel values in the Currentmacro‘olock */

long .dif; 1* Difference between two pel values *I
long sum; /* Sum of the current pel values *I
long vard; !* Variance of the Difference macroblock *1.
long varc; {*Vanance of the Curremmacroblock */
int x,)‘; /* coordinates *1

sum = 0;
vard = 0;
varc = 0;

for (y20;y<16;y++) {
for (1:0;x<16;x++) {

sum: sum + pe1c[y][x};
varc: van: + (pele[y}[xl*pelc[y][xl);

dif = pelcm [x] — pelp [yl EX];
vardw vard + (dif‘tiit);

}
}
varrl =vzrd/256; i’* assumes mean is close to zero *!

varc :( vain/256) - ( (sum/256)*(sum1256) );

The decision as to whedier to code as intra or non intra is then based on figure D34.

  
Figure D.34 -- Characteristic intra/non—intra

Points on the line dividing the non-intra from the intra regions, are regarded {E belonging to the non-intro
region.

D.6.4_.3.3 Codedlnot coded decision

The choice of coded or not coded 's a result of quantization; when all coefficients are zero then a block is not
coded. A macroblock is not coded ifno block in it is coded, else itis coded.

0.6.4.3.! Ouanlizerlno quantizer decision

Generally the quantizer scale is changed based on local scene content to improve the picture quality, and on
the buffer fullness of the model decoder to prevent overflow and underflow.

D.6.4.4 DCT transform

COefficients of intra blocks are transformed into quantized coefficients in the me way that they were for
into! blocks '11 I—pictures. Prediction of the dc coefficient differs, however. The dc predicted values are all

set to I 094 {123*8) for inn‘ablocks in P and B-pictures, unless the previous block was intralgtfjifigi.A EXhibit 2005

Coefficientsof non-intra blocks are coded in a similar way. The main diffetekpledm Mficm 1 6-01 135
be transformed represent differences between pet values rather than the pol values themsdves. The 107 of 124
differences are obtained by subtracting the motion-compensated pe] values from the previous picture from
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the pel values in the current macroblodc. Since the coding is of differences, there is no spatial prediction of
the dc term.

D.6.4.5 Quantization of P-pictures

Inna macroblocks in Pand B—pictures arequantized using the same method as described for I~picurres

Non—infra macroblocks in P and B—pictures are quantized using the quantizer scale and the non-intro
quantization matrix. Both dc and the ac coefficients are quantized the same way,

The following quantization formula was derived by inverting the reconstruction formula given in 2.43.42.
Note that the divisor indicates truncation towards EBI'O.

int ooefforig; I" original coefficient *f
int coeffqant; /* quantized coefficient */
int coeffrec; * recommeled coefficient *1
int niqmtrix; l" non-intra quantimtion matrix *i'
intquantscale‘. /* quantizer scale *I

coeffqant = (8 * coefforig) l(quantscale * niqmatrix];

The process is illustrated below:

niqmatrix 16 16 16 16 16
quantsmle 10 10 10 10 10
coefforig 49—20 -19~19 2039 40—69 60~79
coeffqant —1 0 1 2 3 '
coefifrec 419 0 29 49 69

The last line shows the reconsnucted coefficient values. The following diagram shows the characteristics of
this quantiw. The flat spot around zero gives this type of quantizer its name: adead—zone quantizer.

 
 

Quantized Coeff

Coefiicent

Figure DJS -- Dead zone quantizer characteristic

05.4.6 Coding oi quantized coefficients

D.6.4.6.1 Coding of inira blocks

Intra blocks in P—pietnres are coded the same way as intra blocks in Lpictures. The only differBIdMBs Exhibit 2005

the pmdiotion of the dc coefficienL The dc predicted value is 128, unless Mmm016_01 13 5
m 108 of124
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0-6.4.62 Coding of non—intro blocks

The coded block pattern is transmitted indicating which blocks have coefficient data. These are coded in a

similar way to the coding of intra blocks except that the dc coefficient is coded in the same way as the accoetficients. -

D.6-.5 Coding B-pictures

As in I and P—pictures, each B—picture is divided up into one or more slices, which are, in mm, divided into

macrobloclts. Coding ismore complex than for P—pictures, since several types ofmotion compensated
macrobloclt my be constmcted: forward, taclmard, and interpolated. The difference between the motion-

mmpensated mmbloci: and the current macroblock is transformed with a two-dimensional DCT giving an
may of 8 by 3 transform coefficients. The coefficients arequantized to produce a set of quantized
CDefficients. The quantized coefficients are then encoded using a run-length value technique.

The encoder does not need to store the decoded B-pictnres since they will notbe used for motion
compensation.

In aiding lit-pictures, the. encoder has more decisions to make than in the case of P—pictntt‘s. These
decisions are: how to divide the picture up into slices, determine the best motion vectors to use, decide
whether to use forward or backward or interpolated motion compensation or to code as ultra, and how to mt
the quantizer scale.

0.6.5.1 Slices in B—p-ictures

B—picthres aredivided into slices in the same way as I and P—pictui‘es. Since B-pictures are not used as a
reference for motion compensation, enors in B-pictures are slightly less imponant than in I or P—pictures.
Consequently, itmight be appropriate to use fewer slices for B-pictures.

D.6.5.2 Macroblocks in B-pictunes

SIices are divided into macrohlocks in the same way as for I—pictures.

The mactohlock header may contain stuffing. The position of the macroblocit is determined by the
macroblock address. Whereas the macroblock address increment withina slice for I-pictures is reshicted to
one, itmay belarger for B-pictures Any macroblcclcs thus skipped over are called "skipped macroblocks".
Stripped mmblocks in B-pictures differ from skipped macroblocks in P—picnnes. Whereas in Pwpictures
skipped macrobloclts have a motion vector equal to zero, in B—pictures skipped macroblocks have the same
motion vectorand the same macroblock type as the previous macrobch which cannot be intra coded. As
there is no additional DCT correction, they require very few hits to transmit.

The next field in the macroblmk header defines themacroblook type.  
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D.6.5.2.1 Macroblock types in B-pictures

There are 12 types of macrobloclc in Bmpictures:

Table D.21 -- Macroblock type VLC for B-pictures (tahle Bld)

TYPE VLC INTRA MOTION MOTIONFORWARD BACKWARD PATTERN

pied-i 10 1 o

   
  

 HOOOHOGGGDQ QQHHQHHQOH GHOHQGGb—IHD—IH Qr—Ib—li—J¢‘—'¢|—lcm HHHHCGOOQQ¢ 
Compared with P—pictnres, there are extra types due to the introduction of the backward modon vector. If
only a forward motion vector is present, then the motion compensated—uncroblock is constructed from a
previous picture, as in P-pictmes. If onlya backward motion vector ispresent, [hen the motion—
connpensated macroblock is constructed from a future picture. Ifboth forward and backward motion vectors
are present, then motion-compensated macroblocks are constructed from both previous and iuturepictunes,
and the result is averaged to form the "interpolated‘ motion—compensated macrohlock.

0.6.5.212 Quantizer scale

It" the macrobloclt type is pred-icq, pred—fcq, pred-bcq, or intra-q. i.e. if the QUANT column in tableD.Zl
base 1, then aquantizer scale is transmitted. For the remaining-macroblock types, the DCT correction is
coded using the previously established Value for the cpantizer scale.

0.6.5.2.3 Motion .vectors

If the MOTION FORWARD column in table 1121 has a 1, then horizontal and vertical forward motion
vectors are transmitted in succession. If the MOTION BACKWARD column in table DZ] has a 1, then
horizontal and vertical backward motion vectors are transmitted in succession. ifboth typesare present than
four component vectors are transmitted in the following order:

horizontal forward
vertical forward
horizontal backward
vertical {awkward

0.6.5.2.4 Coded block pattern

1f the CODED PA'ITERN column in table D21 has a 1, then acoded block pattern is transmitted. This
informs the decoder which of die six blocks in the macroblock are coded, is. have transmitted DCT
quantized coefficients, and which are not coded, i.e. have no additional mrrection after motion
compensation.

D.6.5.3 Selection of macroblock type

The encoder has more types of macroblock to choose from in B-pictures. than in P-pictures, and
consequently its job is a little harder.

For the simulation model used during development of this part of ISOHEC 11172, the followmmfigxhibit 2005
decision algorithm was used
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]: motion compensation mode, ie. is {onward or backward or mtezpolative motion
compensation best? What; ofrthe vector values? .

2: intra or non intta coding, i.e. is the macrohlock type intro or is it motion compensated
using mode and the vectors found in step 1‘?
if the macroblock type is non-intra is it coded or not coded, to is the residual error large
enough to becoch using the DCT transform.

4: decicb if the quantizer scale is satisfactory or shouldbe changed,

to -.

These decisions are summarized in the following diagram:

Forward MG
A

Begin Backward MC A

lntetpolated MC A
 

Quant Prod-*cqCoded

 
  

 
 

Non~lntra

Pred-* or Skipped

No Quant

'=i,f, orb

Figure D36 -- Selection of macroblock type in B-pictures  
The four decision stepsare discussed in the next four clauses.

D.6.5.3.t Selecting motion—compensation mode

An encoder should attempt to code E-picturcs using skipped macroblocks if possible. This suggests that
the encoder should first examine the case where the motion compensation is the same as for the previous
macroblock. If the previous macroblock was non-intra, and if the motion-compensated block is good
enough, there willbe no additional DCT correction required and the block canbé coded as ddpped.

Ifthe macroblock cannot be coded as skipped, then the following procedure may be followed.

For the simulation model, the selection ofa motion compensation mode for a macroblock was based on the
minimization of acost function. The costfuoction was the MSE of the luminance difference between the

motion-compensated macroblock and the current macroblock. The encoder caICulated the best motion-

cornpensated macroblock for toward motion compensation. [t then caloilated the best motion-compensated
mactohlock forbackward motion compensation by a similar method. Finally it averaged the two motion-
compensated macrohlocks to produce the interpolated uncrohlock. It then selected the one that had the
smallest mean square difference between it and the current macroblodc. In the event of a tie, interpolative
mode was chosen.
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0.6.5.32 Intralnonu-intra coding decision

Based on the smallest MSE, a decision is made behvcen the best ofthe three possible prediction modes and
the intra mode. The calculation is similar to that of P—pictures. The variances of the difference maaoblock,
said and ofthe currentrnacroblock, varc, are calculated.

In the simulation model the final decision was based on simply the macroblock type with the smallest
variance. If the two variances were equal.non-intra coding was chosen.

0.6.5.3.3 Codedlnot—coded decision

The choice of coded or not coded is a result of quantization, when all coefficients are zero then a block is not
coded. A macroblock is not coded if no block in it is coded, else itis coded.

0.6.5.4 DCT transform

Coefficients ofblacks are transformed into quantized coeffician in the same way that they are for blocks in
P-pictures.

0.6.5.5 Quantization ol B-pictures

Blocks in B-pictures are quantized in the same way as for P-pictnrcs.

0.6.5.6 Coding quantized coefficients

Blocks in B-pictutes are coded the same way asblocks in P-pictttres.

0.5.6 Coding D-plctures

D pictures contain only low frequency information They are intended to be used for fast visible search
modes. It is intended that the low frequency information they contain is sufficient for the user to locate the
desired video.

D pictures are coded as the dc coefficients ofblocks. There is a bit umsmitted for the macroblock type,
although only one marroblock type exists In addition there is a bit denoting end of macroblock.

9.5.7 Coding at lower picture rates

This part ofISO/IEC 11172 does not allow pictures to be dropped at the encoder. This differs from the case
of CCITT Recommendation H261 [5] Where temporal sub-sampling may be done by omitting coded
pictures from the sequence. This part of ISO/[EC 11172 requires that all source pictures must be encoded
and that coded pictures must be inserted into the bitstream nominally at the rate defined by the
pictureurale field in the sequence header.

Despite this requirement it is possible for encoders to operate at a lower effective picture rate than the one
defined in the sequence header by using P-pictures or B—pictures that oonsisr entirely of macrohlocks that are
copied from a neighbouring reference picture with no DCT information. This creates a flexible method of
temporal sub—sampling and picture repetition that may be implemented in the encoder by inserting a defined
block of data. For example, to encode at an effective rate of 12,5 Hz in a 25 Hz bitstrcam, alternate pictures
canbecqiied from the preceding picture by inserting the block of data in table D22.
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Table 1122 -- Example of the coded data elements needed to generate

Value bits

repeated pictures

Mnemonic
Len {h bits)mm

00000000 0000 0000
0000 0001 00000000
XXIX xxxx xx

010
KXKX xxxx xxx: XXXX

0
001
0000000
00000000 0000 0000
000000010000 0001

0000 1
l
001
0
0

00000001 000 (x 11)
00000011001
001

picturc_smrt_d)dc

temporachfcrcnoe
picurrewmdinLtypc
vbv_dclay
tirleeLjomzndpode
forward__f_oode

stuffing
slicc_dart_cod.3

qrantizer_3calc
macroblock_addrcss_incrcmcnt

macroblcek_type

modonfilnrizonraljorwardjode
modonhverficalwmrwardfiode

macroblockficscapc (x11)
marroblock_address_incremcnt

mau’oblock_type

 

 

motionjnrizontal_torward_codc
motlon_vcrtical_tonvard_codc
stuffin

 
DJ Decoding MPEG video

D.7.1 Decoding a sequence

D.7.1.1 Decoding for forward playback  
At the beginning of a sequence, the decoder will decode the sequence header including the wqucncc 5
parameters: If a parameter exceeds the capability of the decoder, then the decoder should report this. If the
decoder determines that itcan decode the bitstrcam, then it will set up its parameters to match those defined
in the sequence headcr. This will include the horizontal and vertical resolutions and aspect ratio, the bit
rate, and the quantization matrices.

Next the cbcoder will decode 1h: group ofpictures header, including the closed_gop and brokerLlinlc
infonnation,and take any appropriate action. It will decode the first picture header in the group of pictures
and read the vbv_delay field. If the decoder uses the vbv_delay information to start—up docoding rather than
the information in the system stream (ISOIIEC 111724) then it must delay displaying pictures until after a
time determined by the vbvudclay inlonnation and a knowledge ofthe decoders architecture.

If the closed-grip flag is 0. indicating that the group is open, and the brokcnhlink flag is 1, then any B-
pictures preceding (in display order) the first i-plclnre in the group cannot be decoded. The decoder may
adopt one of several strategies. It may display the first l-pictnre during the time that the undccodahlc B- _
pictures would be displayed. This strategy maintains audio synchronization and buffer fullness However it
is likely that the broken link has occnrcd became of post codingr editing, in which case audio may be
discontinuous. An altemative strategy mightbe to discard the B-plctures entirely, and delay decoding the [—
picture until the larder fullness is within limits.

prlaylrack begins from arandom point in the hitstream, the decoder shomd discard all the hits until it finds _ _
a sequence start code, a group of pictures start code, ora picture start code which introduces Wmlblt 2005
The slices and macrobloclrs in the pictmc are decoded and written into a displa @0me mo16-01 135
another buffer. The decoded pichrresrrmy bepost processed and displayed in die order defined by the 1 13 of 1 24
temporal reference at the picture rue defined in the sequence header.
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Subsequent pictures are processed at the appropriate times to avoid buffer overflow and undertlow.

0.7.1.2 Decoding for fast— playback

Fast forward can be supported by D pictures. It can also he supported by anappropriate spacing of 1-
pictures in a sequence. For example, if I-pictures were spaced regularly every lD‘picurres, then a decoder
mightbe able to playback the sequence at 10 times the normal speed by decoding and displaying only the 1-
pictures. This simple concept places considerable burdens on the media and the decoder. The mediamust
be capable of speeding up and delivering 10 times the data rate, the decoder must be capable of accepting
this higher data rate and decoding the l-pictares. Since l—pictures typically require significantly more bits to
code than F or B-pictures, the decoder will have to decode significantly more than 10% ofthe data, even if it
can search forpicture start codes and discard the data for P and vaictures.

For example, a sequence might be coded as follows:

IBPBPBPBPBIBPBPBPBPBI...

Assume that the average code size per picture is C, that each B-picture requires 0,3C, that each P-picture
requires 1,5C, and that each I-picture requires 2,512, then the I—pictures require 25% of the code for their 10%
of the display time.

Another way to achieve fast forward in a constant bit rate application, is for the media itself to sort out the
l—pictures and transmit them. This would allow the data rate to remain connant. Since this selection
process can be made to produce a valid IS OIIEC 11172~2 bitsmam, the decoder should beahle to decode it.
If every [—pictnre of the preceding example were selected, then one I-picture would be transmitted every 2.5
picture periods, and the speed up rate would be I'D/2,5 == 4 times. The decoder might be able to display the
l—picturts at exactly 2,5 periods, or it mightalteruate displays at 2 and 3 periods.

If alternate I—pictures of the preceding example were selected, then one [—pictttre would again be transmitted
every 2,5 picture periods, but the speed up rate would be 20/2,5 2 8 times

if one in N l—pictnrcs of thepreceding example were selected, then the speed up rate would he ION/25 = 4N
times

[3.7.1.3 Decoding for pause and step modes

Decoding for pause requires the demder to be able to control the incoming bitstream, and display adecoded
picture without decoding any additional pictures. It the decoder has full control over the bitstream, then it
can be stopped for pause and resumed when playback resumes. If the decoder has less control, as in the case
of a CD ROM, then there may be adelay before playback can be resumed.

0.7.1.4 Decoding for reverse playback

To decode a bitstream and playback in reverse, the decoder must decode each group of pictures in the forward
direction, store the decoded pictures, then display them in reverse order. This places severe storage
requirements on the decoder in addition to any problems in gaining access to the coded bitsttearn in the
correct order.

To reduce decoder memory requirements, groups of pictures should be small. There is no mechanism in the
syntax for the encoder to state what the decoder requirements are in order to playback in reverse.

The amount of display buffer storage may be reduced by reordering the pictures, either by having the storage
unit read and transmittheminanother order. or by reordering the coded pictures in a decoder buffer. To
illustrate the savings, consider the following typical group of pictures:
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B B I B B P B B P B B P pictures in display order
0 1 2 3 4 5 6 7 S 9 10 ll temporal reference

1 B B P B a P B B P B B pictures incodetl order
2 O 1 5 3 4 8 6 7 11 9 10 temporal reference

1 P P P B B B B B B B 13 pictures in new order
2 5 8 11 1 0 9 7 6 4 3 1 Ci temporal reference

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them in the reverse of the normal
display order. Since the B—pictures are not decoded until they are ready to be diaplayed, the diSplay buffer
storage is minimized. The first two B—picrures, 0 and 1, would remain stored in the input buffer until the
last P—pictnre in the previous group ofpictures is decoded '

 

0.8 Fest processing

0-8.1 Editing

Editing of a video sequence is best performed before compression, but situations arise where only the coded
bitstream is available One possible method w0uld be to decode the hintrearn, perform the required editing,
and recode the bitstream. This usually leads to a loss in video quality, and it is better, if pessible, to edit
the coded bitstrearn itself.

Although editing may take several forms, the following discussion permits only to editing at the picture
level: deletion of coded video material from a hitsu'eam, insertion of coded video material into abitstream,
or rearrangement of coded videomaterial within a bitstrearn.

If editing is anticipated, cg. clip video is provided analogous to clipart for still pictures, then the video can
be encoded with well defined cutting points. These cutting points are places at which the bitstrearn may be
broken apart orjoined. Each cutting point should be followed bya closed group of pictures. This allows
smooth playback after editing.

An editor must take care to ensure that the bitstreani it produces is a legal bitstream. In particular it must
BIBUIB that the new bitstream complies with the requirements of the video buffering verifier. This is a
difficult disk and in general it will not be possible to edit together arbitrary sections of bitstreams that
canply with this part of ISO/[EC lli72 to produce another bitstteam that also complies with this part of
ISO/EEC 11172(see for example figure D38).

Figure 11.33 -- Sequences

It may howeverbc possible to deliberately encode bitstrearns in amanuer that allows some editing to occur.
For instance,if all Groups of Pictures had the same number of pictures and were encoded with the same
number ofbits, then many of the problems of complying with the. video buffering verifier would be solved.

The eas'est editing tank is to cut at the beginning of groups ofpictures. If the group of pictures following
the cut is open, which can be detected by examining the closed_gop flag in the group of pictures header,
then the editor must set the broken_1ink bit to 1 to indicate to the decoder that the previous group of
pictures cannot be used for decoding any B-pidures.
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0.8.2 Resampling

The decoded bitstrearn may not match the picture rate or the spatial resolution of the display device. In this
quite frequent situation. the decoded videomustberesampled or sealed.

One example, considered under preprocessing, is the case where the decoded video has SEF resolution and
must be converted to CCLR 601 resolutiori. '

D.8.2.1 Conversion of MPEG SIF to CClF‘l 601 format

A 81F is convened to its corresponding CCIR 601 format by spatial upsalnpling. A linear prime FIR
filter is applied after the insertion of zeroes between samples. A filter that can be used for upsampling the
luminance is shown in figure D39:

n#256

Figure D39 -- Upsamplirtg fiiter for luminance

At the end of the lines some special technique, such as replicating the lastpel, must be adopted.
 

According to CCIR Rec. 601 the chrominance stunples need tobe co—sited with the luminance samples 1,
3, 5,... In order to achieve the proper location, the upsatnpiing filter should have an even number of laps,as
shown in figure DAD.

#4

Figure D.4l) -- Upset-anng filter for chromimnce

The SlF may be reconstructed by adding four black pels to each end of the horizontal luminance lines in the _
decoded bitmap, and two gray pels to each end ofthe horizontal chrominance lines. The luminance SIF
may thenbe npsrmpled horizontally and vertically. The chromlnmce SIF should he upsampled once
horizontally and twice vertically. This process is illustrated by the following diagram:  

T20

 
 

450

CCH 601 Y [576 
  

 
  

 

  

   

Horizontal Vertical

Upsampllng Upsan’pling
Filter Filte'

130 120
CCIFl 601

U,V

480
1'576 

  
 
 
  

 
Vertical

Upsarnpling
Filler

Ho rizo ntal

Upsarrpling
Filter '

Vertical

Upsampiing
Filer   

(b) Chroma

Figure D.“ -- Simpfified decoder block diagram

0.8.2.2 Temporal resampling

Since the picture rates are limited to those commonly used in the television industry the me techniques
may be applied. For example, conversion from 24 pictures]; to 60 fields/s may be achieved by tthMA Exhibit 2005
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Video coded 3125 pictures/s can be converted to 50 fields/s by displaying the original decoded lines in the
odd CCIR 631 fields, and the interpolated lines in the even fields. Video coded at 29,97 or 30 pictures/s
maybe converted to a tieid rate twice as large using the same method.

Video coded at 23,976 or 24 pictures/s may be converted to 50 fieids/s by speeding it up by about 4% and
deccding it as if it had been encoded at 25 pictures/8.. The decoded pictures could be displayed in the odd
fields, and interpolated pictures in the even fields. The audio must he maintained in synchronization, either
by increasing the pimh, or by speeding itop without apitch change

Video coded al 23,976 or 24 pictures/s may be converted to 59,94 or 6D fieldsls using the technique of 3:2
puli down.
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Annex F

(iniormafive)

List of patent holders

The user's attention is called to the possibility that - for some of the processes specified in this part of
ISO/IEC 11172 - compliance with this international Standard may require use. of an invention covered by
patent lights.

By publication of this part of ISOITEC l 1172, no position is taken with respect to the validity of this
claim or of any patent rights in connection therewith. However, each company listed in this annex has filed
with the Information Technology Task Force (I'ITP) a statement of willingness to granta license under

such rights that they hold on reasonable and nondiscriminatory terms and conditions to applicants desiring
to obtain such a license-

Information regarding such patents can be obtained from :

AT&T
3?. Avenue of the Americas
NewYork
NY 100133412
USA

Aware

1 Memorial Drive
Cambridge
02142 Massachusetts
USA

Belloorc
290 W Mount Pleasant Avenue

Livingston
NI 07039
USA

The British Broadcasting Commotion
Broadcasting House
London
WlA 1AA

United Kingdom

British Teleconununications plc
Intellectual Property Unit
13th Floor
151 Gower Street

London
WClE SBA

United Kingdom

CCETT
4 Rue dn Clos—Comel
BP 59
F—355 1‘2

CessnnSevigne Cedex
France
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CNET
3840 R96 du Genera] Letierc

E92131 Issy-les—Moulimaux
France

Compression Labs, Incorporated
2860 Junction Avenue
San Jose
CA 95 1 34
USA

CSELT
Via G Reiss Romoli 274
140148 Torino

Italy

CompuSonics Corporation
PO Box 61 01 T
Palo Alto
CA 94306
USA

Daimler Benz AG
PO Box 800 BO

Eppiestrassc 225
33-7000 Stuttgan 80
Germany

Domier Gmbh
An der Bundesstrasse 31
D—7990 Ffiedfichshafen 1

Germany

 Fraunhofsr Gesselschaft zur Foerdemng der Angerwandten Forschung CV.
Leonrodstrmse 54
8000 Muenchcn 19

Germany

Hitachi Ltd

6 Kanda—Sumgadaj 4 chome
Chiyoda—ku
Tokyo 101
Japan

Institut fiir Rundfunktechnik Gmbh
Horianmiihlstrafie 60
8000 Mfinchen 45

Germany

Intmmtional B usiness Machinas Corpormim
Amonk
New York 10504
USA

D Corporation
2—3-2 Nishishinjuku
Shinjuku-ku
Tokyo
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Licentia Patent-Vemaltungonbh
Theodor— Stem-Kai &-
D6000kafun70

Germany

Masmcbuseus Institute of Technology
20 Ames Strth

Cambridge
Masmcbusctts 02139
USA

 

Matsushita Electric industrial Co. Ltd
1m60313-Kadoma
Kadcma '
Osaka 57 1

Japan

Mtsubishi Electric Corporation
2—3 Marunouchi
Z—Chome

Chiyoda-Ku
Tokyo
11201313311

 

NEC Corporation
7-1 Shibafi-Chome
MinatD-ku

Tokyo
Japan

Nippon Hoso Kyokai
2-2~1 Jin-nan

Shibuyallzu
Tokyo 150-01
Japan

Philips Electronics NV
Grocnewouoseweg 1
562] BA Eindhoven
Tho Netherlands

 

Pioneer Electronic Corporation
4-1 Mcguro 1-Chome
Magma-kn
Tokyo 153
Japan

Ricoh Co, Ltd
1-3-5 Nakamagome
Ohm-kn

Tokyo 143
Japan

Schawartz Engineering & Design
15 Buckland Court

San Carlos, CA 94970
[SA
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Sony Corporation
6-7—35 Kimhinagawa
Shinagawa—ku
Tokyo 141
Japan

S‘ymbionics
St John's Innovation Centre

Cowley Road
Cambridge
CB4 4W8

United Kingdom

Telefunken chseh und Rundflmk GmbH

Gottinger Chaussee
D3000 Hannovcr 91

Gennany

Thomson Consumer Electronics

9‘, Place dcs Vosges
La Dc‘fense 5
92400 Courbcvoie
Franc:

'E‘oppan Pn‘nling Co, Ltd
L—5-I Taito
Taito-ku

Tokyo 110
Japan

Toshiba Corporation
1—1 Shibaru l—Chome
Minaio—ku

Tokyo 105
Japan

Victor Company of Japm Ltd
12Moriya—cbo 3 chome
Kmagawa—ku
Yokohama

Kanagawa 221
Japan
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