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© ISCIIEC ISO/IEC 11172-2: 1993 (E)

Foreword

ISO tthe International O-ganization for Standardization) and IEC {the Inter-
nationa. Electrotechnical Commission) form the specialized system for
werldwide standardization. National bodies that are members of !SO or
IEC participate in the development of Imematicnal Stencards through
techhical committees esteblished by the respective orgenization ‘to deal
with particular fields of techincal activity. [SO and IEC technical com-
mittees collaborate in fields of mutual interest. Other international organ-

izaticns, governmental and nor-gevernmental, in liaison with ISO ard IEC,
also take part n the work.

In the field of information technology, ISO and IEC have established a joint
technical committee, ‘SO/IEC JTC 1. Daft International Standards adopted

by the joint technical commictee are circulated to national bodies for vot-
ing. Publication as an Internetional Standard requires app’oval by at least
75% o* the national bodies casting 4 vote.

Intemational Standarc iSO/IEC 11172-2 was orepared by Joint Technical
_ Cemmittee 'SO/IEC JTC 1, information technology, Sub-Committee SC 29,

Coded representation of audio, picture, multimediaand hypermedia infcr-mation.

iISO/EC 11172 consists of the followingparts, under the general title in-
formation technology —Coding of moving pictures and associated audio
for cigital storage media af up to about 1,5 Mbivs:

— Part 7: Systems
 

— Part 2: Video

— Part3: Audio

— Part4: Compliance testing
Annexes A, B and C fom‘an integral part of this part of ISOAEC 11172.
Annexes D, E andFare fcrinformation only.
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ISO/IEC 11172-2: 1993 (5) © ISOMEC

Introduction

Note -- Readers interested iu an overview of the MPEG Video layer should read this Introduction and then
peoceed to annex D, before returning to clauses 1 and 2. 
0.i Purpose

This part ofISO/IEC 11172 was developed in response to the growing need fora common format for
representing compressed video on various digital storage media such as CDs, DATs, Winchester disks and
optical drives. This part of ISO/TEC 11172 specifies a coded representation that can be used for
compressing video sequences to bitratcs around 1,5 Mbit/s. The use of this part of ISO/IEC 11172 means
thatmotion video can be manipulated a3 afonm ofcomputer data and can be transmitted and received over
existing and future networks. The coded representation can be used with both 625-line and 5254ime
television and provides flexibility for use with workstation and personal computer displays.

 

This part ofESO/EC 11172 was developed to operate principally from storage media offering a continuous
transfer rate of about 1,5 Mbit/s. Nevertheless it can be used more widely than this because the approach
taken is generic.

G.1.1 Coding parameters

Theintention indeveloping this part of ISO/IEC 11172 has been to define a source coding algoritim witha
large degree of flexibility that can be used in many different applications. To achieve this goal, a number of
the parametersdefining the characteristics ofcoded bitstreams and decoders are contained inthe bitstream
itself, This allows for example, the algorithm to be used for pictures with a variety of sizes and aspect
ratios and on channels or devices operating at a wide range ofbitrates.

Because of the large range of the characteristics of bitstreams that can be represented bythis part of ISO/IEC
11172, a sub-set of these coding parameters known as the "Constrained Paruneters” has been defined. The
aim in defining the constrained parametersis to offer guidance about a widely useful range ofparameters.
Conforming to this set of constraints is not a requirementof this part of ISO/IEC 11172. A flag in the
bitstream indicates whether or not itis a Constrained Parameters bitstream.  
Summary of the Constrained Parameters:

Less than or equal to 768 pels
Vertical picture size Lass than or equal tc 576 lines

Less than or equal to 396 macroblocks

Less than or equal to 396x255 macrohlocks/s
Less than or equa! to 30 Hz

Less than -64 to +63,5 pels (using half-pel vectors}
ackward_£code and forward_fcodes <= 4 (see tableD.7

Less than or equalto 1 856 000 bits/s (constantbitrate

0.2 Overview of the algorithm

    
  

   
   

   

The coded representation defined in this part of ISOAEC 11172 achieves a high compression ratio while
preserving good picture quality. The algorithm is not lossiess as the exact pel values are not preserved
during coding. The choice of the techniques is based on the need !o balance a high picture quality and
compression ratio with the requirement to make random access to the coded bitstream. Obtaining good
Picture quality at the bitrates of interest demands a very bigh compression ratio, which is notachievable _.
with intraframe coding alone. The need for random access, however, is best satisfied with pure inRAgdids Exhibit 2005
coding. This requires a careful balance between intra- and interframe coding and betyspsierecuPivhand AR2016-01135
recursive temporal redundancy reduction. 4 of 124
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© ISOAEC ISO/IEC 11172-2: 1993 (E)

A bumber oftechniques are used to achieve a high compression ratic. The first, which is almost
independent from this part ofISOMEC 11172,is to select an appropriate spatial resclution for the signal.
The algorithm then uses block-hased motion compensation to reduce che temporal redundancy, Motion
compensation is used for causal prediction ofthe current picture from a previouspicture, for non-causal
prediciioa of the current picture from a future picture, or for iterpolative prediction from past and future
pictures. Motion vectors are defined for each 16-pel by 16-line region of the picture. ‘The difference signal,
the prediction exror, is further compressed using the discrete cosine transform (DCT) to remove spatial
conelation before it is quantized in an irreversibie process that ciscards theless important information.
Finally, the motion vectors are combined with the DCT information, and coded using variable length codes.

0.2.1 Temporal processing

Because ofthe conflicting requirements of randam access and highly efficient compression, three main
picturetypes are defined. Intra-coded pictures (1-Pictures) are coded without reference to other pictures.
‘They provide access points to the coded sequence where decoding can begin, but are coded with only a
moderate compression ratio. Predictive coded pictures (-Pictures) are coded moreefficiently using motion
compensated prediciioa from a past intra or predictive coded picture and are generally used as a reference for
furtherprediction. Bidirectionally-predictive coded pictures (B-Pictures) providethe highest degree of
compression but require both past and future reference pictures for motion compensation. Bidirectionally-
predictive coded pictures are never used as references for prediction. The organisation of the three picture
types inva sequenceis very flexible. The choice ts left to the encoder and will depend on the requirements of
the application. Figure I illustrates the relationship between the three different picture types,

Bi-directional

Prediction

  
Prediction

Figure 1 -- Example of temporal picture structure

The fourth picture type defined in this part of ISO/IEC 11172, the D-picture,is provided to allowa simple,
but limited quality, fast-forward playback mode.

0.2.2 Motion tepresentation - macroblocks

‘The choice of 16 by 16 macroblocks for lhe motion-compensation unitis a result of the trade-off between
increasing the coding efficiency provided by using motion information and :he overhead neadedto store it.
Each macroblock can be one of anumberofdifferent types. For example, intra-coded, forward-predictive-
ceded, backward-predictive coded, and bidirectionally-prediciive-coded macroblocks are permitted in
bidirectionally-predictive coded pictures. Depending on the type of the macroblock, motion vector
infomation and other side information are stored with the compressed prediction error signal in each
macroblock. ‘Themotion vectors are encoded differentially with respectto the last coded motion vector,
using variable-length codes. The maximum length of the vectors that may be represented can be
programmed, cn a piciure-by-picture basis, so that the most demanding applications can be met without
compromising the performance of the system in more normal situations.

Itis the responsibility of the encoder to calculate appropriate motion vectors. This part ofSOgEEiehibit 2005does not specify how this should be done.

Apple v. PUMA, IPR2016-01135
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_ SOAEC 11172-2: 1993 (E) , © ISOAEC

6.2.3 Spatial redundancy reduction

Both original pictures and prediction error signals have high spatial reduadancy. This part of ISO/IEC
11172 usesa block-based DCT method with visually weighted quantization and run-length coding. Each 8
by 8 block of the original picture for intra-coded macroblocks or of the prediction errorfor predictive-coded
macroblocks is transformed into the DCT domain whereit is scaled before being quantized. After
quantization manyof the ccefficients are zero in value and so two-dimensional nm-length and variable
Jength coding is used to encode the remaining coefficients efficiently.

0.3. Encoding

This part of ISO/IEC 11172 does not specify an encoding process. It specifies the syntax and semantics of
the bitstream and the signal processing in the decoder. Asa result, many optorns are left open to encoders
to trade-off cost and speed against picture quality and coding efficiency. This clause is a brief description of
the functions that need to -be perfomed by an encoder. Figure 2 shows the main functional blocks.

Motion
stimator

   
Source input pictues

where

DCT is discrete cosine transform

DCT-1is inverse discrete cosine tansform
Qis quantization

Q'! is dequantization
VLC is variable length coding

Figure 2 -- Simplified video encoder block diagram

The input video signal must be digitized and represented as a luminance and two colour difference signals
(Y, Ch, Cy). This may be followed by preprocessing and format conversion to select an appropriate
window, resolution and input format. This part of ISO/IEC 11172 requires that the colour difference
signals (Cy and Cy) are subsampled with respect to the luminance by 2:1 in both vertical and horizontal
dhrections and are ieformatied, if necessary, as a non-interlaced signal.

The encoder must choose which picture type to ase for each picture. Having defined the picturetypes, the
encoderestimates motion vectors for each 16 by 16 macroblock im the picture. In P-Pictures one vector is
needed for cach noa-intra macroblock and in B-Fictures one or two vectors are needed,

if B-Pictures are used, some reordering of the picture sequence is necessary before encoding, BecalieWA Exhibit 2005
Pictures are coded using bidirectional motion compensated prediction, they can oalApptiecedslaNdrthdPR2016-01135
subsequent reference picture (an I or P-Picture) has been decoded. Therefore the pictures are reordered by the 6 of 124
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© ISOAEG ISOMEC 11172-2: 1993 (E)

encoder sc that the pictures artive at the decoder in the order fordecoding. The correct display order is
recovered by the decoder:

The basic unit of coding within a pictureis the macroblock. Within each picture, macroblocks are encoded
in sequence, left to right, top to bottom. Each macroblock consists of six 8 by 8 blocks: four blocks of
Tuminance, one block of Cb chreminance, and one block of Cr chrominance. See figure 3. Note that the
picture area covered by the four blocks of luminance is the same as the area coyered by each of the
cbrominance blocks. This is due to subsampliag of the chrominance information to match the sensitivity of
the buman visual system. -

co

Cb Cr

 

Figure 3 -- Macroblock structure

Fustly, fora given macroblock, the coding mede is chosen. It depends on the picture type, the
effectiveness ofInction compensated prediction in that local region, and the nature of the signal withn the
block. Secondly, depending on ihe coding mode, a motion compensated prediction of the contents of the
block based on past and/or future reference pictures is formed. This prediction is subtracted from the actual
data in the current macroblock to form an error signal. Thirdly, this error signal is separated into 8 by 8
blocks (4 luminance and 2 chrominance blocks in each macroblock) and a discrete cosine transform is
performed on each block. Each resulting 8 by 8 block of DCT coefficients is quantized and the iwo-
dimensional block is scanned in a zig-zag order to convert itinto a one-dimensional string of quantized DCT
coefficients. Fourthly, the side-informaton for the macrebleck (mode, motion vectors etc) and the
quantized coefficient data are encoded. For maximum efficiency, a number of variable length code tables are
defined forthe different data elements. Run-leagth codingis used for the quantized coefficient data.  

A consequence of using different picture types and variable Jength coding is that the overall data rate is
variable. In applications that involve a fixed-rate channel, a FIFO buffer may be used tc match the encoder
output i the channel. The status of this buffer may be monitored to control the number of bits generated
by the encoder. Centrolling the quantization process is the most direct way pf controllingthe bitrate, This
part of ISO/IEC 11172 specifies an abstract model of the buffering system (the Video Buffering Verifier} in
order to constrain the maximum variability im the number ofbits that are used fora given picture. This
ensues that abitstreain can be decoded with a buffer of knownsize.

 

At this stage, the coded representationofthe picture has been generated. The final step in the encoder is to
regeverate I-Pictures and P-Pictures by decoding the data so that they can be used as reference pictures for-
subsequent encoding. The quantized coefficients are dequantized and an inverse 8 by 8 DCT is performed on
each block, The prediction error signal produced is then added back io the prediction signal and limited to
the required range to give a decoded reference picture.

0.4 Decoding

Decoding is the inverse of ihe encoding operation. It is considerably simpler than encoding as there is no
need to perform motion estimation and there are many fewer options. The decoding process is defined by
this part of ISOMEC 11172. The description that follows is a very brief overview ofone possible way of
decoding abilstream. Other decoders with different architectures are possible. Figure 4 shows the main
functional blocks.

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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re ded video Reconstructed

tstream ouiput pictures
Motion Vectors

Where

DCT! is inverse discrete cosine transform

Qt isdequantization
MUX"! is demultiplexing
VLD is variable length decoding

Figure 4 -- Basic video decoder block diagram

Forfixed-rate applications, the chame! fills a FIFO buffer at a constant rate with the coded bitsircam. The
decoder reads this buffer and decodes the data elements in thebisteam according to the defined syntax.

As the decoder readsthe bitstream, -it identifies the start of a coded pictere and then the type of the picture.
It decodes each macrobiock in the picture in tum. The macroblock type and the motion vectors, if present,
are used {o constucta prediction of the currentmacroblock based on past and future reference pictures that

-have been stored in thedecoder. The coefficient data are decoded and dequantized. Each 8 by 8 block of
coefficient data is transformed by an inverse DCT(specified in annex A), and the result is added to the
prediction signal and limited to the defined range.

After all the macroblocks in the picture have been processed. the picture has been reconstructed, Hf itis an {-
picture or a P-picture it is a reference picture for subsequent pictures and is stored, replacing the oldest stored
reference picture. Before the pictures are displayed they may need 10 be re-ordered from the coded order to ~
their natural display order. Afterreordering, the pictures are availabk, in digital form, for post-processing
and display in any manner thai the application chooses.

0.5 Structure of the coded video bitstream

This part of ISOMEC 11172 specifies a syntax for a coded video bitstream. This syntax comtains six layers,
each of which either supports a signal processing or a system function:

Layers of the syntax

Sequence layer Random access unit: coniext
Groupofpictures layer Random access unit: video

Picture layer Primary coding unit
Slice layer Resynchrorization unit

Macrobicck layer Motion compensation unit
Block layer DCT unit

 
0.6 Features supported by the algorithm

Applications using compressed video on digital storage media need to be able to perform 4 number of
operations in addition to nonnal forward playbackof the sequence. The coded bitstream has been designed
fo support a number of these operations.

Pee Pe PUMAExhibit 2005
Apple v. PUMA, IPR2016-01135
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© ISO/IEC ISOAEC 11172-2: 1993 (E)

G@.6.1 Random access

Random access is an esseniial feature for video ona storage medium. Random access requires that any
picture can be decoded in a limited amountof time. It implies Lhe existence of access points in the
bitstream - that is segments of information that are identifiable and can be decoded without reference to other
segments of data. A spacing of two random access points (Intra-Pictares) per second can be achieved
without significant loss ofpicture quality.

0.6.2 Fast search

Depending on the storage medium, itis possible to scan the access points in a coded bitstream (with the
help of an application-specific directory or other knowledge beyond the scope ofthis partofISOMEC
11172) to obtain a fast-forward and fast-reverse playback effect.

0.6.3 Reverse playback

Some applications may require the video signal to beplayed in reverse order. This canbe achieved ina
decoder by using memory 6 store entire groups ofpictures after they have been decoded before being
displayed in reverse order. An encoder can make this feature easier by reducing the Jength of groups of
pictures.

0.6.4 Error robustness

Most digital stomge mecia and communication chanvuels are not error-free, Appropriate channel coding
schemes should be used and are beyond the scope ofthis part of ISQ/TEC 11172. Nevertheless the
compression scheme defined in this part of ISO/TEC-11172 is robust to residual errors. The slice structure
allows a decoder to recover after a data error and to resynchronize its decoding. Therefore, bit errors in the
compressed data will cause errors in the decoded pictures to be limited m area. Decoders may be able to use
concealmentstrategies to disguise these errors.

0.6.5 Editing

There is a conflict between the requirement for high coding efficiency and easy editing. The coding structarz
and syntax have not been designed witb the primary aim of simplifying editing at any picture. Nevertheless
a number of features have been included that enable editing of coded data.
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INTERNATIONAL STANDARD © ISO/IEC ISOMEC 11172-2: 1993 (E} 

Information technology — Coding of moving
pictures and associated audio for digital storage
media at up to about 1,5 Mbit/s —

Part 2:
Video

Section 1: General

1.1 Scope

This part of ISOTEC 11172 specifizs the coded representation of video for digital storage media and
specifies the decoding process. The representation supports normal speed forward playback, as well as
special functions such as random access,fast forward playback, fast reverse playback, nonnal speed reverse
playback, pause and still pictures. This part ofISOMEC 11172 is compatible with standard 525- and 625-
line television formats, and it provides flexibility for use with personal computer and workstation displays.

ISOMEC 11172 is primarily applicable to digital storage media supporting a continuous transfer rate up to
about 1,5 Mbit/s, such as Compact Disc, Digital Audio Tape, aad magnetic hard disks. Nevertheiess itcan
be used more widely than this because of the generic approach taken. The storage media may be directly
comnected lo the decoder, or yia communications means such as busses, LANs, or telecommunications
links. This partofISO/IEC 11172 is intended for non-interlaced video formats having approximately 288
lines of 352 pels and picture rates around 24 Hz to 30 Hz.

1.2 Normative references

The following International Standards contain provisions which, through reference in this test, constitute
provisions of this part of ISO/TEC 11172. At the time of publication, the editions indicated were valid.
Ali standards are subject to revision, and parties to agreements based on this part of ISO/IEC 11172 are
encouraged to investigate the possibility of applying the mest recenteditions of thestandards indicated
below. Members of IEC and ISO maintain registers of currently valid Internaticnal Standards.

ISOMEC 11172-1:1993 Injormation technclozy- Coding ofmoving pictures and associated audiofor digital
storaze media at up io about 1,5 Mbit/s - Part 1: Systeits.

. ESO/MEC 11172-3:1993 Injorination technology - Coding ofmoving pictures and associated audio for digital
storaze media at up to about 1,5 Mbit/s - Part 3 Audio.

CCIR Recommendation 601-2 Encoding parameters ofdigital televisionfor studios.

CCIR Report 624-4 Charecteristics of sysiemsJor monochrome aud colour television.

CCIR Recommendation 648 Recording of audio sigaals.

CCIR Report 955-2 Sound broadcasting by satelliteforportable and mobile receivers, includingAnnex iVSunuaary description ofAdvanced Digital System i, A Exhibit 2005
Apple v. PUMA,IPR2016-01135

CCITT Recommendation J.17 Pre-emphasis used on Sound-Programme Circuits. 11 of 124
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IEEEDrafi Standard P11 80/D2 199€ Specificauon for ihe implementation of 8x & inverse discrete cosine
iransform”.

TEC publication 908:1987 CD Digital Audio Sysiem.
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© [SOAEC ISO/MEG 11172-2: 1993 (E}

Section 2: Technical elaments

2.1 Definitions

Forthe purposes of SOMTEC 11172, the following definitions apply. If specific to a part, this is noted in
squarebrackets.

2.1.1 ac coefficient |video]: Any DCT coefficient for which the frequency in one or both dimensions
is non-zero,

21.2 access unit jsystem]: In the case of compressed audio an access unit is an andio access unit. In
the case of compressed video an access unit is the coded representation of a picture,

2.1.3 adaptive segmentation [audio]: A subdivision of the digital representation of an audio signal
in variable segments of time.

2.1.4 adaptive bit allocation [audio]: The assignment of bits to sebbands in a time and frequency
varying fashion according to a psychoacoustic model. :  

2.1.5 adaptive noise allocation [audio]: The assigument of coding noise to frequency bands in a
time and frequency varying fashion according toa psychoacoustic model.

41.6 alias [audiok Mirrored signal component resulting from sub-Nyquist sampling.

2.1.7 analysis filterbank [audio]: Filterbank in the encoder that transforms a broadband PCM aadio
signal inio a set of subsampled subband samples.

2.4.8 audio access unit [awdio}: ForLayers 1 and HUan audio access unit is defined as the smellest
part of the encoded bitstream which can be decoded byitself, where decoded means "fully reconstructed
sound*. For Layer MJ an audio access unit is part of the bitstream that is decodable with the use of
previously acquired main information.

  

2.1.9 audic buffer [audiol: A buffer in the system target decoder for storage of compressed audio data.

2110 audio sequence [audio]: A 10n-intermpted series of audic frames in which the following
parameters arenot changed:

- Layer
- Sampling Frequency
- For Layer Land II: Bitrate index i

 

2.1.11 backward motion vector [video]: A motion vector that is used for motion compesation
bom a reference picture at a later time in display oder.

2.1.12 Bark [audio]: Unit of critical band rate. The Bark scale is a non-linear mapping of the frequency
scale over the audio range closely corresponding with the frequency selectivity of the human ear across the
band.

2113 bidirectionally predictive-coded picture; B-picture [video]: A picture that is coded
using moticn compensated prediction from a past and/or future reference picture.

2.1.14 bitrate: The rate at which the compressed bitstream is delivered from the storage medium to the
input of 2 decoder.

2.1.15 block companding [audio]: Normalizing of the digital representation of an aucio signal
within a certain time period.

21.16 block [video]: An 8-row by &column orthogonal block of pels. PUMAExhibit 2005
Apple v. PUMA, IPR2016-01135

2.1.17 bound [audio]: The lowest subband in which intensity stereo coding is used. 13 of 124
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ISO/IEG 11172-2 1993 (E} GISOIEC

4.1.18 byte aligned: A bit in a coded bitstream is byte-aligned if its position is a multiple of 8-bits
from the first bit in the stream.

2.119 byte: Sequence of 8-bits.

2.1.20 channel: A digital medium that stores or transports an ISOEC 11172 stream.

2.1.21 channel [aucioj: The left and right channels of a stereo signal

2.1.22 chrominance (component) [video]: A matrix, block cr single pel representing one of the
twe colour differerce signals related to the primarycolours in the manner defined im CCIR Rec 501. The
symbols used for the colour difference signals are Cr and Cb.

2.1.23 coded audio bitstream {audio]: A coded representation of an audio signal as specified im
[SO/IEC 11172-3.

2.1.24 coded video bitstream [video]: A coded representation of a series of one or more. pictures as
specified in this part of ISO/IEC 13172..

2.1.25 coded order [video]: The order in which the pictures are stored and decoded. This order is not
necessasily the same as the display order.

2.1.26 coded representation: A data element as represented in its enccded form.

2.1.27 coding parameters [video]: The set of user-definable parameters that characterize a coded video
bitstream. Bitstreams are characterised by coding parameters. Decoders are characterised by the bitstreams
that they are capable of decoding.

2.1.28 component [video]: A matrix, block or single pel. from one of the three matrices (luminance
and two chrominance) thal make up a picture.

2.1.29 compression Reduction in the number of bits used to represent ar item of data,  
2.1.30 constant bitrate coded video [video]: A compressed video bitstream wilh a constant
average bitrate.

2.1.31 constant bitrate: Operation where the bitrate is constant {rom start to finish of the compressed
bitstream.

2.1.32 constrained parameters [video The values of the set of coding parameters defined in
2,4,3,2,

2.1.33 constrained system parameter stream (CSPS) [system]: An ISOAEC 11172
taultiplexed stream for which the coistraints defined in 2.4.6 of ISGOMEC 11172-1 apply.

2.1.34 CRC; Cyclic redundancy code.

2.1.35 critical banc rate {audio]: Psychoacoustic function of frequency. Ata given audible
frequency it is proportional to the numberofcritical bands below that frequency. The units of the critical
band rate scale are Barks.

2.1.36 critical band [audio]: Psychoacoustic measure in the spectral domam which corresponds to the
frequency selectivity of the human ear. This selectivity is expressed in Bark.

2.1.37 data element: An item of data as represented before encoding and after decoding.

2.1.38 de-coefficient [video]: The DCT coefficient for which the frequency is zero in bowUPUMA Exhibit 2005

dimensiors. Apple v. PUMA,IPR2016-01135
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©ISONEC ISO/IEC 11172-2: 1993 (E)

2.1.39 de-coded picture; D-picture [video]: A picture that is coded using only information from
itself. OF the DCT coefficients in the coded representation, only the de-coefficients are present

2.1.40 DCT coefficient: The amplitude of a specific cosine basis function,

2.1.41 decoded stream: The decoded reconstraction of a compressed bitstreain.

2.1.42 decoder input buffer [video]: The first-in first-out (FIFO) buffer specified in the video
buffering verifier.

2.1.43 decoder input rate [videe}: The data rate specified in the video buffering verifier and enccded
in the coded video bitsuecam.

2.1.44 decoder. An embcdiment of a decoding process.

2.1.45 decoding (process): The process defined in ISO/IEC 11172 that reads an input coded bitstream
and produces decoded pictures or audio samples.

2.1.46 decoding time-stamp; DTS [system]: A field shat may be preseat in a1 packet header thatindicates the ime-ihat an access unit is decoded in he system larget decoder.
2.1.47 de-emphasis {audio|: Filtering applied to an audio signal after storage or tansmissicn to undo
a linear distortion due to emphasis,

2.1.48 dequantization [video]: The process of rescaling the quantized DCT coefficients after their
Tepresentation in the bitstream bas been decoded and before they are presented to Ihe inverse DCT.  
2.1.49 digital storage media; DSM: A digitalstorage ot transmission device or system.

2.1.30 discrete cosine transform; DCT [video]: Either the forward discrete cosine wansform or the

inverse discrete cosine transform. The DCT is a invertible, discrete ortaogoral transfommation, Theinverse DCT is defined in annex A.

2.1.51 displayorder [video]: The order in which the decoded pictures should be displayed. Normally
this is the same order in which they were presented at the input of the encoder.

2.1.52 dual channel mode {audic]: A mode, where two audio chennels with independent programme
contents (e.g. bilingual) are encoded within one bitstream. The coding process is the same 2s for the sterco
mode,

2.1.53 editing: The process by which one of more compressed bitsueams are manipulated to produce a
new compressed bitstream. . Confonning edited bitstreams must meet the requirements defined in this part of
TISOAEC 11172.

2.1.54 elementary stream [system]: A generic term for one of the coded video, coded audio cr other
coded bitstreams.

2.1.55 emphasis [audio]: Filtering applied to an audio signal before storage or transmissionto
improve the signal-to-noise ratio ai high frequencies.

2.1.56 encoder: An embodiment of an enccding process.

2.1.57 encoding (process): A process, not specified in ISO/IEC 11172, that reads astream of input
pictures or andio samples and producesa valid.coded bitstream as defined in TSOMEC 11172.

2.1.58 entropy ceding: Yanable length lossless coding of the digital representation of a petk Exhibit 2005
reduce redimdancy.

Apple v. PUMA, IPR2016-01135
2.1.59 fast forward playback [video]: The process of displaying a sequence, or parts of a sequence,]5 of 124
ofpictures in display-orderfaster than real-time.

5
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2.1.60 FFT: Fast Fourier Transformation, A fast algorithm for performing a discrete Fourier transform
(an orthogonal transfom). .

2.1.61 filterbank [audio]: A set of band-pass filters covering the entire audic frequencyrange.

2.1.62 fixed segmentation [audio]: A subdivision of the digital representation of an audio signal
into fixed segments oftime.

2.1.63 forbidden The term "forbidden" when used in the clauses defining the coded bitstream indicates
that the value shall never be used. This is usuaily to avoid emulation ofstart codes.

2.1.64 forced updating [video]: The process by which macroblocks are intra-coded from time-to-time
to ensure that mismatch emors between the inverse DCT processes ia encoders and decoders cannot build up
excessively.

2.1.55 forward motion vector [video]: A motion vector that i used for motion compensation from
areference picture al an earlier time in display order.

2.1.66 frame |audio): A part of the audio signal that corresponds to audio PCM samples from an
Audio Access Unit.

21.67 free format [audiok Any bitrate other than the defined bitrates that is less than the maximum
valid bitrate for each layer.

2.1.68 future reference picture {video}; The future reference picture is the reference picture that
occurs at a later time than the carrent picturein display order.

2.1.69 pranules [Layer IF} [audio]: The set of 3 consecutive subband sampies from all 32 subbands
that are considered together before quantization. Taey correspond to 96 PCM sarpks.

2.1.70 granules [Layer TH] [audio}: 576 frequency limes that carry their own side information.

2.1.71 group of pictures [video]: A series of one or more coded pictures intended to assist random
access. The group of pictures is one ofthe layers in the coding syntax defined in this part of ISO/IEC
11172.

 

2.1.72 Hann window [audio]: A time function applied sanple-by-sample to a biock of audio samples
before Fourier transfonnation.

2.1.73 Huffman coding: A specific method for entropy coding.

2.1.74 hybrid filterbank [audio]: A serial combination of subband filterbank and MDCT.

2.1.75 IMDCT [audie]: Inverse Modified Discrete Cosine Transform.

2.1.76 intensity stereo |audio]: A method of exploiting slereo irrelevance or redundancy in
slereophonic audio programmes based on retaining at high frequencies only the enerzy envelope ofthe right
and left channels.

2.1.77 interkace [video]: The property of conventional television pictures where alternating Lines of
the picture represent different instancesin time.

2.1.78 intra coding [video]: Coding of a macroblock or picture that uszs information only from that
macroblock or picture.

2.1.79 intra-coded pictures I-picture [video]: A picture coded using information only frondM@;Exhibit 2005
Apple v. PUMA, IPR2016-01135
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© ISOAEC ISONEC11172-2: 1993 (E)

2.1.80 ISO/IEC 11172 (multiplexed) stream [system]: A bitstream composed of zero or more
elementary streams combined in the manner defined in ISO/IEC 11172-1.

2.1.81 joint stereo coding [audio]: Any method that exploits stereophonic irrelevance or
stereophonic redundancy.

2.1.82 joint sterec mode [audio]: A mede of the audio coding algorithm using joint stereo coding,

2.1.83 layer [audio]: One ofthe levels in the coding hierarchy of the audio system defined in ISO/IEC
11L172-3.

2.1.84 layer [vides and sysiems|: One of the levels in the data hierarchy of the video and sysiem
Specifications defined in ISO/IEC 11172-1 and this part ofISO/IEC 11172.

2.1.85 luminance (component) [video]: A matrix, block or single pel representing a monochrome
_Tepresentation ofthe signal and related to the primary colours in the manner defined in CCIR Rec 601. ‘The
symbol used for luminance is Y.

2.1.86 macroblock [video]: The four 8 by & blocks of luminance data and the two comesponding 8 by
8 blocksof chrominance data coming from a 16 by 16 section of the luminance componentof the picture.
Macroblock is sometimes used to refer to the pel data and sometimes 10 the coded representation of the pel
values and cther data elements defined in the macroblock layer of the syntax defined in this part ofISOAEC
11172. The usage is dear from the context.

2.1.87 mapping [audio]: Conversion of 2n audio signal from time to frequency domain by subband
filtering and/or by MDCT.

2.1.88 masking [audio A property of the human auditory system by which an andio signal cannot be
perceived in the presence ofanother audio signal .

2.1.89 masking threshold [audio]: A function in frequency and time below which as audio signai
cannot be perceived by the human auditory system.

2.4.90 MDCT [audio]: Modified Discrete Cosine Transform.

2.1.91 motion compensation [video]: The use of motion vectors to improve the efficiency of the
prediction of pel values. The prediction uses motion vectors to provide offsets into the past and/or future
reference pictures containing previously decodedpel values that are used to form the prediction error signal

2.1.92 motion estimation [video]: The process of estimating motion vectors daring the encoding
process.

2.1.93 motion vector [video]: A two-dimensional vector used for motion compensation that provides
an Offset from the coontinate position in the Current picture to the coordinates in a referencepicture.

2.1.94 MSstereo [audie}: A method of exploiting stereo imelevance or redundancy in stereophonic
audio programmes based on coding the sum and difference signal instead of the leftand right channels.

2.1.95 non-intra coding [video]; Coding of a macroblock or picture thal uses information both from
itself and from macroblocks and pictures occurring at other times.

2.1.96 non-tonal component [audiok A noise-like component of an audio signal.

2.1.97 Nyquist sampling: Sampling at or above twice the maximum bandwidth of a signal.

2.1.98 pack [system]: A pack consists of a pack header followed by one or more packets. It is a layer
in the system coding syntax described in ISOMEC 11172-1, PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
2.1.99 packet data [system]: Contigucus bytes cf data from an elementary stream present in a packet.) 7 of 124
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2.1.160 packet header jsystem]: The data structure used to convey information about the elemeatary
stream data contained in the packetdata.

21.101 packet [system]: A packet consists of a header followed by a number cf contiguous bytes
from an elementary data stream, It is alayer in the system coding syntax described mISO/IEC 11172-1.

2.1102 padding {audio|: A method to adjust the average length in time of an andio frame to the
duration of the corresponding PCM samples, by conditionally adding a siot to the audio frame.

2.1.103 past reference picture [videoj: The past reference picture is the reference picture that occurs
a an earlier time than the current picture in display order.

2.1.104 pel aspect ratio [video]: The rmtio of the neminal vertical height of pel om the display to its
nominal horizontal width.

2.1.105 pel [video]: Picture element.

2.1.106 picture peried [video}: The reciprocal of the picture rate.

21.107 picture rate [videe]: The nominal rate at which pictures should be cutpul from the decoding

 2.1.108 picture [video]: Source, coded er reconstructed image data. A source o1 reconstructed picture
consists of three rectangular matrices of 8-bitnumbers representing the luminance and two chrominancz
signals. The Picture layer is one of the layers in the coding syntax defined in this part of ISOQTEC 11172.
Note that the term “picture” is always used m ISOMEC 11172 in preference to the terms field or frame.

2.1.109 polyphase filterbank [audio]: A set of equal bandwidth filters with special phase
interrelationships, allowing for an efficient implementation ofthe filterbank,

2.1.110 prediction [video]: The use of a predictor to provide an estimate of the pel value or data
element currenily beingdecoded.

2.1.111 predictive-ceded picture; P-picture [video]: A picture thal is coded using motion
compensated prediction from the past reference picture.

2.1112 prediction error [video}: The difference between the actual value of a pel or data element and
its predictor.  
2.1113 predictor [video]; A linear combination of previously decoded pel values or data elements.

2.1.114 presentation time-stamp; PTS [system]: A field that may be present in a packet header
that midicates the time that a presentation wnil is presented in the system target decoder,

2.1.115 presentation unit; PU [system]: A decoded audio access unit o1 a decoded picture.

2.1,116 psychoacoustic model [audio|: A mathematical model of the masking behaviour of the
human anditory systent.

2.1.117 quantization matrix [video[: A set of sixty-four 8-bit values used by the dequantizer.

2.1118 quantized DCT coefficients [video]: DCT coefficients before deqnantization. A variable

length coded representation of quantized DCT coefficients is siored as part of the compressed videobitstream.

2.1.119 quantizer scalefactor [video]: A data clement represented in the bitstream and usellWMp. Exhibit 2005
decoding process to scale the dequantization. Apple v. PUMA,IPR2016-01135
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© ISO/EG ISOMIEC 11172-2: 1993 (E)

2.1.120 random access: The process ofbeginning to read and decode the coded bitstream ‘at an arbitrary
point

2.1.12] reference pictare [video]: Reference pictures are the nearest adjacent I- or P-pictures to the
cutrent pictare in display order.

2.1.122 reorder buffer [video]: A buffer in the system target decoder for storage of a reconstructed I-
picture or a reconstructed P-picture.

2.1,123 requantization [audio]: Decoding of coded subband samples mm order to recover the original
quantized values.

2.1.124 reserved: The term “reserved” when used in the clauses defining the coded bitstream indicates
that the value may be used in the future for ISOMEC defined extensions.

2.1.125 reverse plavback [video]: The process of displaying the picture sequence in the reverse of
display order.

2.1,126 scalefacter band [audio]: A set of frequency lines in Layer II which are scaled by one
scalefactor,

2.1-127 scalefacter index [audio]: A numerical code for a scaiefactor.

21.128 scalefactor [audio]: Factor by which a set of values is scaled before quantization.

2.1.129 sequence header [video]: A block of data in the coded bitstream containing the coded

representation of anumber of data elements,

 2.1.130 side information: Information in the bitstream necessary for controlling the decoder.

2.1.131 skipped macroblock [video]: A macroblock for which no data are stored.

2.1.132 slice [video]: A series of macroblocks. It is one of the layers of the ceding syntax defined in
this part of ISO/MEC 111772. :

2.1.133 slot [audio]; A slot is an elementary part in the bitstream. In Layer 1 a slot equals four bytes,
in Layers JI and li] one byte.

2.1.134 source stream: A single non-multiplexed stream ofsamples before compressioncoding.

2.1.135 spreading function [audio]: A function that describes the frequency spread of masking.

2.1.136 start codes [system and video}: 32-bit codes embedded in that coded bitstream that are
unique. Theyate used for several purposes including identifying some ofthe layers m the coding syntax.

2.L.137 STD input buffer [system]: A first-in first-out buffer at the input of the system target
decoderfor storage ofcompressed data from elementary streansbefore decoding.

 

2.1.138 stereo mode [audio]: Mcde, where two audio channels which forma steréo pair (left and
right) are encoded within one bitstream. The coding processis the same as for the dual channel mode.

2.1.139 stuffing (bits); stuffing (bytes) : Code-words that may be inserted into the compressed
bitstream that are discarded in the decoding process. Their purpose is to increase the bitrat2 of the stream.

2.1.140 subband [audio]: Subdivision of the audio frequency band.

: ; ___ PUMAExhibit 2005
2.1.141 subband filterbank [audio]: A set of band filters covering the entireaudi,feORRaCyRIS6-01135
InISOAEC 11172-3 the subband filterbank is a polyphase filterbank.

; 19 of 124
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2.1.142 subband samples [audio| The subband filterbank within the audio encoder creates a filtered
and subsampled representation ofthe input audio stream, The filtered samples are called subband samples.
From 384 time-consecntive input audio sampies, 12 iime-corsecutive subband samples are generated within
eack ofthe 32 subbands.

2.1.143 syncvord (audio): A 12-bit code embedded in the audio bitstream thal identifies the start of a
frame.

2.1.144 synthesis filterbank [audio]: Filterbank in the decoder that reconstrucis a PCM audio
signal from subband samples.

21.145 system header [system]: The system header is a data structure defined in ISOAEC 11172-1
that carries information summarising the system characteristics of the ISO/TEC 11172 multiplexed stream.

21.145 system target decoder; STD [system]: A hypothetical reference model of a decoding
process used to describe the semantics of an ISO/IEC 14172 multiplexed bitstream.

21.147 time-stamp [system]: A tenn that indicates the time of an event.

2.1.148 triplet [audio]: A set of 3 consecutive subband samples from one subband. A triplet from
each of the 32 subbands forms a granule.

2.1.149 tonal component [audio]: A sinusoid-like component of an audio signal.

2.1.156 variable bitrate: Operation where the bitrate varies with time during the decodmg of a
compressed bitstream.

2.1.151 variable length ceding; VLC: A reversible procedure for coding that assigns shorter code-
words 0 frequentevents and longer code-woids to less frequent events.

21.152 video buffering verifier; VBV |video]: A hypothetical decoder that is conceptually
connected to the output of the encoder. Its purpose is to provide a constraint on the variability of the data
rate that an encoder or editing process may produce.

2.1.153 video sequence [video]: A series of one of more groups of pictures. It is one of the layersof
the coding syntax defined in this part of ISO/TRC 11172.

2.1.154 2ig-zag scanning order [video]: A specific sequential ordering of the DCT coefficients from
(approximately) the lowest spatial frequencyto the highest.

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
20 of 124
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© ISO/IEC ISOMEG11172-2: 1993 {E)

2.2 Symbols and abbreviations

The mathematical operators used to describe this Intemational Standard are similar.to those used in ihe C
programming language. However, integer division with truncation and rounding are specifically defined.
The bitwise operators are defined assuming (wos-complement representation of integers. Numbering and
counting loops generally begin from zero.

2.2.1 Arithmetic operators

+ Addition.

- Subtraction (as a binary operator) or negation (as a unary operator).

 

++ Increment.

-- _ Decrement,

* Multiplication.

4 Power.

i Integer division with truncation of the result toward zere. For example, 74 and -7/-4 are
truncated to | and -7/4 and 7/-4 are truncated to -1.

H integer division with rounding to the nearest integer. Half-mteger values are rounded away
fram zero unless otherwise specified. For example 3/2 is rounded to 2, and -3//2 is rounded
to -2,

DIV Integerdivision with twncation cf the result towards -.

14 Absolute value. Ixl=xwhenx>0
Ixt=Owhen x== 0
ixl=-x when x <0

% Modulus operator. Defined only for positive numbers.

Siga( } Sim) = I x >0
0 n=O)

=i x <0

NINT( ) Nearest integer operator. Returns the nearest integer value to the real-valued argument. Half-
integer values are rounded away from zero.

sin Sine.

cos Cosine.

| exp Exponential.

¥ Square root.

logic Logarithm to base ten.

log. Logarithm to base e.

bg Logarithm to base 2.

2.2.2 Logical operators PUMAExhibit 2005
i Logical OR. Apple v. PUMA,IPR2016-01135

k& Logical AND. , 21 of 124
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' Logical NOT.

2.2.3 Relational operators

> Greater than.

= Greater than or equal fo.

< Less than.

< Less than or equal to.

= Equal to.

i Not equal 0.

max [,...,f the maximum value in the argumentlist.

mia |[,..,] the minimum value in the argumentlist.

2.2.4 Bitwise operators

A twos complement number representation is assumed where the bitwise operators are used.

& AND.

i OR.

>> Shift right with sign extension.

<< Shift left with zero fill,

2.2.5 Assignment

= Assignipent operator.

2.2.6 Mnemonics

The following mnemonics are defined tc describe the different data types used in the coded bit-stream,

bslbf Bitstring, left bit first, where “left” is the order in which bit strings are writlen in
ISO/IEC 111372. Bit strings are written as a string of 1s and 0s within single quote
marks, e.g. "1000 0001. Blanks within a bit string are for ease of reading and have no
significance.

ch Chamnel. If ch has the value 0, the left chanel of a stereo signal or thefirst of two
independent signa’ isdicated. (Audio)

nich Numberof channels; equal to 1 for single_ctanne! mode, 2 in cther modes. (Audio)

gr Granule of 3 * 32 subband samples in audio LayerIl, 18 * 32 sub-band samples in
audio Layer If. (Audio)

Tnain_data The main_data portion of the bitstream contains the scalefactors, Huffman encoded
data, and ancillary information. (Audio)

maindatabeg The location in the bitsweam of the beginning of the main_data for the frame. The
location is equal to the ending location of the previous frame's main_data plus one bit.
Itis calculated from the main_data_end value of the previous frame. (AudiPUMA Exhibit 2005

s\pple v. PUMA,IPR2016-01135
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rpchof Remainder polynomiat coefficients, highest order first. (Audio)

sb Subband. (Audio}

sblimit The number of tbe Jowest sub-band for which no bits are allocated. -{Audia)

scfsi Scalefactor selection information. (Audio)

switch_point_] Numberof sealefactor band (ong block scalefactor band) from which point on window
switching is used. (Audio)

switch_pomt_s Numberof sealefactor band (short block scalefactor band) from which point on window
switching is used. (Audio) ;

uimsbf Unsigned integer, most significant bit first.

viclbf Variable length code, left bit first, where “left” refers to the order in which the VLC
codes are written.

window Nomber of the actual time slot in case of bleck_type==2, 0 ¢ window < 2. (Andio)

The byie order ofmulti-byte words is most significant byte first.

2.2.7 Constants

1 314159255358...
e 2,71828182845...

2.3 Method of describing bitstream syntax

The bitstream retrieved by the decoder is described in 2.4.2. Each data item imthe bitstream is in bold type.
Itis described byits name, its length in bits, and a mnemonic forits type and order of transmission.

The action caused by adecoded data element in abitstream depends on the valueof that data element and
on data elements previcusly decoded, The deceding of the data elements and definition ofthe state variables
used in their decoding are described in 2.4.3. The following constructs are used to express the conditions
when data elements are present, and are in normal type:

Note this syntax uses the ‘(C’-code convention that a variable or expression evaluating to a non-zero vaine is
equivalem to a condition that is true.

 

woile ( condition } { If the condition is trie, then the group ofdala elements occurs next
data_element in the data stream. This repeats until the condition is not tue.

}

do {
data_element The data clement always occurs at least once.

} while ( condition } The data element isrepeated until the condition is not true.

if ( condition) { If the condition is true, then the first group of data elements occurs
data_element next in the data stream.

else { If the condition is not sme, then the second group of data elements
data_element occurs next in the data stream.

eae PUMAExhibit 2005

} Apple v. PUMA, IPR2016-01135
23 of 124
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for (expr]; expr2; expr3) { exprl is an expression specifying the initialization of the lop. Normally it
data_elemeat specifies the initial state of the counter. expr2 is a condition specifying a test

ae made before each iteration of the loop. The loop terminates when the condition
} is not true. expr isan expression that is periormed at the end of each iteration

of the loop, normally it increments a ccunter.

Note that the most common usage of this construct is as follows:

for( i=O,i<m i++) { The group of data elements occurs ntimes. Conditional constructs
data_element within the group of data cements may depend on the value ofthe

eae loop control variable i, which is set wo zero for the first occurrence,
} incremented to one for the second occurrence, and so forth.

As noted, the group ofdata elements may contain nested conditional consinicis. For compactness, the {}
may be omitted when only one data elementfollows.

data_element [] data_element [] is an array of data. The numberofdata elements is indicated by
the context.

data_element [nj data_element (n] is the n+1th element of an array of data.

daia_element [m][n] data,element {en][n] is the m+1,n+1 th element of a two-dimensional artay of

data_element [IJ[ioj[n] data_element{]{m]/n] is the 1+1,m+1,0+1 th element of 4 three-dimensional
array of data.

data_element [m-..n] is the inclusive range of bits between bit m and bit n in tbe data,element.

While the syntax is expressed in procedural terms, it should not be assumed thal 2.4.3 implements a
satisfactorydecoding procedure. In particular, it defines a correct and error-free input bitstream. Actual
decoders must include a means to look for start codes in order to begin decoding correctly, and to identify
errors, erasures or insertions while decoding. The methodsto identify thes2 situations, and the actions to be
taken, are not standardized.

Definition of bytealigned function

 The function bytealigned Q retums | if the current position is on a byte boundary, that is the next bit in the
_ bitstream is the first bit ina byte. Otherwiseit retums 0.

Definition of nextbits function

The function nextbits ) permits comparison ofa bit string with the next bits to be decoded in the
bitstream.

Befinition of next_start_code function

The next_start_code function removes anyzero bit and zero byte stuffing and locates the next stant code.

No, of bits Mnemonic

next_stari_codeQ} {
while ( !bytealignedO }

rero_bit gn

while ( nextbis( [= C000 00C0 0000 0000 0000 0001")
rero_byte "90900000" 

This function checks whether the current position is bytealigned. If it is not, zero stuffing bits are present. .
After that any number of zero bytes may be present before the start-code. Therefore start-codes aldMatsExhibit 2005
bytealigned and may be preceded by any number of zerc stuffing bits. Apple v. PUMA,IPR2016-01135
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2.4 Requirements

2.4.1 Coding siructure and parameters

Video sequence

A coded video sequence commences with a sequence header andis followed by one or more groups of
pictures and is ended by a sequence_end_code. Immediately before each of the groups of pictures there may
be a sequence header. Within each sequence, pictures shall be decodable continuously.

ih each of these repeated sequence headersall of the data elements with the permitted exception ofthose
defming the quantization matrices (ioad_in&a_quantizer_matrix, load_non_intra_quantizer_matrix and
optionally intra_quantizer_matrix and non_intra_quantizer_matrix) shall have the same values as in the first
sequence header. Thequantization matrices may be redefined each time that a sequence beader occurs in the
bitstream. Thus the dataclements load_inwa_quantizermatrix, load_non_intra_quantizer_matrix and
optionally intra_quantizer_matrix and non_intra_quantizer_matrix may have any (non-forbidden) values.

Repeating the sequence header allows the data elements of the initial sequence headerto be repeated in crder
that random access ino the video sequence is possible. In addition the quantization matrices may be
changed inside the video sequence as required,

Sequence header

A video sequence header commences with a sequence_header_code. andis followed bya series ofdata
elements.

Group of pictures

 
A group of pictures is a series of one or more coded pictures intended to assist random access into the
sequence. In the stored bitstream, the firstcoded picture in a group of pictures is an J-Picture. The order of
the pictures in the coded stream is the order in which the decoder processes them in normal playback. In
particular, adjacent B-Pictures in the coded stream are in display order. The last coded picture,in display
order, ofa. group of picturesis either an I-Picture or 2 P-Picture,

The following is an example of groups of pictures taken from the beginning ofa video sequence. In this
example the first group of piciuzes contains seven pictures and subsequent groups ofpictures contain nine
pictures. ‘There are two B-picures between successive P-pictures and also two B-pictures between
successive I- and P-pictures. Picture '1I is used ta form a prediction for picture ‘4P". Pictures '4P’ and 'IT
are both used to form predictions for picuures 2H' and'3B'. Therefore the order of pictures in the coded
sequence shall be ‘JI’, ‘4P",'2B","3B'. However, the decoder should display them in the order 'II', '23', "3B",
“4P

 

At the encoder input,  

_ 45 6 Fe 9 80 11 12 £3 $4 IS 15H17 18 19 20 21 22 23 24 25

Pp EB B PHB BE £E BB P B B PB BI 8B P B BPth oY

Atthe encoder output, im the storedbitstream, and at the decoder input,

142 3 75 phe & 9 13 1L 12 16 14 ft? 17 18 22 20 21 25 23 241 P B B P BB H B P B B P B BYI BB PBB PP BRB

where the double vertical bars mark the group of pictures boundaries, Note that in this example, the first
group of pictures is two pictures shorter than subsequent groepsof pictures, since at the beginning of video
coding there are no B-pictures preceding thefirst I-Picture. However, in genesal, in display order, there may
be B-Pictures preceding thefirst J-Picture in the group of pictures, even for the first group of pictures to be
decoded.

PUMAExhibit 2005

Apple v. PUMA,IPR2016-01135
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Atthe decoder output,

1 2@ 3 4 5 6 7 8&8 %Y 10 11:12 13 14 £5 16 17 £8 19 20 21 22 23 24 25

A proup of pictures may be of any length. A group of pictures shall contain one of more [-Pictures.
Applications requirmg random access, fast-forward playback, or fast and normal reverse playback may use
relatively short groups cf pictures. Groups of pictures may also be started at scene cuts or other cases
where motion compensation is ineffective.

The number of consecotive B-Pictuies is variable. Neither B- nor P-Pictures need be present.

A video sequence of groupsofpicturesthat is read by the decoder may be different from the cne at the
encoder outpul due to editing.

Picture

A source or reconstructed picture consists of three rectangular matrices of elght-bit numbers; a luminance
matrix (Y), and eyo chrominance matrices (Cband Cr). The Y-matrix shall have an even number ofrows
and columns, and the Cb and Cr matrices shall be one half the size of the Y-matrix in both horizontal and
vertical dimensions.

The Y, Cb and Cr components are related to the primary (analoguz) Red, Green and Blue Signals E,. E'G
and Ep) as described in CCIR Recammendation 601. These primary signals are garmma pre-corrected. The
assumed value of gamma is not defined in this part of ISO/IEC 11172 but maytypically be im the region
approximately 2,2 to approxumately 2,8. Applications which require accurate colourreproduction may _
choose to specify the value of gamma more accurately, but this is outside the scope of this pari of ISQ/TEC
11172.

The luminance and chrominance samples are positioned as shown in figure 5, where "x" marks the position
of the luminance (Y) samples and "0" marks the position of the chrominance (Cb and Cr) samples:

x 
|
|
!

|
1
|

|
|
|

===)---y---
Xx x x x xX x

Figure 5 - The position of luminance and chrominance samples.

Thereare four types of coded picture that use different coding methods.

An Intra-coded picture (I-picture) is coded using information only from itself.

A Predictive-coded picture (P-picture) is a picture which is coded using motion compensated
prediction from a past I-Picture or P-Picture. .

A Bidirectionally predictive-coded picture (§-picture) is a picture which is coded using motion
compensated prediction from a past and/or future -Picuure or P-Picture.

A de coded (D) picture is coded using information only from itself. Of the DCT coefficients only the =

dc ones are present. The D-Pictures shall not de in a sequence containing any other picture YSUV4A Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Slice

Aslice is a series of an arbitrary number of macroblocks with the order ofmacroblocksstarting from the
upper-left of the picture and proceeding by raster-scan order from left to right and top to bottom. Taefirst
and last macroblocks of a slice shall not be skipped macroblocks (see 2.4.4.4). Every slice shall contain.at
least one macroblock. Slices shali not overlap anc there shali be no gaps between slices. The position of
slices may Change from picture to picture. The firstslice shall start with the first macroblock in the picture
and the last slice shall end with the last macroblock in the picture.

Macroblock

A macroblock contains a 16-pel by 16-line section of lamimance component and the spatially corresponding 8-pel by
Sine section of each chrominance component. A macroblock bas 4 luminance blocks and 2 chrominance blocks. The
term “macroblock” can refer to source or reconsiructed data or to scaled, quantized coefficients. The order of blocks in a
macroblock is top-left, top-right, botiom-left, bottom-right blocks for Y, followed by Cb and Cr. Figure 6 shows the
arrangementofthese blocks. .A skipped macroblock is one for which no information is stored (see 2.4.4.4).

foi) GG] GI
23)

Y¥ Cb Ci

Figure 6 -- The arrangement of blocks in a macroblock.

Block

A block is an orthogonal 3-pel by 8-line section of a luminance or chrominance component.

The term "block" can refer either ta source and reconstructed data or to the corresponding coded data
elements.

Reserved, Forbidden and Marker bit

The terms "reserved"and "forbidden"are used in the description of some values cf several fields in the coded
bitstream.

The term “reserved” indicates that the value may be used in the future for ISOMEC-defined extensions.

‘The term “forbidden” indicates a value that shall never be used (usually in order to avoid emulationofstart
codes).

The term "marker_bit" indicates a one bit field in which the value zero is forbidden. These marker bits are
introduced at several points in the syntax to avoid start-code emulation.

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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2.4.2 Specification of the coded video bitstream syntax

2.4.2.1 Start codes

Start codes are reserved bit patterns that do not otherwise occur in the video stream. All start codes are
bytealigned.

Name Hexadecimal value

picture_start_code
slice_start_codes (including slice_vertical_positions)

reserved
reserved

user_data_start_code

sequence_header_code.
sequence_ermror_code
extension_start_code
reserved

sequence_ead_code
grcup_start_code
system start codes (see note)

NOTE - System start codes are defined in ISOYIEC 11172-1.

The use of the start codes is defined in the following syntax description with the exception of the
sequence_emor_code. The sequence_erroi_code has been allocated for use by the digital storage media
interface [o indicate where uncorrectable errors have been detected.

 
2.4.2.2 Video sequence layer

Mnemonic

video_sequence(){
next_start,_codeQ
do {

sequence_header()

 

do |
group_of_pictures(}

] while ( nextbitsQ == group_start_code }
} while (nextbitsQ — sequence_hesder_code )
sequence_end_code
 

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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2.4.2.3 Sequence header

No.of bits Mnemonic _|
sequence_header() {

sequence_header_code bsI bf
horizontal_size Himasbf
yerticalsize mo. - Uimsbf
pel_aspect_ratio Hinsbf
picture_rate bimsbf
bit_rate Limsbf
marker_bit "“y
ybv_buffer_size uimsbf -
constrained_parameters_flag :
load_intra_quantizer_matrix
if (Joad_inira_quantizer_matrix }

intra_quantizer_matrix [} Himsbf
load_non_intra_quantizer_matrix
if (load_non_intra_quantizer_matrix )

non_intra_quantizer_matrix [] uimsbf
next_start_codeQ) ,
if Mmextbits) == extension_start_code) {

extension_startcode bslbF
while ( nexibils Q {= ‘0000 0000 0000 0000 0000 COOL} {

sequence_extension_data
}
next_start_codeQ)

if @extbitsQ == user_data_start_code } {
user_data_start_code
while (nextbits(Q != "6000 0000 0000 0000 0000 O00I' ) {

user_data

nhext_Start_codeQ)

 
PUMAExhibit 2005
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2.4.2.4 Group of pictures layer

group_ofpicturesO [

20

group_start_code
time_code
closed_gop
broken_link
next_start_code(}
if ( nextbits(Q) == extension_start_code) {

extension_start_code

while ( nextbitsG != 0000 0000 0000 0000 D000 0001") {
groupextension_data

neat_start_eodeQ

if ( nextbisQ == user_data_start_ccde ) [{
user_data_start_code
while ( nextbits( 1= "0000 0600 0000 0000 0000 G001') {

user_data

next_start_codeQ
}
do {

picture()
} while ( aextbitsQ == picture_start_code )

 

© ISO/IEC
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2.4.2.5 Fieture layer

 No. of bits Mnemonic

picture?) {

picture_start_code bsibf
temporal_reference uimsbf
picture_coding_ty pe uimsbf
vbv_delay uimsbhf
if ( (picture_coding_type == 2) I (picture_codingtype == 3)} {

full_pel_forward_vector
forward_f_code uvimsbhf

if ( picture_coding_type == 3) {
full_pel_backward_vector :
backward_{_code uimsbf

}
while (nextbitsQ == "1" {

extra_bit_picture yw
extra_information_picture

}
extrabitpicture “jp
next_start_codeQ)

if (nexibitsE == extension_start_ccde) {
extension_start_code :

while (nextbitsO '= "0000 0000 0000 0060 0000 0007" > {
Picture_extension_data

}
next_start_code(}

 

if ( nextbitsQ == user_data_start_cede ) |
user_data_start_code
while ( nextbitsO '!= "3000 0000 0090 0000 000C OOOT ) {

aser_data

}
next_start_code()

}
do {

sliced
} while (nexthbits? == slice_stert_code )
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2.4.2.5 Slice layer

No. of bits Mnemonic

sliceQ) {
Slice_start_code

quantizer_scale
while (nextbitsQ =='1") {

extra_bit_slice

extra_information_slice
}
extra_bit_slice

do {
macroblockO

} while (nextbitsO !='000 0000 0000 0060 O000 GOOG }
next_start_code(}
 
2.4.2.7 Macroblock layer

No. of bits Mnemonic

macroblock (C) {
while (nexthitsQ == ‘0000 OOO 111)

macroblockstuffing vicIbF
while (nextbitsC == '0000 0001 000' )

macroblock_escape vicibf
macroblock_address_increment vicibf
macreblock_type , vlelbf
if (: macroblock_quant}

quantizer_scale uimsbi
if( macroblock,metion_forward } {

metionhorizontal_forward_code viclbf
if ( (forward_f != 1) &&

Qnotion_borizonial_forward_code ‘= 9) }
motion_horizontal_forward_r timsbf

metion_vertical_forward_code ylclbf
if ( @forwand_f f= 1) &&

(motion_vertical_forward_code != 0))
motion_vertical_forward_r uimsbf

if( macroblock_motion_backward ) {
motion_horizontal_backward_code viclbf
if ( (backward_f = 1) &&

(ootion_horizontal_backward_code != 0) }
motion_horizantal_backward_r ulmsbf

motion_verticalbackward_code vielbf
if ( (hackward_f != 1) &&

(motion_vertical_backward_code !=0))
motion_vertical_backward_r nimsbf

if( macroblock_pattern)
ceded_block_pattern vlclbf

for ( i=0; i<6; 144 )
block( i}

if( picture_coding_type == 4)
end_of_macroblock “yt

PUMAExhibit 2005
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2.4.2.8 Block layer

ISOMEC 11172-2: 1993 (6)

Syntax No. of bits Mnemonic
block( i) {

if( pattern_codejil ) {
if (macroblock_intra) {

if (i<d ) {
dct_de_size_luminance
ifidce_size_luminance !=0)

dct_de_differential
}
else {

dct_de_size_chrominance
ifidc_size_chroviinance !=()

dct_dc_differential
}

}
else {

dct_coeff_first
,
if (picture_coding_type != 4} {

while { nextbis( !="10
dct_coeff_next

end_of_block

 ¥icibf

 uimsbf

viclbf

uimsbf

yiclbf

viclbf
¥iclbf

PUMAExhibit 2005
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2.4.3 Semantics for the video bitstream syntax

2.4.3.4 Video sequence layer

sequence_end_code -- The sequence_end_code is the bit strimg O00001B7 in hexadecimal. It terminates a
video sequence.

2.4.3.2 Sequence header

sequence_header_code -- The sequence_beader_code is the bit string 600001B3 in hexadecimal. It
identifies the beginning of a sequence header.

horizental_size - The horizontal_size is the width of the cisplayable part of the Iuminance component
in pels. The widih of the encoded luminance component in macroblocks, mb_width,is
(borizontal_size+15)/16. The displayable part of the picture is left-alizned in the encoded picture.

vertical_size -- The vertical_size is the height of the displayabie part of the lummance component in
pels. The height of the encoded luminance component in macroblocks, mb_height. is
(vertical_size+15)/16, The cisplayable part of the picture is top-aligned in the encoded picture.

pel_aspect_ratio -- This is a four-bit integer defined in the folowing table.

heighi/width

VGAec.

16:9, 625line  

16:9, 525line

“CCIR601, 675line

CCIRG6O1, 525line 
picture_rate -- This is a four-bit integer defined im the following table.

ictures per second

 
Applications and encoders should take into accountthe fact that 23,976, 29,97 and 59,94 are not exact
Tepresentations of the aominal picture rate. The exact values are found from 24 000/1 001, 30 090/1 001,
and 60 O0O/1 €01 and can be derived from CCIR Report 624-4. PUMAExhibit 2005
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bit_rate -- This is an integer specifyingthe bitrate of the bitstream measured in units of 400 bits!s,
rounded upwards. The value zem is forbidden. The value 3FPFF (EL 1111 1121 1111 1111) identifies
variable bil rate operation.

marker_bit -- This is one bit that shall be set p "1".

vbv_buffer_size -- This is a 10-bit integer defining the size of the VBV (Video Buffering Verifier, see
annex €) buffer needed to decode the sequence.It is defined as:

BE =16 * 1 024 * vbv_buffer_size

where B is the minimum VBV buffer size in bits required to decode the sequence (see annex C).

constrainedparametersflag -- This is a one-bit flag whica may be set to "1" if the following data
elements meet the folowing constraints:

 
horizontal_size <= 768 pels,
vertical_size <= 5/6 pels,
((horizontal_size+151/16) *((vestical_size+151/16) <= 396,
((horizontal_size-+15/16) *((vertical_size+15/16))*picture_rate <= 396*25,
picture_rate <=30 pictures/s.
forward_f_code <= 4 (see 2.4.3.4)
backwand_f_code <= 4 (see 2.4.5.4)

if the constrained_parameters_flag is set, then the vbv_buffer_size field shal] indicate a VBV buffer size less
than or equal to 327 680 bits (20*1024*16:i.e. 40 kbytes).

If the constrained_parameters_flag is set, then the bit_rate field shall indicate a coded data rate less than or
equal to 1 855 GOWbits/s.

 

load_intra_quantizer_matrix -- This is a one-bit flag which is set to "1" if an intra_quantizer_matrix
follows. Ifitis setto "0" then the default values defined below in raster-scan order, are used nul the next

occurence of the sequence header, :

8 16 19 22 26 27 29 34
16 16 22 24 27 29 34 37
19 22 26 27 29 34 34 38
22 22 26 27 29 34 37 40
22 26 2 29 32 35 40 48
26 27 2 32 35 49 4S 58
26 27 29 34 38 46 56 69
27 29 a5 38 46 36 a 83

intra_quantizer_matrix - This is alist of sixty-four 8-bit unsigned mlegers. The new values, stored m
the zigzag scanning order shown in 2.4.4.1, replace the default values shown above. The value zero s
forbidden. The value for intra_quant{0][0] shall always be & The new values shall be in effect unfil the
Hext occurence of a sequence header.

load_nom_intra_quantizer_matrix — This is a one-bit flag which is set to "1" ifa
non_intra_quantizer_matrix follows. If itis set to "0" then the default values defined below are used until
the nextoccuence ofthe sequence header,  

16 16 16 16 16 16 16 16 PUMAExhibit 2005
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non_intra_quantizer_matrix -- This is a lst of sixty-four 8-bit unsigned integers. The new values,
stored in the zigzag scanning order shown in 2.4.4.1, replace the default values shownabove. The value
zero is forbidden. The new values shall be in effect until the nex! occurence ofa sequence header.

extension_start_code -- The extension,start_code is the bit string 900001B5 im hexadecimal. It
identifies the beginning of extension data. The extension data continue until receipt of another start code.
Jb isa requirement to parse extension data correctly.

sequence_extension_data -- Reserved.

user_data_start_code -- The user_data_start_codeis the bit string QO0001B2 in hexadecimal. It
identifies the beginning of user data, The user data continves until receipt of another start code.

uset_data — The user_data is defined by the users for their specific applications, ‘The userdata shall not
contain a string of 273 or more zero bits.

2.4.3.3 Group of pictures layer

groupstart_code -- The group_start_code is the bit string GOO001B8 in hexadecimal. 1 identifies the
beginning of agroup ofpictures.

time_code — This is a 25-bit field containing the folowing: drop_frame_flag, time_code_hours,
time_code_mimutes, marker_bil, time_code_seconds and time_cede_pictures. Phe fields correspond to the
fields defined in the HEC standard (Publication 461) for “time and control codes for video tape recorders" (see

annex E). The coderefers to the first picture in the group of pictures that has a temporal_reference of zero.
The drop_frame_flag can be set to either "O" or "1". It may be set to "1" only if the picture rate is
29,97Hz. If it is "0" then pictures are counted assuming rounding to the nearest integral numberofpictures
per second, for example 29,07 Hz weuld be rounded to and counted as 30 Hz. Hit is "1"then picture
numbers 0) and 1 at the startof each minute, except minutes 6, 10,20, 39, 40, 50 are omitted from the
count.

drop_frame_flag
time_code_hours
time_code_mimutes
marker_bit
time_code_seconds
tine_code_pictures 

closed_gop -- This is a one-bit flag which may be set to "1" if the group of pictures has been encoded
without motion vectors pointing 1D the previous group of pictures.

This bit is provided for use during any editing which occurs after encoding. [f the previous group ofpictures
is removed by editing, broken_link may beset to "1" so thai a decoder may avoid displaying the B-
Pictures immediately following the first I-Picture of the group of pictures. Howeverif the closed_gop
bit indicates that there arenc prediction references to the previous group of pictures then the editar may
choose not io set the broken_link bit as these B-Pictures can be correctly decoded in this case.

broken_link — ‘This is a one-bit flag which shalt be set to "0" during encoding. Itis set to "1" 10 indicate
that the B-Pictures immediately following the first {-Picture of a group of pictures cannot be correctly
decoded because the other J-Picture or P-Picture which is used for prediction is not available (because of the
action of editing).

A decoder mayuse this flag to avoid di splaying pictures that cannotbe correctly decoded.

extension_start_code -- See 2.4.3.2.

groupextensiondata -- Reserved.

user_datastartcode — See 2.4.3.7, PUMAExhibit 2005
Apple v. PUMA, IPR2016-01135
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2.4.3.4 Picture layer

picture_start_code -- The picture_start_code is a siring of 32-bits having the value 00000100in
bexadecumal.

temporal_reference -- The temporal_reference is a 10-bit unsigned integer associated with cach input
picture. Itis incremented by one, modulo 1€24, for each input picture. For the earliest picture (in display
order) in cach group ofpictures, the temporal_reference is reset to zero.

The iemporal_reference is assigned (in sequence) to the pictures in display order, no temporal_reference shall
be omitted from the sequence.

picture_coding_type -- The pictire_coding_type identifies whether a picture is an intra-coded picture(i),
predictive-coded picture(P), bidirectionally predictive-coded picture(B), or intra-coded with only dc
coefficients picture(D) according to the following table. D-pictures shall never be included in the same
video sequence as the cther picture coding types.

forbidden

intra-coded (1)
predictive-coded (P)
bidirectionally-predictive-coded (B)
dc mtra-coded (D)
reserved 

vbv_delay -- The vbv_delay is a 16-bit unsigned integer. For constant bitrate operation, the vbv_delay
as used to set the initial occupancy of the decoder's buffer at the start ofdecoding the picture so that the
decoder's buffer does not overflow or underflow. The vbv_delay measures the time needed to fill the VBV
buffer from an initially empty state at the target bit rate, R, to the correct level immediately before the
current picture is removed from the buffer.

The value ofvbv_delay is the number of periods of the 90kHz system clock that the VBV should wait after
receiving the final byte ofthe picture start code, It maybe calculated from the state of the VBV as follows:

*

vbv_deay =90000*B /Rn n

where:

a>oO*

BN = VBV occupancy, measured in bits, mmediately before removing picture a from the
buffer butafter removing any group ofpicture layer data, sequence header data
aud the picture_start_code that immediately precedes the data elements of
picture n.

R = bitrate measured in bits/s. The full precision of the bitrate rather than the rounded
valuz encoded >y the bit_rate field m the sequence header shall be used by the
eucoder in the VBV madel.

For non-constant bitrate operation vbv_delay shall bave the yalueFFFF in hexadecimal.

Full_pel_forward_vector ~ If set to "1", then the motion vector values decoded represent imteger pel
offsets (rather than half-pel units) as reflected im the equations of 2.4.4.2.

forward_f_code — An unsigned integer taking values 1 through 7. The value zerois forbidden. ‘The
variables forward_r_size and Eorward_f used in the process of decoding the forward motion vectors are derived
from forward_f_cede as described in 2.4.4.2

Full_pel_backward_vector -- If set ta "1", then the motion vector values decoded represennC}fee 2005offsets (rather than halfpel units) as reflected in the equations of 2.4.4.3. Apple v. PUMA, IPR2016-01135
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backward_f_code -- An unsigned integer taking values 1 through 7. The value zerc is forbidden. The
variables backward_e_size and backward_f used in the process ofdecoding the backward motion vectors are
derived from backward_f_code as described in 2.4.4.5.

extra_bit_picture -- A bit indicates the presence cf the following extra information. If
extra_bit_picture is set to "1", extra_information_picture will follow it, If itis setto "0", there are no data
foHowingit.

extra_information_picture -- Reserved.

extension_start_code -- See 2.4.3.2.

picture_extensiondata -- Reserved.  

user_data_start_code -- See 2.4.3.2.

user_data -- See 2.4.3.2,

2.4.3.5 Slice layer:

slice_start_code -- The slice_start_code is a string of 32-bits. The first 24-bils have the value 090001 _
in hexadecimal aadthelast 8-bits are the slice_vertical_position having a value in the range OL through AP
hexadecimal inclusive.

slice_vertical_position -- This is given by the last eight bits of the slite_start_code. It is an unsigned
miteger giving the vertical position in macroblock units of the first macroblock m the slice. The
slice_vertical_position of the first row of macroblocks is one. Some slices may have the same
slice_vertical_position, sce slices may start and finish anywhere. Note that the slice_vertical_position is
constrained by 2.4.1 to define non-overlapping slices with no gaps between them. The maximum.value of
slice,_vertical_position is 175.

 

quantizer_scale -- An unsigned integer in the range t to 31 used to scale the reconstruction level of the
retrieved DCTcoefficient levels. The decoder shall use this value until another quaatizer_scale is
encountered either at the slice Jayer or the macroblock layer, The value zero is forbidden.

extra_bit_slice -- A bit indicates the presence of the following extra information. If extra_bit_slice is
setto "1", extra_information_slice will follow it. If itis sect to "0", there are no data followingit.

extra_information_slice -- Reserved.

2.4.3.6 Macroblock layer

macroblock_stuffing -- This is a fixed bit string "COCO 0001 11L" which can be imseried by the encoder
to increase the bit rate to that required of the storage or tansmission medium. It is discarded by the decoder.

macroblockescape -- The macroblock_escape is a fixed bit-string "0000 0001 COO" which is used
whenthe difference between macroblock_address and previous_macroblock_addressis greater than 33. Et
causes the value of macroblock_address_incrementta be 33 greater than the value that will be decoded by
subsequent macroblock_escapes and the macroblock_address_increment codewords.

For example, if there ate two macroblock_escape codewords preceding the macroblock_address_increment,
then 65 is added to the value indicated by macroblock_acdress_increment.

macroblockaddress_increment — This is a variable length coded integer coded as per table B.1 which
indicates the difference between macroblock_address and previous_macroblock_address. The maximum
value of macroblock_address_increment 1s 33. Values greater than this can be encoded using the
macroblock_escape codeword.

The macroblock_address is a variable defining the absolute position of the current macroblock. The
macroblock_addiess of the top-left macroblockis zero. PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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The previous_mactoblock_addressis a variable defining the absolute position of the last non-skipped
macroblock (see 2.4.4.4 for the definition of skipped macroblocks) except at the start of aslice. At the start
ofa slice, previous_macroblock_address is reset as follows:

previous,macroblock_address=(glire_vertical_pesiton- 1)*mb_width-1;

The spatial position in macroblock units ofa macroblock in the picture (mb_row, mb_column) can be
computed from themacroblock_address as follows:

mb_row = macroblock_address / mb_width
mb_column = macroblock_address % mb_width

where mb_width is the number ofmacroblocks in one row of the picture.

NOTE - The slice_vertical_position differs from mb_row by one.

 
macroblock_type -- Variable length coded indicater which indicates the method of coding and content of
the macroblock accoming to the tables B.2a through B.2d,

macroblock_quant-- Derived from macroblock_type.

macroblock_motion_forward -- Derived from macroblock_lype.

macroblock_mation_backward -- Derived from macroblock_type.

macroblock_patiern -- Derived from macroblock_type.

macroblock_mta — Derived from macroblock_type.

quantizer_scale -- An unsigned integer in the range | to 31 used to scale the reconstruction level of the
retrieved DCT coefficient levels. ‘The value zero is forbidden. The decoder shall use this value watil another

. Quantizer_scale is encountered either at the slice layer or the macroblock layer. The presence of
quantizer_scale is determined fram macrcblock_type.

mmotion_horizontal_forward_code -- motion_horizontal,forward_code is decoded according to ble
B4. The decoded value is requited (along with forward_{- see 2.4.4.2) to decide whether or not
motion_horizontal_forward_r appears in the bitstream.

motion_horizontal_forward_r -- An unsigned integer (of forward_r_size bits - see 2.4.4.2) used in the
process ofdecoding forward motion vectors as described in 7.4.4.7.

motion_vertical_forward_code -- motion_vestical_forward_code is decoded according to table B.4.
The decoded value is required (aiong with forward_f - see 2.4.4.2) to decide whether or not
motion_vertical_forward_r appears in the bitstream.

motion_vertical_forward_r -- An unsigned integer (of forward_1size bits - see 2.4.4.2) used in the
process ofdecoding forward motion vectors as described in 2.4.4.7.

motion_horizontal_backward_code -- motioa_horizontal_backwasd_code is decoded according to
table B.4. ‘Fhe decoded valueis required (along with backward_f - see 2.4.4.2) to decide whetheror not
motion_horizontal_backward_r appears in the bitstream.

motion_horizontal_backward_r -- An unsigned integer (of backward_r_size bits - see 2.4.4.2) used in
the process of deccding backward motion vectors as described in 2.44.2.

motion_vertical_backward_code — motion_vertical_backward_code is decoded according to table B.4.
The decoded valueis required (along with backward_f} to decide whether of not motion_vertical_backward_r
appears in the bitstream.

motion_vertical_backward_r -- An unsigned integer (of backward_r_size bits) used in URL~MAsEwhibit 2005
decoding backward motion vectors as described in 2.4.4.3, Apple v. PUMA,IPR2016-01135
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coded_block_pattern -- coded_block_pattern is a variable length code that is used to derive the variable
cbp according to table B.3. If macroblock_intra is zero, chp=0. Then the pattern_code[i] for =0 to 5 ts
derived from chp using the following:

pattern_code[i] = G;
if ( cbp & (1<<(5-i)) ) pattern_codefi] = 1;
if € macroblock_intra ) pattern_code[i} = 1;

patiern_code[0] — If 1, then the upperleft luminance blockis to be received in this macroblock.

patiera_code[T] — If 1, then the upper ight luminance block is to be received in this macroblock.

pattern_code[2] — If 1, then the lowerleft luminance block is to be received in this macroblock.

patiera_code[4] — If 1, then the lower right luminance block is to be received in this macroblock...

patierm_code[4] -- If 1, then the chrominance block Cbis to be received in this macroblock.

pattern_code[S] — If 1, then the chrominance block Cr is to be received in this macroblock.

end_of_macroblock -- This is a bit which is set t0 “1” and exists only in D-Pictures.

2.4.3.7 Block layer

dct_de_size_lurpinance -- The number of bis in the following dct_dc_differential code,
de_size_luminance,is dentved according to the VLC table BSa. Note that this data clement is used in mira
coded blocks.

dct_de_size_chrominance -- The numberofbiis in the following dci_de_differential ccde,
dc_size_chrominance, ts derived according to the VLC table B.5b. Note that this data element is used in
intra coded blocks.

 
dct_dc_differential -- A variable length unsigmed integer. If dc_size_luminance or dc_size_chrominance
(as appropriate) is zero, then det_dc_differential is not present in the bitstream. det_zz []is the array of
quantized DCT coefficrents in zig-zag scanning order. dct_zz[i] for i=0..63 shall be set to zero initially. If
de_size.luminance or dc_size_chrominance (as appropriate} is greater than zero, then det_zz[Q] is compated
as follows from dct_dc_differential:

For luminanceblocks:

if (dot_dc_differential & ( 1 << (dc_size_luminance-1}}) dct_22/0] = dct_de_differential -
else det_zz[O} = ( (-1} << (de_size_Iwminance) )| (dct_dce_cifferential+1);

For chrominarce blocks:

if ( det_dc_differential & (1 << (de_size_chrominance-1}}-) det_zz[0] = dct_de_differential ;
else det_zz.0] = ( G1) << (de_size_chromimance) ) | (det_de_differential+1) ;

Note that this data element is used in intra coded blocks.

 example for dc_size_luminance = 3

 
det_coeff_first -- A variable Jength code accordiag to tables B.Sc through B.5f for the first cogifipigng, Exhibit 2005
The vartables ran and level are derived according to these tables. The zigzag-scanned quantizcoeificient list is updated as follows. pplePUMA, eeeoe5;oO
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i=1un;

if (s == 0) det_zz{i] =level:
if (s==1) dcet_zz{i] =- level :

The tems dct_coeff_first and det_coeff_next are rum-length encoded and dct_zzfi}, i>=0 shall be set to zero
initially, A variable Iength code according to tables B.Sc through B.5€ is used to represent the run-length
and level of the DCT coefficients. Note that this data element is used in non-iniracoded blocks.

dct_coeff_next -~ A variable length code according to tables B.Sc through B.Sf for coefficients following
the first retrieved. The variables mun and level are derived according to these tables. The zigzag-scanned
quantized DCT coefficientlist is updated as follows.

i=itsmn +t ;
if (s == 0) det_za{i] = level,
if (s == 1) det_zdfi] =- level :

Tf macroblock_intra == 1 then the term i shall be set to 2ero before the first det_coeff_nexi of the block.
The decoding of dct_coeff_next shell noi cause i to exceed 53.

end_of_block -- This symbolis always used to indicate that no additional non-zero coeficients are
present. It is used even if det_zz_63] is non-zero. Its value is the bit-string "10"as defined in table B.Sc.

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
41 of 124
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2.4.4 The video decoding process

Compliance requirements for decoders are contained in ISO/IEC 1172-4.

2.4.4.1 Intra-ceded macroblocks

In |-pictures all macroblocks are intra-coded and stored. In P-pictures and B-pictures, some macroblocks
may be intra-codedas identified by macroblock_type. Thus, macroblock_intra identifies the intra-coded
macroblocks.

The variables mb_zow and mb_column locate the macroblock in the picture. They are defined in 2.4.3.6.
The definitions of dct_dc_differential, and dct_coeff_next also have defined thezigzag-scanned quantized DCT

coefficient list, dct_zz[]. Each dct_zzf{] is located in the macroblock as defined by pattern_codef].

Define dct_recon{m][n] to be the matrix of reccnstructed DCT coefficients of the block, where the first index
identifies the row and the second the column of the matrix. Define dct_dc_y_past, dct_d¢e_cb_past and
dct_de_cr_past to be the dct_recon[0]{O] of the most recently decoded intra-coded Y, Cb andCr blocks
respectively. The predictors det_dc_y_past, dct_de_cb_past and dct_éc_cr_past shail all be reset at the start
of a slice and at non-intra-coded macroblocks Gncluding skipped macroblocks} to the value 1 024 (128*8).

Define intra_quant[m][n] to be the intra quantizer matrix that is specified in the sequence header.

Note that intra_quant[)}[0] is used in the dequantizer calculations for simplicity of descnption, but the result
is overwritten by the subsequent calculation for the de opefficient.

Define scan[imjfn] to be the matrix defming the zigzag scanning sequence as follows:

6 1 5 6 14 15 25 28
2 4 7 13 16 26 29 42
3 8 i2 17 25 30 4] 4
g 11 18 24 31 40 44 33
10 19 24 32 39 45 52 54
20 22 33 38 46 51 55 oO
21 34 37 47 30 56 SG él
35 36 48 4) a7 58 62 a

Where nis the horizontal index and mis the vertical index.

Define past_intra_address as the macroblock_address of the most recently retrieved intra-coded macroblock
within the slice. It shall be reset to -2 at the beginning of each slice.

Then dct_recon[m][n] shall be computed by any means equivalent to the following procedure forthe first
luminance block:

for (n=O; m<8; m++) {
for N=0; n<B; a++) {

i=scan{m](n} ;
dct_recon[m]{a] = (2 * det_zzfi] * quantizer_scale * inta_quant/m}[n] }/16;
if ((C dct_reconfmJ{n] & 1) == 0}

det_recon{m] fn] = det_reeon[mj[n] - Sign(dct_recon[m][n}};
if (dct_recon{m][p] > 2 047) dct_recon[m] [nf = 2 047 ;
if (éct_recon[m]{n] < -2 048) det_recon[m] [a] = -2 048 ;

}
}
det_recon|OJ [0] = det_zzf[Q] * 8 ;
if € (macioblock_address - past_inira_address > 1} )

dct_recon{0)[O] = (128 * 8) + det_recon[D]DI ;
else

det_recon{OJ[0] = dct_dce_y_past+ dct_recon[0][0] ; ..
dct_de_y_past = det,secon[0[0] ; PUMAExhibit 2005

; Apple v. PUMA, IPR2016-01135
Nate that this process disallows even valued numbers. This has been found to prevent accumulation of 42 of 124mismatch errors,
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For the subsequent luminance blocks in the macroblock, in the order of the list defined by the array
pattem_code

for (m=O; m<8; m++) {
for (n=O; n<B; a+) {

i=scan{m] fn] ;
dct_recon{m)][n] = ( 2 * det_zzfi} * quamtizer_scale * intra_quant[m)[n} > /16 ;
if ( (dcet_recon{mJjn] & 1}== 0)

det_recon[m] fn] = det_recon[m]{nf - Signet.recoafim] (ny) ;if (det_recon(m] [n] > 2.047) det_srecon[m][n] = ;if (det_recon[m] [n] < -2 048) det_recon[m}[n} =.re ;
 

}
}
dct_recon[O)[0] =dct_dc_y_past + (det_zz[O] * 8);
dct_de_ypast = det_recon[O)[0] ;

For the chrominance Cb block,:

for (m=0; m<8; m++) {
for @=0, n<B; n+) {

i= scanfm][n] ;
dct_secon{m)[n] = (2 * det_zz[i] * quantizer_scale * intra_quant[m_[nl] ) /16 ;
if ( (det_recon{m]{n) & 1)== 0)

det_recon[m] fn] = det_recon(m|[n] - Sign(dct_recoa[m][n)) ;
if (det_recon[{m)[n] > 2.047) da_tecon{m][nj =2 047 ;
if (dct_recon[m][n] < -2 048) det_recon[m)[n] = -2 048;

 

I
}
dct_recon[0)[0] =dct_zz[6} * 8;
if ( (macroblock_addtess - past_imtra_address } > 1 }

dict_recon[0}[0] = (128 * 8)4- dct_recon[0][0};

 

else

dct_recon[0}[0] = dct_dc_ch_past + det_recon[0)(0] ;
dct_dc_cb_past =det_recon{0}{0);

For the chrominance Cr biock,:

for (m=0; m<8; m++) {
for (n=O; mB; nt++) {

i = scan[m][n] ;
det_recon:m|[n] = ( 2 * det_zz[i] * quantizer_scale * intra_quant{m][n}}/16;
if( (da_recon{mi[n) & 1) = 0)

dct_recou[{m][a] = det_reconfm][n] - Sign(dct_recon[m] [nf ;
if (det_recon[m]{n] > 2047) dct_recon{m] fn] = :
if (det_recon[m] [n] < -2 048) dct_recon[m]{n] = -2 048 ;

}
}
dct_recon[O][0] = dct_zz[0] * 8;
if ( (macroblockaddress - past_intra_address } > 1)

det_recon[9) [0] = (128 * 8) 4 dct_recon[0}[0] ;
eise

dct_recen[0}[0)] = det_dc_cr_past+ det_recon[C][C] ;
dct_de_cr_past = dct_recon[0] [9];

After all the blocks in the macroblock are processed:

past_intra_address = macroblock_address;

Values in the coded data elements leading to dctrecon{00 < Oor det.econI010}> 2.047 aRab2005Apple v. PUMA, IPR2016-01135
Once the DCT coefficients are reconstructed, the inverse DCT transform defined in annex A shall te appli of 124
tc obtain the inverse transfonned pel values in the range [-256, 255]. These pel values shall be limitedto
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therange [D, 255) and placed in the luminance and chrominance matrices in the positions defined by
mib_row , mb_column, and the stdefined by the array patiern_codef].

2.4.4.2 Predictive-coded macroblocks ia P-pictures

Predictive-coded macroblocks in P-Pictures are decodedin two sieps..

First, the value of the forward motion vector for the macroblockis reconstructed and a prediction
macroblock is formed, as detailed below.

Second, the DCT coefficient information stored for same or all of the blocks is decoded, dequantized, inverse
DCT transfomned, and added to the prediction macroblock,

Let recen_right_for and recon_down_for be the reconstructed horizontal and vertical components of
the motion vector for the current macroblock, and recon_right_for_prev and recon_down_for_prev be the
reconstructed motion vector for the previous predictive-coded macroblock. Ifthe current macroblock is the
first macroblock in the slice, or if the last macroblock that was decoded contained no motion vector
information (either because itwas skipped pr macroblock_motionforward was zero}, then
recon_right_for_prev and recon_dcwa_for_prev shall be set to zero. :

If no forward motion vector data exists for the current macroblock (either because it was skipped or
macrebiock_motion_forward == 0}, the motion vectors shall be set to zero.

If forward motion vector data exists for the current macroblock, ther any means equivalent te the following
procedure shall be used to reconstruct the motion vector horizontal and vertical components.

forward_r_size and forward_f are derived from forward_f_cade as follows:

forward_r_size = forward_f_code - 1
forward_{= 1 << forward_r_size

if ({forward_{ == 1) i Gmotion_horizontal_forward_code== 0) ) [
complement,horizontal_forward_s = 0;

} else {
canplement_horizontal_forward_t = forward_{- 1 - motioa_horizental_forward_r;

}
if ( forward_{= J) I(motion_vertical_forward_code == 0)) :

complement_vertical_forward_1=0;
} else { .

complement_vertical_forwarl_s = forward_f - 1- motion_yertical_forward_n
}

right_little = motion_horizontal_forward_code * forward_f;
if (right_litle== 0) {

righi_big = 0;
1 else {

if (right_little > O) {
right_little = rightlittle - complement_horizontal_forward_r ;
right_big =right_liltle - (32 * forward_f);

} else { :
right_litte = nght,litle + complement_horizontal_forward_r:
right_big =right_little + (32 * forward_D:

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
44 of 124
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down_little = motion_vertical_forward_code * forward_f:
if (down_littie —0) {

down_big = 0,
F else { ;

if (down_little > 0) {
down_little = down_little - complement_vertical_forward_r;
down_big= down,little - G2 * forward_D;

} else {
down_little = dowa_litte + complement_vertical_forward_r;
down_big = down_little + (32 * forward_fi;

}

Values offorward_f, motion_horizontal_forward_code and if present, motion_horizontal_forward_r shall be
such that right_Hitde is not equal to forward_f * 16.

Values offorward_f, motion_vertical_forward_code and if present, motion_vertical_forward_r shall be suci
that down_little is not equal to forward_f * 16.

max =(16* forward_f)-1: .
min = ( -16 * forward_f };

new_vector= recon_zight_for_prev + right_litie ;
ii ( (new_vector <= max) && (ew_vectot >= min) }

recon_right_for = recon_right_for_prev + right_litile ;
else_

recon_nght_for= recon_night_for_prev+ aght_biz ;
recon_right_for_prev = recon_right_for ;

if ( full_pel_forward_vector ) recon_right_for = recon_right_for << 1;
new_vecior= recon_down,for_prev + down_little :
if ( (new-vector <= max) && (new_vector >= min) )

recon_down_for = recon_down_for_prey + down_Iittle ;
else

recon_down_for = recon_down_for_prey + down_big ;
recon_down_forprev = recon_down_for :
if ( full_pel_forward_vector) recon_down_for = recon_down_for << 1;

The motion vectors in whole pel units for the macroblock, right_for and down_for, and the half pel unit
flags, right_half_for and down_half_for, are computed as follows:

for chrominance

rightfor = ( recon_right_for/2)>> 1;
down_for = (recon_down_for {2 ) >> 1;

right_half_for =recon_right_for2 - 2*ight_|for) ;
down,halffor= recon_down_for/? -

 

 
 
  

 
 

  

 
 

 
  

right_for= recon_right_for >> 1 ;
down_for=recon_down_for >> 1;

right _half_for=recon_right_for- ‘(Frightfor) +3down_half_for=recon_down_for-   
Motion vectors leading to references outside a reference picture's boundaries are not allowed.

A positive value ofthe reconstructed horizontal motion vector Gight_for) mdicates that the referenced areaof
the past reference picture is to the right of the macroblock in the coded picture.

A positive value of the reconstracted vertical motion vector (down_for) indicates that thereferenced area of
the past reference picture is below the macroblock in the codedpicture.

Defining pel_past]}[] as the pel values of the past picture referenced by the forward motion vector, and
pel(i] as the predictors for the pel values of the block being decoded, then:

if ( (! right_half_for)&& (1 down_half_for)) PUMAExhibit 2005

pellilj} = pel_pastli+down_for}j-+right_for] ; Apple v. PUMA,IPR2016-01135
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if ( (i right_half_for) && down_half_for )
pel Gi) GG) = ( pel_past{it-down_for][}j+-right_for} +

pel_past(i+down_fort1|{jtright_for] ) #2;

if ( righthalffor && @ down_halffori )
pel[i[j} = ( pel_past{i4+-down_fos}{jtright_for] +

~ pel_past{i+down_for]{j+nght_for+1]) 42;

if( sighthalffor&& dowa_half_for)
pelli{i] = ( pel_pastfi+-down_for] §j+right_for] + pel_past[i+down_for+I}{}right_for] +
pel_past[itdown_forj[j+night_for+1] + pel_pasth+down_for+|]{j+right_forti] } // 4;

Define non_intra_quant[m][n] to be the ncon-intra quantizer matrix that is specified im the sequence header.

The DCT coefficients for each block presentin the macroblock shall be reconstructed by any means
equivalent to the following procedure:

for ( m=0; m<8: m++)[
for (n=O; n<8;n++ } {

i= scan[m]fn]:
dct_reconfm) [n] = ( ( (2 * det_zzfi}) + Sign(dct_zefi])) *

quantizer_scale * non_intra_quant[m][n] ) /16;
if (( det_recon{m]fn] & 1) 90)

dct_recon{m]fn] =dct_recon[m][n] - Sign(det_recon[m] fn};
if (det_recon[ma}{aJ > 2047) dctrécon[mn][n} = 2047; |
if (dct_reconfm] [n] < -2048) det_zecon[m][n] = -2048 ;
if ( det_zzfi] = 0) ,

dct_recoa[m][nJ = 0;
}

}

dct_recoa{m]{nj = ( for allin, n in skipped macroblocks and when pattem{[i] = 0.

Once the DCT ccefficients are reconstructed, the inverse DCT transform defined in annex A shall be applied
to obtain the inverse transformed pel values in the interval [-256, 255]. The inverse DCTpel values shall
be added to the pelfi] [j] which were computed above using the motion veciors. The result of the addition
shall be limited to the interval [0,255]. The locationof the pels is determined fom mb_row, mb_colomn
and the pattern_codelist.

2.4.4.3 Predictive-coded macroblocks in B-pictures

Predictive-coded macroblocks in B-Fictares are decoded in four steps.

First, the value of-the forward] motion vector for the macroblock is reconstructed from the retrieved forward

movion vector information, and the forward motion vector reconstructed for the previous macroblock, using
the same procedure as for calculating the forward motion vector in P-pictures. However, for B-pictures the
previous reconstructed motion vectors shall be reset only for the first macroblock in a slice, or when the
last macroblock that was decoded was an intra-coded macroblock. If no forward motion vector data exists for

the Current macroblock, the motion vectors shali be obtained by:

 

recon_right_for = recon_right_for_prey,
recon_down_lor= recon_down_for_prev.

Second, the value of the backward motion vector for the macroblock shall be reconstructed from the
retnevedbackward motion vecior information, and the backward motion vector reconstructed for the
previous macroblock using the same procedure as for calculating the forward motion vector in B-pictuzes,
in this procedure, the variables neededto find the backward motion vecterare substituted for the variables
needed to find the forward motion vector. The variables and coded dala dements used to calculate the
backward motion vector are:

PUMAExhibit 2005
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backward_r_size and backward_fare derived from backward_fcode as follows:

backward_r_size =backward_fcode -1
backward_f = 1 << backward_r_size

The following variables result from applying the algorithm in 2.4.4.2, modified as described in the
previous paragraphs in this clause:

nght_for right_half_for down_for down_half_for
night_back right.halfback down_back down_half_back

They define the integral and balfpel value of the rightward and downward components of the forward motion
vector (which referencesthe past picture in display order) and the backward motion vector (which references
the future picture in display order).

 
Third, the-predictors of the pel values of the block bemg decoded, pel [][J, are calculated. If only forward
motion yector infomation was retrieved forthe macroblock, then pel[]{{ of the decoded picture shall be
calculated according to the fonnulas in 2.4.4.2. If only backward motion vector information was retrieved.
for the macroblock, then pel{]}{} of the decoded picture shall be calculated according to the formulas in the
predictive-coded macroblock clause, with “hack” replacing "for", and pe)_future[][] replacing pel_past[|[J. H
both forward and backward motion vectors mformation are retrieved, then let pel_for[][] be the value
calculated from the past picture by use of the reconstructed forward motion vector, and let pel_back([][] be
thevalue calculated from the future picture by use of the reconstructed backward motion vector.’ Then the
value of pel{][} shall be calculated by:  

pel] = (pel_tor90 + pel_back[[f] ) 72;

Define nom_iatra_quant{mo)[n] to be the non-intra quantizer matix that is specified in the sequence header.

Fourth, the DCT coefficients foreach block present in the macroblock shall be reconstructed by any means
equivalent to the following procedure:

for (m=0; m<8; m++ ) {
for ( n=; n<8; nt+) {

i=scan{m]fn] ;
dci_recon[m] [mn] = (( (2? det_zzfi}} + Sign(dct_zzfi]) } *

quantizer_scale * non_intra_quant{m[ni ) / 16 ;
if (( dct_recon[m}fa] & 1)==0}

det_recon{m]fnj = det_recon[m}{n] - Sign(dct_recon[m]fn)) ;
if (dct_recon[m]} [hn] > 2 O47) det_recon[m}[n] = 2 047 ;
if (det_recon[im][n] < -2 048) dct_reconfmj{n] = -2 048;
if (det_22[7] == 0}

dct_reconfm][n] = 9 ;

 

}

dci_recon{m][n] = 0 for all m, n in skipped macreblocks and when pattern[i} == 0.

Once the DCT coefficients are reconstructed, the inverse DCT tansform defined in amex A shalt be applied
to obtain the inverse transformed pel values in the range [-236, 255]. The inverse DCT pel values shall be
added to pel{}, which were computed above from the motion vectors. The result of the addition shall be
limited to the interval [0,255]. The location of the pels is determined from mb_row, mb_column and the
pattem_code list

2.4.4.4 Skipped macroblocks

For some macroblocks there are no coded data, that is neither motion vector information nor DCT
information is available to the decoder, These macroblocks are called skipped macroblocks and are indicated
when the macroblock_address_incrementis greater than 1, “Le

PUMAExhibit 2005
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In P-pictures, the skipped macroblock is defined to be a macroblock with a reconstructed modon vector
equal to zero and no DCT coefficients.

In B-pictures, the skipped macroblock is defined to have the same macroblock_type (lorward, backward, or
bots motion vectors) as the prior macroblock, differential motion vectors equal to zero, and no DCT
coefficients, In a B-picture, a skipped macroblock shall not follow an intra~-coded macroblock.

2.4.4.5 Forced updating

This fimction is achieved by forcing the use ofan intra-coded macroblock. The update pattem is not
defmed. Fer contro! of accumulation of IDCT mismatch-error, each macroblock shall be intra-coded at least
once perevery 132 timesitis coded ina P-picture without an intervening I-picture.
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Annex A

(normative)

& by B Inverse diScrete cosine transform

The 8 by 8 inverse discrete cosine transform for [-pictures and P-pictures shall conform to IEEE Draft
Standard, P1180/D2, July 18, L990. For B-picturesthis specification may also be applied but may be
unnecessarily stringent. Note that clause 2.3 of P1180/D2 'Censideraltions of Specifying IDCT Mismatch
Exrors" requires the specification of periodic intra-coding in order to control the accumulation of mismatch
errors. ‘The maximum refresh period requirementforthis part of ISOMEC 11172 shail be 132 intra-coded
pictures or prediciive-coded pictures as stated in 2.4.4.5, which is the same as indicated ia P1180/D2 for
visual telephony according to CCITT Recommendation H.251 [5].
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Annex B

(normative)

Variable length code tables

Introduction

This annex contains the variable length code tables for macroblcck addressing, macroblock type,
macroblock pattern, motion vectors, and DCT coefficients.

B.1 Macroblock addressing

. Table B.1. -- Variable length codes for macrobleck_address_increment.

macroblock_address,.
increment VLC code

 
    
 
 

 1
011
010
0011
0010

0000 0101 10
0300 OLOL C1
0900 0101 CO
0000 0100 11
0900 0100 10

 
  

   
 
 

  

   
 
 

0O0T 1
DOOE D
0000 111
0000 110
0060 1011

0900 0100 C11
0900 0100 €10
0000 0100 001
0900 0100 C60
0000 0011 111

 
 

 0000 LOTO

0000 1001
0000 1000
0000 D111
0000 D11G

0000 0011 110
0000 0011 101
0900 0011 100
0000 0011 C11
0300 0011 C16

 
 
 
 

$000 0101 EL 0000 OO1L C01
0900 0011 COO
0000 OOOE 111
0300 0O0L COG

 

 
 

 

 
 

macroblock_stuffing
macroblockescape
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B.2 WMacroblock type

The properties of the macroblock are detemnined by the macroblock type VLC accordingtc these tables.

Table B,2a. -- Variable length codes fer macroblock_type in intra-coded
pictures (-pictures).

macroblock_ | macroblock. acroblock_|macroblock_ ate macroblocktypeVLC code|quant motion Rok intra
nh
  
 

  
Table B.2b. -- Variable length codes for macroblock_type in predictive-coded
pictures (P-pictures),

macroblock_ Inacroblock_ acroblock_-|macroblock_..] macroblock_|macroblock_typeVLC codejf}quant motion motion_ fattem intra
forvard backward

1 
Table B.2c. -- Variable length codes for macroblock_type in bidirectionally
predictive-coded pictares (B-pictures).

macroblock_|macrobiock_ acroblock_|macroblock_ macroblockquant motion_ noon fattenforward

 SeeeSSeeocon TyiamseeTe
Table B.2d. -- Variable length codes for macroblock_type in dc intra-coded
pictures (D-pictures).

macroblock — macroblock_|macroblock_|macroblock_|macroblock_|macrobleck_

typeVLC code | quant potion potion pattern intra
SoSSEEE See
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B.3 Macrobleck pattern

1lt
1103
1100
1013
1610

1001 1
1001 0
1000 1
1000 0
O111 1

O1110
OLIG 1
OL10 0
O10] 1
0101 0

1 O100 1

42

G100 0
OO11 #1
0011 19
0011 O1

0011 00
OO10 1EL
0010 110
OO10 101
0010 100

0016 O11
0016 O10
0010 OO1
0010 000
0001 1111

0001 1110
0001 1101

 
G ISOIEC

Table B3. -- Variable length codes for coded_block_pattern.

0001 1L00
1 OOO] JOT1

OOO1 1010
0001 1001
0001 1000

0001 O111
0001 0110
0001 O10L
0001 0100
0001 0011

0001 0010
0001 0001
0001 0000
6000 1141
0000 1110

0000 1101
0000 1100
0000 1911
0000 1910
0060 1001

0000 1000
0000 0111
0000 0110
0000 O10
0000 0100

0006 OO1L I
0000 OO1L 6
0000 0010 i
0000 0010 0
0000 0901 J

0000 Q001 ¢
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B.4 Motion vectors

Table 6.4. -- Variable length codes for motion_horizontal_forward_code,
motion_vertical_forward_code, motion_horizontal_backward_code, and

motton_vertical_backward_code.

9000 0011 001
9000 0031011
0000 OOLL 101
0000 0011 111
0000 0100 001
0010 0100 011

} 0000 0100 11
9000 0101 01
0000 0101 11
90000111
0000 1001
0000 1011
0000 111
00611

r OO1T
011
1
010
0010
0001 D
6000 110
0000 1010
0000 1000
6000 0110
6000 BIDE 1G
0000 0101 00
6000 0100 16
0000 0190 010
6000 0100-000
0600 DOL1 110
0000 BOLI 100
0000 DOLI 010
0000 0011 000

 
PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
53 of 124

43

Apple Exhibit 1009
Page 53 of 124



Apple Exhibit 1009 
Page 54 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

54 of 124

ISO/IEC 11172-2: 1993 (E}

B.5 DCT coefficients

 

© ISGAEC

Fable B.Sa -- Variable length codes for det_dc_size_luminance.

dct_dc_size_luminance
100
00
61
101
410

. 1110
11710
113110
1111110

 OOstRABDheOS
Table B.Sb. -- Variable length codes for dct_dc_size_chrominance,

dct_de_size_chrominance
00
O1
10
110
1110
11110
111140

+ 1111110
11111110

0
I
2
a
4
5
6
i
&
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Table B.5¢. ~- Variable length codes for det_coeff_first and det_coeff_next.

dct_cceff_ficstand dct_coeff_next|
variable length code OTEL

10 end_of_block

Is (NOTE?)
lis (NOTES) 0
lls

. $100 5
0161 s
OO1IO I s
OO1L E 5
0011 0s
0001 LOs
0001 LIs
0001 Dis

0001 00s
0000 E10 s
0000 £00 s
0000 [Lis
GO00 £01 s
0000 01

0010 O110 5
0010 0001 5
0010 01015
0010 0100 5
0010 D111 s
0010 DOLL s
0010 0010s
0010 0000 s
0000 0010 10s
0000 0011 DOs
0000 0010 Lis
0000 DOLIT TEs
0000 0010 D1 s
0000 0011 10s
0000 0013 OF s
0000 0010 00s

meepketeeekeeteeee
 

ykeeeDBeleketetBS
NOTES

1- ‘The last bit 's' denotes the sign of the level, 'C' for positive
‘I for negative.

2- ‘This code shall be used for det_coeff_first.
3- ‘This code shall be used fordct_coeff_aext.
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Table B.5d. -- Variable length codes for dct_coeff_first and dct_coeff_next.

dct_coeff_first and dct_coeff_next
variable length code=(NOTE

0000 0001 1101 s
000 0001 1000
0000 0601 0011 s
0000 0601 0006 s
0000 0001 1011s
0000 0001 0100 s
0000 0601 1100 s
0000-0001 0010 s
0000 0001 1110s
0000 0601 0101 s
0000 0001 0001 s
0000 0001 T111s
0000 0001 1016 s

0000 0601 1001 s
0000 6001 0111s
0000 0001 0110 s
0000 0000 1101 0s
0000 0000 1100 Is
000 0600 1100 0s
0000 0000 1011-1 s
0000 0600 1011 0s
0000 0000 1010 1s
0000 0600 1016 Os
0000 OCOO 1001 1s
0000 0CO0 1001 0s
0000 0600 1000 1s
0000 OC00 1000 0s
0000 0000 1111 1s
0000 0000 1111 0s
0000 0600 1110 1s

0000 0000 1110 Os
0000 0000 1101 1s

AnARWNYCOOCS RPO

feeeeeted
eeoebe

 
—wa

 

NOTE - The last bit 's
'l' for negative.
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Table B.Se. -- Variable length codes for det_coeff_first and dct_coef—_next (concluded).

det_coeff_first and dct_coeff_nexe
variable length code=(NOTE)

0000 0000 O111 11 s
0000 0000 0111 10s
0000 0600 0111 01 s
0000 0000 0111 00 s
0000 0000 0110 11 s
0000 G000 OL1D 10 s
0000 COO0 O110 OF s
0000 0000 0110 00 s
0000 0000 O10L 11 s
0000 0000 O101 10 s
0000 0000 O10L O1 s
0000 0000 OLOL 00 s
0000 0000 0100 11 s
0000 0000 0100 10 s
0000 0000 OLO0 OF s
0090 0000 0100 00 s
0090 0000 0911 680s
0000 08000 0016 111 s
0000 0000 0010 110 5
0000 0000 0010 101s
0000 0000 0010 1D0 s
6600 0000 0010 011 s

0000 0000 6010 010 s
0000 OCOG 0010 001 s
0000 0000 0010 000 s
0000 O00 0011 111s
0000 0000 0011 Lids
0000 GO00 0011 101s
9000 0000 0011 100s
0000 0000 0011 O11 s
9000 0000 0011 O10 s
0000 OCO0 0011 OOT s
0000 OCOO 0001 002i s
0000 0000 6001 0010 s
0000 OCO0 6001 OD0L s
0000 0000 0001 0009 s
0000 0000 6001 OLO0 s
0000 0000 0001 1010 s
0000 0000 0001 1001 s
9000 0000 0001 1000 s
9000 0000 0001 OL1L s
0000 0000 0001 0110 s

9000 0000 0001 0101 5
$000 0000 0001 1111 s
0000 0000 0001 1110s
0000 0000 0001 1101 s
0000 0000 0001 1100 s
0000 0000 0001 1011 s

 

eReRRPNNNNRtw
NOTE - Thelast bit 's' denotes the sign of the level, 'O' for positive,
‘1for negative.
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Table B.5f. -- Encoding of run and level following an escape code either as a 14-bit
fixed length code (-127 <= level <= 127) or as a 22-bit fixed length code

(-255 <= Jevel <= -128, 128 <= level <= 255).
(Note - This yields total escape code lengths of 20-bits and 28-bits respectively).

48

fixed length code

iti 1

forbidden

|fixedlengthcode|

1000 0000 0000 C001
100 6000 0000 0010

1006 0000 OLLL.1411
1000 0000 1009 6060
10006 OD01
1600 0010

1111 110

1121 1111
forbidden
0600 0601

ol ilil
(0000 0000 1000 0060
0000 0000 1009 0001

 
0000 0000 1141 1111
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Annex C

(normative)

Video buffering verifier

Censtant rate coded video bitstreams shall meet constraints Inposed through a Video Buffering Venfier
CVBY) defined in cause C.E.

The YBVis a hypothetical decoder which is conceptually connected to the output of an encoder. Coded data
are placed in the input buffer of the model decoder at the constant bitrate that is being used. Coded data is
removed from the buffer as defined in C.1.4, below. Itis a requirementof the encoder (or editor) that the
bitstream it produces will not cause the VBV inpot buffer to either overflow or mnderflow.

C.1 Video buffering verifier

C.L1 The VBYV and the video encoder have the same clock frequency as well as the samepicture rate, and
are operated synchronously. :

C.1.2 The VBYhas an input buffer of size B, where B is given in the vobv_buifer_size field in the
sequeace header.

C.1.3 The VBV input buffer is initially empty. After filling the input buffer with al] the data that
precedes the first picture start code and the picture start codeitself, the input buffer is Glled from the
bitstream for the time specified by the vbv_dekyfield in the video bitstream.

C.1.4 All of the picture datafor the picture that bas been in the buffer longest is instantaneously
removed. Then afier each subsequentpicture interval all of the picture data for the picture which at that
time has beenin the buffer longest is mstantaneously removed.

For thepurposes of this annex picture data includes any sequence header and group of picture layer
data that immediately precede the picture start code as well as all the picture data elements and any
trailing stuffing bits or bytes. For the first coded picture in the video sequence, any zero bit or
byte stuffing immediately preceding the sequence headeris also included in the picture data.

The VBY buffer is exammed immediately before removing any picture data and immediately after this
picture data is removed, Each time the VBY is examined its occupancy shall lie between zero bits and B
bits where, B is the size of the VBV buffer indicaied by vov_buffer_size im the sequence header.

This is a requirementfor the entire video bitstream.

To meet these requirements the number of bits for the (n+ 1)'th coded picture diel shall satisfy

qa > BY + (2R/P) - B

al <=B +(R/P} Real-valued arithmetic is used in these inequalities.

where
n>=(

B = VBY receiving buffer size given by vbv_buffer_size + 16 384 bits.

Bh = the buffer occupancy (measured in bits) just after time to
R = bitrate measured in bits/s. The full precision of the bitrate rather than the rounded

value encoded by the bit_rate field in the sequence headershall be used by the
encoder in the VBV model.

P=nominal number of pictures per second

= the time when the n'th coded picture is removed from the VBV buffer pt]MA Exhibit 2005
Apple v. PUMA, IPR2016-01135
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Sequence & GOP bits
  

 
0

vbv_delay ——_-B

Figure C.L -- VBV buffer occupancy
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Annex D

(informative) -

Guide to encoding video

D.f Introduction

This annex provides background material to belp readers understand and implementthis part of ISOAEC
11172, The normative clausesof this part of ISOMEC 11172 do not specify the design of adecoder. They
provide even less information about encoders; they do no: specify what algorithms encoders should employ
in order to produce a valid bitstream. The normative material is written in accncise form and contains few
examples, Consequently is not easy to understand. This annex atiempts to address this problem by
explaining coding methods, giving examples, and discussing enceding and decoding algorithms which are
not directly covered by this part of ISO/IEC 11172.

The nonnative clauses specify the bitstream in such a waythatitis fairly straightforward to design a
compliant decoder. Decoders may differ considerably in architecture and anplementation details, but have
very few choices during the decoding process: the methods andthe results ofthe decoding process are dosely
specified. Decoders do have some freedom in methods of postprocessing and display, but the results of
such postprocessing cannotbe used in subsequent decoding steps.

The situation is quite different for encoders. This part of ISO/IEC 11172dees not specify bow to design or
implement an encoder which produces good quality video. This annex devotes a major part to Hiscussing
encoder algorithms.

This part ofISO/IEC 11172 was developed by ISOMEC ITC1iSC29/WGI11 which is widely known.as
MPEG (Moving Pictures Expert Group). This part of [SO/IEC 11172 was developed in response to
industry needs for an efficient way of storing and retieving audio and video information on digital storage
ndia (D$M). CD-ROMis an inexpensive medium which can deliver dataat approximately 1,2 Mbits/s,
and this part of ISOMEC 11172 was aimed at approximately this data rate. The “constrained parameters
bitstream’, a subset ofall permissible bitstreams that is expected to be widely used,is limited to data rates
up to 1 856 000 bits/s. However, it should be noted that this part of ISOMEC 11172 is not limited to this
value and may be used at higher data rates.

Twootherrelevant International Standards were being developed during the work of the MPEG video
commuter: H.261 by CCIIT aimed at telecommunications applications [5], and ISO/IEC 10918 bythe
ISOWEC ITCUSC29 GPEG) committee aimed ai the coding of still pictures [6]. Elements of both of
these standards were incorporated imo this part of ISOMEC £1172, but subsequent development work by the
committee resulted in coding elements that are new to this part of ISO/IEC 11172. Le Galt (2} gives an
account of the method by which ISOMEC JTCL/SC29WGI1L (MPEG)developed this part of ISG/TEC
11172, and a summary of this part of ISO/IEC 11172itself.

D.2 Overview

D.2.1 Video concepts

This part of ISO/IEC 11172 defines a format for compressed digital video. This annex describes some ways
in which practical encoders and decoders might be implemented.

Although this part of ISO/IEC 11172 is quite flexible, the basic algorithms have been tuned to work well.
at data rates ofabout 1 to 1,5 M bits/s, at spatial resolutions of about 350 pels horizontally by about 250
pels vertically, and picture rates of about 24 to 30 pictures/s. The use of the word “picture” as opposed to
“frame" is deliberate. This part of ISOMEC 11172 codes progressively-scanned images and does not
recognize the concept of interlace. Interlaced source video must be converted to a non-interlaced format
before coding. After decoding, the decoder may optionally produce an interlaced formatfor diplaMA Exhibit 2005

; M A - 5This part of ISO/IEC 11172 is designed tc permit several methodsof viewing SRPMekUM ingR20 16-0113
nonnally associated with VCRssuch as forward playback,freeze picture, fast forward, fast reverse, and slow?! of 124
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forward, In addition, mndom access may be possible. The ability of the decoder to implement these modes
depends to some extent on the nature of the digital storage medium on wich the coded video is stored.

The overall process of encoding and decoding is illustrated below:

Storage
and/cr

Transmission

Figure D.i -- Coding and decoding process

 

 
Figure D.1 shows atypical sequence of operations that must be pexformed before moving pictures can be
seen by a viewer, The waencoded source may exist in many fonns, such as the CCTR 601 format. Clause
D.3 describes how such asource may be converted into the appropriate resolution for subsequent encoding.
In the encoding step, the encoder must te aware ofthe decoder buffer capacity, and the need of the decoder to
match the rate of the mediato the rate of filling the picture buffer with eaca successive picture. To this
end, amodel of the decoder buffer and its overflow and underflow problem is introduced in D.4, and rate
control is described inD6.1 The structure of an ISO/TEC 11172-2 bitstream is covered in D.5, as are the
coding operations that compress the video. Following the encoding process, the bitstream may be copied to
a Storage Inedaum. To view the moving pictares, the decoder accesses the ISO/IEC 11172-2 bitstream, and
decodes it as described in D.7. Postprocessing for display is described in D.8. ,

D.2,.2 MPEG video compression techniques

Video is represented as a succession of individual pictures, and each picture is treated as a two-dimensional
array Of picture elements (pels}. The colour representation for each pel consists of three components: Y
(luminance), and two chrominance components, Cb and Cr.

Compression of digitized video comes from the use of several techniques: subsampling of the chrominance
information to match the sensitivity of the human visual system (HVS), quantization, motion
compensation (MC} to exploit temporal redundancy, frequency transformation by discrete cosine transform
(DCT) to exploit spatial sedundancy, variable length coding (VLC), andpicture mterpolation.

D.2.2.1 Subsampling of chrominance information

The HVSis most sensitive :o the resolution of an image's luminance component, so the Y pel values are
encoded at full resolution. The HVS is less sensitive to the chrominance information. Subsampling reduces
the number ofpel values by systematically combining them with a type ofaveraging process. This reduces
ihe amountofinformation te be compressed by other techniques.The International Standard retains oneset
of chrominance pels for each 2x2 neighbourhood of luminancepels.

0.2.2.2 Quantization

Quantization represents a range of values by a single value in the range. For example, converting areal
number to the nearest integer is a fom of quantization. The quantized range can be concisely represented as
an integer code, which can be used to recover the quantized value during decoding. The difference between
the actual value and the quantized valueis called the quantization noise. Under somecircumstanceNA Exhibit 2005
HVSis less sensitive to quantization noise so such noise can be allowed to be hagShesinpChBRE0 16-01135
efficiency. 62 of 124
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D.2.2.3 Predictive coding

Predictive coding is a technique to improve the compression through statistical redundancy. Based on values
ofpels previously decoded, both the encoder and decoder can estimate or predict the value of 4 pel yetto be
encoded or decoiled. The difference between the predicted and actual -values is encoded. This difference valueis
the prediction error which the decoder can use to comect the prediction. Most errorvalues will be smail and
claster around the value 0 since pel values typically do not have large changes within a small spatial
neighbourhood. The probability distribution of the prediction error is skewed and compresses better than the
distribution of the pel values themselves. Additional information can be discarded by quantizing the
prediction enor. In this International Standard predictive coding is also used for the dc-values of successive
luminanceor chrominance blocks and in the eacoding of motion vectors.

D.2.2.4 Motion compensation and interframe coding

Motion compensation (MC) predicts the values of a block pelsin a picture by relocating a block of
neighbouring pel values from a known picture. The motion is described as a two-dimensional motion
vector that specifies where to retrieve a block of pel values from a previously decoded picture thatis used to
predict pel values of the current block. The simplest example is 4 scene where the camera is not moving,
and no objects im the scene are moving. The pel values at each image location remain the same, and the
motion vector for cach block is 0. In general however, the encoder may transmit 4 motion vector for each
macroblock. The translated block from the known picture becomes a prediction for the block in the picture
to be encoded. The techniquerelies on the fact that within a short sequence of pictures of the same general
scene, many objects remain in the same iocation while others move only a short distance.

D.2.2.5 Frequency transformation

The discrete cosme transform (DCT) converts an 8 by 8 block ofpel values to an 8 by 8 matrix of
horizontal and vertical spatial frequency coefficients. An 8 by 8 block of pel values can be reconstructed by
performing the inverse discrete cosine transform (IDCT) on the spatial frequency coefficients. In general,
mostofthe energy is concentrated in thelow frequency coefficients, which are conventionally written in the
upperleft comer of the transformed matrix. Compression is achieved by aquantization step, where the
quantization imtervals are identified by an index. Sincethe encoderidentifies the interval and not the exact
value within the interval, the pel values of the block reconstructed by the IDCT have reduced accuracy.

The DCT coefficient in location (0,0) (upper left} of the block represents the zero horizontal and zero
vertical frequency and is called the dc coefficient. The dc coefficient is propostionai to the average pel value
ofthe 8 by 8 block; and additional compression is provided through predictive coding since the difference in
the average value of neighbouring 8 by 8 blocks tends to be relatively small. The other coefficients
represent one or more nonzero horizontal ornonzero vertical spatial frequencies, and are called ac
coefficients. The quantization level of the coefficients correspondingto the higher spatial frequencies favors
the creation of an ac coefficient of 0 by choosing a quantization step size such that the HVS is unlikely to
perceive the loss of the particular spatial frequency unless the coefficient value lies above the particular
quantizaticn level. The statistical encoding of the expected runs ofconsecutive zero-valuedcoefficients of
higher-order coefficients accounis for considerable compression gain. To clusternonzero coefficients early in
the series and encode as many zero coefficients as possible following the lastnanzera coefficient in the
onlering, the coefficient sequence is specified to be a zig-2ag ordering; see figure D.30. The ordering
concentrates the highest spatial frequencies at the end of the series.

D.2.2.6 Variable-length coding

Variable-length coding (VLC) isa statistical coding technique that assigns codewards to values to be
encoded. Values of high frequency of occurrence are assigned short codewords, and those ofinfrequent
occumence are assigned long codewords. On average, the more frequent shorter codewords dominate, such
that the code string is shorterthan the original data.

 

D.2.2.7 Picture interpolation

If the decoder reconstructs a picture from the past and a picture from the future, then the intermediate
pictures can be reconstructed by the technique of interpolation, or bidirectional prediction. Blocks in the
intermediate pictures can be forward and backward predicted and translaied by meansofmotiokWytabsEeibit 2005
decoder may reconstuct pel values belonging io a given block as an average oABpREpmHERATPRD 0) 16-01135
future pictures. 63 of 124
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D.2.3 Bitstream hierarchy

The ISOAEC 11172-2 coding schemeis arranged in layers comesponding toa hierarchical structure, A
sequence is the top layer of the coding hierarchy and consists of a header and some number of groups-
of-pictures (GOPs). The sequence header initializes the state of the decoder. This allows decoders to
decode any sequence withoul being affected by past decoding history.

A GOPis arandom access point, i.e itis the smallest coding unit that can be independently decoded
within a sequence, and consists of a header and some numberof pictures. The GOP header contains time
and editing informaiton.

A picture corresponds to a single frame of motion video, or © a movie frame. There are four picture
types: I-pictures, o1 intra coded picures, which are coded without reference to any other pictares; P-
pictures,orpredictive coded pictures, which are coded using motion compensation from a previousI or P-
picture; B-pictures, or bidirectionally predictive coded pictures, which are coded using motion
compensation from a previous and a future [ or P-picture, and D pictures, or D pictures, which are intended
only for a fast forward search mode. A typical coding scheme contains amix of J, P, and B-pictures.
Typically, an I-picture may occur every half a second, to give reasonably fast random access, with two B-
fictures. mserted between each pair of I or P-pictures.

KEG EBEEEBE
SNSOYNISLNESSKEYY

Figure D.2 -- Dependency relationship between I, B, and P-pictures

Figure D2 illustrates anumber ofpictures m display order. The arrows show the dependency selaticnship of
the predictive and bidirectionally predictive coded pictures.  
Note that because of the picture dependencies, the bitstream order, Le. the order in which pictures are
transmitted, stared, or retrieved, is not the display order, bui rather the order which the decoder requizes them
to decode the bitstream. An example of a sequence of pictares, in display order, might be:

i BB PBBPBB EP BB IB BP BBP
61231 4 5 6 7 8 § LH 1213 WM 15 16 17 18

Figure D3 -- Typical sequence of pictures in display order

whereas the bitstream order would be as shown below:

P BBP BBP B BI BHP BBP BB
3

[

0 12 64 5 9 7 € 12 10 11 15 123 14 18 15:19

Figure D.4 -- Typical sequence of pictures in bitstream order

Because the B-pictures depend on the following (in display orden) Lor P-picture, the I or P-picture must be
transmitted and decoded before ihe dependent B-pictures.

Pictures consist of a header and one or more slices. The picture header contains time, picture type, and
codmg information.

A slice provides some immunity to data cormption. Should the bitstream become unreadable within a
picture, the decoder should be able to recover by waiting for the nextslice, without having to droppaqgntixeyhibit 2005
picture. Apple v. PUMA,IPR2016-01135
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Slices consist ofa header and one or more macroblocks. At the start of each slice all of the predictars,
for dc values and motion vectors, are reset. The slice header contains position and quantizer scale
information. This is sufficient for recovery from local corruption.

A macroblock is the basic unit for motion compensation and quantizer scale changes,

Fach macroblock consists of a header and six component 8 by 8 blocks: four blocks of luminance, one
block of Cb chrominance, and one block of Cr chrominance. See figure D.5. The macroblock beader
contains quantizer scale and motion compensation information.

¥ Cb Cr

Figure D.5 -- Macroblock structure

A macroblock contains a 16-pel by 16-line section of luminance component and the spatially
corresponding 8-pel by 8-line section of each chrominance component. A skipped macroblockis one for
which no information is stored (see 2.4.4.4). :

Note that the picture area covered by the four blocks of luminance is the same as the area covered by each of
the chrominance blocks. This is due to subsampling of the chrominance information.

Blocks are the basic coding unit, and the DCT is applied at this block level. Each block contains 64
component pets arranged in an 8 by 8 array as shown in figure D.6.

 
‘Figure D.6 -- Block structure

. PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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D.2.4 Decoder overview

A simplified block diagram of a possible decoder implementation is shown below:

 
 
 

_ Display
Buffer

Decoded Video

Figure D.7 — Simplified decoder block diagram  
It is instructive to follow the methed which the decoderuses to decode a bitstream containing the sequeace
of pictures given in Fig D4, and display them in the onder given im Fig D.3. The following description is
sunphfied for clarity. ,

The input bitstream is accumulated in the Input Buffer until needed. The Variable Length Code (VLC)
Decoder deccdes the headerof the first picture, picture 0, and determines thatit is an ]-picture, The VLC
Decoder produces quantized coefficients corresponding to the quantized DCT coefficients. These are
assembled for each 8 by 8 block ofpels in the image by inverse zig-zag scanning. The Inverse Quantizer
produces the actual DCT coefficients using the quantization step size. The coefficients are then transformed
into pel values by the Inverse DCT transformer and stored in the Previous Picture Store and the Display
Butfer. The picture may be displayed at the appropriate time,

The VLC Decoder decodes the header of the next picture, picture 3, and determines thatit i a P-picture.
For each block, the VLC Decoder decodes motion vectors ziving the displacement from the stored previous
picture, and quantized coefficients comespoadingto the quantized DCT coefficients of the difference blodk
These quantized coefficients are inverse quantized to produce the actual DCT coefficients. The coefficients
are then transiomed into pel difference values and added to the predictedblock produced by applying the
mation vectors to blocks im the stored previous picture. The resultant block is stored in the Future Picture
Store and the Display Buffer. This picture cannot be displayed unt B-pictures 1 and 2 have been received,
decoded, and displayed.

The VLC Decoder decodes the header of the next picture, picture 1. and determinesthatit is a B-picture.
For each block, the VLC decoder decodes motion vectors giving the displacement from the stored previous
of future pictures or both, and quantized coefficients comespondingto the quantized DCF coefficients of the
difference block. These quantized coefficients are inverse quantized to produce the actual DCT coefficients.
The coe#ficients are then inverse transformed into difference pel valnes and added to the predicted block
produced by applymg the motion vectors to the stored pictures. The resultant block is thea stored in the
Display Buffer. Itmay be displayed at the appropriate time.

The VLC Decoder decodes the header of the next picture, picture 2, and determines thatit is a B-picture. Tt
is decoded using the same method as for picture 1. After decoding picture 2, picture 9, which is in the
Previous Picture Store, is no longer needed and may be discarded.

The VLC Decoder decoies the header of the nextpicture, picture 6, and determines that it is a P-phebgMA Exhibit 2005
The picture in the Future Picture Store is copied into the Previous Picture Store, tHeppikeodidtlpModsdPR2016-01135
for picture 3. Picture 6 should not be displayed until pichares 4 and 5 have been received and displayed. 66 of 124
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The VLC Decoder decodes the header of the next picture, picture 4, and determines thatit is 4 B-picture. It
is decoded using the same method as for picture 1.

The VIC Decoder decodes the header of the next picture, picture 5, and determines that it isa B-picture. It
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 9, and determines thatit is a P-picture. It
then proceeds as for picture 6.

The VLC Decoder deccdes the header of the next picture, picture 7, and determinesthat it is a B-picture. It
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 8, and determines that if isa B-pichute. It
is decoded using the same method as forpicture1.

The VLC Decoder decodes the header of the neat picture, picture 12, and determines that itis an [-picture. It
is decoded using the same method as for picture 0. This processis repeated for the subsequentpictures.

D.3 Preprocessing

The source material may exist in many forms, e.g. computerfiles or CCIR 601 format, but mm general,it
must be processed before being encoded. This clause discusses some aspects of preprocessing,

For4 given data rate and source material, there is an optimum picture rate and spatial resolution at which to
code if the bestperceived quality is desired. Ef the resolution is too high, then too many bits will be
expended on the overbead associated with each block leaving too few to code the values of each pel
accurately. If the resolution is too low, the pel values will be rendered accurately, but high frequency detail
will be lost. The optimum resolution represents a tradeoffbetween the various codingartifacts (€.g. noise
and blockiness) and the perceived resolution and sharpnessofthe image. This tradeoff is further complicated
by the unknownsof the final viewing conditions, ¢.g. screen brightness.and the distance of the viewer from
the screen.

At data rates of 1 to 1,5 Mbits/s, reasonable choices are: picture rates of 24, 25 and 30 pictures/s, a
horizontal resolution of between 250 and 400 pels, and a vertical resclution of between 200 and 300 Imes.
Note that these values are no! normative and other picture rates and resolutions are valid.

 D.3.1 Conversion from CCIR 601 video to MPEG SIF

The two widely used scanning standards for colour television are 525 and 625 lines at 29.97 and 25 frames/s
respectively. The number oflines containing picture infomation in the transmitted signal is 484 for the
§25-line system and 576 for the 625-Hne system. Both use interlaced scanning with two fields perpicture.

CCIR Recommendation 601 defines standards for the digital codimg of colour television signals in
component form. Of these the 4:2:2 standard has become widely adopted; the sampling frequency used for
the luminance signal, Y, is 13,4 MHz and the two colourdifference signals, Cb or B-Y and Cr or R-Y, are
both sampled al 6,75 MHz. The numberof Juminance samples in the digital active line is 720 but only
about 702 will be used in practice by the analogue active line.

The number of picture elements in the beightand width of the picture, in the standards defined above,are
too large for effective codingatdata rates between 1 and 1,5 Mbit/s. More appropriate values are obtained
by decreasing the resolution in both directions to a balf. This reduces the pel rate by a factor of four.
Interlace should be avoided as it increases the difficulties in achieving low data rates.

One way to reduce the vertical resolutionis t0 use only the odd or the even fields. If the other fielc is
simply discarded, spatial aliasing will be introduced, and this may produce visible and objectionable
artifacts. More sophisticated methods of rate conversion require more cornputatiomal power, but can
perceptibly reduce the aliasing artifacts.

The horizontal and vertical resolutions may be halved by filtering and subsampling. ConstofUMAFxhibit 2005the 4:2:2 format. See the CCIR 601 sampling pattem of figure D.8(a). Suc’ Bylvids HARBO16-01135converted to the SIF sampling pattera of figure D.3(h) as follows. The odd field aneiatiaextracted, 67 of 124
reducing the number of lines by two, and then a horizontal decimation filter used on the remaininglinesto
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reduce the horizontal resolution by a factor of two. In addition the chromiance values maybe vertically
éccimated. The filters for luminance and chrominance have to be chosen carefully since particular attention
kas to be givento the location ofthe samples in the respective [nternational Standards. ‘The temporal
relationship between Juminance and chrominance must also be correct.

Pp Oo gf 2 g O O O

socgcetss 00000 sen28 00000 sesss O O O

o Gg Oo oO O O

(a) Sampling pattern for 4:2:2 (CCIR 601) (b) Sampling pattem for MPEG (SIP)
Circles represent luminance; Boxes represent Chrominance

Figure D.8 -- Conversion of CCIR 601 to SEF

‘The following 7-1apFIR filter has beer: found to give good results in decimating the luminance:

|-29Jo|88feyssfo[29|#256

Figure D.O -- Luminance subsampling filter tap weights

Use of a power of two for the divisor allows a simple hardware implementation.

The chrominance samples have to appear in the between the luminance samples both horizontally and
vertically. The following linear filter with a phase shift of halfa pel may be found useful.

pi]373id 48

Figure D.1@ -- Chrominance subsampling filter tap weights

To recover the samples consistent with the CCIR 601 grid of figure D.8(a), the process of interpolation is
used. The interpolation filter applied tc a zero-pacded signal can be chosen to be equal to tae decimation
fitter employed for the luminance and the two chrominance values in the encoder.

Not that these filters are not part of the Intemational Standard, and otherfilters may be used.

At the end of the lines some special technique such as renormalizing the filter or replicating the last pel,
must te adopted. The following example shows a horizontal line of 16luminance pels and the sameline
atter filtering and subsampling. In this example the data in the line is reflected at each end.

10 12 20 «630 as. 14 19 lt 11 19 26 45 $0=90 92 50 e
12 32 23 9 12 49 95 PUMAExhibit 2005

Apple v. PUMA,IPR2016-01135
Figure D.1] -- Example of filtering and subsampling of a lime of pels 68 of 124
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The result of this filtering and subsampling is a source input format (SIF) which has a luminaace
resolution of 368 x 240 or 360 x 288, and achrominance resolution whichis half that of the luminance in
each dimension.

 
726

434 720 pup 360
{576

CCIR 601 Y owe en sip|2
Select rly Horizontal
1 Field Fiter and

Subsample

(a) Luminance

369

360 180 
 

2A2 242 180
cciR601  121

SIF fT.
UV Horizontal Vertical faa

Fitter and Fite and

Subsample Subsample

(b) Chrominance

Figure D.12 -- Conversion from CCIR 601 inte SIF

The SIF is not quite optimum for processing by MPEG video coders. MPEG video divides the Jaminance
component into macroblocks of 16x16 pels. The horizontal resolution, 360, is not divisible by 16, The
same is true of the vertical resolution, 242, in the case of 525-line systems. A better match is obtained in
the horizontal direction by discarding the 4 pels at the end ofevery line of the subsampled picture. Care
must be taken that this results in the comect configuration of lummance and chrominance samples m the
macroblock. The remaining picture is called the significant pe] area, and eomesponds to the dark area mn
figure D.13:

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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4 352 4

240
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238 
Luminance

2 176 2

 
Cc, or G&

Figure D.13 -- Seurce input with significant pel area shaded dark

The conversion precess is summarized in table D.1.

Table D.1 -- Conversion cf source formats

 
 
 

 
 

   
 

     

  

  

4:3 3

Luminance (Y)
CCIR Sample Resolution 720 x 576
SIF 360 x 288
Significant Pel Area 352 x 288

Chrominance (‘Cb Cr)
CCIR Sample Resolution 360 x 576
SIF 180 x 144
Significant Pel Area 176 x 144  

The preprocessing into the SIF format is not pomative, other processing steps and other resolutions may
be used, The picture size need not even be a multiple of 16. In this case an MPEG video coder adds
padding pels to the right or bottom edges of a picture in order to bring the transmitted resolution up toa
multiple of 16, and the decoder discards these after decoding the picture. For example, a borizontal
resolution of 360 pels could be coded by adding § padding pels to the right edge of each horizontal row
bringing the total up to 368 pels. 23 macroblocks would be coded in each row. The decoder would discard
ibe extra padding pels after decoding, giving a final decoded horizontal resolution of360 pels.

D.3.2 Conversion from film

If film material can be digitized at 24 pictures/s, then it forms an excellent source for an IsO/fEPHMavExhibit 2005
bitstream. It may be digitized atthe desired spatial resolution. The picture_rate fidlipihethe Pdsd4AdRB2016-01135
header, sce 2.4.2.3, allows the picture rate of 24 pictures/s to be specified exactly, 70 of 124
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Scmetimes the source material available for compression consists of film material which has been
converted (0 video at some other rate. The encoder may detectthis and recode at the original film rate. For
example, 24 piciures/s film material may have been digitized and converted to 2 30 frame/s system by the
technique of 3:2 pulldown. In this modedigitized pictares are shown altemately for 3 and for 2 television
field times, This alternation may not be exact since the actual frame rate might be 29,97 frames/s and not
the 3) frames/s that the 3:2 pulldown technique gives. In addition the pulldown tmmg might have been
changed by editing and splicing after the conversion. A sophisticated encoder might detect the duplicated
fields, average them to reduce digitization noise, and code the result at the original 24 pictures/s rate. This
should give a significant improvement in quality over coding at 30 pictures per second, since direct coding
at 30 pictures!s destroys the 3:2 pulldown timing and gives a jerky appearance to the final decoded video.

D.4 Model decoder

D.4.1 Need for a decoder model

Acoded bitstream contains different types of pictures, and each type deally requires a different number of.
bils to encode. [n addition, the video may vary in complexity with time, and an encoder may wish to
devote more coding bits to one part of a sequence than toanother. For constant bitraie coding, varying the
nurober ofbits allocated to each picture requires that the decoder have buffering to store the bits not needed
to decode the immediate picture: The extent to which an encoder can vary the number of bits allocated to
each picture depends on the amountofthis buffermg. If theamountofthe buffering is large an encoder can
use greater varlations, increasing the picture quality, but at the cost of increasing thedecoding delay.
Encoders need to know the size of the amountof the decoder's buffering in order te determine to whatextent
they can vary the distribution ofcoding bits among the pictures in the sequence.

The model decoder is defined to solve two problems. It constmins the variability in the number ofbits that
may be allocated to different pictures and itallows a decoderto initialize its buffering when the system is
Started. It should be noted that Part 1 of this Intemational Standani addresses the initialisation of buffers and
the maintenance of synchronisation during playback in the case when two ormore elementary streams(for
example one audio and one video stream) are multiplexed together. The tools defined in ISOMDEC 11172-1
for the maimtenance of synchronisation should be used by decoders when multiplexed streams are being
played.

D.4.2 Decoder model

Annex C contains the definition of a parameterized mode! decoder for this purpese. It is known asa Video
Buffer Verifier (VBV). The parameters used by a particular encoder are defined m the bitsueam. This realty
defines a model decoder that is needed if encoders are to be assured that the coded bitsteams they produce
will be decodable. The model] decoder looks like this: ‘

 
 
 
  
 

 Picture

Decoder Pictures

Model Decoder

Figure D.14 -- Model decoder

A fixed-raie channel is assumed to put bits at a constanttate into the Input Buffer. At regular intervals, set
by the picture rate, the Picture Decoder instantaneously removes all the bits for the next picture from the
Input Buffer. If there are too few bits in the Input Buffer, ic. all the bits for the nexi picture have not been
received, then the Input Buffer underflows and there is an underflow error. If, during the time between
picture starts, the capacity of the Inpui Buffer is exceeded, then there is an overflow exrar.

PUMAExhibit 2005

Practical decoders differ from this mode!in several important ways. They maydheqneptheinbutfer)46-0 1 135
a differentpot in the decoder, or distribute it throughout the decoder. They may not remove all the bits 1 of 124required to decode a picnure from the Input Buffer instantaneously, they may not be able to control the start
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of decoding very precisely as required by the buffer fullness parameterin the picture header, and they take a
finite Gime ta decode. They may also be able to delay decoding for 2 short time to reduce the chances of
underflow occuring. But these differences depend in degree and kind on the exact method of implementation.
To satisfy requirements ofdifferent implementations, the MPEG video committee (SQ/IEC JIC]
SC29/WG1D)chose a very simple mode! for the decoder. Practical anplementations ofdecoders must
ensure that they can decode the bitstreaxn constrained by this model. In many cases this will be achieved by
using an Input Buffer that is larger than ihe minimum required, and by using a decoding delay thatis larger
than the value derived from the ybv_delay parameter. The designer must compensate for differences between
the actual design and the model in order to suarantes that the decoder can handle any bitstream that satisfies
the model.

Encoders monitor the status of the model to control the encoder so that overflow problemsdo not
occur. The calculated buffer fullness is transmitted atthe start of each pichuze so that the decoder can
Maintam synchronization.

D.4.3 . Buffer size and delay

For constantbitrate operation cach picture header contains a vbv_delay parameler to enable decoders to start
their decoding correctly, This parameter defines the ime neededto fill the Input Buffer offigure D.14 from
ah emptystate to the correct level immediately before the Picture Decoder removesall the bits for the
picture. This timeis thus a delay and is measured in units of [/90 000s. This number was chosen because
itis almost an exact multiple of the picture darations: 1/24, 1/25, 1/29,97 and 1/30, and because it is
comparable in duration to an audio sample.

The delay is given by
D = yrbv_delay / 90 000 5

For example, if vbv_delay were 9 00),then the delay would be 0,1 sec. This means that at the startofa
picture the Input Euffer of the model decoder should contaia exactly 0,1 s worth of data from the-input
bitstream.

Thebitrate, R, is defined in the sequence header. ‘The numberofbits in the Input Bufler at the beginning
of the picture is thus given by:

B= D * R = vby_delay * R / 9C 000 bits

For example, if vbv_delay were 9 000 and R were 1,2 Mbiis/s, then the number of bits in the Input Buffer
would be 120 000.

 The constrained parameter bitstream requires that the Input Buffer have a capacity of 327 680 bits, and B
should neverexceed this value.

D.5 MPEG video bitstream syntax

This clause describes the video ditstream in a top-down fashion. A sequence is the top level of video coding.
Hbegins with asequence header which defines impcrtant parameters needed by the decoder. The sequence
header is followed by one or more groups of pictures. Groups ofpictures, as the name suggests, consist of
one or more individual pictures. The sequence may contain additional sequence headers. A sequence is
terminated by a sequence_end,code. ISO/IEC 11172-1 allows considerable flexibility in specifying
application parameters suchas bit rate, picture rate, picture resolution, and picture aspect ratio. These
parameters are specified im the sequence header.

lf these parameters, and some others,fall within certain kmits, then the bitstream is called a constrained
parameterbitstream.

D.5.1 Sequence

A video sequence commences witha sequence header and is followed by one or more groups of pighmag~andeyhibit 2005
isended by asequence_end_code, Additional sequence headers may appear within the sequensuch repeated sequence header, all of the data elements with the permitied cxcoptiesBPE e! , IPR2016-01135
quantization matrices (loac_intra_quantizer_matrix, load_non_inta_quantizer_maix and optionally 72 of 124
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intra_quantizer_matrix and non_intra_gquantizer_matrix} shall have the same values as the first sequence
beader. Repeating the sequence headerwith its data cements makes random access into the video sequence
possible. The quantization matrices may be redefined as required with each repeated sequence header.

‘The encodermay set such parameters as the picture size and aspect ratio in the sequence header, to define the
resources that adecoder requires. In addition, userdata may be included.

D.5.1.1 Sequence header code

Acoded sequence begins with a sequence header and the headerstarts with the sequence start code.Its value
is:

hez: 00 00 61 B3 -

binary: 0000 0000 00C0 0000 0000 0001 1011 0011

This is a unique string of 32 bits that cannot be emulated anywhere else in the bitstream, and is byte-
aligned, as are all start codes. To achieve byte alignmentthe encodermay precede the sequence start code
with any number of zero bits. These can have a secondary function of preventing decoder input buffer
underfiow. ‘This procedure is called bitstuffing, and may be performed before any start code. The stuffing
bis must all be zero, The decoder discards all such stuffing bits.

The sequeace start code,like all video start codes, begins with a siring of 23 zeros. The coding scheme
ensures that such a siritig of consecutive zeros camot be produced by any other combiration of codes,i.e, it
cannot be emulated by other codes in the yideo bitstream. This string of zeros can only be produced by a
start code, or bystuffing bits preceding a start code.

 D.5.1.2 Horizontal size

This is a 12-bitnumberrepresenting the width ofthe picture in pels, ie. the horizontal resolution. It is an
unsigned integer with the most significant bit first. A value of zero is notallowed (to avoid start code
emulation) so the legal range is from T to 4 95. In practice values are usually a multiple of 16. At 15.
Mbits/s, a popular horizontal resolution is 352 pels. The value 352 is derived from half the CCIR 601
horizontal resolution of 720, roanded down t thenearest multiple of 15 pels. Otherwise the encoder must
fill out the picture on the tight to the next higher multiple of 16 so that the last few pels can be coded ina
macroblock. The decoder should discard these extra pels befcre display.

For efficient coding of the extra pels, the encoder should add pet values that reduce the numberofbits
generated in the transformed block . Replicating the last column ofpels is usually superior to filling in the
remaining pels with a pray level.

 D.5.1.3 Vertical size

This is a 12-bit number representing the heightof the picture in pels, ie. the vertical resolution. Itis an
unsigned integer with the most significant bit first. A value of zero is not allowed (to avoid start code
emulation) so the iegal range is from 1 to 4 095. In practice values are usally a multiple of 16. Note that
the maximum value of slice_vertical_position is 175 (decimal), which corresponds to apicture height of
2 800 lines. At1,5 Mbits/s, a popular vertical resolution is 249 to 288 pels. Values of 240 pels are
convenicnt for interfacing to 525-lne NTSC systems, and valuesof 288 pels are move appropriate fer 625-
line PAL and SECAM systems.

If the vertical resolution is not a multiple of 16 lines, the encoder mustfill cut the picture at the bottom to
the next higher multiple of 16 so that the last few Ines can be coded in a macroblock. The deceder should
discard these exira lines before display.

For efficient coding, replicating the last line ofpels is usually betier than filling in the remaimingpels with
a grey level.

D.5.1.4 Pel aspect ratio

Thisis a four-bit number which defines the saape of the pel on the viewing screen. Thisis nepledgACHwEbit 2005
horizontal and vertical picture sizes by themselves do notspecify the shape of KetiteSyER: IPR2016-01135
The pel aspect ratio does notgive the shape directly, but is an index to the following Icok up table: 73 of 124

AppleExhibit 1009
Page73 of 124



Apple Exhibit 1009 
Page 74 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

74 of 124

 

ISO/IEC 11172-2: 1993 (E) © SO/EC

Table D2 -- Pel aspect ratio

‘orbidden

square pels

16:9 §25-line

16:9 525-line

702x575 al 4:3 = 09157

7F1Lx487 at 4:3 = 1,0950 
reserved

The code 0000 is forbidden to avoid start code emulation. The code 0001 has square pels. This is
appropriate for many computer graphics systems. The code 1000 is suitable for displaying pictures on the
625-line 50Hz TV sysiem (see CCIR Recommendation 6(1).

height / width = 0,75 * 702/575 = 09157

 The code 1100 is suitable for displaying pictures on the 525-line 60Hz TV system (see CCIR
Recommendation 601). :

height / width = 0,75 * 711/487 = 1,0950

The code 1111 is reserved for possible future extensions to this part of ISO/TEC 11172.

The remaining points in the table were filled in by interpolating between these two points 1000-and 1£00
using the formula:

aspect ratio = 0,5855 + 0.044N

where N is the value of te code in table D.2. These additionalpe! aspect ratios might be useful for HDTV
where ratios of 15:9 and 3:3 have been proposed.

It is evidentthat the specification dces not allow all possible pe! aspectratios to be specified. We therefore
presumethat 4 certain degree of tolerance is allowable. Encoders will convert the actual pel aspect ratio to
ihe nearest valuein the table, and decoders will display the decoded values to the nearest pel aspectratio of
which they are capable.

0.5.1.5 Picture rate

Fhis is afour-bit integer which is an index to the following table:

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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Table B.3 -- Picture rate

 
 

The allowed picture rates are commonly available sources of analog or digital sequences. One advantage in
not allowing greater flexibility in picture rates is that standard techniques may be used to convert to the
display rate of the decoderif it does not match the coded rate.

D.5.1.6 Bit rate

The bit rate is an 18-bit integer givingthe bil rate of the data channel in units of 400 bits/s. The bit rate is
assumed 10 be constant for the entire sequence. The actual bit rate is rounded up tc the nearest multiple of
460 bits/s. For example, a bit rate of 830 100 bits‘s would be rounded up to 839 400 bits/s giving a coded
bit rate of 2 076 units.

Tfall 18 bits are 1 then the bitstream is mtended for variable bit rate operation. The value zero is forbidden.

For constantbit rate operation, the bit rate is used by the decoder im conjunction with the vbv_delay
parameter in the picture header to maintain synchronization of the decoder with a constant rate data channel.
Ifthe stream is multiplexed using ISO/IEC 11172-1, the time-stamps and system clock reference
infonnation defined in ISO/IEC 11172-1 provide a more appropriate toal for pezfomning this function.

D.5.1.7 Marker bit

The bitrate is followed by asingle reserved bit which is always set to 1. This bit prevents emulation of
start codes.

D.5.1.8 VBV buffer size

The buffer sizeis a 10-bit integer giving the minimum required size of the input buffer in the model decoder
in units of 16 384 bits 2 048 bytes). For example, a buffer size of 20 would require an input beffer of 20
x 16 384 = 227 680 bit (© 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably run into buffer overflow problems while the sequence is being decoded.

D.5.1.9 Constrained Parameter flag

If certain parameters specified in the bitstream fall within predefined limits, then the bitstream is called a
constrained parameter bitstream. Thus the constrained parameter bitstream is a standard of performance
giving guidelines to encoders and decoders to facilitate the exchange of bitstreams.

The bitrate parameter allows values up to about 100 Mbits/s, but a constrained parameter bitstream must
have a bit rate of 1,856 Mbits/s or less. Thus the bil rate parameter must be 3 712 orless.

The picture rate parameter allows picture rates up to 60 picturesis, but a constrained parameter bitstream
must have apicture rate of 30 pichures/s or less.

Th intion of the coded pi is als ‘fied in th head ontal PUMAExhibit 2005e resolution of the coded picture is also specified in the sequence header. Horizon -4095 pels are allowed by the syntax, but in a constrained parameter eitstrcantReet ik 9 16-01135
768 pels or less. Vertical resolutions up to 4095 pek are allowed, but that in a constrained parameter 75 of 124
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bitstream is limited to 476 pels orless. Ina constrained parameter bitstream, the total number of
macroblocks per picture is limited to 396. This sets a limit on the maximum area of the picture which is
only about one quarter ofthe area of a 720x576 pel picture. In a constrained parameter bilsteam, the pel
rate is limited to 2 534 400 pels/s. Fora given picture rate, this sels another Himut on the maximum area
of the picure. [f the picture has the maximum area of 396 macroblocks,then the picture rate is restricted to
25 pictures/s or less. If the picture rate has the maximum constrained value of 30 pictures/s the maximum
area is limited 10 330 macroblocks,

A constrained parameter bitstream can be decoded by a model decoder with a buffer size of 327 580 bits
without overflowing or underflowing during the decoding process. The raaximum boffer sizz that can be
specified for a constiained parameter bitstream 15 2) unit.

A constrained parameier bitstream uses a forward_f_code or backward_f_codeless than or equal to-4. This
constrains the maximum range of motion vectors that can be represented in thebitstream (see table D.7).

Tf all these conditions are met, then the bitstream is constrained and the constrained_parameters_flag in the
sequence header should be set to 1. If any parameter is exceeded, the flag shall be set to 0 to inform
decoders that more than a minimum capability is required to decode the sequence.

D.5.1.1G Load intra quantizer matrix

This isa one~bit flag. If it is set to 1, sixty-four 8-bit integers follow. These define an & by & set of
weights which are used to quantize the DCT coefficieats. They are ransmitted in the zigzag scan order
shown tn Ggure D_30. None of these weights can be zero. The first weight must be eight which matches
the fixed quantization level of the dc coefficient.

Hthe flag is set to zero, the intra quantization matix must be reset to the following default value:

8 16 19 22 26 27 29 34
16 16 22 24 27 29 34 37
19 22 26 27 29 34 34 38

22 22 26 27 29 34 37 40
22 26 27 29 32 35 40 48
26 27 29 32 35 40 48% 58
26 27 29 34 38 46 56 69
27 29 35 38 46 56 69 83

 

Figure D.15 -- Default intra quantization matrix

The default quantization matix is based on work performed by ISOAEC ITC) SC20/WG10 (PEG)[6].
Experience has shown that it gives good results over a wide range of video material. For resolutions close
to 3502250 there should nommally beno need to redefine the intra quantization matnx. If the picture
resolution depats significantly from this nominal resolution, then some other matrix may give perceptibly
better results.

The weights increase to the aight and down. This reflects the human visual system which is less sensitive
to quantization noise at higher frequencies,

2.5.1.11 Load non-intra quantizer matrix

‘This is a one-bit flag. If it is set to 1, sixty-four 8-bit integers follow in zigzag scan order. None of thes2
integers can be zero.

if the flag is set to zero, the non-intra quantization matrix must be reset to he following default value
which consists of all 16s.

PUMAExhibit 2005
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16 16 16 16 16 16 1é 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
[6 16 16 16 16 16 16 16
16 16 16 16 16 16 16 [6
16 16 16 16 16 16 16 16
16 16 16 16 16 15 16 16
16 16 16 16 16 15 16 16

Figure D.16 -- Default non-intra quantization matrix

‘This flat cefault quantization matrix was adopted from H.261 which uses a flat matrix for the equivalent of
P-pictures [5]. Little work has been performed to determine the optimum non-intra matrix for MPEG video
coding, but evidence suggests that itis more dependent on video material than is the intra matzix. The
Optimum non-intra matrix may be somewhere betweenthe flat default non-intra matrix and the strongly
frequency-dependentvalues of the default intra matrix.

 D.5.1.42 Extension data

This start code is byte-aligned and is 32 bits Jong. Hs value is

hex: 00 00 G1 BS

binary: 0000 0000 C600 0000 5000 0001 1011 OLOL

It may be preceded by any number of zeros. If it is present then i will be followed by an undetermined
number of data bytes terminated by the next start code, These data bytes are reserved for fisture extensions
to this part of ISOMTEC 11172, and should not be generated by encoders. MPEG video decoders should have
the capability to discard any extension data found.

D.5.1.13 User data

A.user data start cods may follow the optional extension data. This start code is byte-aligned and is 32 bits
long. Its value is

hex: 00 00 01 B2

binary: 0000 0000 0000 6000 0000 0001 1021 0010  Tt may be preceded by any number of zeros. If it is present then it will be folowed by an undetermined
numberof data bytes terminated by the next start code. These data bytes can be used bythe encoderfor any
purpose. The only restriction on the data is that they cannot emulate a start code, evenif not byte-aligned.
This means that astiing of 23 consecutive zeros must not occur. One way to prevent emulation is to force
the most significant bit of altemate bytes to bea 1. :

In closed encoder-decoder systemsthe cecoder may te able to use the data. In the more genezal case,
decodes should be capable ofdiscarding the user data.

D.5,2 Group of pictures

Twodistinctpicture orderings exist, the display ories and the bitsteam order(as they appear in the video
bitstream). A group ofpictures (gop) is a set of pictares which are contiguousin display order. A group of
pictures must contain at least one I-picture. This required picture may be iolowed by any number ofI and
P-pictures. Any number cf B-pictures may be interspersed between each pair of E or P-pictures, and may
also precede the first I-picture.

 Property J. A group of pictures, in bitstream order, must start with an I-picture and may be followed by
any number of I, P or B-pictures in any oner.

Property 2. Another property of a group of pictures is thal it must begin, in display order, with an Lora B-
picture, and must end with an I ora P-picture. The smallest groupof pictures consists of a sikUONUpickaxdubit 2005
whereas the largest size is unlimited. Apple v. PUMA, IPR2016-01135
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Theoriginal concept of a group of pictures was.a set of pictures that could be coded anddisplayed
independently of any other group. In the final version of this part of ISOMEC 11172 this is not always
true, and any B-pictures preceding (in display order) the first picture in a group may require the last picture
in the previous group in order % be decoded. Nevertheless encodess can suil construct groups of pictures
which are iadependent of one ancther. One way to do this is to omit any B-pictures preceding the first I-
picture. Another way is 10 allow such B-piciures, but to code them using only backward moton
compensation.

Property 3. From a coding point of view, aconcisely stated property is that a group of pictures begins
with a group of pictures header, and either ends at the next group of pictures header orat the next sequence
header or at the end ofsequences, whichever comesfirst.

Some examples of groups of pictures are given below:

tetctetbt SiO De aoe Bows wya mytoy B P
B I

BB

BB I

P
I

Figure D.17 -- Examples of groups of pictures in disptay order

These examples illustrate what is possible, and do not constitute a suggestion for steuctures of groups of
pictures.

Group of pictures start code

The group of pictures header starts with the Group of Pictures start code. This code is byte-aligned andis
32 bits long. Its value is

hex:=00. 00. 01 B&
binary: 0600 0000 0000 C000 0040 0001 10E1 1000

It may be preceded by any number of zeros. The encoder may have inserted some zeros 10 getbyte
alignment, and may have inseried additional zeros to prevent buffer underflow. An editor may have inserted
zeros in order to match the vby_delay parameter of the first pictire in the group.

Time, code

A time code of 25 bits immediately follows the group of pictures start code. This encodes the same
information as the SMPTE time code [4].

The time code can be broken downinto six fields as shown in table D.4.

Fable D.4 — Time code fields

Drop frame flag
Hours
Minutes
Fixed
Seconds
Picture number

 
The tme code refers to the first picture in the group in display order, ie. the first picture with a temporal
reference of zero. The SMPTE time code is included to provide a video time identification to applications.
[t.may be discontinnous. The presentation time-stamp in the System layer (Part 1} has a much higher
precision and identifies the time of presentation of the picture. PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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Clased GOP

A one bit flag follows the time code. I denotes whether the group of pictures is open or closed. Closed
grpups can be decoded without using decoded pictures of the previous group for motion compensation,
whereas open groups require such pictures to be available,

A typical example ofa closed group is ssownin figure D.18a.

I B B FP B BP B B FF BB P
O 1 2 3 4 5 6 F 8 &

(a) closed group

B B | B B PB BP B BP B BP
0 1 2 3 4 5 6 7 oo Ne ns = — bot _ bo — Ww eatte

(b) open cr dosed group

Figure D.18 -- Example groups of pictures in display order

A less typical example of a closed group is shown in figure D.18b. In this example, the B-pictures which
precede the first I-picture must use backward motion compensation only, Le. any motion compensation
raust be based only on picture number 2 in the group.

Ifthe closed_gopflag is set to 0 then the grown is open, The first B-pictures that precedethe first [-pictare
inthe group may have been encoded using the last picture in the previous group for mction compensation.

Broken link

A onebit flag follows the closed_gop flag. It denotes whether the B-pictures which precede the fist [-
picture in he GOP can be correctly decoded. If it is set to 1, these pictures cannot be correctly decoded
because the [picture or P-picture fom the previous group pictures that is required to form the precicuonsis
not available (presumably because the preceding group of pictures has been removed byediting). The
decoder will probably choose not to display these B-pictures.

Ifthe sequenceis edited so that the onginal group of pictures no longerprecedes the current group of
pictures then this flag normally will be set to £ by the editor. However, if the closed_gop flag for the
current group Of pictures is set, then the editor should not set the broken_link flag. Because the group of
pictures is closed, the first B-piciures ff any) can still be decoded correctly.

Extension data

This start code is byte-aligned and is 32 bits long. Its value is

hex: GO 60 OF BA

binary: 6000.00C0 0000 0000 0000 0094 10110101

It may be preceded by any numberof zeros. If itis present then it will be followed by an undetermined
number ofdata bytes terminated by the next start code. These data bytes are reserved for future extensions
to this part of ISOMEC 11172, aad should not be generated by encoders. MPEG video decoders should have
the capability to discard any extension data found.

User data

Avuser data start code may follow the optional extension data. This start coce is byte-aligned and is 32 bits
long. Its value is

hex: 06 00 91 B2

binary: COCO 6000 6000 0000 5000 0001 1011 0010 _.
PUMAExhibit 2005

Itmuay be preceded by any number of zeros, If it is presentthen it will be follqwpddbyAPNEARY0 1 6-01135
number ofdata bytes terminated by the next startcode, These data bytes can be used by the encoder for MF of 124
purpose. The oaly restriction on the data is that they cannot emulate a start code, evenif not byte-aligned.

69

Apple Exhibit 1009
Page 79 of 124



Apple Exhibit 1009 
Page 80 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

80 of 124

 

ISOMEC 11172-2: 1993 (FE) € ISOMEC

This means that a string of 23 consecutive zeros must nol occur. One way to prevert emulation is to force
themost significant bit of altemate bytes to be a 1,

In Closed encoder-decoder systems the decoder may be able to use ihe data. In the more general case,
decoders should be capable of ciscarding the user data.

D.5.3 Picture

The picture layer contains all the coded informationfor one picture. The header identifies the temporal
reference ofthe picture, the picture coding type, the delay in the video buffer verifier (VB) and, if
appropriate, the range of motion vectors used.

0.5.3.1 Picture header and start code

A pictsre begins with a picture header. The header starts with a picture start code. This code is byte-aligned
and is 32 bits long. Its valueis:

hex: G0 60 61 00

binary: 0000 0000 0006 COCO GOCO 0001 0000 OCOdO

It may bepreceded by any numberof zeros.

0.6.3.2 Temperal reference

The Temporal Referenceis a ten-bitnumber which can be used to define the order in which the pictures
must be displayed. It may be useful since pictures are not transmitted in display order, but rather in the
order which the decoder needs to decode them. Thefirst picture, ia display order, in each group must have
Temporal Reference equal to zers- This is incremented by one for each picture in the group.  
Some example groups of pictures with their Temporal Reference numbers are given below:

Example (a) in I B PEP
display order 0 1 2 3 4

Example(ajin I P B FP B
decoding order qo 2 1 4 3

Example(b)in B BI 8B B P B BP B BP
displayorder © i 23 4 5 6 7 8 & 10 WY

Example(bhin TB BP BB FP B B P BB
coded onder 2 0 15 3 4 8 6 F HY 10

Example(c}in BI BBBB P Bit BBYI I
display onder Oo £ 2 3 4 35 6 F7 & & 10 11

Example(c)in IT BP B BB Bd BE BBI
coded order 106 23 4 5 8 7 HY lo

Figure D.19 -- Examples of groups of pictures and temporal references

If there are more than 1024 pictures in a group,then the Temporal Reference is reset to zero and then
incremenis anew. This is illustrated below:

B B IT B B P ... P B B FP .. F B B P display order
0 ££ 2 3 4 5 .. 102 10233 0 1 .. 472 473 474 475

Figure D.20 -- Example group of pictures containing 1590 pictures
PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
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B.5.3.3 Picture coding type

A three bit number follows the temporal reference. This is an index into the following table defining the
typeof picture.

Table DS -- Picture types

PICTURE TYPE

Forbidden

}picture
P-picture
B-picture
D Picture
Reserved
Reserved
Reserved

 
‘The various types of pictures are described in D2.3. Codes 101 through 111 are reserved for future
extensions to this part ofISO/IEC 11172. Decoders should bz capable of discarding all pictures of this
type, and scan for the next picture stan code, group start code or sequence start code, Code 000 will never be
used to avoid start code emulation.

D.5.3.4 VBV delay

For constant bit rateoperation, vbv_delay can be used at thestart of decoding and after a random access to
ensure that the correct numterofbits have been read by the decoderbeforethe first picture is displayed.

The buffer fullness is not specified in bits but rather im units of time. The vbv_delay is a 16-bit number
defining the time needed in units of 190.000 s to fill the input baffer of the model decoder from an empty
State to the correct state at the bitrate specified in the sequence beader.

For example, suppose the vbv_delay had a decimal value of 39000, then the time delay would be:

D = 3) 000/90 000 = 1/35

ifthe channel bit rate were 1,2 Mbits/s then the contents of the buffer before the picture is decoded would
be:

B = 1 200.000 /3 = 400 000 bits

If thedecoder determined that its actual buffer fullness differed significantly from this value, then it would
have to adopt some strategy for regaining synchronization.

The meaning of vbv_delay is undefined for variable bit rate operation.

D.5.3.5 Full pel forward vector

This is a one bit flag giving the precision of the forward motionvectors. If it is 1 then the precision of the
vectors is in integer pels, if it is zero thea the precision is half a pel. Thus if the flag is set to one the
vectors have twice the range than they do if the flag set to zero.

This flag is present only in the headers of P-pictures and B-pictures. It is absent in J-pictures and D
pictures,

D.5.3.6 Forward f-code

This is a three-bit number and, like the full pel forward vector flag, is present only in the beaders of P-
pictures and B-pictures. Ii provides information used for decoding the coded forward vectors and controls the
maximum size ofthe forward vectors that can be coded. Itcan take only values of 1 throug! DURE Phhibit 2005zero is forbidden.
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Two parameters used in decoding the forward motion vectors are derived from forward_{code, forward_r_size
and forward_f.

The forward_r_size is one less than the forwant_f{_code and so can take values 0 through 6.

The forward_f parameteris given by table D.6:

Table D.6 -- f_codes

forward/backward_{code forwardjbackward_f .

 
D.5.3.7 Full pel backward vector

This is 4 one bil flag giving the precision of the backward motion vectors. [fit is 1 then the precision of
the vectors is in inieger pels, if it 8 zero then the precision is half a pel. Thus if the flag is set to one the
vectors have twice the range than they do if the flag set t zero.

This flag is oaly presentin the headers cf B-pictures. Itis absent in I-pictures, P-pictures and D pictures.

D.5.3.8 Backward f-code

This is a three-bit number and, Hike the full pel backward vector flag, is present only in the headers of B-
pictures. Ii provides information used for decoding the coded backward vectors. [t can take only values of 1
through 7; a value of zero is forbidden.

The backward_f parameteris derived from the backward_f_code sndis given by tabie D.6

D5.3.9 Extra picture information

Extra picture infomation is the next field in the picture header. Any number ofinformation bytes may te
present, An information byte is preceded by a flag bit which is set to L. Information bytesare therefore
generally not byte-aligned. The last information byte is followed by a zero bit. The smallest size of this
field is therefore one bil, a 0, that has no information bytes. The largest size is unlumited. The following
example has 16 bits of extra information denoted by E:

1EEEEEEEEIEEEEEEEEQO

Where E is an extra information bit.

The extra mformation bytes are reseryed for future extensions to this part of ISO/IEC 11172. The meaning
' Of these bytes ts currently undefined, so encoders must not generate such bytes and decoders mustbe capable

of discarding them.

B.5.3.10 Extension data

This start code is byte-aligned andis 32 bits long. [ts value is:

hex: 00 00 01 B5

binary: 0000 0000 0000 0000 0000 0001 1011 C101

It may be preceded by any numberofzeros. If it is present then it will be followed by an undetermined

number ofdala bytes terminated by the next startcode. These data bytes are reserved for future PepeExhibit 2005to this of ISOMEC 11172, and should not be generated by encoders. MPEG Vileo coderscapableofdiscarding them, & y pplew. BURA, IPR2016-01135
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D.5.3.141 User data

This start code is byte-aligned and is 32 bits !ong: Its value is

hex: O00 01 B2

binary. D000 0000 0000 0000 0000 COOL 1011 0010

Itmay be preceded by any number of zeros. [f it is present then it will be followed by an undetermined
number of data bytes terminated by the next start code. These data bytes can be used by the encoder for any
purpose. The only restriction on the data is thal they cannot emulate a start code, even if not byte-aligned.
One way {0 prevent emulation is to force the most sign:ficant bit of alternate bytes to be a 1.

In closed encoder-decoder systems the decoder may be able to use the data. Inthe more general case,
decoders should be capable of discarding the user data.

D.5.4 Slice

Pictures are divided into slices. Each slice consists of an integral number of macroblocks in raster scan
order. Slices can be ofdifferent sizes withinapicture, and the division in one picture need not be the same
as the division in anv other picture. Slices can begin and end atany macroblock in a picture subject to the
following restrictions. The first slice must begin at the top left of the picture, and the end of the last slice
must be the bottom tight macroblock of the picture. There can be no gaps between slices, nor can slices
overlap. The minimum namber ofslices in a picture is one, the maximum number is equal to the number
of macroblocks,

Eachslice starts with a slice start code, the exact value of which defines the vertical position of the slice.
This is followed by a code that sets the quantization step-size. At the start of eachslice the predictors for
the de coefficient values and the predictors for the vector decoding are all reset. The horizontal position of
the start of the slice is given by the macroblock address of the first macroblock in the slice. The result of
all this is that, within a picture, a slice can be decoded without information from the previous slices.
Therefore. ifa data error occurs, decoding can begin again at the subsequentslice.

If the data are to be used in an error free environment, then one slice perpicture mzy be appropriate. If the
exvironmentis noisy, then one slice per row ofmacroblocks may be more desizable, as shown in figure
D2).

 

13 begin end 13
PUMA Exhibit 2005

Figure D.21 -- Possible arrangement of slices in a D5¢plO7, MeiNfA, IPR2016-01135
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In this figure and im the next, each strip is one macroblock high, ie. 16 pels high.
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Since each slice header requires 40 bits, there is some penalty for including more than the minimum
number of slices. For example, a sequence with a vertical resolation of 240 lines coded at 30 pictures
requires approximately 4x30 = 1200 bits/s for the slice headers using oneslice per picture, and 40x15x30-
= 18 000 bits/s with one slice per row, an additional overbead of 16 800 bits/s. The calculation is
approximate and underestimates the impact, since the mclusion ofa slice imposes additional requirements
that the macroblock immediately before the slice headerbe coded, as well as the first macroblock m the
slice.

The coding structure permits great flexibility in dividing a picture up into slices. One possible arrangement
is shown in figure D.22.

 
 a

——

FT

Figure D.22 -- Possible arrangement of slices in a 256x192 picture

 
  

  
  
  
  
  

  

 

 

This division into slices is given for illuswative purposes only. [t is not intended as a suggestion on howto
divide a picture into slices,

D.5.4.1 Stice header and start code

Slices start, with a slice header. Each slice headerstarts with a slice startcode. This codeis byte-aligned
and is 32 bits long. The last eighi bits can take on a range of values which define the vertical position of
the slice in the picture, The permitted slice start codesare:

hex: from OD 00 01 01
to 00 00 01 AF

binary: from 0000 C009 0000 0000 0600 6001 0030 0001
to 0000 C000 6000 0060 6000 0001 1010 F111

Each slice starl code may be preceded by any numberofzeros.

The last 8 bits of the slice start code givethe slice vertical position, ie ihe vertical posifion of the first
macroblock in the slice in units of macroblocks starting with posilion 1 at the top of the picture. A useful
variable is macroblock row. This is similar to slice vertical position except that row 0 is at the top of the
picture. Thus

slice vertical position = macroblock row + 1 PUMAExhibit 2005

For example, a slice start code of00000101 hex meansthat thefirst macroblockAPPLEKerWateR20 1 6-01135
position | or macroblock row 0, ic. at the top of the picture. A slice start code of O0000120bhex meas 84 of 124
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that the first macroblock is at vertical position 32 or macroblock row 21, i.¢. at the 495th row of pels. It
is possible for two or more slices to have the same vertical position.

The maximum vertical position is 175 units. A slice with this position would require a vertical size of
175x165 = 2 800 pels.

‘The horizontal posilion of the first macroblock in the slice can be calculated from its macroblock address
increment. Thusits position in the picture can be determined without referring to ally previous slice or
macroblock Thus a decoder may decode any slice ina picture without having decoded any other slice in the
same picture. This feature allows decoders to recover from bit exrors by searching for the nextslice start
code and then resuming decoding.

D.§.4.2 Quantizer scale

The quantizer scaleis a five-bit integer which is used by the decoder to calculate the DCT coefficients from
the transmitted quantized coefficients. A value of 0 is forbidden, so the quantizer scale can have any value
between | and 31 inclusive.

Note in addition that the quantizer scale may be set at any macroblock.

D.5.4.3 Extra slice information

Ext slice information formsthe lastfield in the slice header. Any number of information bytes may be
present. An information byte is preceded by a flag bit which is set to 1. Information bytes are therefore
generally not byte-aligned. Thelast information byte is followed by a zero bit. The smallest size ofthis
Geld is therefore one bit, 2 D, that has no information bytes. The largest size is unlimited. The following
example has 24 bits of extra information dencted by E:

1EEEEERBEELEEEEEEEEI1EEEEEEEEQO

‘The extra information bytes are reserved for future extensions to this part of ISOMEC 11172. The meaning,
of these bytes is currently undefined, so encoders must not. generate such bytes and decoders mustdiscard
them.

Theslice headeris followed by code defining the macroblocks in the slice.

D.5.5 Nacroblock

Slices are divided into macroblocks of 16 x 16 pels. Macroblocks are: coded with a headerthat contaias
information on the macroblock address, macroblock type, and the optional quantizer scale. The headeris
followed by data defining each of the six blocks in the macroblock It is convenient to discuss the
reacroblock headerfields in the order in which they are coded.

D.5.5.4 Macroblock stuffing

‘The firstfield in the macroblock header is "macroblock stuffing”. This is an optional field, and may be
inserted or omitted at the discretion of the encoder. If present it consists of any numberof 11-bit strings
with the pattern "0000 0001 Lil". This stuffing code is used by the encoderto prevent underflow, and is
discarded by the decoder, Ef the encoder determines that underflow is about to occur, thea it can insert as
many stuffing codes into thefirst field of the macroblock headersit Likes.

Note thatan encoder bas other strategies to prevent buffer underflow. Itcan insect stuffing bits immediately
before a start code. It can reduce the quantizer scale tc increas the number of coded coefficients, It can even
Start a new slice.

D.5.5.2 Macroblock address increment and macroblock escape

Macroblocks have an address which is the numberof the macroblock in raster scan order. fi Exhibit 2005
macroblock ina picture bas address 0, the next one to the right bas address 1 and soon. If there re
macroblocksia apicture, then the botiom right macroblock has an address M-Apple v. PUMA, IPR2016-01135
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The address of amacroblockis indicated by transmitting the difference between the addresses of the current
macroblock and tbe previously coded macroblock. This differenceis calledthe macroblock address
increment. In I-pictures, all macroblocks are coded and so the macroblock address increment is nearly
always one. There is one exception. Atthe beginningofeach slice the macroblock addressis set to thatof
the right hand macroblock of the previous row. At the beginning of the pictuse it is set to -1. Ifa slice
does notstart at the left edge of the picture, then the macroblock address incrementfor the firstmacroblock
in the slice willbe larger than one. For example, the picture of figure D22 has 16 macroblocks per row.
Atthe start of slice 2 the macroblock addressis set to 15 whichis the address of the macroblock atthe right
hand edge of the top rowof macroblocks. If the first slice contained 26 macroblocks, 10 of them would be
ar the second row, so the address of the first macroblockin slice 2 would de 26 and the macroblock address
increment would be Lt.

Macroblock address increments are coded using the VLC codes in the able m B.1.

It can be seen that there is so code to indicate a macroblock address increment ofzero. This is why the
macroblock address is set to -1 rather than rero at the iop of a picture. The first macroblock will save an
incremeat of one making its address equal to zere:

The macrodleck address increments allow the position of the macroblock within the picture to be
determined. For example, assume: that a slice header has the slart code equat to 00 00 01 OA hex, that the
pictute width is 256 pels, and that a macroblock address increment code 0000111 is in the macroblock
header of the first macroblock in the slice. A picture width of256 pels implies that there are 16
macroblocks per row in this picture. Theslic? start code tells us that the slice vertical position is 10, and
sothe macroblock. row is 9. The slice header séts the previous macroblock address to the last macroblock on
row & which has address 143. The macroblock address increment VLC léads to amacroblock address
‘macrementof B, and so the macroblock address ofthe first macroblock in the slice is 143 + 8 = 151.

The macroblock row may be calculated from the address:

macroblock row =macroblock address /macroblock widih

H
[St /# 16

= 9

The division symbol signifies integer truncation, not rounding.

The macroblock column mayalso be calculated from the address:

macroblock column = macroblock address % macroblock width
151 % t6

7te

Columns are numbered from the left of the picture starting at 9.

There are two special codewords: escape and stuffing.

The escape code means ‘add 33 to the following macroblock address increment". This allows increments
greater than 33 to be coded. For example, an increment of 40 would be coded as escape plus an increment
of 7:

0000 0001 OCGO 0016

An increment of 70 would be coded as two escape codes followed by the code foran increment of4:

0000 0001 0000 0000 0010 0000 11  
The stuffing code is included since the decoder must be able to distinguish it from increment codes. eis
used by the eacoder to prevent underflow, is di b decoder. we'y pr underflow, and is discarded by the deco PUMAExhibit 2005
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D5.5.3 Macroblock types

Each ofthe picture types I, P, and B, have their own macroblock types. Sce, respectively, D,6.3, D.6.4,
and D.6.5 forthe codes and their descriptions.

D.5.5.4 Motion horizontal/vertical forward/backward codes

The interpietation of these codes is explained in D.6.2.3.

D.5.5.5 Motion horizontal/vertica! forward/backward R

The interpretation of these codes is explained in D.6.2.3.
D.5.5.6 Coded block pattern

This code describes which blocks within the macroblock are coded and transmitted, The interpretation of
this code is explained in D.6.4.2.

D.5.5.7 End of macroblock

This code is used only in D-pictures andis described in D.6.6.

D.5.6 Block

A block is an array of 8 by 8 component pel values, treated as a unit and input to the Discrete Cosine
Transform (DCT). Blocks of 8 by 8 pels are transformedinto arrays of 8 by 8 DCT coefficients using the
two dimensional discrete cosine wansform.

D.6 Coding MPEG video
D.6.1 Rate cantrol and adaptive quantization

The encoder must control the bit rate so that the model decoder input buffer neither overflows nor
underflows. Since the model decoder removesall the bits associated with a picture from the inputbuffer
instantancously, itis necessary to control only the total numberof bits per picture. The encoder should
allocate the total numbers of bits among the various types of pictures so that the perceived quality is

suitably balanced. The distribution will vary with the scene content and with the parucular distribution of
the three picture types (I P and B-pictnres).

Within a picture the encoder should allocate the total number of bits available among the macroblocks to
maximize the visual quality of the picture.

One method by which an encoder controls the bil rate is to vary the quantizer scale. This is set in each slice
header, and maybe set at the beginning of any macroblock, giving the encodar excellent control overthe bit
rate within a picture.

D.6.i1.1 Rate control within a sequence  
For atypical coding scheme represented by the following group of pictures in display ordec:

BBIBBPBBPBHPBBP

it has been found that gcod results can be obtained by matching the visual quality of the I and P-pictures,
and by reducing the code size ofthe B-pictures to save bis giving a generally lower quality for the B-
pictures,

The best allocation of bits among the picture types depends on the scene content. Work of the MPEG

video committee suggests thal allotting P-pictures about 2-5 times as many bits as BpictureBiaMdAleaeebit 2005
I-pictures up to 3 times as manybits as P-pictures gives good results for SPCRBIPPApes6-01135litde motion or change in the video, then a greater proportion of the bits show Sometaiy fe] £12470
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Hf there is a lot of motion or change, then the proportion allotted to 1-pictures should be reduced and most of
the savings given to the P-pictures.

A reasonable encoder algorithm is to start with the foregoing estimates, then reallocate bits dynamically
depending on the nature ofthe video.

D.6.1.2 Rate control within a picture

If the buffer is beading toward overflow, the quantizer scale should be increased. If this action is not
sufficient to prevent an impending overflowthen, as a last resort, the encoder could discard high frequency
DCT coefficients and transmit only low frequency ones. Although this would probably produce visible
artifacts in the decoded video, it would in no way compromise the validity of the coded bitsteam.

Hf thebuffer is heading toward underflow, the quantizer scale should be reduced. [f this is mot sufficient, the
encoder can insert macroblock stuffing into the bitstream, or add leading reros to start codes.

Under nomnal circumstances, the encoder calculates and monitors the state of the model decoder buffer and
changes the quantizer scale to avert beth overftow and underflow problems.

Ome simple algorithm that helps accomplish this is to monitor the buffer fullness. Assume that the bits
have been allocatedamong the various picture types, andthet an average quantizer scale forcach picture type
has been established. The actual buffer fullness at any macroblock in a picture can be calculated and
compared. wilh the nomial fullness, ie. the value that would be obtained if the bits were uniformly
distributed among all the macroblocks in the picture. Hthe buffer fullness is larger than the nominal value,
then ihe quantizer scale should be set higher than the average, whereas ifthe boffer fullness is smaller than
the nominal, the quantizer scale should be set lower than the average.

[f the quantizer scale is kept constant pver a picture, then, for a given number of codingbits, the total mean
square error of the coded picture will tend to be close to the minimum, However, the visual appearance of
most pictues can be improved by varying the quantizer scale overthe picture, making it smaller in smocth
areas ofthe picture and larger in busy areas. This technique reduces the visibility of blockiness in smooth
areas at the expense of increased quantization noise in the busy areas where, however,it is masked by the
image detail.

Thus a good algorithm for controlling the bitrate within a picture adjusts the quantizer scale depending on
both the calculated buffer fullness and on the local image content Examples of techniques for rate control
and quantization may be found in [T]{8].

0.6.1.3 Buffer fullness |
To give the best visual quality, the encoder should almost fill the input buffer before instructing the decoder
to start decoding.

D.6.2 Motion estimation and compensation

D.6.2.1. Motion compensation

P-pictures use motion compensation to exploit temporal redundancy in the video. Decoders construct a
predicted block of pels from pels ia apreviously transmitted picture, Motion within the pictures (e.g.
pan) usually implies that the pels in the previous picture will be in a cifferent position from the peb in the
current block, and the displacement is given by motion vectors encoded in the bitstream, The predicted
block is usuaily a gocd estimate of the ament block, and if is usuaily more efficient to transmit the motion
vector plusthe difference between the predicted block and the current block, than to transmit a description of
the currentblock byitself.

 

Consider the following typical group ofpictures.

PUMAExhibit 2005
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P

4]

DIOLSPIIIWPXY
Figure D.23 — Group of pictures in display order

The I-picture, picture 2, is decoded without requiring any motion vectors. The first P-picture, number5,is
decoded using motion vectors from picture 2. This motion compensationis called forward motion
compensation since it is forward im Gime. Motion vectors define the motion of a macroblock,ic. the
motion of2-16x16 block of lamingnce pels and the associated chrominance components, Typically, most
macroblocks in a P-picture use motion compensation. Non-zero motion vectors are transmitted
differentially with reference to the last transmitted motion vector.

The transmitted vectors usually have a precision of halfa pel, The maximum range of the vector is set by
the forward_f parameter in the picture header, Sometimes,if the motion is unusually large, the range may
be doubled and the accuracy reduced to integer pels, by the furll_pel_forward_vectorbit in the picture header.

A positive value of the horizontal or vertical component of the motion vector signifies that the-prediction is
formed from pels in the referenced picture which are spatially to the right or below the pels being predicted.

Not aul macroblocksin a P-picture necessarily use motion compensation. Some macroblocks, as defined by
the transmitted macroblock type (see table B.2b), may be intra-coded, and these are reconstructed withcut
motion compensation, Full details defining the method of decoding the vectors and constructing the

_ Motion-compensated macroblock are given in 2.4.4.2.

P-picture 8 in figure D.23 uses forward motion compensation from picture 5. P-pictures always use
forward motion compensation from the last transmitted I or P-picture.

B-pictures may use motion compensation from the previous I or P-picture, from the next (in display order) |
or P-picture, or both; i-c., from the last two transmitted I or P-pictures.

Prediction is called forward ifreference is made to a picture in the past and called backward if reference is
made to a picture im the fulure. For example, B-picture 3 in figure D.23 uses forward motion compensation
from I-picture 2, and backward motion compensation from P-picture 5. B-pictures-may use both forward and
backward mction compensation and average the result. This operation is called interpolative motion
compensation.

All three types of motion compensation are useful, and typically are used in coding B-pictures.
Interpolative motion compensation has the advantage ofaveraging any noise preseat, Forward oc backward
motion compensation may be more useful aear the edges of pictures, or where a foreground objectis
passing in front ofa fixed or slow moving background.

 

Note that this technique ofcoding with P and B-pictures increases the coding efficiency. B-pictures can
have greater errors of reconstruction than J orP-pictures to conserve coding bits, but since theyare not used
as the basis of mofion compensation for future pictures, these errors maybe tolerated.

D.6.2.2 Motion estimation

Motion compensation in a decoderis straightforward, but motion estimation which includes determining the
best motion vectors and which must be performed by the encodes, presents a fonmidable computational
challenge.

Various methods are available to the encoder. The more computationally intensive methods tend to give
better results, so there is tradeoff to be made in the encoder: computational power, and hence PSEPhibit 2005
coded video quality.
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Using a search strategy the encoder attempts to match the pels in a macroblock with those in a previous or
future picture. The vector corresponding to the best match is reported after the search is completed.

B.6.2.2.1 Block matching criteria

in seeking a match, the encoder must decide whether to use ithe decoded past and future pictures as the
reference, or use the original past and firture pictures, For motion estimation, use of the decoded pictures by
the encoder gives the smallest errin the error picture, whereas use of the original pictures gives the mest
accurafe motion vectors. The choice depends on whether the artifacts of increased noise, or greater spurious
motion are judged to be the moreobjectionable. There is usually litle or no difference in quality between
the two methods. Note that the decoder does not perfonn motion estimation. It performs motion
compensated prediction and interpolation using vectors calculated im the encoder and stored in the bitstieam.
In motion compensated prediction ard interpolation, both the encoder and decoder must use thedecoded
pictures as the references.

Several matching criteria are available. The mean square error of the difference between the motion-
compensated block aad the current block is an obvious choice. Another possible criterion is the mean
absolute difference between the motion-compensated block and the current block.

For half pel shifts, the pel values could be interpolated by several methods. Since the decoder uses a simple
linear interpolation,thereis little reason to use a more complex mnethod in the encoder. The linear
interpolation methed given im this part of ISO/IEC 11172 is equivalent to the following. Consider four
pels having values A, B, D and FE as shownin figure D.24:

A bh B
¥ c

D- E

Figure D.24 -- {nterpolation of half pel shifts

The value of the borizontally interpolated pel is

b=(A+B)//2  

where the double division symbol means division with rounding to the nearest integer. Half integer values
are to be rounded to the next higher value. Thus if A =4 and B =9 thea h=6.5 which is rounded up to7.

The value of the vertically interpolatedpel is

v=(A+D)//2

The value of he ceatral interpolated pel is

c=(A+B+D+E) V4

D.6.2.2.2 Search range

Once a block matchingcriterion has been selected, some kind ofsearch strategy mustbe adopted. This
must recognize the limitations of the VLC tables used to code the vectors. The maximum range of the
vector depends upon forward_f_code or backward_f_code. The motion vector ranges are given in table D7.

PUMAExhibit 2005
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Table D.7 -- Range of motion vectors

forward_f_code or
backward _fcode full_pel=1

8 10 7,5 -16 to 15
16 to 15,5 -32 031
-72 to 315 -64 to 63
-64 10 63,5 -128 to 127

-128 to 127,5 -256 to 255
-256 10 255,5 -512 to 511
~512 to SU5 I (24 to 1023

 1234; 5
6

7 -

The range depends on the value of full_pel_forward_vecior or full_pel_backward_vectorin the picture
header. Thus if all the motion vectors were found to be 15 pels orless, the encoder would usually select
half pel accuracy and a forward_f_code or backward_f_code valueof 2.

Thesearch must be constrained to take place within the boundaries of the decoded reference picture. Motion
vectors which refer to pels outside the picture are aot allowed. Any bitstream wiich refers to such pels does
not conform to this part of ISO/IEC 11172.

D.6.2.2.3 2-D search strategy °

There are many possible methods of searching another picture for the best match to a current block, and a
few simple ones will be described.

‘The simplest search is a full-search. Within the chosen search range all possible displacements are
evaluated using the block matching criterion.

Thefull search is computationally expensive, and practical encoders may not be able to afford the time
required for a full search.

A simple modification of the full-search is to search asing only integer pel displacements. Oace the best
integer match bas been found, the eight neighbouring balf-integer pel displacements are evaluated, and the
best one selected as illustrated below:

* +
* + % y

* * * 4 + y+
+ + + ¥+1,5

ok * + * + + * y42.
+ + + ¥+2,5

* + * + 4 y+3

* * * # + yr4
x x41 x42 _ x43 x44

 Figure D.25 -- Integer pe] and half pel displacements

Assume that the position x+2,y+2 gives the best integer displacement matching using the selected block
matching criterion, then the encoder weuld evaluate the eight positions with half pel displacements marked
by + signs in figure D.25. If one of them were a better match then it would become the motion vector,
otherwise the motion vector would remain that of the integer displacement x+2,y4+2.

If during the integer pel search, two or more positions have the same block matching value, the encoder can
adopt a consistent tie-breaking nale.

The modified full search algorithm is approximately an order ofmagnitude simpler than the full search.
Using only integer displacements for the first stage of the search reduces the numberof evaluations by a

factor of four. in addition, the evaluations are simpler since the pel differences can be calculasdpectly.2Mpit 2005
do not have to be interpolated.
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For some applications even the modified full search may be too time consuming, and a faster search method
maybe required. One such method is thelogarithmic search. —

D.6.2.2.4 Logarithmic search

In this search method, grids of 9 displacements are examined, and the search continued based on a smaller
grid centered cn the position of the bes! match. If the grids are reducedin size by a factor of 3 at each step
then the search 1s maximally efficient in the sense that any integer shift has a umque selection path to it.
This method will find the best match only for a rather limited set of image types. A more robust method is
to reduce the size of the grids by a smaller factor at each step, ¢.g. by a factor of2. ‘The scaling factors can
also be adjusted to match the search ranges of table D.7.

The method will be illustrated with an example. Consider the set of integer shifts in figure D.26:

toeoeOHORKROMeeeRKEEHRHKHEHEHEHK RKRKRKKFHbRHRK *eeeReHHeKHHHHFHKEOF SeFWNWNHKN#KHKRHK ¥#*FFWYeeKReHKEKFHEOK eBRRPHFFRRFERKRHK **HeFHKHeFeHFFFHFHEOH eeee#HHKRBHHRHeKHK EFRKREHHHNHHRHHKHF +HeRetOeBeBeReOwHOH eeeeKEeHeEREMRHHKH eeeeReH »*KK*#KFHFHBHHFHKHHHHHHHHeekERENHeRNHeKROROK *#£#*BhoWl#Ke*HHHKOK
Figure D.2¢ -- Logarithmic search method for integer pel shifts

The first grid has a spacing of 4 pels. The first step examines pels at shifts of 0, 4, or -4 pels in each
direction, marked 1 in figure D.26. The best position is used as the center point of the second grid.
Assume it is the pel marked 1 directly to the left of the center pel. The second grid has a spacing of 2 peis.
The second step examines pelsat shifts of 0, 2, or -2 pels m each direction from the center of the new grid,
marked 2 in the figure. The best position is used as the center point of the third prid, assumeit is the lower
right pel of the second grid. The thirdgrid has a spacing of 1 pel. The third step examines pelsat shifts of
(@, 1, or -1 pels in each direction from the center of the grid. The best position is used as the center point of
the fourth grid. The fourth grid has a spacing of 1/2 pel. The fourth step examines pels at shifts of 0, 1/2,
ot -1/2 pels in each direction from the centerofthe grid using the same method as in the modified full
search. The best position determines the motion vector.  
Some possible grid spacings for various search ranges are given in table D8.

Table D.8 -. Grid spacings for logarithmic searches

RANGE STEPS GRID SPACINGS

4211/2
8421 2

16842112
  

For P-pictures only forward searches are performed, but B-pictures require beth forward and tackward
searches. Notall the vectors calculated during the search are necessarily used. In B-pictures either forward
or backward motion compensation might be used isiead of interpolated motion compensation, and in both
P and B-piciures the encoder might decide that a block is better coded as intra, in which case no vectors are
transmitted, ‘

D.6.2.2.5 Telescopic search PUMAExhibit 2005
Even with the faster methods of the modified full search, or the logarithmic seardppbessarItagtytkPR2016-01135
quite expensive. For example,if the encoder decides to use amaximum search range of 7 pelsper picture 99 of 124
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interval, and if there are 4 B-pictures preceding a P-picture, then the full search rangefor the P-picture wauld
be 35 pels. This large search range may exceed the capabilities of the encoder.

One way ofreducing the search rangeis 1 use a telescopic search technique. This is best explained by
illustrating with an example. Consider the group of pictures in figure D.27.

r B B B P B B B FP B B BB P
OB tt 2 3 4 5 6 7 8 9 WH 11 12

Figure D.27 -- Example group of pictures in display order

The encoder might proceed using its selected block matching criterion and D search strategy. For each P-
picture and thepreceding B-pictures, it first calculatesall theforward veciors, thea calculates all the
backward vectors. Thefirsi set of pictures consists ofpictures 0 through 4.

To calculate the complete set of forward vectors, the encoderfirst calculates all the forward vectors from
picture 0 to‘pichwe 1 using a 2-D search strategy centered on zero displacement. [t next calculates all the
forward vectors from picture 0 to picture 2 using a.2-D search strategy centered on the displacements
calculated for the corresponding block of picture 1. It next calculates all the forward vectors from picture 0,
to picture 3using a 2-D search strategy centered on the displacements calculated for the corresponding block
of picture 2, Finally, it calculates all the forward vectors from picture 0 to picture 4 using a 2-D search
strategy centered on the displacements calculated for the corresponding block of picture 3.

To calculate the complete set of backward vectors, theencoderfirst calculates all the backward vectors from
picture 4 to pichue 3 using a 2-D search strategy centered on zero displacement. [t next calculates all the
backward vectors from picture4 to picture 2 using a2-D search strategy centered on the displacements
calculated for the corresponding block ofpicture 3. Finally,it calculates all the backward vectors from
picture4 10 picture ] using a 2-D search strategy centered on the displacements calculated for the
corresponding block of picture 2.

Further methods of motion estimation are given by Netravali and Haskell [1].

D.6.2.3 Coding of motion vectors

The motion vector of a macroblock tends to be well correlated with the vector of the previous macroblock.
For example, in a pan all vectors would be roughly the same. Motion vectors are coded using a DPCM
technique to make use of this correlation.  
In P-pictures the moticn vector used for DPCM,the prediction vector, is set to zero at the start of each slice
and at cach intra-coded macroblock. Note that macroblocks which are coded as predictive but which have no
motion vector, also set the prediction vectorto zero.

In B-pictures there are two motion vectors, forward and backward. Each vecioris coded relative to the
predicted vector of the same type, Both motion vectors are set to zero at the start of each slice and at each
intra-coded macroblock. Note that predictive macroblocks which have only a forward vectordo not affect
the value of the predicted backward vector. Similarly, predictive macroblocks which have only a backward
vector do not affect the value of the predicted forward vector.

The range of the vectors is set by two parameters. The full_pel_forward_vector and
full_pel_backward_vector flagsin the picture header determine whether the vectors are defined in half-pel or
integer-pel units.  
A second parameter, forwarl_fcode or backwarl_fcoce,is related to the numberof bits appended to the
VLC codes in table D.9.
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Table DS -- Differential motion code.

9050 0011 001
0000 0011 011
0000 0011 101
0000 0011 111
0000 0100 001
0000 0100 O11

0000 0100 11
0000 0101 01
0000 0101 11
0000 O111
0000 1001
9000 1011
0000 11

| 0001 1
ool
oil
1
010
3010
9001 0
9000 110
9000 1010
9000 1000
9000 0110
DOO0101 10
0000 0101.00
0000 0100 10
0000 0100 010
0000 0100 000
0000 0011 110
0000 OO11 10
0000 0011 010
9000 0011000

 
Advantage is taken of the fact that he range of displacement vecior values is constrained. Each VLC
represents a pais of difference values. Only one ofthe pair will yieid a motion vectorfalling within the
permitted range,

The range of the vectoris limited to the values shown in table D7. The values obtained by decoding the
differential values must be kept within this range by adding or subtraciing a modulus which depends on the
F value as shown in table D.10.

Table D,10 -- Modulus for motion vectors

MODULUS

  
 

forward_f_code

or backwand_fcode
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The use of the modulus, whick refers only to the numbersin tables D.8 through D.10, will be illustrated
by an example. Assumethat a slice has the following vectors, expressed in the unitsset by the full pel
flag.

3.10 30 30-14-16 27 24

The range is such that an f value of 2 can be used. Theinitial prediction is zero, so the differential values
ane

3°97 20 0-44 -2 43 3

The differential values are reduced to the range -32 to +31 byadding or subtracting the modulus 64
corresponding to the forward_{_code of 2.

32°97 20 OQ 20 -2-21 3-

To create the codeword, (yd + GignGnvd)(forward_f-1)) )is divided by forward_f. The signed quotient of
this division is used to find a variable length codeword fromtable D9. Then the absolute value of the
remainder is used to generate a fixed length code that is concatenated with the variable length code. The
codes generated by this example are shown below.

 

0010 0
0000 1100
0000 0100 101
1
0060 0100 101
O11!
0000 0100 0110
00110

 
D.6.3 Coding !-pictures

 
In coding {-pictures, the encoder has two main decisions to make thal are not mandated by this partof
[SOAEC 11172, These are: how to divide the picture up into slices, and how to set the quantizer scale.

D.6.3.1 Slices in |-pictures

Division of the picture into slices is described i D.5.A.

B.5.3.2 Macroblocks in |-pictures

D.6.3.2.1 Macroblock types in I-pictures

There are two types of macrotlock in [-pictares, Both use intra coding. One uses the current quantizer
scale, whereas the other defines anew value for the quantizerscale. They are identified im the coded
bitstream by the VLC codes given in table D.11.

Table DAI -- Macroblock type VLC for I-pictures (table B.2a.)

 
The types are referred to names in this annex. intra-d is the default type where the quantizer scale is not
changed. Intra-q sets the quantizer scale,

In order to allow for possible future extension to MPEG yideo, the WLC for intra-q is 01 rather than 0,
Additional types could be addzd to this table without interfering with the existing entries. The VLC table is
thus open for future additions, and not closed. A policy of making the coding tables open intib\yfay Pathibit 2005
adopted by in developing this part of ISO/MEC L1172. The advantage of future ¢ {ON Ba5 fades: |worth the slight coding inefficiency. ABP: POMSR16 ot DEoO
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D.6.3.2.2 Guantizer scale

If the macroblock type is intra-q, thea the macrcblock header contains a five-bit integer which defines the
quantizer scale, This is used by the decoderto calculate the DCT coefiicienis fom the transmitted quantized
cocfficients. A value of 0 is forbidden, so the quantizer scale can have any value between 1 and 32
inclusive,

Note thatalso the quantizer scale is set in a slice header.

If the block type is intra-d, then no quantizer scale is transmitted and the decoder uses the previously set
value. For a discussion on strategies encoders mightuse to set the quantizer scale, see D.6.1.

Note that the cost of transmitting a new quantizer scale is six bits: one for (he extra length of the
macroblock type code, and five to define the value. Although this is nonnally a small fraction of the bits
allocated to coding each macroblock, the encoder should exercise some restraint and avoid makingalarge
number of very small changes.

D.6.3.2 DCT transform

The DCT is iflustrated in figure D.28.

u, Increasing
horizontal frequency

   
y v, Increasing .

vertical frequency

(a) Pels (b) DCT Coefficients

Figure D.28 -- Transformation of pels to coefficients

Thepels are shown in raster scan order, whereas the coefficients are arranged in frequency order, The top left
coefficient is the dc term and is proportional to the average value of the componentpel values. The other
coefficients are called ac coefficients, Fhe ac coefficients to the right of the de coefficient represent
increasing horizontal frequencies, whereas ac coefficients below the de coefficient represent increasing
vertical frequencies, The remaining ac coefficients contain both honzontal and vertical frequency
components. Note thal an image containing only vertical fines contains only horizontal frequencies.

The coefficient array contains all the information of the pel array and the pel array can beexacdy
reconstructed from the coefficient array, exceptfor information lost by the use of finite arithmetic precision.

The two-dimensional DCTis defined as

7 7 ,

F(u,y¥) = t EO OS f (yy) cos (n@x+Du/15)cos (x(2y= 1)v/16)
x= y=0
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wih: u,v, x, y=9, 1, 2, ...7
where x, y = spatial coordinates in the pel domain

u, V = coordinates in the transform domain

C(u) =1/¥V¥2foru=0
Civ) =1i¥v¥2forv=0

1 otherwise

This transfonn is separable, Lc. a one-dimensional DCT transform maybe applied first in the horizontal
direction and then in the vertical direction. The formula for the one dimensional transform is:

5

Fu) =i C(a) ¥ f(xdcos(x(2x+1)u/16)
x=0

12 foru=0
i otherwise

C(u) oii

Fast DCT tsansferms exist, analogousto fast Fourier transforms. See refereace [3].

‘the inputpel values have a range from 0 to 255, giving a dynamic range for the de coefficient from 0 to
2040. The maximum dynamic range for any ac coefficient is about -1 000 to 1 000: Note that for P and,
B-pictores the componentpels representdifference values and range from -255 to 255. This givesa
maximum dynamic range for any coelficient of about -2 000 to 2 00), The encoder may thus represent the
coefficients using 12 bits whese values range from -? 048 to 2 047.

B.6.3.4 Quantization

Each array of 8 by 8 coefficients produced by the DCT wansform operation is quantized to produce an & by 8
array of quantized coefficients. Normally the number ofnon-zero quantized coefficients is quite small, and
this is one of the main reasons whythe compression scheme works as well as it does.

‘The coefficients are quantized with a unifonn quantizer, The characteristic of this quantizer, only forI-
blocks, is shown below:

 
Index

Coefficent 

Figure D.29, -- Uniform quantizer characteristics

The value of the coefficientis divided by the quantizer step size and rounded to the nearest whole number19__.produce the quantized coefficient, Half integer values may be rounded up or down without SichMRceahibit 2005
image quality. However, rounding towards zero tends tc give the smallest codAgizelend.sPtsMeferERREOd 6-01 135
example, witha step size of 16 all coefficients with values between 25 and 40 inclusive would give a 97 of 124
quantized coefficient of 2.

RF

Apple Exhibit 1009
Page 97 of 124



Apple Exhibit 1009 
Page 98 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

98 of 124

 

ISOMEC 11172-2: 1893 (E) © ISO/IEC

The quantizer step size is denved from the quantization matrix and the quantizer scale. It can thus be
different for different coefficients, and may change between macroblocks. The only exception is the dc
coefficient which is treated differently.

The eye is quite sensitive to large arca luminance errors, and so the accuracy of coding the de value is fixed.
The quantizer step size for the dc coefficientsof the luminance and chrominance components is fixed at
eight. The dc quantized coefficient is obtained by dividing the de coefficient by eight and rounding to the
nearest whole number. This effectively quantizes the average de value to one part. in 256 for the
reconstructed pels. :

For example, a de coefficient of 21 is quantized to a valve of 3, independentof the value of the quantizer
scake.

The ac coefficients are quantized using the intra quantization matrix. The quantized coefficient i{u,v| is
produced by quantizing the coefficient c[u,y] for L-blocks. One equation is given by the formula:

ifuyy] = 8 * clu,v} //(q * muy)

where mfu,v] is the comesponding element of the intra quantization matrix, and q is the quantizer scale, The
quantized coefficient is limited to the range -255 to +255.

The intra quaniization matrix might be the defanle matrix, or it might have been downloaded in the sequence
header.

B.6.3.5 Coding cf quantized coefficients

Thetop left coefficientin figure D.2%bis called the de coefficient, the remainder are called ac coefficients.
The de coefficientis correlated with the dc coefficient of the precedingblock, and advantageis taken ofthis
in coding. The ac coefficients are not well correlated, and are coded independently,

After the dc coefficient of a block has beea quantized it is coded losslessly by-a DPCM technique, Coding
of the luminance blocks within a macroblock follows the raster scan order of figure D.5, 0 to 3. Thus the
dc value of block 3 becomesthe dc predictor for block 0 of the following macroblock. The dc value of each
chrominance block is coded using the de value of the comesponding block cf the previous macroblock as a
predictor, At the beginning of each slice, all three de predictors for Y, Cb and Cr, are set to 1 024 (128*8).  

The differential dc values thus generated are categorized according 10 their absolute value as shown in table
D.12.

' Table 1.12. -- Differential dc size and VLC

DIFFERENTIAL DC SIZE VLC CODE VLC CODE
(absolute value (luminance) (chrominance
0 10 OO
1 00 ol
2 to 3
4t07
$ to 15
16 to 31
32 to 63
64 to 127
128 to 255

  

  
  

 
 
  
 

1110
11110
1111 10
1111 110 1111 1240

  
  

GoOUdeaPSet
 

The size is tausmited using a VLC. This VLCis different for luminance and chrominance since the
statistics are different.

The size defines thenumber ofadditional bits required to define the level uniquely. Thusasize of Gis
followed by 6 additional bits. These bits define the evel in order, from low to high. Thus the fpqintheRxhibit 2005
extra bits gives the sign: 0 for negative and 1 for positive. A size of zero requires19FaoEOA, IPR2016-01135
‘The additional codes are given in table D.13. 98 of 124
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Table D.13. -- Differential dc additional code

ADDTTIONAL CODEDIFFERENTIAL DC 
 
 

 
 

  
  
  
  
  

  

 
   
  
 
 

 
 

  
  
   
  
  

-255 to -128 8 00000000 to O1111711
-127 to -64 7 0000000 to 0711111
-63  -32 6 000000 to JTLILE
-31 to -16 5 00000 to @1711
-15 t -8 4 0000 to O1T1
-7to-4 3 060 ta O11
3 to -2 2 DO io 01
-1 1 0
0 0
J 1 L
2to3 2 10 to 11
4to7 3 100 to 111
8 to 1S 4 1900 to 1111
16 to 31 5 10000 to 7171]

2 to 63 6 £00000 to PTLELL
64 to 127 7 1000000 to 1111111
128 lo 255 8 10000000 to 1111111] 

For example, a luminance dc change of 10 would be coded as 1101010. tabie D.12 shows thatthefirst
threebits 110 indicate that the size is 4. This means that four additional bits are required to define the exact
value, The next bit is a1, and table D.13 shows thatthe differential de value must be somewhere between
8 and 15 inclusive. The last three bits, 010, show that the exact value is 10.

 The decoder reconstructs de quantized coefficients by folowing the inverse procedure.

The ac quantized coefficients are coded using a nm length and level technique. The quantized coefficients ae
first scanned-in the zigzag order shown in figure D.30.

Increasing Horizontal Frequency

 Increasing]
Vertical ?7

Frequency

Figure D.30. -- Quantized coefficient block in zigzag scan order

The scanning order starts at 1, passes through 2, 3 elc in order, eventually reaching 64 in the bottom right
comer. The length of arun is the number ofzero quantized coefficients skipped over. For example,the
quantized coefficients in figure D.31 producethelist of run lengths and levels in table D.14.
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i o 0 0 0 0 0 Q ¢

2  -3 0 0 iu 9 0 o ¢

4 -5 0 0 4 0 0 ¢
1 0 0 130 Q 3 0 0 q
0 Q 0 0 q 3 0 0 &

9 0 0 0 q D 0 G &
9 0 0 o q 5 0 0 G
9 a 0 0 6 3 a 0 G

Figure D.31. -- Example quantized coefficients

JTable D.14. -- Example run lengths and levels

 
The scan starts at position 2 since the top left quanized coefficient is coded separately as the dc quantized
coefficient.

Using a zig zag scan rather than a raster scan is nore efficient as it gives fewer runs and can be coded with
shorter VLC codes.

The list of run Jengths and levels is coded using table D.15 Not ali possible combinations of rum length
and leve} are in these tables, only the mcre common ones. For combinations notin the tables, an escape
sequenceis used. In table D.15, the last bit's' denotes the sign of the level; 0 means a positive level and 1
means a negative level, The escape code is used followed by the run length derived from table D.15 and then
‘the level from table D,17.
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Table D.15. -- Combination codes for

DCT quantized coefficients. s = 0 for
positive level, s = 1 for negative level

EO 10BS

eeeeeeeeeeeeeeesaoeacosreoeocococoeooeooesceeeeeseeoscosooooscosoos
is IF ist COEFF
tls NOT 1st COEFF
0100 s
DOLO is
0000 110s
DOLO OLLGs
BOLO OGB1 s

} 0000 OOEG EOs
0000 0001 1101 s
0000 GO01 1000 s
9000 GO01 OOEL s
3000 0001 0000 s
0000 00600 1101 Os
9000 0000 1100 1s
0000 0000 1100 Os
0000 0000 10LL Is
D000 GO00 OIL1 11s
0008 D000 OLLI Lis
0000 0006 O1L1 Ojs
0660 0000 Oill Os
0000 0000 0110 Tis
0000 DOO OLLO LCs
0060 0000 6110 Gls
6000 0000 OILO 00s
6060 D000 O1DL Lis
0060 0000 0101 ifs
$000 0000 0101 Ols
$000 0000 0101 Os
0000 0000 0100 Lis
0000 0000 0100 10s
0000 0000 0100 O1s
0000 DOGO OLDO GOs
0000 0000 OGL I O00s
0000 D000 0010 Lils
0000 9000 0010 110s
0000 9000 OO10 101s
8000 9000 OOLG 100s
0000 0000 OOLO Olls
0000 0000 S010 610s
00CO 0000 0010 O0Ls
60CO 0000 0010 000s
Olls
00C1 10:
0010 O101 s
6000 9071 005
6000 6001 10L1 s
0000 0000 1GL1 Os
#000 0000 1010 is
6000 0000 OOF] 111s
#000 0000 DOLL 110s
0000 0060 OOL1 101s
0000 0000 DOL1 100s
0000-0000 DOLL OLLs
0000 0000 DOLE O10s
0000 0000 OCLI OOls
0000 0060 0001 O01 1s
0000 0060 0001 OCi0s
0000 0000 DOOL 0001s
0000 0000 0001 0000s

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Seetpet Wawaain&WheOEwnhnee
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

SBWO00GOwwCRORCKOLALALAOOofti)fo}LmbhBOBOBD 
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VLC CODE
QEOL s

0010 Lis
0001 9100 s

1010 Os

>

1100 s
1001 is

Ils
0001 0010s
lls
9010 DEs
$000 1001 Os

Lil0s
6001 0100s

0061 0101 s
L1ls

0001 OOUL 5

1000 Ls
5

1000 Ds
$

POOL 1010s
5
0001 1LOD1s
5

0001 1000s
LOs
DOOL OLLIs

GO1L O1s
G000 0001 0110s
0010 00s

000 0606 000) O10Ls
0000 COOL 1111
O000 COO1 :010
0000 COO1 :061
0000 COO1 0111
O00} COO] 0110
0000 €600 1111
0000 (G00 1111 Bs
0000 C000 1110 Is
0000 C000 1110 Ds
0000 COOO 1101 Is
0000 CO0G 6001 11L1s
0000 CO0G 0001 1150s
0060 COOG 0001 1101s
0000 0000 0001 1130s
0000 COO0 0001 1LOLIs
0000 C1

Ll
2
3
4
5
1
2
3
4
I
2
3
1
2
3
1
2
3
1
2
i
2
1
2
1}

2)
1]

2]
Lf
21
LE
24
1
2
1
2
1
2
l
1
L
1
1
J
1
1
1
1
1
1
1
i
i
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_ Table D.16. — Zero run length codes

1111 10
1111

FORBIDDEN
1000 0000 0000 000E
1000 C600 0000 0010

14 1000 0000-0111 1111
1000 CODD 1060 GOGO
3000 COOL

}} 4000 0010

Tiil 1110
Vil W111
FORBIDDEN
0000 0001
0000 6010

OLIL 1110
OLL A111
0600 C000 1000 0060
0600 000 1000 0001

11 0009 C000 1111 1110
0000 00001141 1111

 
Using tables D.15 thrcugh D.17 we cau derive the VLC codes for the example of table D.14:

Fable D.18. -- Example run lengths, values, and VLC codes

 
 

Thefirstthree codes in table D.18 are derived directly from table D.15. The next code is derived indirectly
since table D.15 does not contain an entry corresponding to a run Jength of 3 and a level of5. Instead the
escape code 000001 ts used. This is followed by the six-bit code 000011 from table D.16 indicating arm
length of 3. Lasily the eight-bit code from table D.17 (LLL LION - indicating a level of -5) is appended.

After the last coefficient has been coded, an EOB code is used to infonn the decoder that there are no more

quantized coefficients in the current 8 by 8 block. This EOB cole is used even if the lastquantized
coefficient is at the bottom right of the block. PUMAExhibit 2005
There are two codes for the 0,1 run length, level combination, as indicated in tabfeapSVIRWek IPR2016-01135
coding always has the first quantized coefficient, the dc quantized coefficient, coded usingthe dc size method.102 of 124
Consequently intrablocks always use the code 1 1s to denote a run Jength,level combination of0,1. It will
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be seen later that predictively ceded blocks cade the de quantized coefficient differently, andmay use the
shorter code.

D.6.4 Coding P-pictures

As in T-pictures, each P-picture is divided up into one or more slices, which are, in tum, divided into
macroblocks. Coding is more complex than forI-pictures, since motion-compensated macroblocks may be
constructed. The difference between the motion compensated macroblock and the current macroblock is
transformed with 4 two-dimensional DCT giving an array of 8 by 8 transform coefficients. The coefficients
are quantized to produce a set of quantized coefficients, The quantized coefficients ere then encoded using a
rin-length value technique. .

As in T-pictures, the encoder needs to store the decoded P-picture since this may be used as the starting point
for motion compensation. Therefore, the encoder wii] reconstruct the image from the quantized coefficients.

In coding P-pictures, the encoder bas more decisions to mzke than in the case of I-piciures. These decisions
are: how to divide the picture up inte slices, determine the best motion vectors to use, decide whether to

code each macroblock as intra or predicied, and how to set the quantizer scale.

 

0.6.4.1 Slices in P-pictures

P-pictures ate divided into slices in the same way as [-pictures. The same considerations as to the dest
method of dividing a picture into slices apply, see D.5.4.

D.6.4.2 Macrcblocks in P-pictures

Slices are divided into macroblocks. in the same way as for I-piciures. The major difference is the
complexily introduced by motion compensation.

 
The macroblock header may contain stuffing. The position of the macroblock is determined by the
macroblock address. Whereas themacroblock address increment within a slice for -pictures is restricted to
one,it may be larger for P-pictures, Any macrcbiocks thus skipped over are called “skipped macroblocks”.
‘The decoder copies them from the previous picture into the cusrent picture. Skipped macroblocks are as
predicted macroblocks with a zero motion vecter for which no additional correction is available. They
require very few bits to transmit.

The next field in the macroblock header defines the macroblock type.

D.6,4.2.1 Macrobinock types in P-pictures

‘There are eight types of macroblock in P-pictures:

Table D.19 -- Macroblock type VLC for P-pictures (table B-2b)

_ MOTION CODED QUANT
FORWARD PATTERN

1 1
0 
 

Notalli pessible combinations of motion compensation, codiag, quantization, and intra coding cecur. For
example, wih mtzacoded macroblocks, intra-d and intra-q, motion vectors are not transmitted,

Skipped macroblocks have no YLC code. Instead they are coded by having the macroblockaida Exhibit 2005
increment code skip over them. Apple v. PUMA, IPR2016-01135

103 of 124

 

93

Apple Exhibit 1009
Page 103 of 124



Apple Exhibit 1009 
Page 104 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

104 of 124

 

ISO/IEC 11172-2: 1983 [(E) © {SOAEC

D.6.4.2.2 Quantizer scale

If the macroblock type is pred-mcgq, pred-cq oc intra-q, Le, if he QUANT column in table D.19 has a1,

hea a quantizer scale is wansmitted . If the macroblock types are pred-mc, pred-c or intra-d, then the DCT
correction is coded using the previously established value for the quantizer scale.

D.6.4.2.3 Motion vectors

If the macroblock type is pred-m, pred-mcor pred-ma, ie. if he MOTION FORWARD column in table
D.19 hasaL, then horizontal and vertical forward motien vectors are wansmitied in succession...

—D.6.4.2.4 Coded block pattern

If the macroblock type is pred-c, pred-mc, pred-cq or pred-mcyq,i.e. if the CODED PATTERN column m
table D.19 has a 1, then a coded block pattem is transmitted. This informs the decoder which ofthe six
blocks in the macroblock are coded, ic. have tansmitted DCT quantized coefficients, and which are not
coded, i.e. have no additional conection after motion compensation.

The coded block pattern is a number from @ to 63 that indicates which of the blocks are coded, ie. haveat
least ane transiniited coefficient, and which are not coded. To understand the structure ofthe coded block
patiern, werefer to figure D.5 and introduce the variables PN to indicate the status of cach ofthe six blocks.
Tf block N is coded then PN has the value one, if itis not coded then PN is zero. The coded block pattern is
defined by the equation:

CEP = 32*P0 + 16*P1 + 8*P2 + 4*P3 + 27P4 + PS

This is equivalent to the definition given in 2.4.3.6.

For example, if the top two Tuminance blocks and the Cb block are coded, and the other three are not, then
PO = 1, P1 = 1, P2=0, P3=0, P4= 1, and PS =O. The coded block pattern is:

CBP = 32*1 + 16*1 + 8*0 + 4*0 4 2*140= 50

Certain pattems are more Common than others. Advantage is taken of this fact to increase the coding
efficiency and transmit a VLC representing the coded block pattern, rather than the coded block pattem
itself. The VLC codes are given in table D.20.

Table D.2@ -- VLC table for coded block pattern

VLC CODE VLC CODE.   

94

0010 111
0010 110
OO10 101
0010 100
0010 011
0010 010
0010 001
0010 000
0001 11141
0001 1130
OO01 1101
0001 1100
oOO0r 1011
0001 1010
0001 1001
0001 1006
COO1 0111
C001 9110
COOL 0101
OGO1 0100
OOOL 0611

 
0001 C010
OOOL 00C1

0501 6000
0800 1171
0000 1130
0000 1161
0000 1100
0000 1011
0000 1010
0000 1001
0000 1000
0000 0111
0000 0116
0000 6101
0000 0100
0000 C011 1

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0000 C010 I 
 
 
 

0000 C011 0

0900 (010 6
0000 coor ~PU
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Thus the coded block pattern of the previous example, 30, would de represented by the code "00010110".

Note that there is no code representing the state in which none of the blocks are coded, a codedblock pattern
equal to zero. Instead, this state is indicatedby the macroblock type.

For macrcblocks in I-pictures, and for intra coded macroblocks in P and B-pictures, the coded block pattern
is HOt transmitted, but is assumed to havea valueof 6%,ic.all the blocks in the macroblock ave coded.

The use of coded block patterns instead of transmitting end of block codesforall blocks follows the practice
in CCITT Recommendation H,261.

D.6.4.3 Selection of macroblock type

An encoderhas the difficult task of choosing between the different types of macroblocks.

An exhaustive method is to try coding a macroblock to the same degree of accuracy using each type, then
choose the type that requires the least number of codingbits.

A simpler method, and one that is computationally less expensive, is to make a series of decisions. Cne
way io order these decisionsis:

1: motion compensation or ro motion compensation, ie. is a motion vector tansmitted or
is it assumed to be zero.

2 intra or non intra coding, i.e, is the macroblock type intra or is it predicted using the
motion vector found in step 1.

3 if the macroblock type is not-intra, is il coded or not coded,i.e. is the residual error large
enough to be coded using theDCT transform.

4: decide if the quantizer scale is satisfactory or should be changed.

These decisions are summarized in figure D.32.

QO Pred-oded med
No Quant Pred-mc

Non-Intra

Noi coded Pred-mLY)

Quant JotraIntra I
No Quant Intra-d

Begin

£ Coded Quant Pred-cq
= No Quant Pre

Nor-Intra

Not coded Skipped
Paty ld

OQ Intra.Intra a 4
No Quant -~ Intra-d

Figure D.32 —- Selection of macroblock types in P-pictures

The four decision steps are discussed in the next four clauses.

D.6.4.3.1 Motion compensation decision

The encoder has an option whether to transmit motion vectors or not for predictive-coded macroblocks. Lf
the motion vector is zero hen some code may be saved by not transmitting the motion vectors. Thus one

algorithm is to search for thebest match and compare the error of the predicted block with thatpi "EDibit 2005a zero vector. If the motion-compensated block is only slightly better than aadar gens OC: TF 6-01135
the selected block matching criterion, then the zero vectormight be used to saveRbainybits > 105, edoO
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An algorithm used in the development of both CCITT Recommendation H.261 and this part of SO/IEC
11172 was as follows.

The block-matching criterion is the sum of absolute differences of ali the luminance pels in amacroblock,
when compared with the motion-compensated macroblock. If the sum is M for the moticn-compensated
block, and Z@ for the zero vector, then the decision of whether to make use of the motion vector is defined by
figure D.33.

y=M'256
 

  
Figure D.33 -- Characteristic MC/No MC

Points on the line dividing the No MC (no motion compensation, i.e. zero vector), from the MC (motion
compensation)regions, are regarded as belonging to the no motion compensation region.

Et can be seen that if the error is sufficiently low, then 10 motion compensation should be used. ‘Thus a
way to speed up the decision is to examine the zero vector first and decide if it is good enough.

The foregoing algoritim was designed for telecommunicatiors sequences in which the camera was fixed, and
in which any movementof the background caused by the "drag along effect" of nearby moving objects was
very objectionable. Great care was taken to reduce this spurious motion, and this accounts for the curious
shape of the boundary between the two regions in figure D.33.

D.6.4.3.2 Intra/non-intra coding decision

Afier the encoder has determined the best motion vector,it is in a position to decide whether to ase it, or
disregard it entirely and code the macroblock as intra. The obvious wayto do this is to code the block as
intra, and compare thetotal oumterof bits required when coded as motion compensated plus corection with
the same quantizer scale. The method using the fewest bits may be used.

This may be too computaticnally expensive for the encoderto do, and a faster algorithm may be required.
One such algorithm, used in the simulation medel during the developmentofthis part of ISO/IEC 11172,
was based on the variance of the luminance component of the macroblock, The variance of the current
macroblock and of the difference macroblock (current - moticn-compensated previous) is compared. It is
calculated using the method represented dy the following C program fragment. Note that in calculating the
variance of the difference macroblock, the average value is assumed to be zero.

PUMAExhibit 2005

Apple v. PUMA, IPR2016-01135
106 of 124
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int pelp{16]16]; / Pel values in the Previous macrobleck after motion compensation */
int pelc[16][16]; / Pel values in the Current macroblock */
long dif; /* Difference between two pel values */
long sum; /* Sum of the currentpel values */
long yard; /* Variance of the Difference macroblock */
long varc; /#*Variance of the Current macrotlock */
int x,y; /* coordinates */

sum = 0;
vard = 0;
vare = 0;
for (y=O:y<l6ry++){

for (==0;x<16;x+4) {
sum = sum + pele{y][x];
varcs varc + (pele[yi[x}*pele[y][x);

dif = pelely][x] - pelpLylfx];
vard= vard + (difdin;

}

vard =vaed/256;,  /* assumes mean is close to zerc */

vare = ( vare/256) - ( (sum/255)* (sum/2.56) );

The decision as to whether to code as intra or non intra is then based on figure D.34.

 
Figure D.34 -- Characteristic intra/non-intra

Points on theline dividing the non-intra from the ina regions, are regarded as belonging to the non-intra
region.

D.6.4.3.3 Coded/not coded decisicn

The choice of coded or not coded is a result of quantization; when all coefficients are zero then a block is not
coded. A macroblock is not coded ifne block in itis coded, else itis coded.

D.6.4.3.4 Quantizerino quantizer decision

Generally the quantizer scale is changed based on local scene content to improve the picture quality, and on
the buffer fullness of the model decoderto prevent overflowand underflow.

D.6.4.4 DCT transform

Coefficients of intra blocks are transformed into quantized coefficients in the same way thatthey were for
intra blecks in I-pictures. Prediction of the dc coefficient differs, however. The dc predicted values are all

set to 1 O24 (128*8)for intra blocks in P and B-pictures, unless the previous block was intra,goded.‘A Exhibit 2005
Coefficents.of non-intra blocks are coded in a similar way. The main differexepplan MLAAicwAR201 6-01 135
be transformed represent differences between pel values rather than the pel values themselves. The 107 of 124
differences are obtained by subtracting the motion-compensated pel values from the previous picture from

OT
Apple Exhibit 1009

Page 107 of 124



Apple Exhibit 1009 
Page 108 of 124

PUMA Exhibit 2005 
Apple v. PUMA, IPR2016-01135 

108 of 124

 

ISO/EC 11172-2: 1993 (E) 6 ISOMEC

the pel values in the current macroblock. Since the coding is of differences, there 1s no spatial prediction of
tedc tem.

D.6.4.5 Quantization of P-pictures

Intra macroblocksin Pand B-pictures are quantized using the same method as described for I-pictutes,

Non-intra macroblocks in P and B-pictures are quantized using the quantizer scale and the non-intra
quantization matix., Both dc and the ac coefficients are quantized the same way.

The following quantization fomnula was derived by inverting the reconstruction formula given in 2.4.4.2.
Not that the divisor indicates wuncation towards ze10.

int coefforig; /* original coefficient */
int coeffgant; /* quantized coefficient */
int coeffrec; * reconstructed coefficient */
int nigmatix; /* non-intra quantization matrix */-
int quantscale. /* quantizer scale */

coeffqant = (§ * coefforig) / (quantscale * niqmatsix);

The processis illustrated below:

nigmatix 16 16 16 16 16
quaniscale 10 10 10 10 10
coefforig 39~-20 -19-19=20-39 40-59 G)~79
coefiqant -l 0 1 2 30
cceffrec -29 0 29 49 6g

Thelast line showsthe reconstructed coefficient values. The foHowing diagram shows the characteristics of
this quantizer. The flat spot around zero gives this type of quantizer its name: a dead-zone quantizer.

 
 

Quantized Coeff

Coefficent

Figure D.35 -- Dead zone quantizer characteristic

D.6.4.6 Coding of quantized coefficients

D.6.4.6.1 Coding of intra blacks

Intra blocks in P-pictures are coded the same way as intra blocks in I-pictures. The only differPdMids fixhibit 2005
the prediction of the dc coefficient The de predicted value is 128, unless theapspriovs Penk51F9.0 16-01 135
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0.6.4.6.2 Coding of non—inira blocks

The coded block pattern is transmitted indicating which blocks have coefficient data. These are coded ina
sunilar way to the coding of intra blocks except that the dc coefficient is coded in the same way as the ac
coefficients.

D.6.5 Coding B-pictures

As in] and P-pictures, each B-picture is divided up into one or more slices, which are, in cum, divided into
macroblocks. Coding is more complex than for P-pictures, since several types ofmotion compensated
macroblock may be constructed: forward, backward, and interpolated. The difference between the motion-
compensated macroblock andthe current macroblock is transformed with a two-dimensional DCT giving an
array of 8 by & transform coefficients. The coefficients are quantized lo produce a set of quantized
coefficients. The quantized coefficients are then encoded using a rm-length value technique.

The encoder does not need to store the decoded B-pictures since they will not be used for motion
compensation,

Ja coding H-p:ctures, the encoder has more decisions to makethan in the case of P-pictures, These
decisions are: how to divide the picture up intoslices, determine the best motion vectors to use, decide
whether to use forward or backward or interpolated motion compensation or to code as intta, and how tp set
the quantizer scale.

D.6.5.1 Slices in B-pictures

E-pictures are divided into slices in the same way as ] and P-picturzs. Since B-pictures are not used as a
reference for motion compensation, errors in B-pictures are slightly less important than in J or P-pictures,
Consequently, itmight be appropriate to use fewer slices for B-pictures.

0.6.5.2 Macroblocks in B-pictures

Slices are divided into macroblocks in the same way as for J-pictures.

The macroblock header may cortain stuffing. The position of the macroblock is determined by the
macroblock address. Whereas the macroblock address increment within a slice for I-picturesis restricted to
one, itmay be larger for B-pictures. Any macroblocks thus skipped over are called "skipped macroblocks”.
Skipped macroblocks in B-pictures differ from skipped macroblocks in P-picuares. Whereas in P-pictures
skipped macrcblocks have a motion vector equal to zero, in B-pictures skipped macroblocks have the same
motion vectorand the same macroblock type as the previous macroblock, which cannotbe imtra coded. As
there is no additional DCT correction, they require very few bits to transmit.

The next field in the macroblock header defines themacroblock type.  

PUMAExhibit 2005
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D.6.5.2.1 Macroblock types in B-pictures

There are 12 types of macroblock in B-pictures:

Table D.21 -- Macreblock type VLC for B-pictures (table B.2d)}

TYPE VLC INTRA MOTION MOTION
FORWARD|BACKWARD|PATTERN

predi 10 1 @      eeOne8Fee|e|'noreaos CO.errGeRFOOH CoetOeCOee btentedSOOOOGASeewBeDoSw
 

Compared with P-pictures, there are extra types due to the intoduction of the backward motion vector. If
only a forward motion vector is present, then the motion compensaled-mmacroblock is constructed from a.
previcus picture, as it P-pictures. EH only a backward motion vector ispresent, hen the metion-
compensated macroblock is constructed from a future picture. Ifboth forward and backward motion vectors
are present, then motion-compensated macroblocks are constructed from both previous and future pictures,
and the result is averaged to form the "interpolated" motion-compensaied macroblock.

0.6.5.2.2 Quantizer scale

If the macroblocktype is pred-icy, pred-foq, pred-beq, or intra-q. ie. if the QUANTcolumn in table D.21
has a 1, then aquantizer scale is transmitted. For the remaining-macroblock types, the DCT correction is
coded using the previously established value for the quantizer scale.

D.6.5.2.3 Notion vectors

If the MOTION FORWARD column in table D.21 has a £, then horizontal and vertical forward motion
vectors are transmitted in succession. If the MOTION BACKWARD column in table D.21 has a 1, then
horizontal and vertical backward motion vectors are transmitted in succession. Ifboth types are present then
four component vectors are transmitted in the following order

horizontal forward
vertical forward
horizontal backward
vertical backward

D.6.5.2.4 Coded block pattern

If the CODED PATFERN columnin table D.21 bas a 1, then acoded block pattern is transmitted. This
informs the decoder which of the six blocks in the macroblock are coded, i.2. have transmitted DCT
quantized coefficients, and which are not coded, i.e. have no additional correction after motion
compensation.

D.6.5.3 Selection of macroblock type

The encoder has more types of macroblock to choose from in B-pictures, than in P-pictures, and
consequently its job isa litle harder.

For the simulation model used during development ofthis part of ISO/IEC 11172,the following,sequential1ini+ 2005
decision algorihin was used:

Apple v. PUMA, IPR2016-01135
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1: motion compensation mode, ie. is forward or backward or interpolative motion
compensation best? What of the vector values?

2: intra or non intra coding, Le. is the macroblock type intra or is it motion compensated
using mode and the vectors found m step 1?
if the macroblock type is non-inira, is it coded of not coded,i.c. is the residual error large
enough to be coded using the DCT transform.

4: decide if the quantizer scale is satisfactory or should be changed.

tad oe

These decisions are summarized in the following diagram:

Forward MG
A

Begin|Backward MC A

Interpalaied MC A
 

Quant Pred-*cq
Coded

 
  
 
 

Non-Intra

Prec-* or Skipped

 No Quant Intra-d

*=i,f, orb

Figure D.36 -- Selection of macroblock type in B-pictures  
The four decision steps are discussed in the next four clauses.

D.6.5.3.f Selecting motion-compensation mode

An encoder should attempt to code B-pictures using skipped macroblocks if possible. This suggests that
the encoder should firs! examine the case where the motion compensation is the same as for the previous
macroblock. If the previous macreblock was nen-intra, and if the motion-compensated block its good
enough, there will be no additional DCT correction required and the block can be coded as skipped.

Ifthe macroblock cannot be coded as skipped, then the following procedure may be followed.

For the simulation model, the selection ofa motion compensation mode for a macroblock was based on the
minimization of acost function. The cost function was the MSE ofthe luminance difference between the

motion-compensated macroblock and the current macroblock. The encoder calculated the best motion-
compensated macroblock for forward motion compensation. [t then calculated the best motion-compensated
macroblock forbackward motion compensation by a similar method. Finally it averaged the bwo motion-
compensated macroblocks to produce the mterpolated macroblock. It then selected the one that bad the
smallest mean square difference between it and the current macroblock. In the event of a tie, iterpolative
modz was chosen.
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D.6.5.3.2 Intra/nen-intra ceding decision

Based on the smallest MSE,a decision is made between the best ofthe three possible prediction modes and
the [Infra mode. The calculation is similar to that of P-pictures. The variancesof the difference macroblock,
yard, and ofthe current macroblock, varc, are calculated.

Tn the simulation model the final decision was based on simply the macroblock type with the smallest
varance. Ifthe two variances were equal, non-intra coding was chesen.

D.6.5.3.3 Coded/not-coded decision

The choice of coded or not coded is a result of quantization, when all coefficients are zero then a block ts not
coded. A macroblock is not coded if no block in ilis coded, else itis coded.

0.6.5.4 DCT transform

Coefficients ofblocks are transformed into quantized coefficients in the same way that they are for blocks in
P-pictures, .

D.6.5.5 Quantization of B-pictures

Blocks in B-pictures are quantized in the same way as for P-pictures.

D.6.5.6 Coding quantized ccefficients

Blocks in B-pictures are coded the same way as blocks in P-pictures.

D.6.6 Coding D-pictures

D pictures contain only low frequency information, They are intended to be used for fast visible search
modes. It is intended thal the low frequency information they contain is sufficient for the user to locate the
desired video.  
D pictures are coded as the de coefficients ofblocks. There is a bit transmitted for the macroblock type,
althouzh only one macroblock type exists. In addition there is a bit deneting end of macroblock.

D.5.7 Coding at lower picture rates

This part ofISOMEC 11172 dozs not allow pictures to bs dropped at the encoder. This differs from the case
cf CCITT Recommendation H261 [5] where temporal sub-sampling may be done by omitting coded
Pictures from the sequence. This part of SSOMEC 11572 requires thatall source pictares must be encoded
and that coded pictures must be inserted into the bitstream nominallyat the rate defined by the
picture_rade field ia the sequence beader.

Despite this requirementit is possible for encoders to operate at a lower effective picture rate than the one
defined in the sequence header by using P-pictures or B-pictures that consist entirely of mactoblocksthat are
copied from a neighbouring reference picture with nc DCT infonmation, This creates a flexible metiod of
temporal sub-sampling and picture repetition that may be implemented in the encoder by inserting a defined
block of data. For example, to encode at an effective rate of 12,5 Hz in a 25 Hz bitstream, alternate pictures
can be copied from the preceding picture by inserting the block of data in table D.22.
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Jabie D.22 -- Example of the coded data elements needed to generate
repeated pictures
 

 Value (bits 

 

 
 
  
 

 
 
 
 

 
 

 
 
 
 

 

Mnemonic  Length (bits)

DOO C000 0000 COCO Picture_star_code 32 bits
0000 06001 0000 0000

XXKX XXXK XK temporal_reference 10 Ddits
010 picture_coding_type 3 bits
KXXKX XXXX XXXL XXKA vbv_delay 16 bits
0 fullpel_forward_code 1 bit
DOL forward_f_code 3 bits
0000 000 stuffing 7 bits
0000 0000 0000 0000 slice_start_code 32 dits
0000 0001 0000 O00L

0000 1 quantizer_scale 5 bits
I macoblock_address_increment 1 bit
001 maacroblock_type 3 bits
0 motion_horizontal_forward_code 1 bit
) motion_vertical_forwarnd_code 1 bit
0000 0001 O00 (x 11} macroblockescape (x11} 121 bits
0000 OOLT O01 macroblock_address_increment 11 bits
001 macroblock_type 3 bits
0 motion_horizontal_forward_code i bit
0 motion_vertical_forward_code 1bil
0000 stuffing 4 bits

 

 

  

Total 255 hits

D.7 Decoding MPEG video

  
 

 

D.7.1 Decoding a sequence

D.7.1.1 Decoding for forward playback  
Aithe beginning of a sequence, the decoder will decode the sequence header including the sequence
parameters. If a parameter exceeds the capability of the decoder, then the decoder should report this. If the
decoder determines that itcan decode the bitstream, then it will set up its parameters to match those defined
in the sequence header. This willinclude the horizontal and vertical resolutions and aspect ratio, the bit
rate, and the quantization matrices.

Nextthe decoder will decode the group ofpictures header, including the closed_gop and broken_link
infomation, and take any appropriate action. It will decode the first picture headerin the group of pictzres
and read the vbv_delay field. If the decoder uses the vby_delay information to start-up decodingrather than
the iaformation in the system stream (SO/TEC 11172-1) then it must delay displaying pictures untilafter a
time determined by the vby_delay information anda knowledge ofthe decoder's architecture.

If the closed-gcp flag is 0, indicating thatthe group is open, and the broken_Jink flag is 1, then any B-
pictures preceding (in display order) thefirst I-picture in the group cannotbe decoded. The decoder may
adop! one of sevezal strategies. Itmay display the first picture during the time that the undecodable B-
pictures would be displayed. This strategy maintains audio synchronization and baffer fullness, However it
is likely that the broken link has occured because of post coding editing, in which case audio may be
discontinuous, An altemative strategy mightbe to discard the E-pictares entirely, and delay decodingthe [-
picture until the bufier fullness is within limits.

If playback begins from a random peintin the bitstream, the decoder should discard all the Bits untilit finds
a sequence start code, a group of pictures start code, ora picture start code which introducesalLpMiexhibit 2005
‘The slices and macroblocks in the picture are decoded and written into a displ @.vnPpEeNdts AR2016-01135
another buffer. The decoded picturesmaybepost processed and displayed in the order defined by the 113 of 124
temporal reference at the picture rate defined in the sequence header.
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Subsequentpictures are processed at the appropriate times to avoid buffer overflow and underflow.

D.7.1.2 Decoding for fast playback

Fast forward can be supported by D pictures. It can also be supported by an appropriate spacing of I-
pictures in a sequence. For example, if I-pictures were spaced regularly every 1D'pictures, then a decoder
might be able to playbackthe sequence at 10 times the nermal speed by decoding and displaying only the I-
picomes. This simple concept places considerable burdens on the media and the decoder. The mediammst
be capable of speeding up and delivering 10 times the data rate, the decoder must be capable of accepting
this higher data rate and decoding the Ipictures. Since L-pictures typically require significantly more bits to
code than P or B-pictures, the decoder will have to decode significantly more than 19% ofthe data, evenif it
can search forpicture start codes and discard the data for P and B-pictures.

For example, a sequence might be coded as follows:

IBPBPBPBPBIBPBPBPBPBI...

Assume that the average codesize per picture is C, that each B-picture requires 0,3C, that each P-picture
requires 1,4C, and that each I-picture requires 2,5C, then the ]-pictures require 25% of the code for theiz 10%
of the display tame.

Another way to achieve fast forward in a constant bit rate application,is for the mediaitself to sort out the
T-pictures and transmit them. This would allow the data rate to remain constant. Since this selection
precess can be made to produce a valid SOMEC 11172-2 bitsueam, the decoder should be able to decode it.
If every [-pictare of the preceding example were selected,then one I-picture would be transmitted every 2.5
picture periods, and the speed up rate would be 10/2,5 = 4 times. The decoder might be able to displaythe
I-pictures at exactly 2,5 pentods, or it might alternate displays at 2 and 3 periods.

 

If alternate T-pictures of the preceding example were selected, then one [-picture would again be transmitted
every 2,5 picture periods, but the speed up rate would be 2(/2,5 = 8 times.

If one in N E-pictures of thepreceding example were selected, then the speed up rate would be JON/2,5 = 4N
times.

D.7.1.3 Decoding for pause and step modes

Decoding for pause requires the decoder to be able to control the incoming bitstream, and cisplay adecoded
picture without decoding any additional pictures. If the decoder has full control over the bitstream, then it
can be stopped for pause and resumed when playback resumes. If the decoder has less control, as in ihe case
of a CD ROM,then there may be adelay before playback can de resumed.

0.7.1.4 Decoding for reverse playback

To decode a bitstream and playback in reverse, the decoder must decode each group cf pictures in the forward
direction, slore the decoded pictures, then display them in reverse order, This places severe storage
requirements on the decoder in addition to any problems in gaining access to the coded bitstream in the
correct order.

Toreduce decoder memory requirements, groups of pictures should be small. There is no mechanisin in the
syntax for the encoder to state what the deccder requirements are in order to playback in reverse,

The amount of display buffer storage may be reduced by reardering the pictures, either by having the storage
unit read and transmit them in another order, or by reordering the coded pictures in a decoder buffer. To
illustrate the savings, consider the following typical group of pictures:
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B BI BB P B B P B BFPpictures in display order
© 12 2 4 5 6 F 8&8 9 10 TI temporal reference

i BBP BB P BB PB B_ pictresincoded oder
20 1 5 3 4 8 6 7 421% 10 temporal reference

JP P P BB BB B B B Bs fictures in new order
2 5 8 11109 7 6 4 3 #1 & temporal reference

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them in the reverse of the nomial
display order, Since the B-pictures are not decoded until they are ready to be displayed, the display buffer
storage is minimized, The first tvo B-pictures, 0 and 1, would remain stored in the input buffer until the
last P-picture in the previous group ofpictures is decoded, ,

 

D.& Fost processing

D.8.4 Editing

Editing of a video sequence is best perfomned before compression, but situations arise where only the codec
bitstream is available. One possible method would be to decode the bitstream, perfonn the required editing,
and recode the bitstream, This usually leacs to a loss in video quality, and il is better, if possible, to edit
the coded bitstream itelf.

Although editing may take several fonns, the following discussion periains only 10 editing at the picture
level: deletion of coded video material from a bitstream, insertion of coded video material into abitstream,
or rearrangement Of coded videomiaterial within a bitstream.

If editing is anticipated, e.g. clip video is provided analogous t clip act for still pictures, then the video can
be encoded with well defined cutting pomts. These cutting poimts are places at which the bitstream may be
broken apart or joined. Each cutting point sheuld be followed by a closed group of pictures. This allows
smooth playback after editing.

An editor must take care to ensure that the bitstrearn if produces is a legal bitstream. Inparticular it must
ensure that the new bitstream complies with the requirements of the video buffering verifier. This isa
difficult task and in general it will not be possible to edit together arbitrary sections of bitstreams that
comply with this pan of ISOMEC 11172 to produce another bitstream that also complies with this part of
YSOMEC 11172 (see for example figure D.38).

Figure D.33 -- Sequences

It may however be possible to deliberately encode bitstreams in amanner that allews some editing to occur.
For instance,if all Groups of Pictures had the same numberof pictures and were eacoded with the same
numberofbits, then many of the problems of complying with the video buffering verifier would be solved.

The easiest editing task is to cutat the beginning of groups ofpictures. IC the group of pictures following
the cut is cpen, which can be detected by examining the closed_gop flag in the group of pictures header,
then the editor must set the broken_link bit to 1 to indicate to the decoder that the previous group of
pictures cannot be ased fordecoding aay B-pictuies.
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D.B.2 Resampling

The decoded bitstream may not match the picture rate or the spatial resolution of the display device. In this
quite frequentsituation, the decoded video must be resampled orscaled.

One example, considered under preprocessing,is the case where the decoded video has SIF resolution and
must be converted to CCIR 601 resolution.

D.8.2.1 Conversion of MPEG SIF ta CCIR 601 format

A SIF is converted to its corresponding CCIR 601 format by spatial upsampling. A linear phase FIR
filter is applied after the insertion of zerces between samples. A filler that can be used for upsampling the
luminance is shown in figure D.39:

|-12f0|140]26]i4oTo|12) 1256

Figure D39 -- Upsampling filter for luminance

At the end of the lines some special technique, suchas repficating the lastpel, must be adopted.
 

According to CCIR Rec. 601 the chrominance samples need to be co-sited with the luminance samples1,
3, 5,..- Inorder to achieve the proper location, the upsampling filter should have an even number of taps,as
shown in figure D.40.

4

Figure D.4) -- Upsampling filter for chrominance

The SIF may be reconstructed by adding four black pels to each end of the honzontal luminance lines in the
decoded bitmap, and two gray pels to each end ofthe horizontal chrominance lines, The lummance SIF
maythen be upsampled horizoatally and vertically. The chrominance SIF should be upsampled once
horizontally and twice vertically. This process is illastrated by the following diagram:  

720

 
 

450
CCIR 601 ¥ IBT6 
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Fitter Fitte-
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Figure D.41 -- Simplfied decoder block diagram

D.8.2.2 Temporal resampling

Since the picture rates are limited tc those commonly used in the television industry, the same techniques
may be applied. For example, conversion from 24 pictures/s to 60 fields/s may be achieved by tkJMA Exhibit 2005

techniqueof 3:2 pulldown. Apple v. PUMA,IPR2016-01135
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Video coded at 25 pictures/s can be converted to 50 fields’s by displaying the original decoded lines in the
odd CCIR 601 fields, and the interpolated lines in the even fields. Video coded a: 29,97 or 30 pictures’s
may be converted to a fieid rate twice as large using the sare method.

Video codes al 23,976 or 24 pictures/s may be converted to 50 fields/s by speeding it up by about 49% and
decoding it as if i bad been encoded at 25 pictures/s.. The decoded pictures could be displayed in the odd
fields, and interpolated pictures in the even fields. The audio must be maintained in synchronization, either
by increasing the pitch, or by speeding it up without a pitch change.

Video coded at 23,976 or 24 pictures/s may be converted to 59,94 or 6 fields/s using the technique of 3:2
pull down.
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ISOMEC 11172-2: 1993 (E)

‘The user's attention is called to the possibility thal - for some of the processes specified in this part of
ISO/IEC 11172 - compliance with this International Standard may require use of an invention covered by
patent rights,

By publication of this part of ISO/EEC 11172, no pesitionis taken with respect to the validity of this
chim or of any patent rights in connection therewith. However, each company Hsied in this annex has filed
with the Information Technalogy Task Force (ITTF) a statement of willingness to granta license under
such rights that they hold on reasonable and nondisctiminatory terms and conditiors to applicants desiring
to obtain such a license.

Infomation regarding such patents can be oblained fiom :

AT&T
32 Avenue of the Americas
NewYork
NY 10013-2412
USA

Aware

1 Memorial Drive
Cannbridge
07142 Massachusetts
USA

Bellcore
290 W MountPleasant Avenue

Livingston
NI 07039
USA

The British Broadcasting Corporation
Broaticasting House
London
W1A IAA

United Kingdom

British Telecommunications ple
Intellectual Property Unit
13th Floor
151 Gower Street

London
WCIE 6BA

United Kingdom

CCETT
4 Rue du Cios-Courtel
BP 49
F-35512

Cesson-Sevigne Cedex
France
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CNET
38-40 Rue cu General Leclerc

F-92131 Issy-les-Moulineaux
France

Compression Labs, Incorporated
2860 Junction Avenue
San Jose
CA 95134
USA

CSELT
Via G Reiss Romoli 274
1-10148 Torino

Italy

CompuSonics Corporation
PO Box 61017
Palo Alto
CA 94306
USA

Daimler Benz AG
PO Box 800 230

Epplestrasse 225
D-70C0 Scuttgart 80
Gemmany

Domier Grbh
An der Bundesstrasse 31
D-7990 Friednchshafent

Gemny

Fraunhofer Gesselschaft zur Foerderung der Angerwandten Forschung e.V.
Leonrodstrasse 54
§0CO Muenchen19

Gemany

Hitachi Ltd

6 Kanda-Surugadai 4 chome
Chiyoda-ku
Tokyo 101
Japan

Institut fiir Rondfumktechnik Gmbh
Florianmiihlstrake 60
£000 Miinchen 45

Gemmany

International Business Machines Corporation
Armonk
New York 10504
USA

KDD Corporation
2-3-2 Nishishinjaku
Shinjuku-ku
Tokyo
Japan
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Liceutia Patent-Verwaltungs-Gmbh
Theodor-Stem-Kai &
1-6000 Frankfurt 70

Germany

Massachusetts Institute of Technology
20 Ames Sireet

Cambridge
Massachusetts 02139
USA

Matsushita Electric Industrial Co. Lid
1006 Oaza-Kadoma
Kadoma —
Osaka 571

Japan

Mitsubishi Electric Corporation
2-3 Manmoucti
2-Chome

Chiyoda-Ku
Tokyo
100 Japan

NEC Corporation
7-1 Shiba 5-Chome
Minatco-ko

Tokyo
Japan

Nippon Hosp Kyokai
2-2-1 Jin-nan

Shibuya-ku
Tokyo 150-01
Japan

Philips Electronics NY
Groenewoucseweg |
4621 BA Eindhoven
The Netherlands

Pioneer Electronic Corporation
4-1 Meguro 1-Chome
Meguro-ku
Tokyo 143
Japan

Ricoh Co, Ltd
1-3-6 Nakamagome
Ohta-ku

Tokyo 143
Japan

Schawartz Enginecriag & Design
15 Buckland Court

San Carlos, CA 94070
USA
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Sony Corporation
6-7-35 Kitashinagawa
Shinagawa-ku
Tokyo 141
Japan

Symbionics
St John's lmovation Centre

Cowley Road
Cambridge
CB4 4WS

United Kingdom

Telefunken Fernseh und Rundfunk GinbH

Goitinger Chaussee
D-3000 Hannover 91

Germany

Thomson Consumer Electronics

® Place des Vosges
La Defense 5
92400 Courbevaie
France

Feppan Ponting Co, Ltd
[-5-1 Taito
Taito-ku

Tokyo 110
Japan.

Toshiba Corporation
1-1 Shibars 1-Chome
Minato-ku

Toxyo 105
Japan

Victor Company of Japan Ltd
12 Moriya-cho 3 chome
Kanagawa-ku
Yckohama

Kanagawa 221
Japan
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