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Notice

This CableHome specification is a cooperative effort
undertaken at the direction of Cable Television Laboratories,
Inc. (Cab|eLabs@) for the benefit of the cable industry. Neither
Cab|eLabs, nor any other entity participating in the creation of
this document, is responsible for any liability of any nature
whatsoever resulting from or arising out of use or reliance upon
this document by any party. This document is furnished on an
AS-IS basis and neither Cab|eLabs, nor other participating
entity, provides any representation or warranty, express or
implied, regarding its accuracy, completeness, or fitness for a
particular purpose.

© Copyright 2002-2004 Cable Television Laboratories. Inc.
All rights reserved.
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1 CABLEHOME OVERVIEW

The CableLabs' CableHome project has developed this specification to describe the CableHome l .1
architecture and operation that enables interoperability for devices built to the CableHome l.l
specification. The CableHome 1.0 [CH6] specification concentrated on a residential gateway device called
the Home Access device (HA) as the single entry point into the home. CableHome l.l expands this scope
to specify additional features for the residential gateway and to standardize Quality of Service (Q05) and
LAN messaging features for lP host devices connected to home LANs.

The CableHome architecture provides a defined set of requirements that support a wide range of services
that can be delivered over cable. ln order to ensure wide adoption and ease of use of this specification,
CableHome closely aligns its technical specifications with well known industry standards, as well as other
CableLabs projects. CableHome allows efficient use of the existing cable operators' system infrastructure,
but also provides a clear transition path for the deployment of CableHome over older systems. The
CableHome architecture provides support for existing and future [P—based services into the home.

In general, cab|e—based services are defined as application services that are delivered via a hybrid
fiber/coax (HFC)/cable infrastructure. Cable operators currently offer a wide variety of cable-based
services; additional service opportunities are enabled by the advent of home networks. Examples include
high—speed data, streaming audio and video, packetized telephony, network management, home security,
environmental monitoring. medical monitoring, gaming, interactive television,and video conferencing.

CableHome specifications are intended to provide Internet Protocol (IP) — based architecture for managed
home- networked services on the cable network through a DOCSIS cable modem. The CableHome
architecture accommodates any physical and link layer home network technology that supports the
transport of IP packets. This layer l and 2 independent architecture enables cable operators to provide
services to a wide range of home networking environments.

1.1 CableHome Motivation

The technology and service evolution in the cable industry is providing a direction for service providers
and cable operators to have the ability to offer customers a wide range of services through a home
networked system. The timing of emerging home networking technologies is a perfect fit to meet the
evolving needs of the cable industry. With these two industries working together, under the direction of the
CableLabs CableHome project, a best-of—breed technology, CableHome—specific architectural solution is
brought to the cable industry to enable, at a minimum, a core set of services.

Cablel-{ome's major focus is to enable core DOCSIS and PacketCable functionality on home networks,
with an additional focus on home network management capabilities. The CableHome infrastructure is
designed to be complementary to those of DOCSIS and PacketCuble, but distinct and operational in the
absence of PacketCable deployment. DOCSIS l.l, the advanced two-way data communication cable
modem (CM) lends itself to be the ideal foundation for many business opportunities including CableHome,
however if a cable operator is running a DOCSIS l.0 system, CableHome allows the operator to deploy
CableHome with a transition path to run a full CableHome system in the future.

1.2 Business Objectives

The CableHome project seeks to establish a common infrastructure that will allow the creation and
interoperability of home networking equipment for use over a cable operator's system. Other considerationsfor CableHome include:

0 Time to market
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Existing Cable Infrastructure
Cost-cffcctive technology
Leverage existing protocol standards
Easily upgradeable to next generation services and equipment
Enable vendor innovation

Encourage vendor competition

lndependent home networking physical layer environment
Provide a scalable Cabiel-lome system

Enable existing home networking products for a plug and play environment
0 Define an architecture that allows multiple vendors to rapidly develop low-cost interoperable solutions
- Create a specification to enable as many services as possible

Benefits to cable operators and consumers from this specifications should be; I) lower installation costs by
simplifying the home networking installation process with equipment that |'1\'!t.'I.i3- iitlli: or no configuration;
2) lower equipment costs to Consumers through multiple suppliers enahlctl by ("al1It:l‘itniu:‘2i open
specification process; and 3) lower operating costs by providing cable operators with tools that facilitate
remote troubleshooting of consumer problems.

1.3 Business Design Guidelines

The Cuhlu.-Home pt'ojt:t:t routines on ciipahiliticae ul‘ nettrurlcs within the home. and the cable infrastructure
ncctictl In ~:u|1ptirt ilrurte ctlplthilities. '|I'hi.s H'|1l:LTifiC8llllII1 ilcscribcs a technical architecture to support the
bu-tiness n:quii't:meiii:t Fur ('iIi"il:I‘ll\t't'lc I .l . Thu: folinwitig is El list of business requirements for CableHomeI .1.

- Auto provisioning for address acquisition and device configuration
0 Network address management enabling managed network address and port translation

Non—NAT addressing supported. to preserve existing service offerings
Direct lP Communication between Network Management Systems (NMS) and LAN hosts
Resolve LAN host names enabling the consumer to refer to devices by intuitive names
Conservation of [P addresses

Preserves cable network source—based routing architectures

Remote configuration of residential gateway features
Secure network management messaging between the NMS and the residential gateway
Visibility from the NMS to all connected [P devices in the home
Remote testing of connectivity between the residential gateway and LAN host devices
Enable Quality of Service between LAN host devices
Residential gateway device authentication
Standardized remote firewall configuration
Minimum set of firewall functionality
Protect HFC from home traffic

Proper functioning of home devices during HFC outage
Secure software download

Virtual Private Networking support
Enable static port mapping
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Support for DOCSIS l.0 and DOCSIS 1.1 protocols
Support for PacketCabic protocols
Independent physical and data link layer architecture in the home network
Interoperability with noncompliant CableHome equipment

1.4 Assumptions

In addressing cable operators‘ business models, the CahleHome advanced system and tcchnical designs
include a wide variety of assumptions that complete an operational environment to provide managed
services for home networks. CableHome assumes the following:

0 Residential Gateways can be either “stand alone“ or embedded with a DOCSIS cable modem.
a Specific services being delivered over home networks is outside the scope of this project.
- The cable operator understands the trade—offs between the DOCSIS 1.0, DOCSIS 1.1 , and DOCSIS

2.0 systems for CableHome functionality and performance.
CableHome~compliant dcvices implement the Internet Protocol (IP) suite of protocols.
References to required documents must be strictly adhered to unless explicit exceptions are noted.
The format of any field referred to in another document is not to be changed when the field is used in a

CableHome compliant product, unless the format is explicitly described in the Cableflome specification.
All references to cable modems mean DOCSIS 1.0-. l.l—,or 2.0£ompliant cable modems.

The residential gateway will include a firewall.
The residential gateway, if manufactured as a standalone unit without an embedded cable modem. will

have one port to connect to a cable modem as well as any other ports necessary to support the homenetwork.

The residential gateway will have its own MAC address, independent of the cable modem, even in theembedded case.

1.5 Purpose of document

The goal of this specification is to create an architecture that enables vendors to develop interoperable
products for the benefit of the cable operator and its subscribers. The CableHome l.l specification
describes the requirements and architecture for development of interoperable CableHome-compliant
devices to enable the core set of functionalities.

This specification provides information about management and provisioning protocols. initialization and
configuration processes, manageable parameters, prioritized QoS, security, and Network Address
Translation (NAT) for CableHomc-compliant devices. The Cab1eHome Management Information Base
(MIB) is described in a separate setof documents.
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1.6 Requirements

Throughout this document, the words that are used to define the significance of particular requirements are
capitalized. These words are:

“MUST” This word or the adjective “REQUIRED” means that the item is an absolute
requirement of this specification.

"MUST NOT” This phrase means that the item is an absolute prohibition of this specification

“SHOULD” This word or the adjective “RECOMMENDED” means that there may exist valid
reasons in particular circumstances to ignore this item. but the full implications
should he understood and the case carefully weighed before choosing a differentCOUFSE.

“SHOULD NOT" This phrase means that there may exist valid reasons in particular circumstances
when the listed behavior is acceptable or even useful, but the full implications
should be understood and the case carefully weighed before implementing any
behavior described with this label.

This word or the adjective “0PTIONAL" means that this item is truly optional.
One vendor may choose to include the item because a particular marketplace
requires it or because it enhances the product, for example; another vendor may
omit the same item.
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2 REFERENCES

In order to claim compliance with this specification, it is necessary to conform to the following standards
and other works as indicated, in addition to the other requirements of this specification. Notwithstanding,
intellectual property rights may be required to use or implement such normative references.

2.1 References (normative)‘
CableLabs2J CableLabs Definition MIB Specification, CL—SP-MIB-CLABDEF-103-0401 13

CHI] CubleHome Security MIB Specification, CH—SP-.\/iIB—SEC-[O6«040409

CH2] Cableflome CAP MIB Specification, CH-S P-MIB-CAP«l05—04l'll29

Cl-l3| CableHome CDP MIB Specification, CH-SP-MIB-CDP-I06-040409

CH4] CableHome CTP MIB Specification, CH-SP-MIB-CTP-[06-040409

CH5] CableHome PSDEV MIB Specification, CH-SP-MIB-PSDEV-I05-040129

[CH6] CableHome [.0 Specification, CH-SP-CHI .0-I05-03080!

CH7] CableHome QUS MIB Specification, CH-SP-MIB-QOS-I03—040129

DIX] The Ethernet: A Local Area Network, Data Link Layer and Physical Layer Specification,
Version 2.0, Digital Equipment Corporation, Intel Corporation, and Xerox Corporation, DEC document
No.AA—l(759B—TK, November i982.

DOCSIS l] Data-0ver—Cable Service Interface Specifications, Cable Modem to Customer Premises
Equipment interface Specification, SP—CMC[-[09-030730.

DOCSISSJ Data—Over—Cable Service Interface Specifications, Operations Support System Interface
Specification, SP-OSSIv2.0-105-040407.

DOCSIS8] Data—Over—Cable Service Interface Specifications. Baseline Privacy Plus Interface
Specification, SP-BPl+-ll l-040407.

[DOCSISQJ Data-Over—Cablc Service Interface Specifications, Radio Frequency [nterface
Specification v I .l, SP-RFIvl .l-[I0-030730.

[DOCSlSl I] Data—Over-Cable Service Interface Specifications, Operations Support System Interface
Specification v. 1.1, SP-0SSIv l.l-I07-030730.

[FIPS I40-2] Security Requirements for Cryptographic Modules, Department of Commerce. NIST,
FIPS 140-2, May 25, 2001.

[FIPS l80-l] Secure Hash Algorithm, Department of Commerce, NIST, FIPS l80~l, April, [995

[IANAIJ IANA Port Numbers, http://www.iana.org/assignments/port—numbers

[[ANAType] [ANAifType MIB Definitions, http://www.iana.org/assignments/ianaiftypeemib

[ISO8025] [SO 8025 (December I987) — Information processing systems — Open Systems
Interconnection — Specification of the Basic Encoding Rules for Abstract Syntax Notation One (ASN.1).

[ISO/IEC8802—2J ISO/IEC 8802-2 (ANSI/IEEE Std 802.2): I994, Information technology -
Telecommunications and infonnation exchange between systems - Local and metropolitan area networks -
Specific requircmcnts — Part2: Logical link control.

' Revised normative list per ECNs CHl.l-N-03060 and CHl.l-N-03070 by CO, l0/28/03 and ll/I3/03,
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[ISO/IEC10038] ISO/IEC 10038 (ANSI/IEEE Std 802. l D): 1993, Information technology -
Telecommunications and information exchange between systems - Local area networks — Media access
control (MAC) bridges.

[ITU-T X.509] [TU-T Recommendation X509 (1997 E): Information Technology - Open Systems
Interconnection - The Directory: Authentication Framework, June 1977.

[PKCS #1] RSA Laboratories, PKCS #1,v2.0: RSA Cryptography Standard, October 1, 1999.

[PKCS #7] RSA Laboratories, PKCS #7, Cryptographic Message Syntax Standard, An RSA
Laboratories Technical Note, Version 15, Revised November 1, I993.

[PKT-ASP] PacketCable Specifications. Audio Server Protocol Specification, P1(T—SP—ASP—I02-010620.

[Pl('1'—CMSS] PacketCab1e Specifications, Call Management Server Signaling, PKT-SP~CMSS—I03—040402.

[PKT-CODEC] PacketCable Specifications, Audio/Video Codecs Specification, PKT-SP-CODEC-I04-021018.

[PKT—DQOS] PacketCab1e Specifications, Dynamic Quality of Service Specification, PKT—SP—DQOS—I09-040402.

[PKT—MEM] PacketCabIe Specifications, Management Event Mechanism, PKT—SP—MEM-I0 l-00l 1 28.

[PKT—MGCP] PacketCable Specifications. Network—Based Call Signaling Protocol Specification, Pl(T-SP-EC- MGCP-1 10-040402.

[PKT—PROV] PacketCahle Specifications, MTA Device Provisioning Specification, PKT-SP-PROV-109-040402.

[PKT-SEC] PacketCable Specifications, Security, PKT-SP—SEC-I10-040113.

[RFC 347] Postal, .I., Echo Process, IETF RFC-0347, May 1972.

[RFC 768] Poste1,.l., User Datagram Protocol (UDP), IETF RFC—0768, August 1980.

[RFC 791] Postel, J., Internet Protocol. IETF RFC—079l (MIL STD 1777). September, 1981.

[RFC 792] Postel,J., Internet Control Message Protocol (ICMP). IETF RFC—0792, September 1981.
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[RFC 919] JC. Mogul, Broadcasting Internet Datagrams, Oct-01-1984.
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[RFC 1035] Mockapetris, P., Domain Names — Implementation and Specification, IETF RFC-1035,November 1987.

[RFC 1122] Braden, R., ed., Requirements for Internet Hosts ~— Communication Layers, IETF RFC-
1122, October 1989.

[RFC l 123] Braden, R., Requirements for Internet Hosts — Application and Support, IETF RFC—| 123.October 1989.

[RFC 1213] McC1oghrie, K. and Rose, M., ed., Management Information Base for Network
Management of TCP/IP—based Internets, IETF RFC-1213, March 1991.
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Protocol (SNMP), IETF RFC—I 157, May, I990.

[RFC I350] Sollins, K., The TFTP Protocol (Revision 2), IETF RFC-I350. July, I992.

[RFC 1510] J. Kohl, C. Neuman, The Kerberos Network Authentication Service (V5) September,
I993.

[RFC 1812] Baker, F., Requirements for IP Version 4 Routers, IETF RFC-18 I2, June, I995.

[RFC 1889] Schulzrinne, H., Casner, S., Frederick, R., Jacobson, V., RTP: A Transport Protocol for
Real-Time Applications, IETF RFCAISS9, January 1996.

[RFC I901] Case. J., Mccloghrie, K., Rose, M., Waldbusser, S., Introduction to Cominunity—baserI
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[RFC 2236] Fenner, W., lntemet Group Management Protocol, Version 2, IETF RFC—2236,
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[RFC 2349] Malkin , G. and Harkin, A., TFTP Timeout Interval and Transfer Size Options, [ETF
RFC—2349, May I998.

[RFC 2401] Kent, S. and Atkinson, R, Security Architecture for the lntemet Protocol, IETF RFC-
2401, November I998

[RFC 2402] Kent, S. and Atkinson, R, 1P Authentication Header , November 1998

[RFC 2406] Kent, S. and Atkinson, [P Encapsulating Security Payload (ESP), November I998

[RFC 2409] Harkins. D. and Carrel, D,, The Intenet Key Exchange (IKE), IETF RFC»2409,November I998

[RFC 2474] K. Nichols, S. Blake. F. Baker. D. Black, Definition of the Differentiated Services Field
(DS Field) in the IPv4 and [Pv6 Headers, December I998.

[RFC 2576] Frye, R., Levi, D., Routhier, S., and Wijncn. B., Coexistence between Version I, Version
2, and Version 3 of the Internet-standard Network Management Framework, [ETF RFC-2576, March 2000.

[RFC 2578] K. McC1oghrie, D. Perkins. J. Schoenwaelder, Structure of Management Information
Version 2 (SMIv2), April 1999.

[RFC 2579] K. McC1oghrie, D. Perkins, J. Schoenwaelder, Textual Conventions for SMlv2. April1999.

[RFC 2580] K. McCIoghrie, D. Perkins, J. Schoenwaelder, Conformance Statements for SMIv2,
April 1999.

[RFC 2616] Fielding, R. et. al, Hypertext Transfer Protocol -- HTTP/I .1 , [ETF RFC-2616, June I999.
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[RFC 2663] Srisuresh, P. and Holdrege, M., IP Network Address Translator (NAT) Terminology and
Considerations, IE'I‘F RFC-2663. August 1999.

[RFC 2669] St. Johns, M., DOCSIS Cable Device MIB Cable Device Management Information Base
for DOCSIS Compliant Cable Modems and Cable Modem Termination Systems, IETF RFC—2669, August1999.

[RFC 2670] St. Johns, M., Radio Frequency (RF) Interface Management Information Base for
MCNS/DOCSIS compliant RF interfaces , August 1999.

[RFC 2786] St. Johns, M.,Diffie«He1lman USM Key Management Information Base and Textual
Convention. IETF RFC—2786, March. 2000.

[RFC 2863] McCloghrie, K. and Kastenholz, F., The Interfaces Group MIB, IETF RFC—2863, June2000.

[RFC 3022] Srisuresh, P. and Egevang, l(., Traditional IP Network Address Translator (Traditional
NAT). l1:"I'F RFC—3022,January 2001.

[RFC 3046] Patrick, M., DHCP Relay Agent Information Option, IETF RFC—3046, January 2001 .

[RFC 3280] Housley, Polk. Ford and Solo. Internet X.509 Public Key Infrastructure Certificate and
Certificate Revocation List (CRL) Profile, IETF RFC—3280, April 2002.

[RFC 3291] Danielle. M.. Haberrnan, B., Routhier, S.. and J. Schoenwaelder, Textual Conventions
for Internet Network Addresses, IETF RFC-3291, May 2002.

RFC 3396] Lemon, T. and Cheshire. S.. Encoding Long Options in the Dynamic Host Configuration
Protocol (DHCPV4), IETF RFC—3396. November 2002.2
RFC 3410] Case, J., Mundy, R., Par-tain, D., and Stewart, B. Introduction and Applicability

Statements for Internet-Standard Management Framework. IETF RFC-3410, December 2002.

RFC 3411] Harrington, D., Presuhn, R.,and Wijnen, B., An Architecture for Describing SNMP
Management Frameworks, IETF RFC-341 1, December 2002.

RFC 3412] Case, J., Harrington, D., Presuhn, R., and Wijnen, B., Message Processing and
Dispatching for the Simple Network Management Protocol (SNMP), IETF RFC-3412, December 2002.
RFC 3413] Levi, D., Meyer, P.. and Stewan, B., SNMP Applications, IETF RFC~3413, December

2002.

RFC 3414] Blumenthal, U. and Wijnen, B., User—based Security Model (USM) for version 3 of the
Simple Network Management Protocol (SNMPv3), IETF RFC—3414, December 2002.

RFC 3415] Wijnen, B., Presuhn, R.. and McCloghrie, K. View»based Access Control Model
(VACM) for the Simple Network Control Model (SNMP). IETF RFC-3415. December 2002.

[RFC 3416] Presuhn, R., ed.,. Version 2 of the Protocol Operations for the Simple Network
Management Protocol (SNMP), IETF RFC-3416, December 2002.

[RFC 3417] Presuhn, R., ed., Transport Mappings for the Simple Network Management Protocol
(SNMP), IETF-RFC 3417, December 2002.
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Management Protocol (SNMP), December 2002.
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[SHA] NIST, FIPS PUB 180-l: Secure Hash Standard, April 1995.

[SOAP] SOAP Version 1.2, W3C Working Draft, World Wide Web Consortium (W3C).
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I Added this item to the normative lisl per ECN CHl.l-N-03.0112-1 by K3 on 4/5/04.
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[XMLI] XML Protocol (XMLP) Requirements, W3C Working Draft, World Wide Web
Consortium (W3C). June 26. 2002, http://www.w3.org/TR/2002/WD-xmlp—reqs-20020626.
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[draft»ietf—ipcdn—bpip1us-mib-05] DOCSIS Baseline Privacy Plus MIB - Management Information Base
for DOCSIS Cable Modems and Cable Modem Termination Systems for Baseline Privacy Plus. [ETF
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[FIPS 186] Federal Information Processing Standards Publications (FIPS PUB) I86, Digital
Signature Standard. 18 May 1994

[RFC 2644] Senie, D.. Changing the Default for Directed Broadcasts in Routers, IETF RFC—2644,
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IETF RFC-3235 , January 2002.

[RFC 3435] F. Andreasen, B. Foster, Media Gateway Control Protocol (MGCP) Vcrsion 1.0. January2003

3 Revised infonnalive list per FJCNs CH1 .1-N-03070 and CH1 1-N-03.0099-3 by CO on 11/13/03 and 12/10/03
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3 GLOSSARY

Address Realms A network domain in which the network addresses are uniquely assigned to
entities such that datagrams can be routed to them.

Asymmetric Key | An encryption key or a decryption key used in public key cryptography.where encryption and decryption keys are always distinct.
Authentication The process of verifying the claimed identity of an entity to another entity.

Authenticity The ability to ensure that the given information is without modification or
forgery and was in fact produced by the entity that claims to have given theinformation.

Authorization The act of giving access to a service or device if one has permission to havethe access.

CableHome The CableLabs home networking technology standardization initiative.

CableHome Security A functional element that provides security management and translation
Portal (CSP) functions between the HFC and Home network.

Certificate Authority (C A) A trusted organization that accepts certificate applications from entities. ‘Iauthenticates applications, issues certificates and maintains status
information about certificates.

Cipher An algorithm that transforms data between plaintext and ciphertext.
Ciphersuite A set which must contain both an encryption algorithm and a message

authentication algorithm (e.g., a MAC or an HMAC). In general, it may
also contain a key-management algorithm, which does not apply in the
context of PacketCable.

Ciphertext The (encrypted) message output from a cryptographic algorithm that is in a
format that is unintelligible.

Cleartext The original (unencrypted) state ofa message or data. Also called plantextp
Call Management Server Controls the audio connections. Also called a Call Agent in MGCP/SGCP
(CMS) terminology.
Co-existence .\/lode a method described by [RFC 2576] for enabling any of the three versions

(version l,vcrsion 2, or version 3) of SNMP to be supported.

Confidentiality A way to ensure that information is not disclosed to anyone other then the
intended parties. Information is encrypted to provide confidentiality. Also
known as privacy.

without access to the key

Cryptographic algorithm An algorithm used to transfer text between plaintext and ciphertext.
Decipherment A procedure applied to ciphertext to translate it into plaintext.
Decryption A procedure applied to ciphertext to translate it into plaintext.

Decryption key The key in the cryptographic algorithm to translate the ciphertext to
plaintext.

DHCP Provisioning Mode DHCP driven PS configuration file download. JB

Cryptanalysis The process of recovering the plaintext of :1 message or the encryption key
Digital certificate A binding between an entity's public key and one or more attributes relatin

to its identity. also known as a public key certificate.
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Digital signature A data value generated by a public-key algorithm based on the contents of a
block of data and a private key, yielding an individualized cryptographicchecksum.

Downstream The direction from the Headend toward the subscriber location.

Dynamic Host
Configuration Protocol
(DHCP)

Dynamic Quality—of—
Service (DQOS)
Embedded Multimedia
Terminal Adapter (E-
MTA)

An Internet protocol used for assigning network layer (Internet Protocol)addresses.

[PacketCablel Assigned on the fly for each communication depending on
the Q05 requested.

[PacketCable] A single node that contains both an MTA and a cable
modem,

Embedded PS A Portal Services element that does not use a standalone interface as
defined in the DOCSIS CMCI specification to connect to a CM.

Encipherment
Encryption

Encryption Key

Fir cwall

A method used to translate plaintext into ciphertext.
A method used to translate plaintext into ciphenext.

The key used in a cryptographic algorithm to translate the plaintext to
ciphertext.

An application that blocks unauthorized access from one network segment
to another.

Firewall Rule Set
Hash

Home Access (H A) Device

A set of rules used to configure a Firewall‘s security policy.
A number generated from a string of text using a formula in such a way that
it is extremely unlikely that some other text will produce the same hash
value (ref.: Webopedia).

A grouping of logical elements used to achieve HFC access for CableHome
network(s).

Home Bridge (HB) Device
Home Client (HC) Device

Headend

A group of logical elements used to bridge Cablel-lome networks together.
A group of logical elements used to provide functionality to client
applications.
The extent of the cable operator’s network that includes the C.VlTS and the
servers that serve the PS and the cable modem to which it is connected.

Internet Protocol Security
(IPSec)

A collection of Internet standards for protecting IP packets with encryption
and authentication.

Jitter Variability in the delay ofa stream of incoming packets making up a flow
such as a voice communication.

Kerberos A secret—key network authentication protocol that uses a choice of
cryptographic algorithms for encryption and a centralized kcy database forauthentication.

Key A mathematical value input into the selected cryptographic algorithm.
Key Exchange The swapping of public keys between entities to be used to encrypt

communication between the entities.

Key Management The process of distributing shared symmetric keys needed to run a security
protocol.

Key Pair An associated public and private key where the correspondence between
the two are mathematically related, but it is computationally infeasible to
derive the private key from the public key.

04/09/04 CabIeLobs'°

EXHIBIT A



477

CH—SP-CH1.‘|-I04-040409 CableHomeT” S ecifications

Keying Material A set of cryptographic keys and their associated parameters, normally
associated with a particular run of a security protocol.

Keyspace The range of all possible values of the key for a particular cryptographic
algorithm.

Kickstart A method described by DOCSIS l.l specifications for establishing trust
between two networked elements for the purpose of secure communication.

LAN KP Device A LAN [P Device is representative of a typical [P device expected to reside
on home networks, and is assumed to contain a TCP/IP stack as well as a
DHCP client.

Latency The time, expressed in quantity of symbols. taken for a signal element to
pass through a device.

Link Encryption

Media Access Control
(MAC)

Cryptography applied to data as it travels on data links between the networkdevices.

It is a sublayer of the Data Link Layer. lt normally runs directly over the
physical layer.

Media Gateway Control
Protocol (MGCP)

Protocol follow-on to SGCP. Refer to [RFC 3435].

Multicast To transmit a single message to a select group of recipients.
Network Management
OSS

The functions related to the management of data link layer and physical
layer resources and their stations across the data network supported by the
hybrid fiber/coax system.

NmAccess Mode SNMPVI/V2 management mode to support DOCSIS 1.0 infrastructure.
Nonce A random value used only once that is sent in a communications protocol

exchange to prevent replay attacks.

Non—Repudiation The ability to prevent a sender from denying later that he or she sent a
message or performed an action.

One—way Hash A hash function that has an insignificant number of collisions upon output.
PacketCable CableLabs specification of pucketized service delivery system.
Packetcable Dynamic
Quality-of Ser vice

(See Dynamic Quality of Service [DQoSJ).

Passthrough A sub—function of the CAP, the Passthrough function bridges packets on the
WAN—Data side of the CAP to the LAN-Pass side unchanged.

Plain text
| The original (uncncrypted) state of a message or data. Also called cleartext,

Policy Combination of a Ruleset, General Firewall Behavior, and the
implementation—specific capabilities of the filtering function.”

Portal Ser vices (P S) A functional element that provides management and translation functions
between the HFC and Home network.

Pre-shared Key A shared secret key passed to both parties in a communication flow, using
an unspecified manual or out-of-band mechanism.

Privacy A way to ensure that information is not disclosed to any one other then the
intended parties. Information is usually encrypted to provide
confidentiality. Also known as confidentiality

Private Key The key used in public key cryptography that belongs to an individual
entity and must be kept secret.

4 Added this term to the Glossary per ECN CH1 l-N—03.0097-S by G0 on l2/9/03
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Provisioning Application A software utility or set of software utilities that coordinate various tasks
responsible for initializing and establishing service for elements connectedto a network.

Proxy A facility that indirectly provides some service or acts as a representative in
delivering infomiation, thereby eliminating the need for a host to supportthe service.

PS Database A conceptual entity representing a store of PS function (CAP, CDP, CMP,
etc.) information.

Public Key The key used in public key cryptography that belongs to an individual
entity and is distributed publicly. Other entities use this key to encrypt data
to be sent to the owner of the key.

Public Key Certificate A binding between an entity's public key and one or more attributes relating
to its identity. also known as a digital certificate

Public Key Cryptography A procedure that uses a pair of keys, :1 public key and a private key. for
encryption and decryption, also known as an asymmetric algorithm. A
user's public key is publicly available for others to use to send a message to
the owner of the key. A user's private key is kept secret and is the only key
that can decrypt messages sent encrypted by the user's public key.

Public-Key Infrastructure

Public-Key Cryptography
for [nitial Authentication
(PKINIT)
Real-time Transport
Protocol (RTP)

A process for issuing public key certificates, which includes standards,
Certification Authorities.communication between authorities and protocols
for managing certification processes.
The extension to the Kerberos protocol that provides a method for using
public-key cryptography during initial authentication.

A protocol for encapsulating encoded voice and video streams. Refer to
[RFC 1889].

Request for Comments
(RFC)
Rivest, Shamir, Adlemen
(RSA)

RSA Key Pair

Technical policy documents approved by the IETF which are available on
the World Wide Web at http://www.ietf.cnri.reston.va.us/rfc.html.

A public-key, or asymmetric, cryptographic algorithm used to provide
authentication and encryption services. RSA stands for the three inventors
of the algorithm. Rivest, Shamir, Adlemen.

A public/private key pair created for use with the RSA cryptographic
algorithm.

Root Private Key The private signing key of the highest~level Certification Authority. It is
nonnally used to sign public key certificates for lower-level Certification
Authorities or other entities.

Root Pu blic Key The public key of the highest level Certification Authority, normally used
to verify digital signatures generated with the corresponding root private
key.

A specific filter defined as an exception to the General Firewall Behavior
and is an element of a Ruleset.5

5 Added this term to the Glossary per ECN CH1 .l-N—03 0097-5 by G0 on 12/9/03.
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Ruleset

Secret Key

A collection of defined filtering rules. In CableHome, two types of rulesets
are defined. These are (1) the Default Ruleset. which is defined in
cabhSec2FwFactoryDefau1tFilterT:1ble ot‘ the CableH0me Security MIB
[CH1]. and (2) the Configured Ruleset, which is defined by the cable
operator and configured in the docsDevFilter[pTab1e [RFC 2669] with
required modifications by this specification.‘
The cryptographic key used in a symmetric key algorithm, which results in
the secrecy of the encrypted data depending solely upon keeping the key a
secret, also known as a symmetric key.

Secure Hash Algorithm l
(Sl-{A-l)
Session Key

A one—way hash algorithm.

A cryptographic key intended to encrypt data for a limited period of time.
typically between a pair of entities.

Signed and Sealed An “envelope“ of infonnation which has been signed with a digital

L signature and sealed using encryption.
SNMP Provisioning Mode SNMP driven PS configuration file download.
SNMP Trap An event notification message sent to the SNMP management system to

identify the occurrence of conditions such as a threshold that exceeds a
predetermined value.

Simple Object Access
Protocol (SOAP)
Standalone Multimedia
Terminal Adapter (S-
MTA)
Standalone PS

Symmetric Key

SYSLOG
:-l

A message-based protocol based on XML supporting remote procedure
calls and message exchange on [P-based networks.

a single node that contains an MTA and a non~DOCSlS MAC (e.g.
ethernet).

A Portal Services element that connects to the CM using only a standalone
interface as defined in the DOCSIS CMCI specification.

The cryptographic key used in a symmetric key algorithm, which results in
the secrecy of the encrypted data depending solely upon keeping the key a
secret, also known as a secret key.

System Dog. A log file and a protocol for storing event messages reported
by networked elements. The protocol is described in [RFC 3164].

Type—Length—Vaiue (TLV)
X509 certificate

A tuple within a DOCSIS configuration file

A public key certificate specification developed as part of the ITU-T X.500
standards directory.

6 Added this term to the Glossary per ECN CH1 l-N-03.0097-5 by CO on 12/9/03
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4 ABBREVIATIONS

A/V Audio/Video

APP Application
ASP Application Specific Proxy
CA Certificate Authority
CAP CableHome Address Portal
CAT CablcHome Address Translation
CDC CableHome DHCP Client
CDP CablcHome DHCP Portal
CDS CableHome DHCP Server
CH Cableflome Host

CL CableLabs
CM DOCSIS Cable Modem

Cableflome Management Portal
Call Management Sewer
Cable Modem Termination System
CableHome Network Address Translation

CableHome Network Address and Port Translation
CableHome Naming Portal
Central Processing Unit
Cableflome Quality of Service
CableHome QoS Portal
CableHome Residential Gateway
Certificate Revocation List

CableHome Security Portal

CableHome Testing Portal
Code Verification Certificate

Code Verification Signature
CableHome Portal Services Sub-function

Distinguished Encoding Rules
Dynamic Host Configuration Protocol
Domain Name Service

Data«Ov<-.r—Cable Service Interface Specification

_Dynamic Quality-of-Service (PacketCable)
I Embedded Multimedia Terminal Adapter

File Transfer Protocol
Firewall
Greenwich Mean Time
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HA Home “Access“
H E Headend
H EX Hexidecimal

HFC Hybrid Fiber Coax

IC MP Inlemet Control Message Protocol
IETI-‘ Internet Engineering Task Force

IGMP Internet Group Management Protocol
IP Internet Protocol

IPCDN IP over Cable Data Network — a working group of the ll:"I‘F
IPF Inbound Packet Filter

IPSe<: Internet Protocol Security
KDC Key Distribution Center
LAN Local Area Network

LAN—Pass MT Pass—through Local Area Network address
LAN-Trans Translated Local Area Network address
MAC Media Access Control

MC F Management Client Function
MGCP Media Gateway Control Protocol

.MIB Management Information Base
M PLS Multiprotocol Label Switching

MSF Management Server Function
MSO Multimedia Systems Operator

Multimedia Terminal Adapter
Network Address and Port Translation
Network Address Translation

NCS Network—based Call Signaling

NMS Network Management System
NS Authoritative Name Sewer

OID Object Identifier
OPF Outbound Packet Filter

OSI Open System Interconnection
OSS Operations Support System
PDU Protocol Data Unit

PING Packet Inter-Network Groper

PKI Public Key Infrastructure

PKINIT Public—Key Cryptography Tor Initial Authentication
PS Portal Services

PS WAN—Man CabIeHome Portal Services element WAN management interface
PS WAN-Data CableHome Portal Services element WAN data interface
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QBP Quality of Service Boundary Point

QC? Quality of Service Characteristics Client
QCS Quality of Service Characteristics Server
QFM Quality of Service Forwarding & Media Access

Quality of Service
Random Access Memory

Relative Distinguished Name
Request for Comments

ROM Read Only Memory

!_RSA Rivest, Shamir, Adleman (See Glossary)RSVP Resource ReSerVation Protocol

R'l'CP Real—Time Control Protocol

RTP Real—Time Transport Protocol
SDP Session Description Protocol

SHA — l Secure Hash Algorithm l
S—MTA Standalone Multimedia Terminal Adapter

SNMP Simple Network Management Protocol
SOA Start of Authority

SPF Stateful Packet Filtering
SYSLOG System Log
TCP Transmission Control Protocol
TFTP Trivial File Transfer Protocol

TLV Type-Length-Value
UDP User Datagram Protocol
URL Uniform Resource Locatot

USFS Upstream Selective Forwarding Switch
USM User Security Model
UTC Coordinated Universal Time
VACM View-based Access Control Model

VoIP Voice over Internet Protocol
WAN Wide Area Network

WAN—Data Wide Area Network Data Address Realm

WAN—Man Wide Area Network Management Address Realm
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5 REFERENCE ARCHITECTURE

The goal of CableHome is to enable the delivery of new cahle-based services to devices within the home.
complementing the DOCSIS and Packetcable infrastructures, and enabling the delivery of these services.
Specifically. CableHome provides an infrastructure by specifying a home networking environment, over
which PacketCable and other related application services can be delivered. managed, and supported.

The Cablel-lome project supports a myriad of cable operator business models and introduces additional
features beyond currcnt proprietary home networking solutions. CableHome l.l is a single technical
specification that facilitates the development of an interoperable CableHome Residential Gateway (CRG)
and CableHome compliant hosts (CH). The goal is the creation of a cable operator-configurable
CableHome Residential Gateway—centric environment that will interact meaningfully with IP based home
devices (LAN lP Devices), whether or not they are CableHome compliant. CableHome l.l brings cable
operator-driven management, provisioning. QoS, and Security to the CableHome Residential Gateway. In
addition. LAN messaging, prioritized QoS, and simple remote diagnostics for home devices is specified.
CableHome 1.1 also defines QoS for applications running on CableHome compliant LAN hosts. A
summary of the capabilities provided by the CableHome l.l specification follows:

Management, Discovery, and Provisioning

I Remote management and configuration of the CableHome Residential Gateway device
I Simple CableHome Residential Gateway diagnostics proxy for [P based home devices
I Hands—off provisioning for CableHome Residential Gateway devices
I Discovery of IP based home devices and associated applications
I Management of the CableHome Residential Gateway from the LAN

Addressing and Packet Handling

I One—to—many addressing translation for home devices
I One—to—one addressing translation for home devices

Non-translated addressing for home devices (for translated address phobic applications)
HFC traffic protection from in-home device intra-communications
Home addressing support during HFC outage
Simple DNS server in the CableHome Residential Gateway
NAT support for [Psec VPN clients
NAT support for [P based servers in the home using address translation

Quality of Service (QoS)

I CableHome Residential Gateway device transparent bridging functionality for PacketCable QoS
messaging from/to PacketCable compliant applications

I Ability to assign traffic priorities (differentiated media access) to specific applications
I Ability to prioritize queuing in the CableHome Residential Gateway device in conjunction with the

packet handling functionality.

Security

I CableHome Residential Gateway device authentication

I Secure management messages between the cable data network and the CableHome Residential
Gateway

I Secure download of configuration and software files
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0 Optional configuration file security
- Remote CableHome Residential Gateway firewall management
I Standardized firewall configuration and reporting
I Simple parental control

CableHome communication across the WAN and LAN is [Pv4 based, leveraging specific protocols defined
throughout the remainder of this document. CableHome compliant devices MUST implement version 4 of
the [ntemet Protocol suite (IPv4) [RFC 791] and [RFC 3280].

The remainder of this section examines the CableHome 1.1 Reference Architecture from six perspectives:

I Logical view (Section 5.l)
0 Functional view (Section 5.2)

Messaging Interface view (Section 5.3)
Informational view (Section 54)
Operational view (Section 5.5)
Physical Interface View (Section 5.6)

5.1 Logical Reference Architecture

As shown in Figure 5-1, this section introduces the logical concepts ofthe CableHome domain, logical
elements, and the CableHome devices.

W H
.|CU 'IIF‘5

Cab H OlT|e cabgfgzzme Cab/eHo/[19
Domain “WBoundary

' Hesia'enI‘ia/ ' ' '
Gateway

NCe::':r1< Portal
|l’°“='5l 5 Services Anni! col ions

CameNetwork

Figure 5-1 — CabIeHome1.1 Key Logical Concepts

5.1.1 CableHome Domains

The CableHome domain represents the set of network elements that are compliant with the CableHome
specification, and is diagrammatically represented as a shaded region in Figure 5—| . This region serves as a
visual tool to clearly identify those elements within the home network that are CableHome compliant.
Elements that reside within the CableHome domain (i.e., compliant elements) are directly or indirectly
manageable by cable operators.

5.1.2 CableHome Devices

The CableHome architecture identifies devices in order to lend tangible context to the CableHome logical
elements described in Section 5.1.3. CableHome device definitions provide an informative way of

 :._;
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depicting home network topology, as well as logical elements located within the home network, but are not
considered definitive or restrictive. CableHome l.l devices include the CableHome Residential Gateway
and the CableHome Host.

The CableHome Residential Gateway device represents the physical location of the Portal Services (PS)
logical element, which is described in Section 5.1.3.1. The CableHome Residential Gateway has a single
WAN interface, a single PS logical element. and may have one or more LAN interfaces.

The CableHome l.l specification uses the term LAN [P Device to refer to any LAN Host that implements
an IPv4 stack. including a DHCP client. A LAN IP Device that implements CableHome functionality,
making it compliant with the CableHome specification, is referred to as a (‘ahleHome Hos! device. A LAN
lP Device without CableHome functionality is referred to as a Host,

The CableHome Host device represents the physical location of the Boundary Point (BP). The BP, defined
in Section 5.l .3 .2, enables CableHome Hosts to interact with CableHome Residential Gateways. The
CableHome Host has only one LAN interface in the CableHome Domain.

CableHome assumes a home networking topology with only one DOCSIS cable modem (CM) and one
CableHome Residential Gateway on the home LAN. It is assumed that the DOCSIS CM is the only direct
connection to the HFC. Ideally, the CableHome Residential Gateway will be directly connected to the CM
with no other devices attached between the CM and CableHome Residential Gateway, in order for the
CableHome Residential Gateway to provide the specified protection to the home network. All LAN Hosts
are connected to the LAN behind the CableHome Residential Gateway.

5.1.3 Logical Elements

The CableHome architectural framework introduces the concept of logical elements. CableHome logical
elements are logically bounded functional entities that can generate and respond to CableHome specified
messages. Cl.ll1|ltZ“UI'J.'H.' Iugicill elements 0])1:I':lttZ at the |I’prn1.ocnl layer and above, thus remaining
independent ufaniy t'1£lIlll.‘lll:ll'11|lI_‘¢‘:ait:tll network lectmnltsgy. They also include the ability to gather and
communicate 'nil'ornt:|tiu:I as needed to di-tum-er. iiiiuiitgc. and deliver services over CableHome networks.
CableHome l.l defines a logical entity specific to each CableHome Device: The PS logical entity
encapsulates CableHome functionality defined for CableHome Residential Gateways and the BP logical
entity encapsulates CableHome functionality defined for CableHome Hosts (see Section 5.1.2 for a
description of the CableHome Devices).

5.1.3.1 Portal Services (PS)

The CableHome Portal Services is a logical element that provides in-premise and aggregated security,
management, provisioning, addressing, and QoS services. The term “ponal" is used to indicate services
that interface the WAN to the LAN. This section describes features of the CableHome Portal Services
logical element.

5.1.3.1.1 Standalone PS and PS with Embedded Cable Modem

The two primary components possible within a CableHome Residential Gateway. the DOCS IS Cable
Modem (CM) and the Portal Services (PS) element, may use shared or independent hardware and software
resources. it is this resource sharing between the CM and PS that distinguishes the Standalone PS from anEmbedded PS.

A Standalone PS MUST NOT share hardware or software components with a CM. The separation of the
CM from the standalone PS MUST appear to the PS as a simple disconnection of its WAN — i.e., the PS
will continue frilly functional as if it had the WAN disconnected. Otherwise, the PS will be considered
Embedded. Given these definitions, it is possible that a PS might reside within the same physical enclosure
as a CM. yet still be considered a Standalone PS.
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The CM and the PS are considered to be separate elements in the Smndalone and Embedded cases, and
respond to unique management addresses. In the Embedded case, the CM and PS share hardware or
software components. but from the management perspective. they are separate entities.

Figure 5-2 illustrates the Standalone and Embedded PS, In both of these cases, the combination of a CM
and a PS is considered to embody the concept of the HA device.

""'1T;aa....;I&..""‘
Standalone PS

HA-"Device with

Embedded P5

1 I
1 I
1 I
1 I

4 1 I
1 I
1 I
1 I
1 I

Standalone Cable Modem L I I Ph v 1
CPE interface 09 cfimgrrfaceyswa

Figure 5-2 — Standalone PS and PS with Embedded CM

5.1.3.2 Boundary Point (BP)

A Boundary Point (BP) is a logical element which encapsulates all of the Cableflome functionality defined
for a Cab1eHome Host. This functionality includes messaging and behavior required for device and
application discovery by the cable operator, as well as for enabling prioritized QoS on the home network.
The BF interacts with the PS in order to convey device and application information and to query cable
operator—provisioned preferences for application priorities.

5.1.4 Address Realms

An Address Realm is defined as “a network domain in which the network addresses are uniquely assigned
to entities such that datagrams can be routed to them” [RFC 2663]. Within the CablcHome 1.l
specification, address realms are categorized as WAN address realms and LAN address realms. (See Figure
5-3).
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WAN Address Realm LAN Address Ream;

LAN '
IP-DSVIUG __;

' 11 ' 11..-m

_ ITHEP l'1|l".n l 2'
Mso ' ' _ - "

;. Networkw '. LAN _
- (Headland) , I _ _ IF-Device

Figure 5-3 — Cab|eHome Address Realms

WAN addresses reside in one of two realms: the WAN Management Address Realm (WAN-Man), or the
WAN Data Address Realm (WAN~Data). LAN addresses also reside in one of two realms: LAN
Passthrough Address Realm (LAN-Pass), or LAN Translated Address Realm (LAN-Trans). The properties
of these addressing realms are as follows:

- The WAN Management Address Realm (WAN-Man) is intended to can'y network management traffic
on the cable network between the network management system and the PS element. Typically, addresses
in this realm will reside in private IP address space.

The WAN Data Address Realm (WAN-Data) is intended to carry subscriber application traffic on the
cable network and beyond, such as traffic between CableHome Hosts and Internet hosts. Typically,
addresses in this realm will reside in public IP address space.

The LAN Translated Address Realm (LAN-Trans) is intended to carry subscriber application and
management traffic on the home network between Cablel-[ome Hosts, LAN IP Devices. and the PS
element. Typically, addresses in this realm will reside in private IP address space, and can typically bereused across subscribers.

The LAN Passthrough Address Realm (LAN—Pass) is intended to carry subscriber application traffic,
such as traffic between CableHome Hosts, LAN lP Devices and lntemet hosts. on the home network,
cable network, and beyond. Typically, addresses in this realm will reside in public IP address space.

On the LAN side, the addresses in the LAN Passthrough Address Realm (LAN—Fass) are directly extracted
from the addresses in WAN Data Address Realm. These are used by LAN [P Devices and applications
such as PacketCable services that are intolerant of address translation and require a globally routable [P
address. Additionally on the LAN side. LAN [P Devices may be assigned translated addresses from the
LAN Translated Address Realm (LAN-Trans).

Physical LAN interfaces in the PS are assigned an index in accordance with the lnterfaces Group MIB
[RFC 2233] as described in Section 63.3.1 .4.8 Interfaces Group MIB. A virtual LAN interface aggregating
the physical LAN interfaces is also defined for the PS in Section 6.3.3.1 .4.8. The LAN—side IP address
defined for the P5 is “bound” to this virtual interface. PS DHCP and domain name server functions, and
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the PS router function, are applications implemented in the PS addressed using the LAN-side IP address
bound to the virtual LAN interface.

5.2 CableHome Functional Reference Model

CableHome Functions are lP—based services defined in the CableHome specification to be implemented by
the PS, the BP. or the cable operators data network, and support the delivery of cable—based services.
CableHome functions are defined for each of the major CableHome specification areas: Provisioning,
Management, Security, and Quality of Service.

Sub-elements are defined for both the PS and the BP. Sub—elements represent groupings of related
functionality within the PS and BP. The PS and BP logical elements can contain any number of sub-
elements. and sub—elements may themselves contain sub-groupings of functions (i.e. sub-elements within
sub-elements).

Applications

' CableHome CH H06!BF

Domain
Residential

Gateway
Cable Hm,

"‘9‘W°'K Network(DDCSISI
Applicul ions

Figure 5-4 — CableHome Sub-elements

The PS contains a number ofsub—elements, which are introduced below. Within the Boundary Point there
are two primary sub elements, the Management Boundary Point (MBP) and the Quality of Service
Boundary Point (QBP). which define CableHome discovery and management, and CableHome QoS
functionality, respectively The QBP contains additional sub—elements of its own.

5.2.1 CableHome Management and Provisioning Functions

To support the CableHome requirements during the provisioning and management of Cablel-{ome Hosts
within the home, CableHome uses management and provisioning functions that reside in the cable data
network. and defines functions for the PS and for the BP. Cable network-based management and
provisioning functions include a number of services used by CableHome—defined management and
provisioning processes. Portal Services management and provisioning functions are located within the
CableHome Residential Gateway and include server-like, client—like, and other types of functionality.
Boundary Point functions are found within CableHome Hosts and typically include client as well as other
types of functionality. Examples of Cable Network. PS. and BP functions are introduced in Table 5—l .
Table 5-2, and Table 5-3 and are illustrated in Figure 5-5.

Table 5-1 — Cable Network Man_agernenI Functions

Cable Network Management Functlons Description
Cable Network DHCP Server The DHCP server is a cable network component that provides address

information for the WAN-Man and WAN-Data address realms to the PS
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Cable Network Management Functions

Cable Network Management Sewers

Description

The Cab|eHome management messaging, download, event notlticatlon
sewers including protocols such as SNMP, SYSLOG. and TFTP [RFC
2349]

Cable Network Time of Day Server The time of day iToD) sewer provides clients with the wrrerit time at day

Management Portal Functions

Cab|eHome Address Portal (CAP)

Table 5-2 -— T-‘S Mgtnggoment and Provisioning Functions
Description

Within the PS, the CAP interconnects the WAN and LAN address realms
for data traffic. (See CAT/Pessthrough)

CaoIeHoma Address Translation (CAT) A sub-function of the CAP, a CAT translates public IP network
addresses on the WAN—Data side of the CAP to private IP network
addresses within a single logical subnet on the LAN-Trans side

—iPassthrough A sub-function of the CAP, the Passthrough function bridges packets on
the WAN-Data side of the CAP to the LAN-Pass side unchanged.

Cab|eHome Management Portal (CMP) The function that provides an interfaces between the M80 and the PS -database.

Cab|eHome DHCP Portal (CDP) Address information functions (eg, those transmitted via DHCP)
induding a sewer for the LAN realm and a client for the WAN realms

Cab|eHome Naming Portal (CNP) The CNP provides a simple DNS service for LAN IP Devices requinngnaming services.

CabIeHome Testing Portal (CTP) The CTP provides a remote means to initiate pings and loopbacks withinthe LAN.
HTTP Server HTTP is the transport protocol used to convey SOAP messaging on the

LAN The PS contains an HTTP server which serves date upon EIP
requests

XML and SOAP Parsers SOAP and XML are used for messaging on the LAN. The PS contains
parsers for both

‘Tables-3 — BP Management and Provisior_i|_ng Functions
Management Client Functions

Cable Home Host DHCP Client

Description

The Cab|eHonie DHCP client function is a in-home component used
during the LAN IP Device provisioning process to dynamically request IP
addresses and other logical element configuration information.

CableHome Host Loopback responder Within LAN IP Device, the Ioopback responderloops data sourced from
the CTP Ioopback function back to the CTP loopback function.

HTTP Client HTTP is the transport protocol used to convey SOAP messaging on the
LAN The BP contains an HTTP client which requests data from the PS
housed HTTP server

H XML and SOAP Parsers SOAP and XML are used for messaging on the LAN The BF contains
parsers for both.

 

cabietobs” o4/09/o4

EXHIBIT A



490

CableHome 1.1 Specification CH-SP-CH1.1-I04-040409

CableHome

Management Domain CH Host

Figure 5-5 — CableHome Management Elements

5.2.2 CableHome Security Functions

To support the CableHome security requirements, C2tlJleH0me uses security functions that reside in the
cable dutu network and defines functions for the PS. Cable network-based security functions include
sewers used for key distribution. encryption. and authentication. Portal Services security functions are
located within the CableHome Residential Gateway includes client functions and other types of functions.
Examples of cable nctwork—bused and PS security functions are introduced in Table 5-4 and Table 5-5 and
are illustrated in Figure 5-6.

Table 5-4 — Portal Services Security Functions

Portal Service Security Functlons Description
The CSP communicates with Headend security servers‘ and includes
functions that provide client side participation in the authentication, key
exchange and certificate management processes. other security
functions include management message security, participation in secure
download processes. and remote firewall management.

CableHome Security Portal (CSP)

Firewall (F\N) The Firewall provides functionality that protects the home network frommalicious attack.

Table 515 — Cable Network Security Function
cable Network security Functions Description

Key Distribution Center iKDC) Sewers The key distribution center (KDC) sewers provide secunty services to theCSP and include functions that participate in the authentication and key
exchange processes.
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Figure 5-6 — Cab|eHome Security Elements

5.2.3 CabIeHome Q08 Functions

To support the CubleHon1c Quality of Service requirements. Cablel-lomc dcfines functions for the PS and
the BP. Portal Services QoS functions are located within the CuhleHome Residential Gateway and include
a server function and other types of functions. BP QoS functions are located within CubleHorne Host
devices and include at client and other types of functions. Examples of PS and BP QoS functions are
introduced in Table 5-6 and Table 5-7 and are illustrated in Figure 5-7.

TabIi§5-8 — Portal Services Obs Functions
Portal Service Qos Functions Description

(.108 Characteristics Server (QCS) Acquires Q05 priority information for applications from the cable network
management system
Acquires BF’ application list from the BP. Provides infomiatlon about
application priorities to the BP. as established by the cable operator.

Qos Forwarding and Media access (QFM) Orders the packets amving from multiple LAN interfaces to the PS andforwards them to a destination LAN interface according to their priorities
Also provides pnoritized access to the shared media during the packet
transmission based on the packet priority

Table 5-7 — BP 0115 Function
Boundary Point (205 Functions Description

QoS Characteristics Client (QCC) Provides information to the PS about applications residing on the
Cab|eHome Host and also requests information about application priorities
established by the M50 Also provides prioritized access to the shared
media during the packet transmission based on the packet priority
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CableHorne QoS Domain

Cable
Headend

Figure 5-7 — CabIeHome QoS Elements

5.3 Cab|eHome Messaging Interface Model

Communication between the functions in the cable data network, CableHome Residential Gateway, and
LAN IP Devices occur on messaging interfaces identified and labeled in Figure 5-8. The types of
messaging interfaces are differentiated by the elements that are involved in the communication.

HE-BP Messaging
I mt er f ace

HE PS
Messaging
I nterf ace pg,Bp

Messaging I nterf ace
Cable Home

Network Network

Figure 5-8 — Cab|eHome Heterence Interfaces

Table 5-8 identifies interfaces for which Cab1eHome specifies messaging.
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Table 5-5 — Valid lnterlaoe Paths to: Each Functionality

CH-SP-CH1.1—l04-040409 Cab|eHomeTM Specifications

Functionality
Name service DNS Unspecified Unspecified Ceb|eHome 1 1

Software Download TFTP CableH ome 1 1 Unspecified Unspecified
Address Acquisition DHCP CableHome 1 1 Unspecified Cab|eHome 1 1

Management
(single) SNMP Cab|eHome 1 1 Unspecified Unspecified

(bulk) TFTP or H1'|'P Cab|eHoi'ne 1.1 Unspecified Unspecified
Event Notification SNMP CableHome 1.1 Unspecified Unspecified

SYSLOG CableHome 141

005 Packetcable Qos Unspecified Pecketcable
Protocols. Cab|eHome
Priorities
SOAP/XML

CableHome1.1

CabIeHome 1 1 Unspecified UnspecifiedSecurity (key distribution) Kerberos
CabIeHome 1.1 Unspecified Unspecified

Cab|eHome 1 1
Security (authentication) Kerberos or TLS
Ping ICMP Cab|eHome 1.1 Unspecified

LoopbackIEcho LJDPITCP Unspecified Urispecilied CabisHome 1 1
Application Discovery SNMP cebleHome 1 1 Unspecified

SOAP/XML Cab|eHome1.1

5.4 CabIeHome information Reference Model

The operation of the C:1bleHome management model is based upon a store of infonnation maintained in the
PS by the various sub-elements of the PS (CAP. CDP, CMP. etc .). These sub—elements need a means of
interacting via infoi-rnation exchange, and the PS Database is a conceptual entity that represents a store for
this information. The PS Database is not an actual specified database per se, but rather a tool to aid in the
understanding of the information that is exchanged between the various Cable!-lome elements.

Figure 5-9 shows the relationship between the database and the PS functions. Table 5-9 describes the
typical information associated with each of these functions. Figure 5-10 shows a detailed example
implementation indicating the set of information, the functions that derive the information, and the
relationships between the functions and the information.
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PS
WAN st~ti\,i_t= ,_1't-‘_rt-I_ 5 SYSLOG ,.

Management ' I -TInterface

Figure 5-9 — PS Function and Database Relationship

The PS Database stores a myriad of data relationships. The CMP provides the WAN management interface
(SNMP) to the PS database. The Cab1eHome functions within the PS enter and revise data relationships in
the PS Database. Additionally, the Cab1eHume Functions within the PS may retrieve information from the
PS Database that is maintained by other Cable!-tome Functions within the PS.

Table 5-9 — T Ical P5 Database information examples
Usage [In general)

CDP Information information associated with addresses acquired and allocated via DHCP
CAP information Information associated with CableHorria address translation mappings
CMP information lnfonnation associated with the state of the PS functions. Informationabout Cal::|eHome Host devices

CTP information information associated with results of LAN test performed by the CMP
CNP infonnation Infonriation associated with LAN IP Device name resolution.
USFS information Information associated with the Upstream Selective Forwarding Switchfunction

CSP information Information associated with authentication, key exchange, etc
Firewall information Information associated with the behavior of the Firewall (ruleset), firewall

events and logging
Event information Information associated with the local log for all general events, traps, etc.
CableHome Host Device Information BP Device Profile information collected through BP_Init messaging fromCabIeHome hosts

CableHome Host Qos Characteristics i Qos Characteristics received from cable operator and Q08 Profilelnfonnation information received from the CabIeHome hosts via BP_|nil Messaging
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CM
ManagamenIP address
|prwata)SNMP V3

GTF CNPmtammimn
USF Firewalli rmatlan mimmsllan

inlormallunHA-PSIWAN-sidemanagement
Figure 5-10 — PS Database Detailed Example Implementation

The PS is primarily managed from the WAN via the CMP. and to a large degree this involves access to the
information in the PS Database. Management is used for initialization and provisioning of the PS
functions, and remote diagnostics or status of the LAN. The diagnostics may rely on the CTP to get better
visibility into the current state of the LAN. Connectivity and rudimentary network performance can bemeasured.

The CNP is the LAN Domain Name Server (DNS). All LAN—Trans LAN [P Devices are configured hy the
CDP to use the CNP as the primary Name Server. The CNP resolves textual host names of LAN IP
Devices, returning their corresponding [P addresses and in addition, refers LAN [P Devices to external
DNS servers for requests that cannot be answered from local information.

The CDP contains the address functions to act as the DHCP server in the LAN—Trans realm and
implements a DHCP client in the WAN realms.

The CAP creates address translation mappings between the WAN-Data and LAN—Trans address realms.
The CAP is also responsible for Upstream Selective Forwarding Switch decisions to preserve HFC
upstream channel (WAN) bandwidth from the local LAN only traffic. Fina1ly.thc CAP contains the
Passthrough function, which bridges traffic between the LAN and WAN address realms.
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The CSP provides PS authentication capabilities as well as key exchange activities.

The CQP is pan of a system that enables CableHome QoS.The CQP provides CableHome traffic prioritiesas well as differentiated media access functions.

5.5 CableHome Operational Models

The functionality of the Portal Services element is compatible with a variety of cable network
infrastructures, which are accommodated by a number of different PS operational modes. These various
operating modes enable the PS to function properly within a DOCS lS 1.0, DOCSIS l.l and DOCSIS 2.0
infrastructure. as well as within an Extended CableHome infrastructure. The Extended CableHome
infrastructure huilds upon DOCSIS l.0, l.l, and 2.0 infrastructures to enable additional services, and
incorporates a number of capabilities that are similar to those within a PacketCable provisioning system.

For the purpose of configuration. the PS may operate within one of two provisioning modes:
0 The DHCP Provisioning Mode
I The SNMP Provisioning Mode

If the PS is not configured to operate in either DHCP Provisioning Mode or SNMP Provisioning Mode, it
assumes that the Cable!-Iome back office support is not currently available, and will default to operate in
Dormant CableHome Mode. [n Dormant CableHome Mode, the CableHome Residential Gateway will be
fully operational from the user perspective, but it will not be operator configured or managed.

When the PS is configured to operate in DHCP Provisioning Mode, it can be configured to begin a
Transport Layer Security (TLS) session over HTTP in order provide secure download of PS and Firewall
configuration files.

When the PS is operating within the DHCP Provisioning Mode, it can operate in one of two Network
Management sub—modes:
0 NmAccess Mode
u SNMP v3 Coexistence Mode

When the PS is configured to operate in SNMP Provisioning Mode, it operates in SNMPV3 Coexistence
Network Management Mode only.

Figure 5-1 I illustrates the various PS operational modes along with the associated triggers for each. See
Section 7.3.32.4 (CDC Requirements) for a full description of provision mode determination.

 __
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Figure §—_11 —1PS OperationaI_Modes

Table 5-10 describes the infrastructures within which each PS mode is intended to operate.

SNMP Provisioning Mode

Table 5-10 — PS Infrastructures

capability Directly Eftected

Configuration file download.

lnterl-dad lnfraslmeture

Extended CabieHome Infrastructure

DHCP Provisioning Mode Configuration tile download. DOCS|S1.D, 1 1, and 20 infrastructures
with Cab|eHome support

DHCP Provisioning Mode: withTLS/H'|‘|'P Secure configuration file download DOCSIS1 D, 1 1, and 2.0 infrastruotures
with CabieHome and TLS support

DHCP Provisioning Mode:
NmAci:ess Network
Management Mode
DHCP Provisioning Mode:

SNMP version used between NMS
and PS

:_..i
SNMP version used between NMS

SNMP Coexistence Network and PS
Management Mode

DOCS|S1r0 infrastructure (SNMP v1Iv2)with CabIeHon-ie support

DOCSIS1.1 and 2 0, and Extended
Cab|eHome Infrastructures (SNMP v3)
with Cab|eHome support

Dormant CabIeHome Mode Configuration and Management No Cab|eHome support

5.6 Physical Interfaces on the CableHome Residential Gateway’

There are many types of physical interfaces that may be implemented on a device containing PS
functionality. Several are described in the following list:

0 WAN Networking Interfaces, to the cable network via the cable modem acting as a transparent bridge
for it PS with an embedded cable modem, and other WAN Networking Interfaces, intended for WAN
connection, in the Standalone PS case.

I LAN Networking Interfaces for connection to LAN IP Dev ices and Cablcflome hosts.

7 Revised title and lust bullet paragraph per ECN CHI i-N-03.0090-2 by G0 on [2/5/03
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Hardware Test Interfaces, such as JTAG and other proprietary approaches. which are pan of the
silicon and don't always have software controls to turn the interfaces off. These interfaces are hardware
state machines that sit passively until their input lines are clocked with data. Though these interfaces can
be used to read and write data, they require an intimate knowledge of the chips and the board layout and
are therefore difficult to “attack”. Hardware test interfaces MAY be present on a device implementing
PS Functionality. Hardware test interfaces MUST NOT be either labeled or documented for customerUSC.

Management Access Interfaces, also called console ports, which are communications paths (usually
RS-232. but could be Ethernet, etc.) and debugging software that interact with a user. The software
prompts the user for input and accepts commands to read and write data to the PS. If the software for
this interface is disabled, the physical communications path is disabled. A PS MUST NOT allow access
to PS functions via a Management Access Interface. (CableHome PS functions are defined by the
CableHome specification.) Access to PS functions MUST only be allowed via interfaces specifically
prescribed by the CableHome specifications. e.g., operator—controlled access via SNMP.

Read-only Diagnostic Interfaces can be implemented in many ways and are used to provide useful
debug, trouble-shooting, and PS status information to users. A PS MAY have Read-only DiagnosticInterfaces.

Some pmducts might choose to implement higher layer functions (such as customer premise data
network functions) that could require configuration by a user. A PS MAY provide the ability to
l.'Ill'Il_l__:lln: nun—(_‘:|bli.-.l-{urine ftilicunns. The P5 SH(}t_Z1.D implement a User Interface to enable user
unnllguritliuil uI'i1tMI-(‘uitlcltiuine I'uncliorLs' and Cui'Ilel-Ionic l‘unt.'lions. The User Interface is permitted
tn ptuvirle us-ur iluutrsé to Cuhlel ln|ne—tteI‘im:ii Itit-migcnicnt Iiirwtttans (i.e., to CableHome-defined MIB
iibjuuts}. but is rcquirctl to utlhen: in ulllllc npc1'atur—ct:ritigLin:tl access rules. Refer to Section6.3.3. I .4.2.2.
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6 MANAGEMENT TOOLS

6.1 lntroductionloverview

The C'ableHome Management Tools provide the cable operator with functionality to monitor and configure
the Portal Services (PS) element, to discover LAN [P Devices and the applications they offer. to remotely
check connectivity between the PS and LAN [P Devices, to provide Quality of Service policy to BPs in
support of prioritized (205 between CableHome Host devices. and to report on status and exception events
in the PS. This section describes and specifies requirements for these capabilities.

Differences between Management Tools defined in the CabIeHome 1.0 specification and those defined in
this specification are listed below:

- CableHome l.l adds the requirement for the PS to support SNMP management from any LANInterface

0 CableHome l.l adds the requirement for both the PS and the BP to support PS—BP messaging for the
cxchange of QoS priorities

- CableHome l.l adds the requirement for the BP to implement a device profile in XML format
I CableHome l.l adds the following MIB objects to the PS:

- objects needed to support prioritized Quality of Service on the LAN
- objects supporting enhanced firewall functionality
— objects enabling the cable operator to discover attributes of CableHome Host devices

6.1.1 Goals

The goals for the CablcHome Management Tools include:

- Provide a means for the cable operator to discover LAN lP Devices.
Provide cable operators with visibility to LAN [P Devices.
Provide cable operators with visibility to applications on CahleHome Host devices.
Define a method for passing QoS prion'ties to the applications on CableHome Host devices.
Define a minimum set of remote diagnostic tools that will allow the cable operator to verify

connectivity between the Portal Services element and any LAN [P Device.
I Provide cable operators with access. via the MIBs, to internal data in the PS element and enable the

cable operator to monitor CableHome—specified parameters and to configure or re—configure
Cah|eHome-specified capabilities as necessary.

I Provide a means for reporting exceptions and other events in the fortn of SNMP traps. messages to a
local log, or messages to a system log (SYSLOG) in the cable network.

6.1.2 Assumptions

The assumptions for the CableHome network management environment include the following:

0 CableHome-compliant devices implement the lntemet Protocol ([Pv4) suite of protocols.
0 CableHorne Host Devices implement a Device Profile and a Quality of Service Profile in XML format.
0 SNMP is used for the exchange of management messages between the cable network NMS and the PS

in the CableHome Residential Gateway device. SNMP provides visibility for the NMS to interfaces on
the PS, via access to internal PS data. through required MIBs.
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Any ofSNMPvl/v2c/V3 can be used as a management protocol between the NMS and the Cablel-iomePortal Services clement.

LAN IP Devices implement a DHCP client.
The Cab1eHome Residential Gateway and LAN [P Devices support ICMP.

The PING utility supplies functionality sufficient to provide the cable operator with the desired
information about connectivity between the PS element and LAN IP Devices.

6.2 Management Architecture

6.2.1 System Design Guidelines

The CableHome i.l Management Tools system design guidelines are listed in Table 6—l .This list provided
guidance for the development of the CableHome management tools specifications.

Table 6-1 — Management Tools System Design Guidelines
Reterence Management Tools System Design Guidelines

The PS Will implement SNMPV1/v2dv3 protocols to provide access to intemaiPortal Services data

The PS will be capable of issuing a an ICMP Request (Ping) command to any
LAN IP Device specified by the cable operator and store results in the PS
Database Remote Ping test results will be accessible through CTP MIB
obiecls.

The PS will be capable of executing a Connection Speed Test with a
specified LAN IP Device specified by the cable operator and store results in
the PS Database Remote Connection Speed test results will be accessible
through CTP MIB obiacts.
The P5 element will be capable of reporting events
The PS element vwii be capable of communicating with CableHome Host
devices in the LAN-Pass and LAN—Trans realms tor the exchange of device
attnbutes, Qos pnonties, and CabIeHome Host application infonnation,
in the event that the PS loses connectivity with the cable data network and its
applications, the Discovery function and LAN Messaging function will
continue to operate

6.2.2 Management Tools System Description

As shown in Figure o—l .(.'iih1cl-innit: Mtuiagenient 'l'i.i<iiu lIfi1l'tiiL'l:l.LlT1‘ l.‘UI‘I31i\l.'it'lI-lilii tbllrnuirig
components: (I l the C:ihicHoiiic Muniigenicnt Ptifllli tCMPi. :1; the (Jiihlei-tiirrii: 'i‘i.=si Pnriul (FTP), (3) a
Management iiilnrnintiuii Base lMiBi.tr-ll an SNMP Network MlllIi'.I_El€ITici'lt Sysiuiii tNi\rI.':') that is part of
the cable neiwurlt. li.l'Ii.i iii ll Device Pniiiio in XML l‘nrm:ii :ir:l'Ipit'.'IlII:'iiIt!i.l by eticli t_?:ilnIclrionit: i-lust device
(BP logical element).
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Figure 6-1 — CabIeHome Management Architecture
Lgwfass Realm

The cable data network NMS monitors and configures the PS by accessing the PS Database through MIBs
specified in Section 6.3 .15.] I474 The cable operator accesses CableHome Host Device and CableHome
Residential Gateway attributes through the PSDcv MIB [CH5] and through the QoS MIB [CH7], and
configures CableHome Host devices with QoS policy (in the form of QoS prioritics) using the PS as a
proxy.

Upon receiving DHCP ACKNOWLEDGE (DHCPACK) [RFC 2131] from its DHCP server the BP logical
element in each CableHome Host device initiates communication with the PS via a LAN messaging
interface. This messaging, in the fonn of Simple Object Access Protocol (SOAP) on Hypertext Transfer
Protocol (HTTP) transport, is done to inform the PS of device attribute information (Device Profile) and a
list of applications (QoS Profile) implemented in the CablcHome Host. When the PS receives the Device
Profile and QoS Profile it does the following:

I Stores the BP Device Profile information in a BP device profile MIB table
(cabhPsDevBpProfileTable).

The BF Device Profile enables the cable operator to discover information about Cab1eHome Host
devices in the LAN—Pass realm, and provides the cable operator with information about
CableHome Host devices in the LAN—Trans realm in addition to the information obtained via
DHCP messaging between the PS and the LAN-Trans BP.

[I Processes the BP QoS Profile information as described in Section 10.3 .2 .42 LAN lnfonnation
Exchange.”

The NMS can also directly communicate with LAN lP Devices in the CableHome LAN-Pass realm.

8 Revised this paragraph per ECN CH1 1-N-03.0109-l by KB on 4/5/04.
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The CableHome DHCP Portal. described in the Provisioning Tools section (Section 7), plays a role in basic
LAN lP Device discovery. Through DHCP communication between LAN IP Devices and the CDP, the
LAN IP Device provides its hardware address and may provide configuration information to the CMP
through DHCP Option codes. The CMP will use the information to populate CDP MIB LAN Address
Table (cabhCdpLanAddrTab1e) objects.

The CMP and CTP functional elements reside within the PS. The PS logical element may be co—resident
with an embedded cable modem or stand alone, without embedded cable modem functionality. as described
inSection5.l.3.l.l.

The CM and PS are separate and independent management entities. in the case of a PS with an embedded
cable modem, no data sharing between CM and PS is implied, with the following exceptions:

l. the software image download is controlled via the cable modem’s MIB,

. the MIB for SNMP [RFC 3418], the SNMP Group of MIB-2 (mib-2 l I) [RFC I213], the IP Group and
the lCMP Group of the SNMPv2 MIB for IP [RFC Ni 1]. and the SNMPVZ MIB for UDP [RFC 2013]
are allowed to be shared between the PS and CM.

In a PS with an embedded cable modem, the cable modem‘s docsDevSoftware objects are accessed to set
up, initiate, and monitor the download of a single combined software image. This process is described in
Section 1 L8, Secure Software Download for the PS.

Because of this management independence. the CM and PS respond to different and independent
management IP addresses. CM MIB UlJjI‘.'l.‘I.\ are only visible when the manager accesses them through the
CM management IP address. and are nnl vi.-.il-ill: via the PS management IP address (and vice—versa). The
SNMP access rights to the PS and CM entities MUS'l' be set independently. CableHome does not preclude
the use of a single SNMP agent for a PS with an embedded CM.

The Portal Services element supports SNMPV l , SN_MPv2c, and S.\lMPv3 protocols. Section 55 introduced
the provisioning modes supported by a CableHome Portal Services element, and Section 7 provides
additional detail about these modes. The provisioning mode in which the PS is operating partially
determines which version of SNMP the PS uses. Additional detail is provided in Section 6.3.3.

6.3 PS Logical Element - CableHome Management Portal (CMP)

The CableHome Management Portal (CMP) is a sub—element of the PS logical element. It serves as the huh
of management control of the PS and for discovery of devices present on the LAN.

The CMP aggregates and interconnects management information in the WAN-Mun and LAN—Trans
realms, since they are not directly accessible to each other.

6.3.1 CMP Goals

The goals for the CableHome Management Portal include:

- Enable the NMS to remotely view and update CableHome Address Portal (CAP) configuration
information

Enable the NMS to remotely view and update Firewall configuration information
Enable remote testing of connectivity between the CableHome Residential Gateway and LAN IP

Devices in the LAN-Trans realm, via the CableHome Test Portal (CTP)

Enable remote configuration of LAN lP Device Addressing parameters
Enable viewing of LAN IP Device information obtained via the CableHome DHCP Portal (CDP)
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Provide cable operator access to the attributes of CableHome Host devices and applications
implemented by CableHomc Host devices. acquired through the Cab1eHome discovery process

Support the exchange of device attributes, application list. and QoS priorities for applications between
the CableHome Residential Gateway and CableHome Host devices

Enable viewing of the results of LAN [P Device performance monitoring done by the Cableflome Test
Portal (CTP)

Enable the NMS to access other PS configuration parameters

Facilitate security by providing access to security parameters, and the use ofSNMPvl/v2c/v3 in the
appropriate network management mode

- Provide the capability to disable LAN segments

6.3.2 CMP Design Guidelines

The CableHome l.l CMP design guidelines are listed in Table 6-2. This list provides guidance for the
specification of CMP functionality.

Table 6-2 — CMP System DBGEQFI Guidelines?l_
Reference CMP system Design Guidelines

CMP 1 Interfaces will support the management and diagnosis teatures and functions required to support cable-
based services provisioned across the home network.

CMP 2 Loss of connection between broadband service provider[s) and the home network will not disable or
degrade the operation of intemai home networking functions

CMP 3 The home network will recover from a power outage‘ and devices connected to the home network must
return to the operational state they were in prior to the outage.

CMP 4 Home network devices will be easy to install and configure for operation, much like a home appliance.
CMP 5 The PS and LAN IP Devices Will support a protocol for discovering LAN IP Devices connected to thehome LAN.

CMP 6 The PS will provide to the cable operator‘ upon request. information about devices added to the homeLAN.

CMP 7 The PS and HP will support a protocol for exchanging Cab|eHome Host Device attributes and
applications implemented by Cab|eHome Host Devices, and the (205 priorities for those applications.

CMP B The PS will provide to the cable operator, upon request, information about CabieHome Host Device
attributes and applications implemented by CabIeHome Host Devices,

CMP 9 Discovery protocol message exchange within the home LAN will not noticeably degrade performance ofthe home LAN.

CMP 10 Discovery messaging will not propagate onto the WAN.

6.3.3 CMP System Description

The CMP is responsible for the following important CableHome capabilities:

I Enable management of the Portal Services functions from the cable operator‘s data network Network
Management System (NMS) by providing access to the PS Database and its state variables through
CableHome-specified Management Information Base (MIB) objects

Enable visibility to the PS Database for the subscriber through CableHome-specified MIB objects
Enable exchange of QoS priorities between the PS and BP

Enable the manager to remotely discover devices connected to the home LAN and the applications
running on them

Process and log event messages

 e—
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The CMP is comprised of the following four functions to support the management and discovery
responsibilities listed above. These functions are also shown in Figure 6- l:

1. SNMP agent function:

The SNMP agent function receives and processes SNMP messages from the WAN interface
through the WAN-Man IP address and from the LAN interface, through the PS Server Router IP
address. It provides access to MIB objects For the purpose of monitoring and/or configuring PS
and LAN [P Device functionality.

2. Event handling function:

The CMP reports events according to the settings of the docsDevEvent table settings. The list of
supported events appears in Appendix II.

3. Discovery function:

The CMP. through its discovery functionality, acquires infomiation about each CableHome Host
device and the applications on it. The CMP stores this infomiation in the PS database and makes it
available to an SNMP management entity. via the PSDCV MIB [CH5] and QOS MIB [CH7].

4. LAN Messaging function:

The CMP exchanges Q05 parameters and Device Profile attributes in XML format, with
CableHome Hosts across the LAN using Simple Object Access Protocol.

These functions are described in Section 6.3.3.! — Section 6.3.3.4.

6.3.3 1 CMP SNMP Agent Function

6.3.3.1.1 SNMP Agent Function Goals

Goals of the SNMP Agent function of the CMP are listed below:

I Receive and process SNMP messages received through PS WAN«Man and PS Server Router (LAN)[nterfaces

0 Provide SNMP manager access to the PS Database through CableHome-specified MlBs
- Enforce PS Database access rules defined by the docsDevNmAccessTable and VACM views

I Support authentication and encryption/decryption processes for SNMP defined by IETF RFCs
0 Adhere to SNMP implementation rules and guidelines defined by IETF RFCs

6.3.31.2 SNMP Agent Function System Design Guidelines

The system design guidelines listed in Table 6-3 guided development of SNMP Agent Function
requirements.

Table 6-3 —- g§_Ia_m Design Gu:tlel_lijIi;s
Reference SNMP Agent Function System Design Guidelines

The PS will provide remote access to manageable parameters in the PS database via Cab|eHome
specified MIB:

The PS WIII implement an SNMP agent compatible with existing cable data network management
systems
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Reference SNMP Agent Function System Design Guidelines

The PS will support access control methods enabling the cable operator to configure control oi‘ PSDatabase access

6.33.1.3 SNMP Agent Function System Description

The CMP SNMP Agent function serves as the hub of Management control for WAN side management
accesses and it gathers information For, and interconnects management of. WAN Management and LAN
network elements. it also supports management messaging, via SNMP through any LAN interface.

The CMP works in any of three network management modes:

I SNMP Provisioning Mode/SNMPV3 Coexistence Management Mode
I DHCP Provisioning Mode/NmAccess Table Management Mode
I DHCP Provisioning Mode/SNMPV3 Coexistence Management Mode

SNMP Provisioning Mode/SNMP Coexistence Management Mode

As described in Section 5.5. when in SNMP Provisioning Mode. the PS defaults to operating in SNMPV3
Coexistence Mode with SNMPvl and SNMPv2 not enabled, and uses Kerberos to distribute keying
material. User—based Security Model (USM) [RFC 34i4J and View-based Access Control Model (VACM)
[RFC 34l5J are supported to allow the cable operator to implement management policy for access to
CableHome-specified MIl3s.

DHCP Provisioning Mode/NmAccessTab1e Management Mode

As described in Section 5.5, when in DHCP Pmvisioning Mode. the PS defaults to operate in NmAccess
Table mode. In NmAccessTable mode, management access is controlled by the NmAccessTable of the
DOCSIS Device MIB [RFC 2669| and the SNMPV l/v2c protocols are supported.

DHCP Provisioning Mode/SNMPV3 Coexistence Management Mode

When the PS is operating in DHCP Provisioning Mode, the cable operator can populate the Coexistence
Table via SNMP set-request messages or via PS configuration file, thereby configuring the PS to operate in
SNMPV3 Coexistence Management Mode. For at PS configured to operate in SNM l‘v3 Coexistence Mode,
management access is controlled as described in [RFC 2576], the SNMPVI/v2c/v3 protocols are supported,
USM and VACM are supported, and SNMPV3 keying material is distributed using [RFC 2786] and TLVs
in the PS Configuration File.

Table 6-4 contains definitions for terms that are specific to the CMP.

Table 5-54 — Deiinition oi Terms

Management-control Read orwnte access to a set of parameters that control or monitor the behavior of the P8
P3 Database A set of parameters that controls or monitors the behavior of the PS element readable by the

WAN management system. it can be thought of as a repository of information describing thecurrent state of the PS.

User As defined in SNMP (section 2 1 of [RFC 3414]), a User has a name associated with it,
associated security deiinitions and access to a View

View A View is a set of MIB objects and the access rights to those objects Each View has a name
and it is associated with a User (section 2 4 o1'[RFc 3415]).

Ultimate The single authority that establishes, modifies, or deletes User IDs, authentication keys.
Authorization encryption keys, and access rights to the PS Database This User is entrusted with all

security management operations.
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Maintenance User A User that typically perfunns only read-only operations on the PS database. This is typically
used for performance monitoring and accounting.

operations are used for Configuration and Fault Management.Administrator User A User that typically performs both read and write operations on the PS database. These N

Examples of the types of "information that can be read or manipulated via Cablel-{ome Management—control
include the firewall policy settings, NMS-configured NAT mappings. remote diagnostic tool initiation and
results access, PS status, discovered device and applications information. and LAN address range
configuration. As will be illustrated later. the vitrinu-4 iuiinagtzmizrit iitussaiging inter|'tit.'t:-5 may have ttccess
rights to different sets of parameters. A C.:il‘ilt.-Httii1t.- I .l—t"tin1p|t".tnt PS supports acct.-is lu the PS llilllllli-J.‘.tII
through the MIB hierarchy from bath the WAN and LAN using SNMP. (.‘abli:Hniiit: I .|-uuiiipliaiii
CableHome Host devices can also oxcliaiitge ttiessngcs with the Cahtel-ltinit: lteuitlctitiitl Ciate-way u.-ting
XML—formatted data transported, via HTTP. Figure 6-2 indicates management messaging interfaces:

I NMS —CMP: management message exchange between the cable network NMS and the CMP.
- CMP - CablcHome Host/LAN—Trans: message exchange between the CMP and CableHome Hosts in

the LAN-Trans realm.

I CMP — CableHome Host/LAN-Pass: message exchange between the CMP and CableHome Hosts in
the LAN~Pass realm.

- NMS — LAN IP Device: management message exchange between the cable network NMS and LAN [P
Devices in the LAN-Pass realm. This managcmcnt messaging is outside the scope of the CableHome l.l
specification.

LAN Address Realm IWAN Address l-Realm

Management I - - LAN-Tf3|'lS
” §‘il‘-=-lem (NMS). RealmI "7' "

_. ‘Danie Network . ' . '63:‘:

{ Network

LAN-Pass
Realm

Figure 6-2 — CabIeHome Management Message Interlaces

Thc CMP is primarily a WAN (NMS) accessed and WAN controlled entity, but also supports access from
the PS LAN interface (Sewer Router address — usually the default gateway for LAN [P Devices in the
LAN—Trans realm). Additionally the CMP may be called upon to inform the cable network NMS of events
or transfer system log files as required. An example of a CMP implementation is illustrated in Figure 6-3,
to convey concepts for CMP functionality.
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Figure 6-3 — PS Block Diagram

The NMS management tools use SNMP to access and manage objects in the PS‘ if the PS is operating in
SNMPv3 Coexistence Mode, SNMPV3 provides NMS operator User authentication to the PS, view-based
access to the management information base (MIB) objects in the PS, and encryption of management
messages if requested.

The CMP SNMP agent function has the task of mapping the Object ID (OID) and the instance of the OID
for all the leaves within the functional blocks in the PS. such as the CAP or local storage such as the PS
Database.

A cable data network NMS operator may access or “manage“ CableHome Hosts in one of two ways The
cable operator can directly access Cab|eHomc Hosts using pass—through addressing between the cable
network and the LAN device element (BP) to be managed. The cable operator can also access BP Device
profile attributes through the PSDev MIB in the PS and a list of BP applications and their priorities through
the QoS MIB in the PS. The cable operator accesses these MIBs via SNMP set-request or SNMP get-
request messages issued to the PS WAN~Man IP address and the PS. acting as a management proxy,
accesses a BP using SOAP/HTTP. The cable operator can provision QOS Policy. in the form of QoS
priorities for CableHome Host applications, in the PS via SNMP‘

 —a
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6.3.33.4 SNMP Agent Function Flequirementsg

The PS MUST implement an SNMP agent compliant with IETF RFCs as indicated in Section 6.3.3.l.4.l .
“SNMP Protocol Requirements," on page 51.

When operating in DHCP Provisioning Mode or SNMP Provisioning Mode (cabhPsDevProvMode =
dhcpmode(1) or snmpmode(2)), the SNMP agent in the PS MUST only receive and process SNMP
messages from the WAN that are addressed to its WAN-Man IP address.

When operating in DHCP Provisioning Mode or SNMP Provisioning Mode (cabhPsDevProvMode =
dhcpmode(l) or snmpmode(2)), while in NAP'T or NAT Primary Packet—handling Mode
(cabhCapPrimaryMode = napttl) or nat(2)), the SNMP agent in the PS MUST only receive and process
SNMP messages from the LAN that are addressed to its LAN side CDP Server Router address
(cahhCdpServerRouter).

When operating in DHCP Provisioning Mode or SNMP Provisioning Mode (cabhPsDevProvMode =
dhcpmode(l) or snmpmode(2)). while in Passthrough Primary Packet-handling Mode
(cabhCapPrimaryMode = passthrough(3)), the SNMP agent in the PS MUST only receive and process
SNMP messages from the LAN that are addressed to its LAN side Well Known PS LAN IP Address
(l9’2,l68.0.l).

When operating in Dormant Cal1IeHome Mode (cabhPsDevProvMode = dormantCHmode(3)), the SNMP
agent in the PS MUST ignore all SNMP messages from the WAN and MUST only receive and process
SNMP messages from the LAN that are addressed to its LAN side CDP Server Router address
(cabhCdpServerRoutcr).

The PS MUST ignore SNMP messages received through any LAN interface addressed to the PS WAN-Man IP address.

In the case ofa PS co-resident with an embedded cable modem, i.c., an embedded PS, the PS and cable
modem MUST respond to different and independent management [P addresses.

The PS MUST implement ICMP Echo and Echo Reply Message types (Type 8 and Type 0) as described in
[RFC 792], and reply appropriately to Ping requests received on any interface.

If the PS is operating in DHCP Provisioning Mode (indicated by a value of'l' in cabhPsDevProvMode) the
PS MUST default to using SNMPVI/v2c for management messaging with the NMS and follow rules for
NmAccess mode and Coexistence Mode, described in Section 6.3.3.1 .42.1,“Network Management Modes
for a PS Operating in DHCP Provisioning Mode," on page 52.

[f the PS is operating in SNMP Provisioning Mode (indicated by a value of '2' in MIB object
cabhPsDevProv.\/lode), the PS MUST use SNMPV3 for management messaging with the NMS. following
rules described in Section 6.3 3.1.4.3, “Network Management Mode for a PS Operating in SNMP
Provisioning Mode," on page 54.

When the PS is operating in SNMP Coexistence Mode, the default Ultimate Authorization setting MUST
be WAN Administrator (CHAdministrator).

The PS MUST include - in the following specified order - the hardware version, vendor name, boot ROM
image version, software version, and model number in the sysDescr object (from [RFC 3418]). The format
of the specific information contained in the sysDescr MUST be as shown in Table 6-5:

9 Revised this section per ECN CH1 .l-N-03.0077-4 by CO on I2/2/03.
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Table 6-5 — Formal ol sysDescr Fieltfs

To Report Format of Each Field IHardware Version HWgREV: <hardwars version>
Vendor Name VENDOR: <»/endor name>
Boot ROM BOOTR. <boot ROM version>

Software Version SW_REV: <suftware version>
Model Number MODEL <model number>

The sysDescr MUST be composed of a list of five Type/Value pairs enclosed in double angle brackets. The
separation between the Type and Value is “: " - a colon and a blank space. For instance, a sysDescr of 2: PS
of vendor X, hardwarc version 5.2. Boot ROM version 1.4, software version 22, and model number X
would appear as follows:

anytext<<HWgREV: 5.2, VENDOR: X; BOOTR: l.4'. SW_REV: 2 2; MODEL: X>>any text

The PS MUST report in the sysDescr at least all of the information necessary to determine what software
and firewall policy versions the PS is capable of loading. If any Fields of the sysDescr object are not
applicable, the PS MUST report “NONE" as the value. For example, 21 PS with no BOOTR will report“BOOTR: NONE".

The value of the docsDevSwCurrentVers MIB object MUST contain the same software version
information as that contained in the software version information included in the sysDescr object.

When a PS and a CM are embedded in the same device, the sysDescr and docsDevSwCurrentVers objects
of the PS MUST report the same values as those of the CM.

The sys0bjectID object ot' the MIB-2 System group [RFC 3418] MUST be implemented and MUST be
persistent across device reset and power cycles.

The sysUpTime object ofthe MIB-2 System group [RFC 3418] MUST be implemented. SysUpTime is the
amount of time that has elapsed since the system reset.

The sysContact object of the MlB—2 System group [RFC 3418] MUST be implemented and MUST be
persistent across device reset and power cycles. SysContact returns the name of the user or systemadministrator if known.

The syslmcation object ofthe MIB-2 System group [RFC 3418] MUST be implemented and MUST be
persistent across device reset and power cycles.

The sysservices object of the MlB—2 System group [RFC 34l8] MUST be implemented and MUST be
persistent across device reset and power cycles.

The sysName object of the MlB—2 System group [RFC 3418] MUST be implemented and MUST be
persistent across device reset and power cycles. Querying sysName returns the system name.

The Interfaces Group MIB [RFC 2863] MUST be implemented in accordance with Appendix I and
requirements in Section 6.3.3.l.4.8.

The MIB-2 SNMP group [RFC 34l8] MUST be implemented.
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The snmpSetSerialNo object of the snmpSet group [RFC 3418] MUST be implemented. SnmpSetScriaiNo
is an advisory lock used to allow several cooperating SNMPV2 entities, all acting in a manager role, to
coordinate their use of the SNMPv2 set operation.

The PS MUST count LAN-to-WAN and WAN-to-LAN octets as defined by cabhPsDevLanlpTrafficTable
[CH5 1. according to the value of cabhPsDevLanipTrafficEnabled [CH5] .'“

When the PS element MIB objects are set to their factory defaults using the cabhCapSetToFactory.
cabhCdpSetToFactory, cabhCtpSetToFactory. or cabhPsDevSetToFactory MIB objects the corresponding
PS functionality MUST use these factory default settings for operation without having to re-provision thePS element.

6.3.3.l.4.i SNMP Protocol Requirements

The PS MUST adhere to or implement, as appropriate,the following IETF RFCS:

I “A Simple Network Management Protocol" [RFC l [57]
NOTE: This RFC has been declared “historic" by [RFC 3410]. The PS is required to support SNMPVI .

“Introduction to Community~based SNMPVT‘ [RFC [901 |
NOTE: This RFC has been declared “historic” by [RFC 3410]. The PS is required to support SNMPv2c.

“Introduction and Applicability Statements for Internet Standard Management Framework" [RFC
3410]

“An Architecture for Describing Simple Network Management Protocol Management Frameworks”
[RFC 341 1]

“Message Processing and Dispatching for SNMP” [RFC 34 l 2]
“Simple Network Management Applications“ [RFC 34 I3]
“User-based Security Model (USM) for the Simple Network Management Protocol" [RFC 34-I4]
“View—based Access Control Model (VACM) for the Simple Network Management Protocol” [RFC

3415]

“Version 2 of the Protocol Operations for the Simple Network Management Protocol (SNMP)“ [RFC
34 I 6]

“Transport Mappings for the Simple Network Management Protocol" [RFC 3417]
“Management Information Base (MIB) for the Simple Network Management Protocol (SNMP)" [RFC

3418]
“Coexistence between Version I. Version 2. and Version 3 of the Internet»Standard Network

Management Framework” [RFC 2576]

In suppon of SMIV2, the PS MUST implement the following IETF RFCs:

- “Structure of Management Information Version 2 (SMIv2)" [RFC 2578]
- “Textual Conventions for SMIV2" [RFC 2579]
I "Conformance Statements for SMlv2" [RFC 2580]

6.3.3.l .4.2 Network Management Mode Requirements

Section 5.5 introduced two provisioning modes. (DHCP Provisioning Mode and SNMP Provisioning
Mode) and two network management modes (N n1AccessTable Mode and SNMPv3 Coexistence Mode)
that the PS is required to support. Section 7.3.3.] and Section 7.3.3.2 provide additional detail about PS
operation in each of the two provisioning modes, in addition to Dormant CableHome Mode of operation.

'0 Deleted two previous paragraphs and added this per ECN CH 1 ,1-N-03051 by G0 on 07/07/03.
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This section describes rules for the network management modes the PS is required to support. Section
6.3.3. l .4.2.l and its sub-sections describe network management modes for a PS operating in DHCP
Provisioning Mode. Section 6.3 .15.! .4.3 and its sub»sections describe network management modes for at PS
operating in SNMP Provisioning Mode.

The PS can operate in SNMPV3 Coexistence network management mode, regardless of whether it is
configured to operate in DHCP Provisioning Mode or SNMP Provisioning Mode. It defaults to operation
in SNMPv3 Coexistence mode when operating in SNMP Provisioning Mode. When operating in DHCP
Provisioning Mode the PS defaults to operating in NmAccessTab1e network management mode, but can be
configured to operate in SNMPV3 Coexistence Mode.

Control of access to the MIBs implemented by the PS depends upon the network management mode in
which the PS is configured to operate. When the PS is configured to operate in NmAccessTable network
management mode, MIB access is controlled by writing to the docsDevNmAccessTable [RFC 2669].
When operating in SNMPV3 Coexistence Mode, access to the MIBs is controlled by the SNMPv3 tables
([RFC 2576]. [RFC 34l3J, [RFC 3414], and [RFC 34l5]). The SNMPv3 tables can be configured by the
NMS through SNMP Set commands, or via the PS Configuration File. Section 6.3 3.1 .4.6 Mapping TLV
Fields [nto Created SNMPv3 Table Rows describes how PS Configuration File configuration parameters
are mapped into these SNMPV3 tables.

6.3.3.1.4.2.1 Network Management Modes for a P8 Operating in DHCP Provisioning Mode

The PS MUST support SNMPv I , SNMPv2c, and SNMPV3 and SNMP Coexisteiace as described by [RFC
341 l] through [RFC 34l5] and [RFC 2576]. The PS MUST also support Nm.=M.'cc5sTulJlu mode art defined
by [RFC 2669|. Support for the network management modes for a PS operating in DHCP Prnvisinning
Mode is subject to the guidelines described in Section 6.3.3.l.4.2.2, Section 6.3.3. I .4.3,and Section6.3.3.l.4.4.

6.3.3.1.4.2.2 Basic Operation for a P8 Operating in DHCP Provisioning Mode

lnitial operation of the PS configured for DHCP Provisioning Mode can be thought of as having three
steps: (I) behavior of the PS after it has been configured for DHCP Provisioning Mode. but before its
network management mode has been configured via the PS Configuration File; (2) determination of the
network management mode, and; (3) behavior of the PS after its network management mode has been
configured. Rules of operation for each of these steps follow:

I. Once the PS has been configured to operate in DHCP Provisioning Mode (indicated by tl
cabhPsDevProvMode value of ‘l' (DHCPmode)), but before it has been configured for a network
management mode, the PS MUST operate as follows:

All SNMP packets are dropped.
None of the SNMPv3 MIBs (Community MlB,TARGF.T-MIB. VACM-MIB, USM—MlB,

NOTIFICATION—MlB) are accessible to the SNMP manager in the NMS.
None of the elements in the SNMP-USM—DI-l—OBJECTS—MIB is accessible to the SNMP manager in

the NMS.

The PS Configuration File specified in the DHCP OFFER is downloaded and processed.
Successful processing of all MIB elements in the PS Configuration File MUST be completed before

beginning the calculation ofthe public values in the USMDHKickstart Table.

. If it PS is operating in DHCP Provisioning Mode, the content of the PS Configuration File determines
the network management mode, as described below:
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The PS is in S.\IMPvl/v2c docsDevNmAccess mode if the PS Configuration File contains ONLY
docsDevNmAccess Table setting for SNMP access control.

Ifthe PS Configuration File does not contain SNMP access control items (docsDevNmAccessTable or
snmpCommunityTable or TLV 34.l/34.2 or TLV38), then the PS is in NmAccess mode.

lf the PS Configuration File contains snmpCommunit)/Fable setting and/or TLV type 34.1 and 34.2
and/or TLV type 38, then the PS is in SNMP Coexistence Mode. In this case. any entries made to the
docsDevNmAccessTable are ignored.

. After completion of the provisioning process described in Section l3.2 (indicated by the value ‘pass’ (1)
in cabhPsDevProvState), the PS operates in one of two network management modes. The network
management mode is determined by the contents of the PS Configuration File as described above. Rules
for PS operation For each of the two network management modes follow:

NmAccess Mode using SNMPV l/v2c

The PS MUST process SNMPV l/v2c packets and drop SNMPV3 p.dl:kelS4
docsDevNmAccessTablc controls access and trap destinations as described in [RFC 2669]. The PS

operating in NmAccess Network Management Mode MUST enforce the management access policy, as
defined by the NmAccess Table, for any access to the CableHome-specified MIB objects. regardless of
the interface (such as a vendor-specific graphical user interface (GUl)) or access protocol used."

None of the SNMPV3 MlBs (Community MIB, TARGET—MlB, VACM-MIB, USM-MIB,
NOTIFICATION-MIB) is accessible.

When the PS is operating in SNMP vl/v2c .\lmAccess mode it MUST support the capability of
sending traps as specified by the following MIB object (proposed MIB extension to the
docsDevNmAccess table):

DocsDevNmAccessTrapVersion OBJEC'l‘—TYPE

SYNTAX INTEGER {

Disables NMPv2trap( I ) ,

EnableSNMPv2lrap(2),

)

MAX—ACCESS read»create

STATUS current

DESCRIPTION

“Specifies the TRAP version that is sent to this NMS. Setting this object to
disableSNMPv2trap

(1) causes the trap in SNMPvl format to be sent to particular NMS. Setting this object to

EnableSNMPv2trap(2) causes the trap in SNMPVZ format be sent to particular NMS"

DEFVAl.{ DisableSNMPv2trap }

::={docsDevNmAcess Entry 8}

" Revised this bullet statement per ECN CH1 .I-N—03.00-)0-2 by G0 on 12/5/03.
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Coexistence Mode using SNMPV l/v2c/v3

When in SNMP‘/3 Coexistence Mode, the PS MUST support the "SNMPV3 lnitialization" and
“DH Key Changes" requirements specified in Section ll.4.4.l.3 and Section ll.4.4.l.4. These
requirements include calculation of USM Diffie—Hellman Kickstart Table public parameters. The
following rules for PS operation apply during and after calculation of the public parameters
(values) as indicated:

During calculation of USMDHKickstartT-able public values:

I The PS MUST NOT allow any SNMP access from the WAN.
0 The PS MAY continue to allow access from the LAN with the limited access as configured

by USM MlB.community MIB and VACM—MlB.

After calculation of USMDHKickstartTable public values:

0 The PS MUST send the cold start or warm start trap to indicate that the PS is now fully
SNMPV3 manageable.
SNMPVI/\/2c/v3 Packets are processed as described by (RFC 34l l]. [RFC 3412]. [RFC
3413], [RFC 34 l4], [RFC 34|5], and [RFC 2576].
docsDevNmAcccssTable is not accessible.

Access control and trap destinations are determined by the snmpCommunityTable,
Notification MIB, Target MIB, VACM-MIB, and US M—MlB.The PS MUST enforce the
management access policy, as defined by the VACM View configured by the cable operator,
for any access to the CableHome—specified MIB objects, regardless of the interface (such as a
vendor specific graphical user interface (GUl)) or access protocol used.”
Community MIB controls the translation of SNMPV l/v2c packet community string into
security name which select entries in the USM MIB. Access control is provided by theVACM MIB.

I USM MIB and VACM MIB controls SNMPV3 packets.

0 Trap destinations are specified in the Target MIB and Notification MlB.

In case of failure to complete SNMPV3 initialization for a User (i.e,, NMS cannot access the PS via
SNMPV3 PDU), the USM User Table for that User MUST be deleted, the PS is in Coexistence Mode, and
the PS will allow SNMPVI/v2c access if and only if the community MIB entries (and related entries) are
configured.

6.3 .3.l .4.3 Network Management Mode for a PS Operating in SNMP Provisioning Mode

If the PS is operating in SNMP Provisioning Mode following DHCP ACK (as indicated by a value '2'
(SNMPmode) for cabhPsDevProvMode), it operates in SNMPV3 Coexistence Mode using SNMPV3 by
default for exchanging management messages with the NMS, and uses Kerberos for exchanging key
material with the KDC. following rules described in this section. Just as when the PS is operating in DHCP
Provisioning Mode and has been configured for SNMPV3 Coexistence network management mode, when
the PS is operating in SNMP Provisioning Mode and SNMPv3 Coexistence network management mode it
is required to ignore attempts to con figure the docsDevNmAccessTab1e.

6.3.3. 1 .4.4 Management Views

The management controls defined for CableHomc arc in the CMP function of the PS. Settings, based on
management mode, define the access rights that are granted to a User for access to the Portal Services

'2 Revised this bullet statement per ECN CH1 .|-N-03 0090.2 by G0 on 12/5/03.
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database, through CableHome—speciFed MIBs, via SNMP from the PS WAN-Man or LAN Server Router
interfaces. A single User is defined by the CableHome 1.1 specification.

The concept of Management Views was introduced with SNMPV3, and is defined in [RFC 3410] through
[RFC 3415] and [RFC 2576]. It is a method for specifying what user(s) is/are allowed to access which MIB
ob_ject(s).

Figure 6—4 illusmtli.-.~. snnie possible tiulilitgeiaaunt View for the P5. A WAN Administrator View
(CHAdministraIor vicwl untl ll. WAN Adiniiiixtrzitiir Us-CI’ tCHAdn1inisuutor user) are defined by
Cableflome 1.1, Other Viisws IIl11.l llsurs. such .124 III: WAN lhluintcnulme Vii.-w, the LAN Administrator
View. or the LAN User View can be established hy the Ultimate Authorization (CHAdministrator),
following rules defined in [RFC 3414] and [RFC 3415].

I WAN Maintenancezview i LAN Administratorviewj

_ |_WAN Adm in—istrator_ |7LAN User View J
_ _ We _ _ T9.

-‘I

Figure 6-4 — Management Views

Mllililgcii ptlriutiietera defined by C‘nhleHome are «lured in the PS nlll.LibIL's'«L'. As shown in Figure 6-4, there
IS :1 cumept of Access Views into the PS Database iilI'l(l. '1’!-i Cnmrul. Wl‘1ll.1l‘l allows simultaneous
Intinagu.-ntcnl frorn both the LAN and WAN by dctiliing Miirntgcmeni \"lt.'W'-1 into the PS Database and PS
Control The Viexvs an: a l'l‘lECl'1llI'll!1[‘|l to provide privacy and Hct:urity.:u1c| the policy can be set separately
by the Cl-lAdministrator User.

The Ultimate Authorization (CHAdministmtor User) has its own User ID and keys, and has the following
responsibilities:

0 Responsible for setting up all access Views on both the LAN and WAN management interface.
A Responsible for creating and managing all User profiles including user IDs, Keys, and PS database

access privileges.

a Responsible for setting policy for both LAN and WAN side access

Descriptions for how View—based Access Control Model and User-based Security Model work are
provided in [RFC 3414] and [RFC 3415].

The CHAdministrator View provides full read and write access to all M[Bs specified by Cab1eHome.

e_ 
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Management View requirements are specified in Section 6.3.3.l.4.5 of this specification.

6.3.3.1.4.4.1 WAN-Access Control

CahleHome defines two methods for controlling access to manageable parameters via Cab1eHome—defined
MlBs. The docsDevNmAccessTable {RFC 2669] defines management access when the PS is operating in
NmAccess Network Management Mode (refer to Section 6.3.3.l.4.2.2). When the PS is operating in
SNMPv3 Coexistence Network Management Mode (Section 6.3 .3.l .422), per User Security Model
(USM) [RFC 3414] and View-based Access Control Model (VACM) [RFC 34l5],Tablc settings are used
to control access to Cab1eHome—specified MIB objects. regardless of the interface (such as a graphical user
interface) through which the request arrives. VACM defines a set of services that can be used for checking
access rights. VACM Groups define the rights to access the CMP.”

As defined in [RFC 3415] section 2.4, a “MIB View" is a specific set of managed object types that can be
defined, and this concept is used in CahleHome to support WAN Management of the PS.The
CHAdministrator User access and View for CahleHome l.| are specified in Section I l.4.4. l .3 and Section
6.3.3.1 .4.5. An example sequence of PS Database access from the WAN interface is provided in Sectionl2.3.l.

s.3.3.1.4.4.2 Security

Security of management messages is provided by SNMPV3. Refer to Section 1 l for a detailed description
of how SNMPv3 is used. The CMP may use SNMP V3 to counter threats identified in Appendix III.

To protect against replay attacks, a time ofday clock is utilized to provide timestamps for messaging.
Management messaging security requirements are specified in Section 1 l .4.

63.3.1.4 .5 View-based Access Control Model (VACM) Requirements

To provide controlled access to management information and the creation of distinct management realms
for 21 PS operating in SNMP v3 Coexistence Mode, View-based Access Control Model (VACM) MUST be
employed as defined by [RFC 3415].

The WAN Administrator View MUST be implemented in a CahleHome l.l-compliant Portal Services
element. Default Views other than the WAN Administrator View MUST NOT be available on the PS.
Other Views MAY be created by the Ultimate Authorization through the cable network NMS by
configuring the VACM MIB.

The User specification for the WAN Administrator View MUST be implemented as follows:

vacmSecurityModel 3 (USM)

vacmSecurityName 'CHAdministrator'

vacmGroupName 'CHAdministrator'

vacn1SecurityToGroupStorageType permanent

vacmSecurityToGroupStatus active

The Group specification for the CHAdministrator View MUST be implemented as follows:

L‘ Revised this paragraph per ECN CHI .|-N-[)3 0090-2 by Go on 12/5/03.
 _ej

50 cabIeLc:bs° 04/09/04

EXHIBIT A



516

Cab|eHome 1.1 Specification CH-SP-CH1.‘1-I04-040409

Cl-I/Administrator Group

vacmGroupName ‘Cl-lAdministrator'

vacmAccessContextPrefix "

vacmAccessSecurity Model 3 (USM)

vacmAccessSecurityLevel AuthPriv

vacmAccessContextMutch exact

vacmAccessReadView Name ‘Cl-lAdministratorView‘

vaem AccessWriteViewName ‘CHAdministratorView’

vacmAcccssNotifyViewNume ‘CHAdministratorView'

vacmAccessStorageType permanent

vacmAccessStatus active

The VACM View for the Cl-l/Administrator view MUST be implemented as follows:

CHAdminisrratorView subtree 1.3.6.1 (Entire MIB)

6.3.3.l.4.6 Mapping TLV Fields Into Created SNMPV3 Table Rows

'l‘his section details how the SNMP Norificalion Receiver Configuration File Element (TLV Type 38) is
mapped into SNMPV3 functional tables. Refer to Section 7.4.4.1 .10 SNMP Notification Receiver for a
description of configuration parameter TLV Type 38. Details of how the encryption keys are exchanged
for SNMP V3 operation are provided in Section ll.4.4.2.2.

Upon receiving one Type 38 configuration file element. the PS MUST make MIB table entries following
the procedure described in Table 6-6 snmpNotifyTable through Table 6-15 vacmSecurityToGroup'l‘able.
using values passed in the TLV as described below. The MIB tables the PS is required to populate when it
receives a Type 3% configuration file element are listed below for convenience:

snmpNotifyTable
snmpTargetAddrTable
snmpTargetAddrExtTable
snmpTargetPz1ramsTable
snmpNotifyFilterProfileTablc
sn mpNotil'yFilterTable
snmpcommu nityTable
usmUserTable

vacmSccurityToGroupTable
vacmAccessTable

vacmViewTreeFamilyTable

A PS configuration file is allowed to contain TLV MIB elements (Type 28) that make entries to any of thel l tables listed above.

CableLobs@
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The tables in this section show how the fields from the PS Configuration file TLV element (the tags in
angle brackets <> ) are placed into the SNMP V3 tables.

The correspondence between TLV fields and table tags ([‘AG> is shown below:

PS<lP Address> TLV 38.1

<Port> — TLV 38.2

<Trap type> TLV 38.3

<Timeout> TLV 38.4

<Retries> TLV 38.5

<Filter 0[D> TLV 38.6

<Security Name> TLV 38.7

These tables are shown in the order that the agent will search down through them when a notification is
generated in order to determine who to send the notification to and how to fill out the contents of the
notification packet.

snmpNotifyTable

Create two rows with fixed values, if one or more TLV elements are present.

Table 6-6 — snmpNgtl_l;rTaoIe
snmpNomyTable [RFC 3413]

SNMP-NOTIFICATION-MIB Second Row

Column Name (‘ = Part of Index) Column Value Column Value

' snmpNotlfyName "@PSr:onfiq_inf0rrn" '@PSconfig_trap”
snmpNoti1'yTag “@PSconfig_infunn' “@PSconfig_trap”
snmpNoliI‘yTvpe infonn(2)

snmpNotifyStorageType volatile
snmpNotifyRowSlalus Actlve(1)

snmpTargetAddrTable

Create one row for each TLV element in the PS configuration file. snmpTargetAddrExtTable

Table B-7 — snmpTarget.l-‘addrTab|e
snmpTarge¢AddrTable [RFC 3413]

SN MP-TARGET-MIB New Row

Column Name (" = Part of Index) Column Value

' snmpTargetAddrName "@PSconfig_n", where n ranges from 0 to m-1, and rnis the number of notification receiver TLV elements in
the PS configuration file

snrnpTarge!AddrTDomain snmpUDPDornain — snmpDomains
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snmpTsrgetAddrTabIe [RFC 3413]SNMP-TARGET-MIB New Row

snmpTargetAddrTAddress (IP Address and OCTET STRING (6)
UDP Port of the Notification Receiver) octets 1 — 4: <IP Address>

Octets 5 — 5: <Purt>

snrnpTergetAddrTimeout
snmpTargetAddrRetryCount

<Timeout> from the TLV
<Retries> from the TLV

snn1pTargetAddrTagList

snmpTargetAddrF'arams

snmpTsrgetAddrStorageType
snmpTargetAddrRowStatus

If <Trap type> == 1,2, or 4
"@PSconflg_trap"

Else If <Trap lype> = 3 or 5
"@PSconfig_infon'n"

"@PScunfig_n" (same as snmpTargetAddrName
value)
volatile
active( 1)

Create one row for each TLV element in the PS configuration file.

Table 6-8 — snmpiar elAddrExtTabre

snmpTargetAddrExtTable [RFC 2576] TSNMP-COMMUNITY MIB New Row

Column Name (' = part of index)
' snmpTargetAddrName

snmpTarget.AddrMask

Column Value

“@PScunfig_n", where n ranges from 0 to m —
1, and m is the number of notification receiver
TLV elements in the PS configuration file
<zero length octet stn'ng>

snmpTargetAddrMMS

snmpTurgetParamsTahlc

0

Create I row for each TLV element in the config file. [f <Trap type> is 1, 2, or 3, or if the <Securiry
Name> Field is zero-length. create the table as follows:

Table 6-9 — snrn Tar elParamsTable lur <Trag Type: 1, 2. ar 3
snmpTargetParamsTable [RFC 3413]SNMP-TARGET-MIB New Row

Column Name (‘ = part of index)
‘ snmpTargetParamsName

snmpTargetPersmsMPModel
SYNTAX:

SnmpMessageProeessingModel

Column Value

“@PSconfig_n", where n ranges from 0 to m -1, and m is the number
of notification receiver TLV elements in the PS configuration file
l1<Trap type> = 1

SNMPv1(0)
Else if <Trap type> = 2 or 3

SNMPv2c(1)
Else if <Trap type> = 4 or 5

SNMPv3(3)
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snmpTargelParamsTable [RFC 3413]SNMP-TARGET-MIB

snrnpTargetParamsSecurilyMadal
SYNTAX: SnmpSecurityModel

ll <Trap type> = 1
SNMPv1(1)

Else l1<Trap type> = 2 or 3
SNMPv2c(2)

Else it <Trap type> = 4 or 5
USM(3)

NOTE: The mapping at SNMP protocol types to value here are
different from snmpTargetParnmsMPModeI

snmpTargetF'aramsSecurityName

snmpTargetParamsSecurilyLevel
snmpTargelParamsSturageType
snmpTargetParamsRowStalus

“@PSconfig"
noAuthNoPriv
volatile

aclive(1)

If <Trap type> is 4 or 5, and the <Security Namc> field is non-zero length, create the table as follows:"

Table 6-10 — snm Targ-elParamsTaJJle for <Trap Tgpa> 4 or 5
snmpTargetPararnsTab|e [RFC 3413]SNMP-TARGET-MIB

Column Name (' = part of index)
' snmpTargetParamsName

snmpTargetParamsMPMode|
SYNTAX:

SnrnpMessageProcessingMadeI

Column Value

“@PSconflg_n", where n ranges from U to m — 1, and m is the number of
notification receiver TLV elements in the PS configuratiun file
If <Trap type> = 1

SNMPv1(0)
Else if <Trap type> = 2 or 3

SNMPv2c(1)
Else if <Trap type> = 4 or 5

SNMPv3(3)

snmpTargetParamsSecurityMol:le|
SYNTAX: SnmpSecun'tyMudeI

I1<Trap type> = 1
SNMP\/1(1)

Else lf <Trap type> = 2 or 3
SNMP\/25(2)

Else If <Trap type> : 4 or 5
USM(3)

NOTE: The mapping of SNMP protocol types to value here are different
from snmpTargetParamsMPModel

snmpTargetParamsSecurityN ame <Secun'ty Name>
snmpTargetPararnsSecurityLeve|
snmpTargetParamsStorageType
snmpTargetParamsRuwS1alus

The secunty level of <Security Name)

snmpNotifyFi1tcrProfilefuble

'“ Revised this sentence per ECN CH 1 .l—N-03.0090-2 by CO on 12/5/03.
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Create one row for each 'l‘LV that has a non—zero <Filter Length>.

Table 5-11 —— anmgNot|iyFf[terPraT|1aTab|e
snmpNotlfyFiIterPrcrl'lleTabla [RFC 341£I]

SNMP-NOTIFICATION-MIB Ngw Row

Column Name (‘ = Part of lnoex) Column Value
"snmpTargetParamsNerne “@PSconfig_n"‘ where n ranges from 0 to m-1 and m is the number of

notification receiver TLV elements in the PS configuration file,

snrnpNotityFilIerProfiIeName “@PScorrfig_n"‘ where n ranges from O to m-1 and rn is the number ofnotification receiver TLV elements in the PS configuration file

snmpNotIfyFIllerProfi|eSlorType ‘ volatile
snrnpNotllyFilterProfileRowStatus ‘ active( 1)

snmpNotifyFi]terTable

Create one row for each TLV that has a non—zero <Filter Length>.

Table 6-12 — sn:-npNot|lxl—‘I|lerTal:Ile
snmpNotifyFilterTabIe [RFC 3413]

SNMP-NOTIFICATION-MIB New Row

Column Name (* = Part of Index) Column Value

‘ snmpNotifyFilterProfi|eNeme "@PSconfig_n" . where n ranges from 0 to m-1 and m is the number ofnotification receiver TLV elements in the PS configuration file.

' snmpNotifyFiIterSublree <Fi|ter OlD> from the TLV
snrnpNotifyFilterMask <Zero Length Octet String>
snmpNotifyFilterType included(1)
snmpNotIfyFl|terStorageType volatile
snmpNotifyFiIterRowStatus active(1 )

snmpCumrnur1ityTab le

Create one row with fixed values if I or more TLV‘s are present. This causes SNMPVI and V2c
Nntifications to contain the community string in snmpCommunityName.

Table 6-13 — snmE_Cornmunit5iTabie
snmpcommunityhble [RFC 2576]SNMP-COMMUNITY-MIB

Column Name ( ‘ = Pan of Index) Column Value
' snmpcommunitylndex "@PSconrig"
snmpCommunityName "pulillill"
snmpCommunitySecun'tyName "@PSconflg"
snmpcommunityContextEnglne|D" <The PS engine|D>
snmpCommunityContextName <Zero length octet string>

snmpCommunitvTransportTeg <Zero length octet string>
snmpCommunityStorageType volatile
snmpcommunltystatus active(1)
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usm UscrTable

Create one row with fixed values, if one or more TLVs are present. Other rows are created. one each time
the engine [D of a trap receiver is discovered. This specifies the user name on the remote notificationreceivers to send notifications to.

One row in the usmUset’I‘uble is created. Then when the engine [D of each notification receiver is
discovered, the agent copies this row into ti new row and replaces the 0x00 in the usmUserEngineID
column with the newly discovered value.

Table 6-14 — u5rnU5erTabie

usmUserTable [RFC 3414]
SNMP-U SER-BASED-SM-MIB

Column Name (' = Part of Index) Column Value

‘ u5mUserEngine|D 0

* usmU serName “@F‘ Scontig"
When other rows are created, this is replaced with [he
<Securily Name> held from the TLVelement

usm UserSecun‘tyName "@PSconfig"
\/vhen other rows are created‘ this is replaced with the
<Secun'ty Name> field from the TLVe|ement

usm UserCloneFrorn <d0l"Ill CEl'B> - C3l‘Il'l0l clone this FCIW

usmUserAuthProtocol None. When other rows are created, this is replaced with
None or MD5, depending upon the security level of the v3User.

usmUserAuthKeyChange <don't care> - write only
usmUserOwnAuthl<eyChange <don'l cere> - write only
usmUserPr1'vPruIcieo|

usmUserPrivKeyChange

None. When other rows are created. this is replaced with
None or DES, depending on the security level of the v3
User

<don't care> — write only

usmUser0wnPrivKeyChange <don't care> - write only
usmUserPub|ic <zero length Sli'ing>
usmUserStorageType
usmuserstatus

volatile

aclive(1)

vacmSecurityToGroupTable

Create three rows with Fixed values, if one or more TLVS are present.

These are the three rows with fixed values, which are used for the TLV entries with {Frap Type> set to 1.
2, or 3 or with a zero length <Security Name>.

Tables-‘I5 — t_i§§m$ecurityToGroupTahle
vacmSet:urllyTuGroupTable

[RFC 3415]
SNMP'VlEw'BAsED'AcM'MlB Flrst Row Second Row Thlrd Row

Column Name (‘ = Part of Index) Column Value Column Value Column Value
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vacmSecurItyToGroupTabIe
[RFC 3415]

5"MP'V'EW'BA5E°‘A°"'”"B First Raw Second Row Thlrd Raw
' vacmSecurilyMode| SNMPv1(1) SNMPv2c(2] USM(3)
“ vacmSecurityNarne "@PSconfig" "@PSconfig" “@PSconfig"
vacmGroupName “@PSconflgv1' "@PSc0nligv2" "@PSconfigUSM"
vacrnSecurityToGroupStorageType volatile volatile
vacmSecurityToGroupStatus active(1) acIive(1)

6.3.3.l.4.7 Cablel-lome MIB Requirements

The PS MUST implement each MIB object listed in Appendix I. If the Persistent column for a MIB object
listed in Appendix 1 contains the value Yes, the PS MUST retain the value of the object across 11 PS power
cycle or re—boot, making the same value available for access by an SNMP manager immediately after
provisioning complete (cabhPsDevProvState = pass( l)).following a reboot that was available for access
by that SNMP manager immediately before re-boot.

Required MIB objects are from the following MIB documents:

- Interfaces Group MIB [RFC 2863]
. DOCSIS Cable Device MIB [RFC 2669]
0 CableLabs Definition MIB [CableLabs2]

CableHome PSDev MIB [CH5]
Cableflnme CAP MIB [CH2]
CableHome CDP MIB [CH3]
CableHome CTP MIB [CH4]
CablcHome Security MIB [CHI]
CableHome QnS MIB [CH7]
[draft-ietf-ipcdn—bpiplus-mib-05]
IP MIB (SNMPv2) [RFC 2011]
UDP MIB (SNMPv2) [RFC 2013]
Diffie-Hellman USM Key [RFC 2786]
[NET Address MIB [RFC 3291]

0 DOCS lF MIB [RFC 2670]

I IANA il'Type MIB [lANA'l‘ype]

In a Cablel-{ome Residential Gateway or any other device with an embedded PS and embedded cable
modem, the cable modem management entity and PS management entity (CMP) MUST respond to
different and independent management IP addresses. DOCSIS and Cableflome specify some of the same
MIB objects but if :1 DOCSIS-compliant cable modem and a CableHome-compliant PS Element are
embedded in the same device, each is required to maintain its own, separate instance of specified MIB
objects. accessible through different management [P addresses, with the exception of the SNMP group of
MIB 2 and SNMPv2 MIB, which MAY be common to and shared between the cable modem and the Portal
Services Element, and MAY be accessible through either the cable modern management IP address or the
PS management IP address.

In at PS with an embedded cable modem, software download ofthe single image of the combined cable
modem software and Portal Services software, is controlled by the cable modem. The following
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docsDevSoftware group objects [RFC 2669] MUST NOT be implemented for :1 PS with an embedded
cable modern, i.e., these objects MUST only be accessible through the cable modem management [P
address in at PS with an embedded CM:

I docsDevSwServer
- docsDevSwFi1ename
0 docsDevSwAdminStat'us

I docsDevSwOperStatus

The docsDevSoftware Group of objects MUST be implemented in a Standalone PS. Modification of the
docsDevSoftware objects (as specified in Section 11.8.4) by the cable operator for the purpose of
downloading the standalone PS software image MUST result in proper secure software download
operation.

In a PS with an embedded cable modem, cable modem MIB objects MUST only be visible and accessible
when the manager accesses them through the cable modem management [P address, and MUST NOT be
visible or accessible via any PS management IP address, with the exception of the SNMP group of MIB 2
and the SNMPVZ MIB which are allowed to be shared between the CM and PS management entities.

In a PS with an embedded cable modem, CableHome-specified MIB objects MUST only be visible and
accessible when the manager accesses them through the PS management [P address (PS WAN-Man IP
address) or through the PS LAN Server Routcr IP address, and MUST NOT be visible or accessible via the
cable modem management IP address, with the exception of the SNMP group of MIB 2 and the SNMPVZ
MIB which are allowed to be shared between the CM and PS management entities.

The general Cab|eHome MIB hierarchy is illustrated in Figure 6-5. Specific OlDs required for individual
MlBs are listed in Appendix I.
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SNMP»/2

snrvpUsnDHObjeclsNE - snrrpMudules I

snrrpMBObjects
::|abProjectCab|eH0me snrrpset

cahhPsDevMB | snrrpFrameworkNE F
-—I cabhSeeMB l enrr|2IFra1'mwnn(niB():qE_I:t5

docsapizmh cabhCapME snrrpEngine

dnI:B;:I2MhUhjnr_‘I5 I ‘°b"C“'F?“3 ' 5"""M

dnelaflcuflhjeus I eabhOtpMB ~ snnpTargelNI3
cabhQnsMB inrrpNnlil'I:a|iunME|ducsBpi2Cnt3ertCb]ecls

- dcesBpi20udeDow nload

ru l

_:|m

docs Devllflaobjeets

docsDevNmAccessTab|e

-1 docsDevSnltw are
dur:sDavEvents

docsDeVbf-"1|terTah|e

Figure 6-5 — Cab|eHome MIB Hierarchy

6.3.3.l.4.8 Interfaces Group MIB

The Interfaces Group MIB [RFC 2863] provides a powerful tool to allow cable operators to understand the
state of and see statistics for all of the physical interfaces on the Portal Service element. A physical
interface is one for which a connector is exposed on the exterior of the device enclosure, and for which the
object if('annecloa-Pmrenl is true, In order to enable the intelligent use of this MIB, an interface numbering
scheme is essential. Therefore PS elements need to comply to the following requirements:
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An instance of ifEntry MUST exist for the WAN-Data interface ofthe PS element, even if that interface is
internal — as exists in the case of an Embedded PS utilizing an integrated chip design.

An instance of ifEntry MUST exist for each physical LAN interface of the PS element.

An instance of ifEntry MUST exist for an “Aggregated LAN Interfaces" interface. which is identified bythe iflndex value 255.

The PS itTahle interfaces MUST be numbered as shown in Table 616.

Table 5-16 — Numbering Interlaces In the llTab|e
Interface Descriptlun

WAN-Man Interface
WAN-Data Interface
Each LAN Interface

Aggregated LAN Interface

Ifa given interface's ifAdminStatus = down. that interface MUST NOT accept or forward any traffic. The
ifAdminStatus object corresponding to iflndex value 255 MUST provide administrative control over all
LAN interfaces and MUST be implemented as read-write.

The PS MUST assign the value other(l) to il’Table [RFC 2233] ifType entries corresponding to iflndex
255. An embedded PS clement MUST assign the value other[l) to ifTable ifType entries corresponding to
iflndex values I and 2. A standalone PS element MUST assign the appropriate lANAifl'ype [lANATypeJ
value to the ifTable if'l‘ype value corresponding iflndex values I and 2.

The ifTable ifPhysAddress value corresponding to iflndex 255 MUST be a zero length octet string.

The itTable counters of WAN interfaces of iflndex values I and 2 MUST be shared between the two
interfaces. The ifTable counters for iflndex value 255 MAY be implemented.

The Interface Stack (ifstaek) group of [RFC 2233] MUST be implemented to identify relationships among
the higher-layer “Aggregated LAN Interfaces" interface and the lower-layer LAN sub—interfaces_ Figure 6-
6 illustrates the use of the ifStack group for at PS with three LAN interfaces.

:_L 
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iflndex = 255

LAN mterfact; _ LAN Interface 2 LAN |nterface'3—'
iflndex = 3 iflndex = 4 iflndex = 5

Implementation of ifstack for this example:

ifStackHigherLayer ifStackLowerLayer
255 3
255 4
255 5
Figure 6-6 — ilstack Implementation Example

6.3.3.1 .4.9 ipNetToMedia'I‘able Requirements”

The ipNetToMediaTable [RFC 2011] maps IP addresses to physical addresses, and its use is
straightforward ifeach IP address is associated to one physical interface, and if each physical interface is
associated to one physical address. The PS, however, implements different IP addresses that may apply to
several physical interfaces, and associates the physical WAN interface to two hardware addresses. The PS
also implements different Primary Packet—handling Modes, which also has an affect on the
ipNetToMediaTable. The PS MUST list in the ipNetToMediaTable, each of the IP addresses that are part
of its active configuration. creating one entry per distinct IP value and abiding by Table 6-l7 for NAPT
and NAT Primary Packet—hand1ing Modes (including Mixed Mode), and abiding by Table 6-18 for
Passthrough Primary Packet-handling Mode.

Tables-I7 — P5 Static Entries in lheA|PNElTDMEdlaTElbi8 lo_r NA!-“'1', NAT, 3. Mixed Mgdes
ipNetToMedlaAddress lpNetToMediaPhysAddress lpNetToMedlalflndex |pNetToMet:llaType

WAN-Man IP Address WAN-Man hardware address
1“ WAN-Data IP Address WAN-Data hardware address

2 "‘ WAN-Data IP Address WAN-Data hardware address

N "' WAN-Data IP Address WAN-Data hardware address

CDP Sewer Router IP Address | Zero length octet string
Well Known PS LAN IP Address Zero length octet string
(if different from ServerRouter IP)

Table 6-18 — PS Static Entries In the ipNatTuMadiaTable tor Passthrogg_l_-t Mode

lpNetToMediaAddress IpN etToMedlaPhysAddress lpNetToMedlalf|ndex ipNetToMedlaType
WAN-Man IF‘ Address WAN-Man hardware address 1 static(A)
Well Known PS LAN IP Address Zero length octet string stalic(4)

'5 Revised this section per ECN CH l.l-N-03.0077-4 by CO on l2/2/03.
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The PS elcmcnt MUST dynamically Ieam the IP and hardware addresses of OSl Layer 3 devices off each
of its active physical LAN interfaces and each of its active WAN interfaces. [P and hardware addresses
learned by the PS element, along with the appropriate PS iflndex numbers and ipNet'l‘oMediaType
information, MUST be accessible to the NMS system (through the CMP) via the [RFC 20l 1]
ipNet'l‘oMediaTal:-le. All dynamically learned entries in the ipNetToMediaTable MUST have an
ipNetToMediaType value of dynamic(3).

A row entry for the PS's CM MUST NOT appear in the PS5 ipNetToMediaTable since the CM acts as a
transparent bridge from the perspective of the PS.

As a result ofcompleting the PS provisioning process, the PS MUST create a row entry in its
ipNetToMediaTable representing the next hop router for the WAN—Man interface, with an ifindex value of
l. ipNetToMediaPhysAddress & ipNetToMediaNetAddress values specific to that router, and a
ipNetToMediaType value of dynamic(3). if the PS has an active WAN—Data interface, the PS MUST
create a row entry in its ipNetToMediaTable representing the next hop router for the WAN-Data interface.
with an iflndex value of 2, ipNetToMediaPhysAddress & ipNetToMediaNetAddress values specific to that
router, and an ipNetToMedia'l‘ype value of dynamic(3).

The PS element MUST delete entries from its ipNetToMediaTab1e that have an ipNetToMediaType value
of dynamic(3) when an implementation—speciflc inactivity timeout expires.

6.3.3.2 CMP Event Reporting Function

The CMP is rcquired to support the handling and reporting of events generated by the PS, for the WAN
Domain. Event messages defined by CableHome for the PS element can be reported via SNMP Trap to the
cable operator’s notification receiver, via a System Log message sent to the cable operator’s system log, or
via a log local to the PS and accessible through CableH0me-specified MIB objects. Events defined for the
PS are listed in Appendix II Format and Content for Event, SYSLOG, and SNMP Trap. These are the satire
processes defined in DOCSIS specifications for event reporting in cable modems.

CableHome Host devices are not required to support event messaging. Therefore. LAN Domain event
messaging is notdefined by CableHome l.l specifications.

Event Reporting for the WAN Domain

Cab1eHome uses the [RFC 2669] event reporting and control mechanisms for events generated in the PS
(CMP). [RFC 2669] defines a standard format for reporting event information, regardless of the message
type, including a local event log table in which certain entries will persist across reboot of the PS. Note that
events may be generated by any part of a PS, but the CMP logs and/or reports the event either locally or to
a Syslog or Trap server.

6.3.32.1 Event Reporting Function Goals

The goals of the CMP Event Reporting function are listed below:

- enable the transfer of unsolicited messages from the PS to the NMS across the WAN in the form of
SNMP Traps and SYSLOG messages

0 enable the logging of status and exception information in the PS Database (local log)
I enable access to local log status and exception information via MIB objects
0 maintain compatibility with event reporting as defined in DOCSIS specifications

63.3.2.2 Event Reporting Function System Design Guidelines

The system design guidelines listed in Table 6-19 guided specification of the CMP Event ReportingFunction.
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Table 6-19 — CMP Event Reporting Function syslem Design Gtrldelines
Reference Event Reporting Function System Design Guidelines

The PS will support the reporting of status and exception information as
SNMP Notifications, SYSLOG messages, and volatile and non-volatile local
log messages

| The PS will support configurable eventthrotiles and limits.
I The PS will support configurable event priorities

6 3.3.2.3 Event Reporting Function System Description

Evcnt reporting is a means for an element to report on status or an error condition in an unsolicited
message. CableHome supports four types of event reporting:

l. SNMP notify ortrap

2. SYSLOG messaging

3. Non-volatile local log

4. Volatile local log

CableHome requires the use of the DOCSIS Device MIB [RFC 2669] to configure the PS for where to
send SNMP traps (riotificatiorts) and SYSLOG messages and for event inhibiting and throttling values.
Event notification by the PS is fully configurable. The Cab1eHorne specification defines where the PS is to
report events assigned a particular priority (ref.: Table 6-20) and the DOCSIS Device MIB allows the
priority of each event to be configured. The DOCSIS Device MIB also maintains statistics for the
occurrence of each event. The Event Table (docsDevEventTable) in the DOCSIS Device MIB includes an
entry for each unique event reported by the PS, a count for the number of occurrences for each unique
event entry, and the time at which the last entry was made for each event entry.

Cab]eHome defines the procedure for re-indexing the Event Table in the event that the PS is re~initialized
such that volatile local log entries are lost. When volatile local log entries are lost the PS is required to re-
index the Event Table such that the remaining (volatile) local log entries are sequentially indexed.

63.3.2.4 Event Reporting Function Fiequirements

PS requirements for CMP Event Reporting Function are specified in Sections 6.3.3.2 .4.l — 6.3 3.2.4.9.

6.3.3.2.4.l EventNotification

The PS MUST generate asynchronous events that indicate important events and situations as specified
(refer to Appendix 11). Events can be stored in an internal event LOG, stored in non-volatile memory,
reported to other SNMP entities (as TRAP or INFORM SNMP messages), or sent as a SYSLOG event
message to the SYSLOG server whose IP address is passed in DHCP Option 7 of the DHCP OFFER
received from the Headend DHCP server through the PS WAN—Man interface.

The PS MUST support the following event notification mechanisms:

- local event logging where certain entries in thc local log can be identified to persist across a reboot ofthe PS
I SNMP TRAP and INFORM
I SYSLOG
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The PS MUS'l' implement the docsDevEvContro|Table from [RFC 2669] to control reporting of events.
The follo\ving BlTs values for the [RFC 2669] object docsDevEvReporting MUST be supported by the PS:
I local-nonvolatile(0)
I rraps( 1)
I syslog(2)
- local—volatilc(3)

SNMP SET request messages to the [RFC 2669] object docsDevEvReporting using the following values
MUST result in 21 ‘Wrong Value‘ error for SNMP PDUs:

0 0x20 = syslog only
I 0x40 = trap only
- 0x60 = (trap + syslog) only

An event reported by Trap, Syslog, or Inform MUST also generate a local log cntry. whether volatile or
non-volatile according to Table 6-20, and as described in Section 6.3.3.2.4.2.

6.3 .3 .2 .4 .2 Local Event Logging

The PS MUST maintain El single local-log event table that contains events stored as both local-volatile
events and local-nonvolatile events. Events stored as local—nonvolatile events MUST persist across reboots
of the PS. The local—log event-table MUST be organized as a cyclic buffer with a minimum of ten entries.
The single local—log event-table MUST be accessible through the docsDevEventTable as defined in [RFC
2669].

Event descriptions MUST appear in English. Event descriptions MUST NOT be longer than 255 bytes.
which is the maximum defined for SnmpAdminString.

The Eventld is a 32 bit unsigned integer. Eventlds ranging from 0 to ((2"3 1) - l) are reserved by
CableHome. The Eventld MUST be convened from the error codes defined in Appendix II. The Eventlds
ranging from 2’\3l to ((2'\32)»l) MUST be used as vendor specific Eventlds using the following format:
0 Bit 31 set to indicate vendor specific event
- Bits 30-16 contain bottom 15 bits of vendor's SNMP enterprise number

I Bits l5-0 used by vendor to number their events

The [RFC 2669] object docsDevEv[ndex provides for relative ordering of events in the log. The tagging of
local log events as local-volatile and local—nonvolatile necessitates a method for synchronizing
docsDevEvlndex values between the two types of events after at PS reboot. After a PS reboot, to
synchronize the docsDevEvlndex values for volatile and non—volatile events, the following procedureMUST be used:

- The values of docsDevEvlndex for local log events tagged as local—nonvolatile MUST be renumbered
beginning with l.

0 The local log MUST then be initialized with the events tagged as local-nonvolatile in the same order
as they had been immediately prior to the reboot.

- Subsequent events recorded in the local log, whether tagged as local~volatile or local—nonvolatile.
MUST use incrementing values of docsDevEvlndex.

A reset of the local log initiated through an SNMP SET of [RFC 2669] object docsDevEvControl MUST
clear all events from the local log, including log events tagged as both local—volatile and local—nonvolatile.
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6.3.3.2.4.3 SNMP TRAP and INFORM

The PS MUST support the SNMP Trap PDU as described in [RFC 3411]. The PS MUST support the
SNMP INFORM PDU as described in [RFC 341 I |. INFORM is a variation of trap and requires the
receiving host to acknowledge the arrival of an InformRcqucst-PDU with an lnformResponse—PDU.

When a standard CableHome SNMP trap is enabled in the PS. it MUST send notifications for any event in
that category whose priority is either “error" or “notice".

The PS MAY support vendor—specific events. If supported, vendor-specific PS events reportable via
SNMP TRAP MUST be described in a private MIB that is distributed with the PS. When defining a
vendor—specific SNMP trap, the OBJECTS statement of the private trap definition SHOULD contain at
least the objects explained below:
I Evbevel
I Ev[dText

0 Event Threshold (if any for the trap)
I I’tPhysAddress (the physical address associated with the WAN—Man IP address of the PS)

More objects can be contained in the OBJECTS statement as desired.

6.3.3.2.4.4 Syslog

SYSLOG messages issued by the PS MUST be in the following format:

<level>PortalServicesElement[vendorj: <eventId> text

Where:

Level — ASCII presentation of the event priority, enclosed in angle brackets, which is constructed as the
bitwise of the default Facility (I28) and event priority (0-7). The resulted level has the range between [28
and I35.

vendor - Vcndor name for thc vendor-specific SYSLOG messages or "CABLEHOME“ for the standard
Cableflome messages.

Eventld ~ ASCII presentation of the INTEGER number in decimal format, enclosed in angle brackets, that
uniquely identifies the type of event. This EventlD MUST be the same number that is stored in
docsDevEvId object in docsDevEventTable. For the standard CableHome events, this number is convened
from the error code using the following rules:

0 The number is an eight digit decimal number.
- The first two digits (left most) are the ASCII code (decimal) for the letter in the Error code.
0 The next four digits are filled by 2 or 3 digits between the letter and the dot in the Error code with zero

filling in the zap in the left side.
- The last two digits are filled by the number after the dot in the Error code with zero filling in the zap in

the left.

For example, event D042 is converted into 68000402, and Event II 14.1 is converted into 73011401.

Please note that this notion only uses a small portion of available number space reserved for CahleHnme (0
to 2A3 1-1). The first letter of an error code is always in upper case.

o4/09/o4 CabIeLcibs

EXHIBIT A



531

CH—SP—CH1.1-I04-040409 cabieHome""' Sgecificatioris

text — for the standard Cal:ileHome messages, this string MUST have the textual description as defined in
Appendix II of this specification

The example of the syslog event for the event D04.2: “Time of the day received in invalid format“:

<l32>Ponai ServicesElement[CABLEHOME]: <68U00402> Time of the day received in invalid format.

The number 68000402 in the given example is the number assigned by CableHome to this particular event.

6.3.3.2.4.5 Format of Events

The CablcHome Management Event messages MAY contain any of the following information:
0 Event Counter — indicator of event sequence
I Event Time - time of occurrence

- Event Priority — severity of condition. [RFC 2669] defines eight levels of severity. The default event
severity can be changed to a different value for each given event via the SNMP interface.

Event Enterprise Number — This number identifies the event as either a standard event or a vendor-
defined event.

Event ID - identifies the exact event when combined with the Event Enterprise Number. Vendors
define their own Event lD's. CableHome standard management events are defined in Appendix II. Each
management event described in the appendix is assigned a CableHome Event ID.

Event Text - describes the event in human readable form

PS WAN-Man-MAC address — describes the MAC address of the PS Element used for management of
the box

- PS WAN-Data—MAC address - describes the MAC address of the PS Element optionally used for data

The exact format of this information for traps and informs is defined in Appendix II. The format for
SYSLOG messages is defined in the requirements portion of this subsection.

6.3.3.2.4.6 Event Priorities

[RFC 2669] document defines 8 different priority levels and the corresponding reporting mechanism for
each level. The standard CableHome events specified in this document utilize these priority levels.

Emergency event (priority I)

Reserved for vcndor-specific ‘fatal’ hardware or software errors that prevent normal system
operation and cause the reporting system to reboot. Each vendor may define its own set of
emergency events. Examples of such events could be ‘no memory buffers available’, 'memory test
failure‘ etc.

Alert event (priority 2)

A serious failure which causes the reporting system to reboot but the reboot is not caused by either
hardware or software malfunctioning. After recovering from the event, the system MUST send the
cold/ warm start notification.

Critical event (priority 3)

A serious failure that prevents the device from transmitting data but could be recovered without
rebooting the system. After recovering from a Critical event, the PS MUST send the Link Up

Cableiobse’ 04/09/04

EXHIBIT A



532

CabIeHome 1.1 Specification CH-SP-CH1.1-I04-040409

notification. Examples of such events could be PS Configuration File problems or the inability to
get an IP address through DHCP.

Error event (priority 4)

A failure that could interrupt the normal data How but does not cause device to reboot. Error
events can be reported in real time by using either the TRAP or SYSLOG mechanism.

Warning event (priority 5)

A failure that could interrupt the nomial data flow. Syslog and Trap reporting are enabled by
default for this level.

Notice event (priority 6)

An event of importance that is not a failure and could be reported in real time by using either the
TRAP or SYSLOG mechanism. Examples of the NOTICE events are ‘Cold Start‘, ‘Warm Start‘,
‘Link Up‘ and ‘SW upgrade successful‘.

Informational event (priority 7)

An event of importance that is not a failure. but which could be helpful for tracing the normal
operation of the device.

Debug event (priority 8)

Reserved for vendor—specific non—critical events

The priority associated with Cable]-[orne standard events MUST NOT he changed.

Table 6-20 shows the default notification types for the various event priorities. The PS MUST implement
the default notification types as defined in Table 6-20 Default Notification Types for PS Event Priorities.
for the eight event priorities. For example, the default notification type for Emergency and Alert events is
to place them in the local—log as nonvolatile entries.”

Table 6-20 — Default Notilication Tgpas Iur PS Event Priorities
Local-non-volatile SNMP Trap SVSLOG Loca|-vo|atile

5"" F”°""V hit-D blt-1 bit-2 bit-CI
I Emergency endor Specific

Alert ableflome
CTll|CEl ED|EHOI'l'lE!

EDIEHDITIB
Cab|eHome

EEEDIBHOYTIE

lnforrnalional lilabIeH0me and/endor Specific

Debug Vendor Specific

The PS MUST support the ability to be configured to generate all notification types for each event prioritylevel listed in Table 6-20.

"5 Editorial Correclioii to Table 6-20 per ECN CH 1 .l»N—03069 by G0 on 10/28/03.
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6.3.3.2.4.7 Standard Events

The PS MUST send the following generic SNMP traps, as defined in [RFC 3418] and [RFC 2863]:
I coldStart [RFC 34l8j
- linkUp [RFC 2863]
0 linkDown [RFC 2863]
n SNMP authentication-Failure [RFC 34l8J

The PS MUST be capable of generating event notifications based on standard CableHome events listed in
Appendix II.

6.3,3.2.4.8 Event Throttling and Limiting

The PS MUST support SNMP TRAP/INFORM and SYSLOG throttling and limiting as described in [RFC
2669].

The PS MUST consider events identical if their Eventlds are identical.

[RFC 2669] specifies four throttling states:

0 unconstrained(l) causes traps and syslog messages to be transmitted without regard to the threshold
settings.

I maintainBelowThreshold(2) causes trap transmission and syslog messages to be suppressed if the
number of traps would otherwise exceed the threshold.

0 stopAtThresho|d(3) causes trap transmission to cease at the threshold, and not resume until directed todo so.

I inhibited(4) causes all trap transmission and syslog messages to be suppressed.

A single event MUST be treated as a single event for threshold counting, that is, an event causing both a
trap and :1 syslog message is still treated as a single event.

6.3.3 .2.4.9 Secure Software Download Event Reporting

Table lI—l in Appendix [1, Format and Content for Event, SYSLOG and SNMP Trap, describes events
associated with Portal Services software upgrades, in three categories: Software Upgrade initialization
(SW UPGRADE INIT). Software Upgrade General Failure, and Software Upgrade Success. These events
apply only to the standalone PS, since software upgrade (also referred to as secure software download) for
a PS with an embedded cable modem is controlled and managed by the DOCSIS cable modem. Section
1 L8. Secure Software Download for the PS defines requirements for secure software download for the two
classes of Portal Services elements. The embedded PS. as defined in Section 5.1 3.1, Embedded PS and
Standalone PS, MUST NOT generate events categorized in Table II-l, Defined Events for CableHomc as
“Software Upgrade initialization” (SW UPGRADE lN[T) events, “Software Upgrade General Failure"
(SW UPGRADE GENERAL FAILURE) events. or “Software Upgrade Success" (SW UPGRADE
SUCCESS) events.”

6.3.3.3 CMP Discovery Function

63.3.3.1 Discovery Function Goals

The goals for the Cablel-[ome I .l CMP Discovery function are listed below:

0 Provide cable operators with visibility to CableHomc Host device and CableHome Residential
Gateway device attributes.

'7 Reviserl this paragraph per ECN CH1 .l-N~03 0091-1 by G0 on 12/5/03.
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0 Provide cable operators with visibility to applications implemented on CableHome Host devices.
0 Co-existence and interoperability between PS. CableHome Hosts and LAN IP devices that are NOT

CableHome l.l compliant.

Note: The goals for CableHome l.l Discovery do NOT preclude the use of other discovery methods.
protocols, etc. on the LAN but are only intended to specify the requirements for CableHome l .l compliant
devices. However, CableHome Host devices MUST NOT interfere with correctly operating nou-
CableHome LAN IP Devices.

Assumptions

The assumptions for the CableHome l.l CMP discovery capability include the following:
- CableHome Host devices. LAN IP devices. and CableHome Residential Gateway devices implement

the lutemet Protocol (IPv4) suite of protocols
CableHome Hosts implement a Device Profile in XML format as described in Section 6.5 3.1.3 and a
QoS Profile in XML format described Section I03 2.4.2.1

6.3.3.3.] .l Discovery Function System Design Guidelines

The system design guidelines listed in Table 6-21 provided guidance in the development of the CMP
Discovery function specification.

Table 6-21 — PS Discovery System Design Guidelines
Discovery system Design Guidelines

Discovery 1 The PS and BP will support a protocol for discovenng CableHome Hostdevices connected to the home LAN.

Discovery 2 The PS will provide to ihe cable operator upon request information aboutdevices added to the home LAN

Discovery 3 The PS will provide to the cable operator upon request information about
applications implemented on CableHome Host devices.

Discovery 4 Discovery protocol message exchange within the home LAN will not
appreciably degrade performance of the home LAN.

Discovery 5 Home LAN discovery protocol messaging will not propagate onto the WAN

6.3.33.2 Discovery Function System Description

The purpose of the CMP Discovery Function is to provide the cable operator with information about the
devices and applications available on a subscriber's LAN.

The CableHome l.l Discovery specifies the PS to serve as a central repository of information about
devices and applications available on the subscriber’s LAN. CableHome—specified BP logical elements
provide device-specific information about the device in which they reside. and a list of applications
implemented in the device in which they reside.

The CableHome l.l Discovery function consists of the following two steps:

I . The PS learns each CableHome Host’s lP address and MAC address. The PS learns this information
directly for LAN—Trans devices when it receives and responds to their DHCP DISCOVER requests.
Refer to Section 7.3 .3.l .4 CDS Requirements. The PS is required to learn this information from LAN-
Pass devices in order to support USFS functionality (refer to Section 8.3 .3 .4 for Upstream Selective
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Forwarding Switch Overview and Requirements), but CableHome specifications do not prescribe howthis is to he done.

. The PS acquires device attributes and applications information from each BP. Each BP is required to
send its Device Profile and QoS Profile to the PS. This is done through a “BP initiated" model, in
which the BP sends the information to the CMP. The BP is permitted to initiate this information transfer
at any time but is required to do so each time it acquires or renews its IP address lease. The PS receives
this information and stores it, making it accessible to the cable operator through the PSDev MIB [CH5].

The PS maintains information about the CableHome Residential Gateway device, analogous to the BP’s
Device Profile. in the PS Database. This information, enabling the cable operator to discover attributes of
the CableHome Residential Gateway, is available via SNMP through the sysDescr, sysName, and
sysLocation objects of MIB-2 [RFC i213] and through the PS Device Profile Group of the PSDev MIB
[Cl-[5].

6.3.3.33 Discovery Function Fiequirements

The PS MUST store the Device Profile information (ref.: Section 6.5.3.1 BP Device Profile) received in
the BP_lnit message from each BP. in the PS Database and make it accessible via the PS Device MIB
CableHome Host/BP Device Profile Table (cabhPsDevBpProfileTable) [CH5]. The PS is also required to
store application information received from the QoS Profile resulting in discovery of this applicationinformation. See Section 10.3 .2.4.2.

The PS MUST store its Device Profile attributes listed below in the PS Database and make them accessible
to the SNMP entity via the PS Device Profile Group of the PS Device MIB [CH5]:

t Device Type (cabhPsDevPsDeviceType)
0 Manufacturer Universal Resource Locator (cabhPsDevPsManufaeturerUrl)
0 Device Model Universal Resource Locator (cabhPsDevPsM0de1Url)
- Device Universal Product Code (cabhPsDevPsModelUpc)

6.3.3.4 CMP LAN Messaging Function

LAN Messaging refers to the exchange of messages between the PS and a BP. Although SNMP systems
are prevalent in cable operators’ data networks for the purpose of monitoring and configuring Cable
Modem Termination Systems (CMTS) and cable modems (CM). SNMP is not prevalent among devices
that cable data service subscribers have connected to their home LANs. Consequently, CableHome defines
an in—home messaging protocol to satisfy cable operators’ needs to support their data service subscribers
while maintaining compatibility with messaging protocols typically implemented in LAN—based data
communications devices. This section describes the CableHome l.l LAN messaging solution.

It is critical to note that 21 BP could reside in either the LAN-Trans or LAN-Pass domain. A BP in the
LAN-Trans domain can easily address packets to the PS, since the PS Server Router address
(cabhCdpServerRouter) is the LAN-Trans BP’s default gateway, passed to the BP in DHCP Option Code
3. However, a LAN—Pass BP has no legitimate knowledge of the PS Server Router [P address. LAN
messages sent to the PS from a LAN-Trans BP can use the PS Server Router [P address as the destinationIP address. Another method has to be defined for the LAN-Pass BP.

One way to ensure LAN—Pass BP—to—PS messaging, and the method adopted for CableHorne 1.1, is to
define a fixed, “well—known" IP address in the PS that the LAN—Pass BP will use as a destination. Since the
PS is a layer-2 bridge for LAN—Pass devices, the USFS function will be relied upon to capture messages
sent by a LAN-Pass BP to the well—known destination IP address. The packet(s) addressed to the well-
known PS [P address that are captured by the USFS function are then processed by the PS. The address
l92.l68.0.l is defined as the "well—known" PS IP address that LAN—Pass BPs are required to use as the
destination IP address for BP-PS LAN messaging. This fixed, well—known PS ll’ address is not permitted
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to be assigned by the CDS to LAN-Trans devices. The well-known PS [P address defined above has the
same value as the dejimlr value of cabhCdpServerRouter, but the well-known PS IP address defined for
LAN messaging is fixed. It cannot be changed. while the value of cabhCdpServerRouter can be changed
via PS Configuration File or SNMP Set command. The PS is required to respond to both addresses, if theyare different.

Since a BP could reside in either address domain. it needs to support the addressing method defined for
LAN-Trans as well as the addressing method defined for LAN-Pass BPs. In other words, BPs are required
to support both LAN-Trans - to — PS addressing and LAN-Pass — to — PS addressing, and the PS is required
to accept messages destined to either the fixed “well-known“ PS IP address or the PS Server Router
address (which could be the same or could be different). The BF will use the presence or absence of
DHCP Option code 43 sub-option [OI value “Cableflomel .lLAN-Trans" in the DHCP ACK received
from its DHCP server to determine which addressing method it is required to use. if this value is present in
the DHCP Option code 43 sub—option 101 the BP is required to send its BP_lnit messages to its (the BP‘s)
default gateway, i.e., the PS Server Router address. If the value is not present in the DHCP ACK the BP is
required to send its BP_lnit messages to l92.l68.0. l.

The PS will reply to :1 BF using as the destination address the BP address the PS received as a source [P
address, i.e., the PS replies by sending to the address from which it received the BP—initiated message. To a
LAN-Pass BP, this message appears to originate from a device in the LAN-Trans domain.

Figure 6-7 summarizes the BP—to—PS addressing requirements for a CableHome l.l—complianr BP logicalelement.

Cab|eHome l-lost

‘LAN-'

_____..——--"" [Pass BP
l DHCP ACK

Residential Gateway

No 'CableHorne 1.1 LAN—Trans' \Cable Data

Network DHCP i BP_lnit: addressed “""‘
Server _. ‘I _;A__.lu1Q2.168.0.1 (fixed)

If
DHCP ACK: Option 43101 = cab|eHOme Hos'Cab|eHome1 1 LAN-Trans‘ _ '

. LAN_
ll I
\ BP_lnit: addressed K Trans l

M _ ‘ --—to BP's default gateway K BP I(PS Sewer Router)
| (configurable)

Figure 6-7 — Cab|eHorne1.1 BP_lnit Message Addressing.

_F

6.3.3.4.1 LAN Messaging Function Goals

Goals for CableHome l.l LAN Messaging function are listed below:

0 Support device and application discovery requirements by enabling the transfer of Device Profile
information from BP logical elements in CableHome Host devices to the PS element in Cablel-[ome
compliant residential gateway devices.

I Specify an open, industry standard method for the exchange of Device Profile and prioritized Quality
of Service Profile between the BP logical element in each CableHume Host device and the PS logical
element in a CableHome compliant residential gateway device.

o4/09/o4 cabletobs”
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6.3.3.42 LAN Messaging Function System Design Guidelines

The design guidelines listed in Table 6.33.4.3 guided specification of the LAN Messaging function.

63.3.4.3 LAN Messaging Function System Design Guidelines

Reference LAN Messaging Function system Design Guidelines

LAN Msg 1 The PS and BP will support a protocol for exchanging )<ML—formattedinformation.

| LAN Msg 2 The LAN messaging protocol will be an open standard.
LAN Msg 3 The LAN messaging protocol will be as compatible as possible with existing

LAN IP Devices and Residential Gateway devices.

6.3.34.4 LAN Messaging Function System Description

Due to its tlexibility. industry acceptance, and capabilities to pass configuration and status infonnation,
XML [XML I] was chosen as the information format for CubleHome l.l LAN (BP—PS) messaging. XML
has gained acceptance as a communication protocol for the Internet, and is an opcn, non-proprietary format
popular for its adaptation to disparate systems. XML benefits include its ability to enable the creation,
modification. organization, and storage of information in any form tailored to the needs of management
messages. XML document rules and charactcr support provide additional benefit. The capabilities of XML
make it a good fit for messages exchanged between Cal:ilcHome PS and BP logical elements.

Simplc Object Access Protocol (SOAP) [SOAP] is a member of the family of XML—associated protocols. It
is 2: lightweight protocol for the exchange of information in a decentralized, distributed environment.
SOAP is an XML-based protocol that consists of three parts:

I an envelope the defines a framework for describing what is in a message and how to process it
0 a set of encoding rules for expressing instances of application-defined datatypes, and
o a convention for representing remote procedure calls and responses

Cablei-iome l.l specifies SOAP for the exchange of Device Profiles and QoS Profiles between the PS and
BP logical elements.

6.3.3.4.4.l Simple Object Access Protocol (SOAP)

Encoding a Profile in XML is only the first step for the exchange of messages between CableHome
Residential Gateway and CableHome Host devices. The CableHome specification has to also provide
conventions for the following:

0 typcs ofinformation to be exchanged
0 how the information is to be expressed as XML
I how the information is sent from one logical element to another

Without these conventions, the PS and the BP cannot decode the information they’re given, even if it is
encoded in XML. These required conventions are provided by SOAP [SOAP]. Since Cablel-{ome l.l
specifies SOAP only for messaging within a subscriber’s home LAN, not all of the SOAP messaging
formats are rcquircd for CableHome l.l.

Transport Layer of SOAP

H'i'l"P is the most commonly used transport mechanism for SOAP messaging. The PS and the BP are
required to use HTTP over TCP as the transpon mechanism for SOAP messaging to insure interoperability

e 
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between various PS and BP implementations. In order to support this scheme, the PS implements an HTTP
server listening on port 80 and the BP implements an H1'l‘P client. The PS and the BF are each also
required to have a SOAP Processing application running.”

When the SOAP processing application running on a BP or on a PS receives a SOAP message, it processes
that message by performing the following actions in the order listed below. The BP is prohibited from
making modifications to the Device Profile or to the QoS Profile as a result any SOAP message other than
the BP_Init_Response message received from the PS:

. [dentify all pans of the SOAP message intended for that application.

. Verify that all mandatory pans identified in step 1 are supported by the application for this message and
process them accordingly. if this is not the case then discard the message. The processor has the option
to ignore optional parts identified in step 1 without affecting the outcome ofthe processing.

. If applicable, send a response message as defined in later sections.

6.3.3.4.4.1.1 SOAP Message Formatting”

This section introduces the format of SOAP messages required by CableHome 1.1 to support LAN
messaging requirements.

The SOAP messaging that takes place between the PS and the BP (for the purpose of exchanging the
device and QoS profiles) is initiated by the BP. This messaging is referred to as "BP_lnit Operation"

All the IP addresses in BP_lnit messaging are expressed in decimal dotted notation (cxamplc:
l92.l68.0.l l).

CableHome l.| defines a cnnfirmulion code tag used in CableHome SOAP messaging. The confirmation
code values associated with this tag are described below:

Confirmation Codc Values

Confirmation code values in a BP_lnit_Response message indicate the success/failure of the previous
BP_[nit message in the transaction. The CableHome-defined confirmation code values are listed in Table
6-22.

Table 6-22 — CableHome LAN Mnss.aging_C:e-nlirmatlan Code Values
Confirmation Code

CableHome defines one confirmation code tag, the BP,lnit Confirmation Code, to which the confirmation
code values listed above apply. The BP_[nit Confirmation Code refers to the quality of the whole Bl’_lnit
message.

'“ Revised this paragraph per ECN CHIJ-N-03060 by Go on in/23/03
'9 Revised this section per ECN CH I .l~N-03.0087-4 hy G0 on 12/5/03.
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6433:4142 BP~inltiated SOAP Messaging (BP_lnit operation)?“

Figure 6-8 presents the message flow diagram for the messages exchanged between a BP and PS during BP
initiated SOAP messaging. The message sent by the BP to the PS is referred to as 21 BP_lnit message. The
response issued by a PS to the BP_Init message is a BP_lnit_Response. The messaging shown in Figure 6-
8 is the establishment ofa TCP connection between the BP and the PS, 21 BP_Init message issued by the BP
with its profile information to the PS (BP_[nit message), the PS response to the BP_Init message
(BP_Init_Response message), and the TCP connection termination.

I TCP Connection Establishment
deb

BP_|nit I!
BP_|nit_Response I B P

||:.
TCP Connection Termination

Figure 6-8 - BP-initiated SOAP Messaging: BP_Init Operation

Note: The BF performs an active TCP open upon it having a BP_Inlt message to transmit, and the PS
performs a passive TCP open.

e.a.3.4.4.2.1 BP_|nit XML schema“

The format of the BP_Init message follows, using the transfer of the BP's Device Profile and QoS Profile
to the PS. See Appendix V1 for an example of a BP_lnit message}:

POST /DevQoSProfileService HTTP} l .l
HOST IP Address 0] PS
Content-Type: text/xml; eharset:"urf-8"
Content—Length: nnnn
SOAPAction: "/DevQoSProfilescrvice"

<SOAP-ENV:Envelope
xmlns:SOAP-ENV="http://schemus.xmlsoap.org/soap/envelope/"
SOAP-ENVzencodingsty|e="http://schemas xmlsnaporg/soap/encoding/">

<SOAP—ENV:Body>
<ch:BP_[nit xmlns:m= "IP Address af PS" >
<cl1:BP_IP>

IP Address 013/’
</ch:BP_lP>

Device profile from BP
Q05 profile /Pam b'P

</ch:BP_lnit>
</SOAP—ENV:Body>

</SOAP—ENV:Enve1ope>

3" Revised this section per ECN CH I .l»N-03060 by CIOOI1 I0/Z3/03.
3' Revised this section per ECN Ci-ll.l-N-0307I and ECN Cl-ll.l—N-03.0089-2 by CO on 10/28/03 and 12/2/03.
33 Revised this paragraph per ECN CH 1 .l-N-03068 by Go on l0/31/03
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6.3.3.4.4.2.2 BP_lnit_Response XML Schema"

The format of the response message to the BP_lnit message, the BP_lnit_Response message. is shown
below, using by way ofexample the response to the Device Profile and QoS Profile BP_lnit message
described above. See Appendix V1 for an example of a BP_lnit_Response message.

HTTP/l.l 200 OK
Connection: close
Content—Type: text/xm]; charset=“utf-8"
Content-Length: nnnn

<SOAP—ENV:Envelope
xmlns:SOAP-ENV=“http://schemas.xmlsoap.org/soap/envelope/"
SOAP-ENVzencodingStyle=“http://schemas.xmlsoap.org/soap/encoding/"/>

<SOAP«ENV:Body>
<ch:BP_Init_Response xmlns:m: “IP Addrem of P.S'">

<ch:BPlnitConfirmationCot1e>0</ch:BP1nitConfirmationCode >
<ch:QoSProfile> Qofl l’t'o]ile/mm PS‘ </ch:QoSProfile>

</ch: BP_[nit_Response>
</SOAP—ENV:Body>

</SOAP-ENV:Envelope>

6.33.4.5 LAN Management Messaging Function Requirements”

The PS MUST implement a HTTP server in accordance with Server requirements of [RFC 2616]. listening
on port 80.

The PS MUST implement a TCP stack in accordance to the requirements of [[RFC 793].

The PS MUST implement an XML parser in accordance with [XMLl].

The PS MUST implement in SOAP parser compliant with specifications described in [SOAP].

The PS MUST use HTTP over TCP as the transport mechanism for SOAP messaging to insure
interoperability between various PS and BI’ implementations.

The PS MUST run a SOAP-over-HTTP web service named DevQoSProfi1eService.

The PS MUST perform the following actions in the order listed when it receives it BP_lnit SOAP message:

. Identify all parts of the message intended for the PS.

. Verify that the received message is formatted as specified in Section 6.3.3.4.4.2.l and process the
message. If the message does not contain all mandatory components, discard the message. The
processor has the option to ignore optional parts identified in step 1 without affecting the outcome of
the processing.

. Return a BP_lnit_Response message with the appropriate confirmation code and QoS profile as
described in Section 6.3 .3.4.4.l .l SOAP Message Formatting.

13 Revised this section per ECN CHl.l-N-03071, ECN Cl-ll I-N-03 0089-2, and CH1 ,l-N-03.0087-4 by G0 on
10/28/03, 12/2/03, and [2/5/03
3‘ Revised this section per ECN CHl.l—N«03060 and CH l.|-N-03 0087-4 by G0 on 10/28/03 and I2/5/03.
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The PS MUST observe the following SOAP Syntax Rules:

- A SOAP message MUST be encoded using XML.
0 A SOAP message MUST have a SOAP Envelope.

A SOAP message .V[AY have a SOAP hcader.
A SOAP message MUST have a SOAP Body.
A SOAP message MUST use the SOAP Envelope namespaces.
A SOAP message MUST use the SOAP Encoding namespace.
A SOAP message MUST NOT contain a Document Type Declaration [DTD).
A SOAP message MUST NOT contain XML Processing Instructions.
The PS MUST use the following default namespaces:

— for SOAP envelope syntax: http://schemas.xmlsoap.org/soap/envelope/
— for SOAP encoding and data types: http://schemas.xmlsoap.org/soap/encoding/
— for ‘BP_Init_Response’: [P Address of PS

The PS MUST accept active TCP opens initiated from the LAN side to the destination IP address of
l92.l68.0.l or with a destination [P address equal to the value of cabhCdpServerRouter.

The PS MUST accept and process each BP_lnit message it receives on TCP connections established from
LAN devices to its l92.l68.0.l or cabhCdpServerRouter [P addresses.

The PS MUST ignore any BP_[nit messages received on the PS WAN Interface.

The PS MUST respond with El BP_Init_Response message to each BP_[nit message received on its LAN
interface. The PS MUST identify a BP_lnit message by the string ‘POST /DevQoSProfileService
HTTP/1.1‘, which is defined in section 6.3,3.4.4.2.l , BP_Init Message Format. The PS MUS'l' send the
BP_Init_Response message to the [P address which was the source [P address of the BP_[nit message.“

The PS MUST close the TCP connection once the BP_Init_Response message transmission is completed.

The P5 is not required to respond to BP_[nit messages that carry neither a Device Profile nor a QoS
Profile. If the BP_lnit message received by the PS contains a Device Profile, the BP_Init_Response
message issued by the PS MUST contain a valid Device Confirmation Code.

If the BP_[nit message received by the PS contains a QoS Profile, the BP_Init_Response message issued
by the PS MUST contain a valid QoS Confirmation Code and MAY contain a QoS Profile.

The PS MUST NOT transmit a BP_Init_Response message out any PS WAN interface.

6.4 PS Logical Element CableHome Test Portal (CTP)

6.4.1 CTP Goals

The goals for the CableHome Test Portal include:
0 Enable LAN [P Device and CableHome Host fault diagnostics

0 Enable visibility to LAN [P Devices and CableHome Hosts, as well as access to the number and types
of LAN [P Devices and CableHome Host

- Enable LAN IP Device and CableHome Host performance monitoring

15 Revised this paragraph per ECN CH l.l-N~03 0087-4 by CO on [2/8/D3.
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6.4.2 CTP Design Guidelines

The CablcHomc l.l Test Portal system design guidelines are listed in Table 6-23. A number of these
guidelines are common with the CMP design guidelines. This list provided guidance for the specification
of CTP functionality.

Table 6-23 — CTP System Design Guidelines
Reference CTP System Design Guidelines

The need exists for Interfaces to support the management and diagnosis
features and functions required to support cable-based services provisionedacross the home network.

Local and remote monitoring capabilities are needed that can monitor home
network operation and help the consumer and cable operator identify problemareas.

The cable netwom NMS requires a method to gather identification information
about each IP device connected to the home network

The cable netwont NMS requires a method to detect whether a connected
device is in an operable state

6.4.3 CTP System Description

The CTP (Cab1eHome Test Portal) contains the “remote tools” with which the NMS can collect further
LAN device information. Tests must be run remotely, since getting past a network address translation
(NAT) function in a router can be El challenge. For example, a WAN—to-LAN ping will not pass through a
PS, unless the CAP has been preconfigured to pass this traffic. The CTP is a local proxy used to interpret
and execute the remote fault/diagnostic class of SNMP messages it receives from the NMS operator. These
LAN IP Device and Cablel-tome Host tests are defined based on problems likely to be encountered for
CableHome 1.1 type of home networks: connectivity and throughput diagnostics.

These functions are termed the CTP Connection Speed Tool and CTP Remote Ping Tool. The Connection
Speed and Remote Ping Tools enable the cable operator's customer support center and network operations
center to team more about the connection between the PS element and LAN [P Devices and Cableflome
Hosts in the home.

6.4.3.1 CTP Connection Speed Tool Function

6.4.3.1.1 Connection Speed Tool Function Goals

The goal of the CableHome Connection Speed function is to enable the CableHome system manager to
remotely acquire metrics about the performance of the home LAN between the PS and a specific LAN IPDevice or CableHome Host.

6.4.3.1.2 Connection Speed Tool System Design Guidelines

Design guidelines listed in Table 6-23 CTP Syxrem Design Giiide/irie.i' were used to guide specification of
the Connection Speed Tool function.

6.4.3.13 Connection Speed Tool Function System Description

The Connection Speed Tool function is used to get a rough measure of the throughput performance across
the link between the PS and a LAN [P Device or CahleHome Host. It sends a burst of packets between the
PS and the LAN lP Device or CableHome Host under test, and the round trip time is measured for the
burst. Generally speaking, the NMS operator fills in ii few parameters and triggers the function, and results
are stored in the PS Database for later retrieval through the CTP MIB [CH4].
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The Connection Speed function relies on the LAN [P Devices and CableHome Hosts to have a “loop-hack
function" or “echo»service" embedded. The Internet Assigned Numbers Authority (IANA) has assigned the
echo service part 7 for both TCP and UDP [RFC 347]. The default value of the source IP address
(c2lbhClpC0nr1Srclp) is the same as the value of the PS LAN default gateway (cabhCdpServcrRouter). The
value of cabhCtpConnSrc[p can be set to any valid PS WAN-Data IP address or to any valid PS LAN
Interface IP address. The PS WAN»Man IP address is not used as the source [P address for a CTP tool
since when a PS WAN-Man IP address is present but 21 PS WAN—Data IP address is not. the PS is
operating in Passthrough Primary Packet-handling mode and the cable operator can test LAN [P Devices
and CableHome Hosts directly from the NMS console if desired. This test feature works on LAN [P
Devices and CableHome Hosts in either the LAN—Trans or LAN-Pass address realms that implement the
Echo Service function as described in [RFC 347].

The CTP Testable Requirements section below lists the parameters and responses for the Connection
Speed Tool. Section 12.2.1.1 details the operation of the Connection Speed Tool.

64.3.1.4 Connection Speed Tool Function Requirements”

The PS MUST implement the Connection Speed Tool. and MUST comply with the default values
and value ranges defined for the Connection Speed Too1—specific objects of the CableHome CTP
MIB [CH4].

The PS SHOULD transmit the bytes of test data as fast as possible when running the Connection
Speed Tool.

The PS MUST use Port 7 as the Destination Port when running the Connection Speed Tool.

The PS MUST NOT generate packets out any WAN Interface when running the Connection
Speed Tool function.

When the NMS triggers the CTP to initiate the Connection Speed Tool by setting cabhConnControl =
start(l), the PS MUST do the following:
I reset the timer

- set CabhCtpC0nnS[at‘uS = running(2)
I transmit the number of packets equal to the value of cabhCtpConnNumPkts, each of the size equal to

the value of cabhCtpConnPktSize, to the [P address equal to the value of czibhCtpConnDestlp and port
number 7, using the protocol specified by cabhCtpConnProto

initiate the timer with the first bit transmitted

terminate the timer when the last bit is received back from the target LAN IP Device or when the value
of the timer is equal to the value of cabhCtpConnTimeOut, whichever occurs first

when the timer is terminated, set cabhCtpConnStatus = comp|ete(3) and report the appropriate event
(refer to Appendix ll — CTP Events)

store the value of the timer (in milliseconds) in cabhCtpConnRTT

if the Connection Speed Tool test times out before the last bit is received from the target LAN IP
Device or CableHome Host, report the appropriate event (refer to Appendix [I — CTP Events)

calculate the throughput as defined in the requirement below and store the value in
cabhCtpConnThroughput

If the Connection Speed Tool is terminated by the NMS setting the object cabhCtpConnContro| = abort(2)
or for any other rcason before the last bit is received from the target LAN [P Device and CableHome Host

1“ Revised this section per ECN cm .l-N-03.0107-1 by KB on 4/5/04
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or before the Connection Speed Tool test times out, the PS MUST set cabhCtpConnStatus = aboned(4) and
report the appropriate event (refer to Appendix II » CTP Events).

When the Connection Speed Tool function is executing, the PS MUST determine the average round-trip
throughput between the PS and the LAN [P Device or CableHome Host whose address is passed in
cabhCtpConnDestlp (the target LAN [P Device) in kilobits per second. round the number to the nearest
whole integer. and store the result in cabhCtpConnThroughput.

The PS MUST reset cabhCtpConnPktsSent, cabhCtpConnPktsRecv, cabhCtpConnR”l'I‘ and
cabhCtpConnThroughput each to a value of0 when the Connection Speed Tool is initiated (i.e., when the
value of cabhCtpConnControl is set to start( i )).

Connection Speed Tool RTI" is measured at the PS as the time from the first bit of the first sent packet to
the last bit of the last received packet. R11" is only val id if the number of received packets is equal to the
number of transmitted packets.

The PS MUST allow the Connection Speed Tool destination [P address (cabhCtpConnDestlp) to be set to
any valid IPv4 address of any LAN lP Device accessible through any LAN Interface of the PS running the
CTP Connection Speed Tool.

Setting the Connection Speed Tool control object, cabhCtpConnControl, with the value start(l) MUST
result in the execution of the Connection Speed Tool.

Setting the Connection Speed Tool control object, cabhCtpConnControl. with the value abort(2) MUST
result in the termination of the Connection Speed Tool.

The default value of cabhCtpConnStatus is notRun(l), which indicates that the Connection Speed Tool hasnever been executed.

The PS MUST set the value of cabhCtpConnStatus to running(2) if the Tool has been instructed to start.
has not been tenninated, and ifthe Connection Speed Timer has not tinted out.

The PS MUST set the value of cabhCtpConnStatus to complctc(3) when the last packet sent by the
Connection Speed Tool is received by the CTP.

The PS MUST set the value of cabhCtpConnStatus to aborted(4) if the Connection Speed Tool is
terminated after it is initiated by an SNMP set of the value abort(2) to the object cubhCtpConnControl. or if
the test is otherwise terminated before the last packet sent by the Connection Speed Tool is received and
before the Connection Speed Tool timer (cabhCtpConnTimeOut) expires.

The PS MUST set the value of cabhCtpCnnnStatus to timedOut(5) if the Connection Speed Tool timer
(cabhCtpConnTimeOut) expires before the last packet sent by the Connection Speed Tool is received bythe CTP.

The PS MUST NOT use any [P address for the Connection Speed Tool source IP address
(cabhCtpConnSrclp) except a current, valid PS WAN—Data IP address (i.e., an active
cabhCdpWanDataAddrlp object value) or a current, valid PS LAN Interface IP address. If an invalid value
is configured for cabhCtpConnSrclp, the PS MUST treat the execution of the test as an aborted case and
set the Connection Speed Tool status object cabhCtpConnStatus to ‘aborted’ and report the appropriate
event (see Table I[—l).
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6.4.3.2 CTP Ping Tool Function

6.4.32.1 Ping Tool Function Goals

The goal of the Ping Tool function is to enable the CableHome system manager to remotely test or verify
connectivity between the PS and a specific LAN lP Device.

6.4.3.2.2 Ping Tool Function System Design Guidelines

Design guidelines listed in Table 643 “CTP System Design Guidelines” were used to guide specification
of the Ping Tool function.

6.4.32.3 Ping Tool Function System Description

The Ping Tool function is called to test connectivity between the PS and individual LAN [P Devices or
CableHome Host devices. Results of multiple executions of the Ping Tool test can be assembled by the
NMS to create a network scan of the LAN [P Devices or CableH0me Host devices. The DHCP table of the
CDP has a list of historical devices, but only the devices that employ DHCP. Ping may capture a current
state including non—DHCP clients. To keep the PS simple, it is expected that the NMS increments the
address and stores the results in the NMS tool to perform a scan of a LAN subnet.

The PING Tool is initiated by a series of SNMP set-request messages issued by the cable network NMS
console to the PS management address.

Section 12.2.1.2 details the operation of the Ping Tool.

6.4.32.4 Ping Tool Function Requirements”

The CTP Ping Tool MUST be implemented using the lntemet Control Message Protocol (ICMP) “Echo”
facility. The CTP will issue an ICMP Echo Request and the LAN lP Device is expected to return an ICMP
Echo Reply.

The CTP MUST ignore, and exclude from the cabhCtpPingNumRecv count, any Echo Reply received after
cabhCtpPingT_imcOut expires.

The PS MUST implement the CTP Ping Tool, and MUST comply with the default values and value ranges
defined for the Ping Tool-specific objects of the Cable!-lome CTP MIB [CH4].

When the NMS triggers the PS to initiate the Ping Tool by setting cabhPingControl = start( I), the PS
MUST do the following:

- set cabhCtpPingStatus = running(2)

0 issue as many Pings (ICMP requests) as specified by the value cabhCtpPingNumPkts, to the IP address
defined by the value ofcahhCtpPingDestlp, using the value of cabhCtpPingSrc[p as the source address
of each request. The size of each test frame issued is the value of cahhCtpPingPktSize. A timeout for
each ping (ICMP Echo Request/Response pair) is the value ofcabhCtpPingTimeOut.

I if the value ofcabhCtpPingNumPkts is greater than [wait the amount of time defined by the value of
cabhCtpPingTimeBetween between each Ping request issued by the CTP.

lfthe CTP receives all Ping replies before their individual timeout timer expires, the PS MUST set
cabhCtpPingStatus = complete(3) and report the appropriate event (refer to Appendix II — CTP Events).

If the Ping Tool is terminated by the NMS setting the object cabhCtpPingControl =abort(2) or for any
other reason before the last bit is received from the target LAN IP Device and before the timer is

1’ Revised this section per ECN CHI l-N-03.0106-2 by KB on 4/5/04.

B0 CableLobs@ 04/09/04

EXHIBIT A



546

CableHome 1.1 Specification CH-SP-CH1.1-I04-040409

terminated, the PS MUST set cabhCtpPingSIatus = aborted(4) and report the appropriate event (refer to
Appendix 11 — CTP Events).

If a timeout timer expires for at least one of the pings, before its reply is received from the target LAN [P
Device, the PS MUST set L'abhCtpPingStatus = timedOul(5) and report the appropriate event (refer to
Appendix [I — CTP Events).

When the CTP Ping Tool function is initiated, the PS MUST determine the average round—trip time
between the PS and the LAN IP Device or CableHome Host device whose address is passed in
cabhCtpPingDestlp (the target LAN IP Device), over the number of Ping requests defined by
cabhCtpPingNumPkts, and store the result in cabhCtpPingAvgR”l'1‘. When the CTP Ping Tool function is
initiated, the PS MUST determine the minimum and maximum round-trip times between the PS and the
target LAN IP device, for the set of Ping requests defined by cabhCtpPingNumPkts, and store the values in
cabhCtpPingMinRT1' and cabhCtpPingMaxR”lT, respectively.

If an ICMP error occurs during execution ofthe Ping Tool, the PS MUST increment the value of
cabhCtpPingNumIcmpError and log the error in cabhCtpPingIcmpError. The last ICMP error that occurs
will over—write the previous one written.

The PS MUST reset cabhCtpPingNumSent, cabhCtpPingNumRecv. cabhCtpPingAvgRTT.
cabhCtpPingMaxRTT, cabhCtpPingMinR'I'T, cabhCtpPingNumIcmpError and cabhCtpPingIcmpError
each to a value of0 when the Ping Tool is initiated (ie., when the value of cabhCtpPingControl is set to
start(l)).

Ping Tool R11" is measured at the PS as the time from the last bit of each ICMP Echo Request packet
transmitted by the CTP Ping Tool, to the time when the last bit of the corresponding ICMP Echo Reply
packet is received.

The PS MUST allow the Ping Tool destination IP address (cabhCtpPingDest[p) to be set to any valid IPv4
address of any LAN IP Device or CableHome Host device accessible through any LAN Interface of the PS
running the CTP Ping Tool.

The PS MUST NOT generate packets out any WAN Interface when executing the Ping Tool function.

The PS MUST NOT use any IP address for the Ping Tool source IP address (cabhCtpPingSrc[p) except a
current, valid PS WAN-Data IP address (i.e., an active cabhCdpWanDataAddrlp object value) or a current,
valid PS LAN Interface IP address. lf an invalid value is configured for cabhCtpPingSrclp, the PS MUST
treat the execution of the test as an aborted case and set the Ping Tool status object cabhCtpPingStatus to
“aborted" and report the appropriate event (see Table II- l).

6.5 BP Logical Element - Management Boundary Point (MBP)

Section 5 defines the Boundary Point (BP), which is the CableHome—det'1ned logical element aggregating
CableHome—specified functionality of a CableHome Host device. The Management Boundary Point (MBP)
is the logical element of the BP responsible for CableHome—defined discovery capabilities of the BP.

Discovery of CableHome Host devices is the first step of the eventual management of CableHome-
specified functionality in these devices. The CableHome l .l specification enables discovery of CableHome
Host devices through access to the Profile information via HTTP, from the CMP.
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6.5.1 MBP Goals

The goal for the CablcHomc l.l MBP is to fulfill CableHome requirements for CableHome Host device
discovery and LAN messaging. The MBP is required to provide the cable operator with the Device Profile
for each CableHome Host device, through the PS acting as a proxy.

6.5.2 MBP System Design Guidelines

System design guidelines listed in Table 6-24 guided specification of the MBP.

Table E524 — MBP System Design Guidelines
Reference MBP System Deslgn Guidelines

The MBP will maintain Inlonnation about the attributes of the CabIeHome
Host device in which the BP resides

The MBP will provide Cab|eHome Host device and application information to
the Cab|eHome svstem manager during the BP initialization process.
The MBP will provide Cab|eHome Host device and application intormation to
the CableHome system manager periodically after BF initialization
completes.

6.5.3 MBP System Description

The BP is required to maintain :1 Device Profile as described in Section 6.5.3.l .3 Device Profile
Description and a QoS Profile described in Section l0.3.2.4.2.l QoS Profile XML Schema.

The BP is Further required to send the Device Profile to the PS,thereby providing the CableHome system
manager access to each CableHome Host device’s attribute information through the PS Device MIB [CH5]
via SNMP access over the cable data WAN. By providing access to the CableHome Host device‘s attribute
information in this fashion, the MBP satisfies CableHome l.l requirements for device discovery.

The BP is also required to support LAN messaging using SOAP over HTTP/TCP transport, as the means
by which the Device Profile and QoS Profile are transferred from the BP to the PS."

6.5.3.1 BP Device Profile

The Device Profile and QoS Profile are XML—formatted structures containing information about the
CablcHomc Host device and the applications it implements. The Device Profi|e’is used as a means for
maintaining and communicating information about the Cab|eHome Host device. The BP is required to
implement a Device Profile and provide its Device Profile information to the PS. which makes the
information available through the PS Device MIB [CH5]. The cable operator’s data network NMS and
other subscriber—supporl organizations can obtain basic information about the CablcHomc Host device by
querying the PS Device MIB over the cable data network using SNMP Get-request messages.

65.3.1 1 Device Profile Goals

The goals of the BP Device Profile are listed below:

0 aggregate information specific and unique to the CableHome Host device implementing the BP
I provide the CableHome system manager with information about the CablcHomc Host device

1“ Revised this paragraph per ECN CHl.l—N—0306U by CO on I0/28/03
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6.5.3.1.2 Device Profile System Design Guidelines

System design guidelines listed in Table 6-25 guided the specification of the MBP Device Profile.

Table 6-25 — MBP Device Profile System Design Guidelines
Reference MBP Device Proflle System Design Guidelines

MBP DevProf1 The MBP will maintain a set of device-specific infomiation about the
CableHome Host device in which the BP resides

MBP DevPmf 2 The format of the device-specific infomiation will adhere to an open standard.
MBP DevProf 3 The format of the device-specific information maintained by an MBP will

compatible with LAN IP Device operating systems, will be flexible to
accommodate any kind or amount of device-specific information. and will be
as compatible as possible with industry protocols and trends.

6.5.3.13 Device Profile Description

CableHome i.l specifies implementation of 21 Device Profile and a Q05 Profile in BP logical elements to
support discovery of CableHome Host Devices and to suppon the provisioning of Q05 priorities in BPS.
The Device Profile and QoS Profile are XML-formatted structures. The Device Profile contains :1 set of
attributes that describe the Cubleflome Host device. A Device Profile includes CabieH0me—specified
attributes and could include vendor-specified attributes as well. The Q05 Profile is described in the Section
l0.3.2.4.2.l QOS Profile XML Schema. The Device Profile is described in this section?’

Table 6-26 presents a high-lcvcl description of the Device Profile required for BP elements.”
Table 6-26 - BF Device Proiile Attributes

Attribute Name Attribute Type

Device Type required
Manufacturer required
Manufacturers URL optional
Hardware Revision required
Hardware Options optional
Serial Number ' required
Model Name optional
Model Number optional
Model URL optional
Model UPC optional
Model Software OS required
Model Soitware Version required

LAN Interface Type (IANA ifType) _ required
Number of Media Access Priorities required
Physical Location optional
Physical Address required

19 Revised this paragraph pet‘ ECN CH1 l<N-03 0109-] by KB on 4/4/04
3" Revised Table 6-26 per ECN CH] 1-N-03071 by G0 on 10/23/03.
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Device Profile Attribute Details:

The Device 7)/pe attribute can have one of the following values: Cableflome Residential Gateway orCableHome Host.

The Mani;/Ziciurer attribute is the name of the device manufacturer.

The Manufnclui-er ’.t URL attribute is the Uniform Resource Locator for the manufacturer’s web site.

The Hardware Revision attribute is a string assigned by the manufacturer uniquely identifying a specific
product hardware revision.

The Hardware Options attribute is a string assigned by the manufacturer identifying optional product
hardware features implemented in the product.

The Serial Number attribute is the unique identifying serial number for the Cable]-lome Host device,
assigned by the device manufacturer.

The Model Name attribute is the CableHome Host deviee’s model name or other identifying name assigned
by the device manufacturer.

The Model Number attribute is the model number or other identifying value assigned by the device
manufacturer.

The Model URL attribute is the Uniform Resource Loeator for the model‘s web site.

The Model I/P(.' attribute is the Universal Product Code value assigned to the device.

The Model Soflware ()S attribute is the operating system implemented on the device.

The Model Soflware Version attribute is the version of software currently running on the device.

The LAN Interface Type attribute is an integer containing the [ANAifType value [IANAType] for [SO OSI
Layer 2 networking technology implemented by the product.“

The Number of Media Aeces.v PI'l0I‘iIi€.$' attribute refers to the number of media access priorities the
CableHonie Host device's LAN interface supports. This attribute and its uses are described in detail in
Section l0 (QoS Section).

The Physical Location attribute is a value that can be assigned by the device owner indicating the physical
location of the device, such as Oflice or Living Room.

The Pl1y.s'icalAa'dre.s.i' attribute is the deviee’s hardware address, such as the Media Access Control (MAC)address of an 802.3-based device.

" Revised this statement per ECN CH l.l—N-03071 by G0 on 10/23/03.
 ~_j
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6.53.1.4 Device Profile XML schema"

The Device Profile in XML format as required by Cablellome is shown below.

<xs: element name="ch:DeviceProfile" type="ch:DeviceProfi|eEntry"/>

<xs: eomplexType name:"ch:DeviceProfileEntry">

<xs:elemem name="ch:deviceType" type="xs:string"/>

<xs:element name="ch:manufacturer" type="xs:string"/>

<xs:e1ement name="ch:manufacturerURL" type="xs:string"/>

<xs:element name="ch:hardwareRevision" type="xs:string"/>

<xs:element nam¢"ch:hardwareOptions" type="xs:string"/>

<xs:element name="ch:serialNumber" type="xs:string"/>

<xs:element m1me="ch:modelName" type="xs:string"/>

<xs:element name="ch:mode1Number" type="xs:string"/>

<xs:element name="ch:modelURL" type="xs:string"/>

<xs:element name="ch:modelUPC" type="xs:string"/>

<xs:element nz1me="ch:modelSoftwareOS" type="xs:sl'ring"/>

<xs:elcment name:"ch:modelSoftwareVcrsion" type="xs:string"/>

<xs:element name="ch:lanInterfaceType" type="xs:int"/>

<xs:element name="ch:numberMediaAccessPriorities" type="xs:int"/>

<xs:element name="ch:physica1Location" type="xs:string"/>

<xs:element name="ch:physicalAddress" type="xs:string"/>

</xs:complexType>

6.5.3.1.5 Device Profile Requirements

The BP MUST implement a Device Profile as described in Section 6.5 3.1 .4, consistent with XML
formatting mics described in [XMLlJ.

The BF MUST populate the Device Type attribute of the BP Device Profile (ref; Section 6.5 .3.1 .4 Device
Profile in XML Format) with the string “Cable!-{ome Host" (without the quotes).

'11 Replaced this section per ECN CH1 .l«N-03071 by G0 on l0/28/03.
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The BP MUST populate the Manufacturer attribute of the BP Device Profile (ref.: Section 6.53.1.4 Device
Profile in XML Format) with a string whose value identifies the manufacturer of the CableHome Host
device in which the BP resides.

The BF MUST populate the Hardware Revision attribute of the BP Device Profile (ref.: Section 6.5 3.1.4
Device Profile in XML Format) with a string whose value accurately represents the manufacturer’s
hardware revision number for the CableHome Host device in which the BF resides.

The BF MUST populate the Serial Number attribute ofthe BP Device Profile (ref.: Section 65.3.1.4
Device Profile in XML Format) with a string whose value is equal to the serial number uniquely
identifying the CableHome Host device in which the BP resides.

The BP MUST populate the Model Software OS attribute of the BP Device Profile (ref.: Section 6.5 .3.1 .4
Device Profile in XML Format) with a string whose value accurately represents the software operating
system implemented on the CableHome Host device in which the BP resides.

The BP MUST populate the Model Software Version attribute of the BP Device Profile (ref.: Section
6.5 3.1.4 Device Profile in XML Format) with a string whose value accurately represents the version of BP
software implemented on the CahleHome Host device in which the BP resides.

The BP MUST populate the LAN Interface Type attribute of the BP Device Profile (ref.: Section 65.3.1.4
Device Profile in XML Format) with an integer whose value is equal to the IANAifType [IANAType]
representing the LAN technology supported by the Cablel-lome Host device in which the BP resides.”

The BP MUST populate the Number of Media Access Priorities attribute of the BP Device Profile (ref.:
Section 65.3.1.4 Device Profile in XML Format) with an integer in the range 1 - 8 whose value is equal to
the number of LAN interface priorities supported by the CableHome Host device in which the BI’ resides.

The BP MAY populate the Manufacturer’s URL attribute of the BP Device Profile (ref.: Section 6.5 .3.1.4
Device Profile in XML Format) with a string whose value accurately and uniquely identifies a Uniform
Resource Locator for the manufacturer of the Cableflome Host device in which the BI‘ resides.

The BF MAY populate the Hardware Options attribute of the BP Device Profile (ref.: Section 6.5 .3.1.4
Device Profile in XML Format) with a string whose value represents the hardware options of the
Cab1eHome Host device in which the BP resides.

The BF MAY populate the Model Name attribute of the BP Device Profile (ref.: Section 6.53.1.4 Device
Profile in XML Format) with a string whose value accurately and uniquely identifies the manufacturer's
model name for the CableHome Host device in which the BP resides.

The BF MAY populate the Model Number attribute of the BP Device Profile (ref.: Section 6.5.3.1 .4
Device Profile in XML Format) with a string whose value accurately and uniquely identifies the
manufacturer's model number for the Cab|eHome Host device in which the BP resides.

The BP MAY populate the Model URL attribute of the BP Device Profile (ref.: Section 65.3.1.4 Device
Profile in XML Format) with a string whose value accurately and uniquely identifies a Uniform Resource
Locator for the CableHome Host device model in which the BP resides.

The BP MAY populate the Model UPC attribute of the BP Device Profile (ref.: Section 6.53.1.4 Device
Profile in XML Format) with a string whose value accurately and uniquely identifies the Universal Product
Code for the Cab1eHome Host device in which the BP resides.

3’ Revised this paragraph per ECN ct-ti.i-N-03071 by Go on 10/28/03.
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The BF’ MAY populate the Physical Location attribute of the BP Device Profile (rel‘.: Section 6.5 3.1.4
Device Profile in XML Format) with a string value that identifies the physical location of the Cableflome
Host device in which the BP resides.

The BF MUST populate the Physical Address attribute of the BP Device Profile (rel': Section 6.5 3.1 .4
Device Profile in XML Format) with a string value representing the Media Access Control (MAC) Address
of the BP's interface. The format of the MAC address is a sequence of 6 hexadecimal numbers, of 2 digits
each, separated by colons (example: 00: l l:22:AA:CC:DD).3“

6.5.3.2 MBP LAN Messaging Function

6.53.2.1 MBP LAN Messaging Function Goals

The goals ofthe MBP LAN Messaging Function are listed in Section 6-7 LAN Messaging Function Goals.

6.5.32.2 MBP LAN Messaging Function System Design Guidelines

The MBP LAN Messaging Function System Design Guidelines are listed in Table 6.3 .3 .4.3 LAN
Messaging Function System Design Guidelines.

6.5.32.3 MBP LAN Messaging Function System Description

The MBP LAN Messaging Function is as described in Section 6.33.4.4 LAN Messaging Function System
Description.”

6.5.3.2.4 MBP LAN Messaging Function Requirements“

The BF MUST implement an Echo Service responder, such that the BP immediately echoes any IP packet
received on Port 7 to the sender of the packet, bit for bit. changing only the source IP address and pon for
the destination [P address and port, and vice versa.

The BP MUST implement [CMP Echo and Echo Reply Message types (Type 8 and Type 0) and ICMP
Timestamp and Timestamp Reply Message types (Type [3 and Type l4) as described in [RFC 792], and
reply appropriately to Ping requests received on any interface.

The BF MUST implement an HTTP client in accordance with the Client requirements of [RFC 2616].

The BP MUST implement a TCP stack in accordance to the requirements of [RFC 793].

The BF MUST implement an XML parser in accordance with [XMLl].

The BF MUST implement a SOAP parser in accordance with [SOAP].

The BF MUST use HTTP over TCP as the transport mechanism for SOAP messaging to insure
interoperability between various PS and BP implementations.

The BF’ MUST actively open a TCP connection against the PS immediately before sending a BP_lnit
message.

If the BP received DHCP Option Code 43 sub-option l0l containing the string 'CableHome l.l LAN-
Trans' in the DHCP ACK. the BP MUST open the TCP connection For the LAN messaging exchange
against the default gateway IP address (value of DHCP Option 3 received in the DHCP ACK).

‘4 Revised the preceding paragraph and added this paragraph per ECN CH1.1-N-03.0087-4 by CO on 12/8/03.
'5 Corrected a typographical error per ECN CH I .l-N-03.0087-4 by CO on 12/8/03.
3“ Revised this section per ECN CHl.l-N-03060 by CO on 10/28/03.
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If the BP did not receive Option Code 43 sub-option l0I containing the string 'CableH0me l.l LAN-Trans‘
in the DHCP ACK, the BP MUST open the TCP connection for the LAN messaging exchange against the
IP address l92.l68.0.l.

The BP MUST NOT transmit a BP_Init message more frequently than once per 20 seconds.

The BP MUST NOT transmit a BP_Init message any time other than the specific occasions listed in
Section 10.4.l.4.l.l, “BP information to the PS using BP_Init Message,“ on page I80.

The BP MUST NOT transmit 21 BP_Init message to any address other than the BP's default gateway
address or 19’2.l68.0. l.

The BP MUST close the TCP connection against the PS after a BP_lnit_Response message is received.

The BF MUST observe the following SOAP Syntax Rules:

0 A SOAP message MUST be encoded using XML.
- A SOAP message MUST have :1 SOAP Envelope.

A SOAP message MAY have a SOAP header.
A SOAP message MUST have a SOAP Body.
A SOAP message MUST use the SOAP Envelope namespaces.
A SOAP message MUST use the SOAP Encoding namespace.
A SOAP message MUST NOT contain a Document Type Declaration (DTD).
A SOAP message MUST NOT contain XML Processing Instructions.
The BP MUST use the following default namespaces:

— for SOAP envelope syntax: http://schemas.xmlsoaporglsoaplenvelopel
— for SOAP encoding and data types: http://schemas.xmlsoap.org/soap/encoding/
- for 'BP,lnit': IP Address of PS

The BP MUST perform the following actions in the order listed when it receives a SOAP message:

. Identify all parts of the SOAP message intended for the BP

. Verify that the received message is fonnatted as specified in Section 6.3.3.4.4.2.l and process the
message. If the message does not contain all mandatory components, discard the message. The
processor has the option to ignore optional parts identified in step 1 without affecting the outcome of
the processing.

. If the message cannot be processed because it is incorrectly formatted. contains an invalid value, or
does not conform with the CableHome specification or [SOAP] in some other way, the BP will re-issue
the BP_Init message as defined in Section 65.3.3.4.

6.5.3.3 MBP Discovery Function

65.3.3.1 MBP Discovery Function Goals

The goal for the CableHome MBP Discovery functionality is to provide the C21b1eHome system manager
with information about the CableHome Host device in which the BP resides.
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6.5.3.32 MBP Discovery Function System Design Guidelines

The design guidelines listed in Table 6-27 provided guidance for the specification of the MBP Discoveryfunction.

Table 6-27 — MBP Discoveiy Function System Design Guidelines
Reference MBP Discovery System Design Guidelines

MBP Disc 1 The MBP will provide device-specilic information about the CableHome Host in
which it resides to the cable operator through the PS acting as a proxy

MBP Disc 2 The MBP will provide information about the applications implemented by a
CableHome Host device to the cable operator through the PS acting as a proxy.

6.5.3.33 MBP Discovery Function System Description

Each BP is required to implement a Device Profile in XML format as described in Section 6.53.1.4 Device
Profile in XML Fonnat. Each BP is also required to implement a QoS Profile described in Section
10.3.2 .4 2.] QoS Profile XML Schema. When the BP is operational and has completed initialization, it is
required to send Device Profile and QoS Profile infonnation to the PS using LAN Messaging described in
Section 6.3.3.4 CMP LAN Messaging Function. By providing the PS with Device Profile and QoS Profile
information. the BP enables the cable operator to discover attributes of the CableHome Host device in
which the BP resides and the applications running on it, through the PS acting as a proxy for the cable
operator’s network management system.

6.5.3.3.4 Discovery Function Requirements“

Upon receipt of any DHCPACK message [RFC 2l3 1] addressed to itself, the BP MUST transmit as
described in Section 6.3 .3 .4.4.2 at BP_lnit message containing its Device Profile and its QoS Profile in the
message body. The BF sends BP_[nit messages at other times for which the Q05 Profile is mandatory (as
described in Section l0.4.l.4.l, "LAN [nfonnation Exchange). At those times, however, the BP is not
required to include the Device Profile .3“

If the BP cannot establish TCP connectivity with the PS, or if an existing connection is lost. the BP MUST
wait 30 seconds and retry to establish the TCP connection. The total number of TCP connection
establishment attempts that the BP is allowed to perform in order to complete a BP_Init/BP_[nit_Response
messages exchange is three. if the third connection fails before a BP_lnit_Response is received the BP
MUST discard the BP_Init message, and wait until the next DHCPACK [RFC 2l3lJ to repeat the process.

If the BP, having established TCP connectivity with the PS, does not receive a BP_[nit_Response message
within one minute after the BP_lnit message was sent. or within this period receives a BP_Init_Response
message that is not properly formatted or contains errors and thus cannot be processed, or receives a
BP_Init_Response message that can be processed but that contains a negative Confirmation Code value, it
MUST retransmit the BP_[nit message repeating the process for a total of three attempts or until the BP
receives a valid Bl‘_lnit_Responsc mcssagc, whichever occurs first."°

If the BP, having established TCP connectivity against the PS, does not receive a valid BP_lnit_Response
message after sending the BP_[nit messages three times, it MUST terminate the TCP connection and wait
until it receives the next DHCPACK [RFC 2 i311 message to repeat the process.

*7 Revised this section per ECN CH I .l-N-03060 hy G0 on I0/28/03
3“ Revised this paragraph per ECN CHl.|-N-03.0087-4 by CO on 12/8/03
39 Revised this paragraph per ECN CH1 l-N-03 0037-4 by CO on 12/3/03
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7 PROVISIONING TOOLS

7.1 Introductionloverview

The Portal Services element and LAN IP Devices must be properly initialized and configured in order to
exchange meaningful information with one another and with elements connected to the cable network and
the lntemet. CableHome provisioning tools provide the means for this initialization and configuration to
occur seam lussly and with miriinulm 11ser intervention. They also enable cable operators to add value to
high—speed data service sillisurilners by defining processes through which the cable npeI'atnr can Iiutilitale
and customize PS ruicl L.»\!\‘ ll’ l)u:viL-e initialization and configuration. The three prnvi.-.inning Innis defined
by CableHome to accomplish this task are listed below:
I CableHomc DHCP Portal (CDP) function in the Portal Services element
I Bulk Portal Services Configuration (BPSC) tool
I Time of Day Client in the Portal Services element

7.1.1 Goals

Goals of the CableHomc l.l Provisioning Tools are listed below:

- Enable the PS to acquire a network address on its WAN interface to be used for management of the PS
I Enable the PS to acquire one or more network addresses on its WAN interface to be used for the

exchange of traffic between LAN IP Devices and the Internet or between CableHome Host devices andthe lntemet

- Enable the PS to request and acquire configuration parameters in a configuration file
I Enable the PS to acquire current time of day from time ofday services in the cable operator‘s datanetwork

0 Enable the PS to assign network address leases to LAN [P Devices and CableHome Host devices
I Enable the PS to assign configuration parameters to LAN [P Devices and CableHome Host devices

7.1.2 Assumptions

The CableHome Provisioning Tools operating assumptions are listed below:

I LAN IP Devices and CableHome Host devices implement a DHCP client as defined by [RFC 213 l].

I The cable network provisioning system implements a DHCP server as defined by [RFC 213 I].
o If the cable network provisioning system's DHCP server supports DHCP Option 61 (client identifier

option), the WAN-Man and all WAN-Data IP interfaces can share a common MAC address.
LAN [P Devices and CableHome Host devices may support various DHCP Options and BOOTP

Vcndor Extensions. allowed by [RFC 2132],

Bulk PS configuration will be accomplished via the download ofa PS Configuration File containing
one or more parameters, using Trivial File Transfer Protocol (TFTP) [RFC 1350] or Hypertext Transfer
Protocol (HTTP) [RFC 2616] with Transport Layer Security (TLS) [RFC 2246].

The Hcadend DHCP sewer will provide a DHCP option, to the WAN—Management interface, which
points to a Time of Day server, operating within the Headend network.
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7.2 Provisioning Architecture

7.2.1 Provisioning Modes

Three provisioning modes are supported by Cubleflome 1.1. They are referred to as DHCP Provisioning
Mode (DHCP Mode), SNMP Provisioning Mode (SNMP Mode), and Dormant CableHome Mode. The
three provisioning modes are compared in Table 7- I .

Table 7-1 — Cablet-lomel I Provisioning Modes Tl
DHCP Mode SNMP Mode Dormant CabIeHome Mode

DHCP Fields and Receives configuration file Receives no configuration file Receives no configuration tile
Option Codes information in 'siaddr and intorrnation Receives valid infomiation and no Option 177, or

‘file’ fields. Receives no values for Option 177 sul::- receives an invalid combination of
Option 177 options 3, E, and 51 configuration file information and

Option 177 sub-options.

PS Configuration Triggered by presence of Triggered by NMS via SNMP PS receives no configuration file
File Trigger TFTP server information in message

DHCP message
PS Configuration PS Configuration File PS Configuration File PS configuration file IS not required
File Requirement download is required download is not required

Specified behavior of the Provisioning Tools is dependent upon the Provisioning Mode in which the PS
operutes.

Section 13, Provisioning Processes, describes the sequence of events for DHCP and SNMP Provisioning
Modes.

7.2.2 Provisioning Architecture Description

The CableHome provisioning architecture is illustrated in Figure 7-l. Portal Services elements will interact
with server functions in the cable network over the HFC interface, or with CableHome Host Devices to
satisfy the system design guidelines listed in Section 7.3.l.

' i
_ Cable Network Came "‘e“”°”‘ °"“”'e ”e“"’°"‘ Cable Network Cable Network ~NMS S TFTP or HTI'P .

: DHCP Sewer (SNMP Mzgsgr) Server ToD Server Security Server

\ \NMP /‘W /' PDHCP

\\ ; TciD Hnrlrerrot
_ _ _ . _ . . . I

l T CMPI -fol;
°“°P l coo l cos l lTFTP/ lcneml l CSP l_. l__ !

I BRIDGE ' " ‘ HT”:

(unspecified) T _

I _x' TDHEP7 T Portal Services!
l LAN-Pass LAN—TransDHCP Client DHCP Client

Figure 7-1 — Cal:ileHome Provisioning Architecture
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7.3 PS Logical Element - CabIeHome DHCP Portal (CDP)

The CableHome DHCP Portal (CDP) is a logical sub-element of the PS logical element, The CDP has two
primary roles: acquisition of network address leases for the PS and assignment of network address leases to
LAN [P Devices and CableHome Host devices in the LAN. and is one of the three provisioning tools
introduced in Section 7.1 . This section describes the Goals, System Design Guidelines, System
Description, and Requirements pertaining to the CDP.

7.3.1 CDP Goals

The goals of the CDP include the following:

I Enable client functions in the PS to communicate with corresponding server functions in the cable data
network

I Provide the PS with initial configuration parameters, giving it the ability to further configure itself

7.3.2 CDP System Design Guidelines

The following design guidelines drive the capabilities defined for the CDP:

Table 72 — CDP System Design Guidelines
CDP System Design Guldellnes

Cab|eHome addressing mechanisms will be MSO controlled, and will provide M50 knowledge of
and accessibility to CableHome network elements and LAN IP Devices.
Cab|eHome address acquisition and management processes will not require human intervention
(assuming that a user/household account has already been established).
CableHome address acquisition and management will be scalable to support the expected
increase in the number of LAN lP devices.

It is preferable for LAN IF‘ Device addresses to remain the same after events such as a power
cycle or Internet Service Provider switch.
CableHome will provide a mechanism by which the number of LAN lP Devices in the LAN-Trans
realm can be monitored and controlled
In-home communication will continue to work as provisioned during periods or Headend address
server outage. Addressing support will be provided tor newly added LAN IP Devices and address
expirations during remote address server outages
IP addresses will be conserved when possible (both globally routable addresses and private cable
network management addresses).

7.3.3 CableHome DHCP Portal System Description

The CableHome DHCP Portal (CDP) is the logical entity that is responsible for CableHome addressing
activities. The CDP address request and address allocation responsibilities within the CableHomeenvironment include:

0 IP address assignment, IP address maintenance, and the delivery of configuration parameters (via
DHCP) to LAN [P Devices in the LAN-Trans Address Realm.

I Acquisition ofa WAN-Man and zero or more WAN-Data IP addresses and associated DHCP
con figuration parameters for the Portal Services (PS) element.

I Provide information to the CableHome Name Portal (CNP) in support of LAN [P Devicc host name
services.

The PS maintains two hardware addresses, one of which is to he used to acquire an IP address for
management purpose, the other could be used for the acquisition of one or more [P address(es) for data. To
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prevent hardware address deception, the PS does not allow either of the two hardware addresses to bemodified.

The Portal Services element requires an [P Address on the home LAN for its role on the LAN as a router
(see Section 8, Packet Handling and Address Translation), DHCP Sewer (CDS), and DNS Server (see
Section 9, Name Resolution). The PS listens on a single LAN-side IP address for each of these
functionalities. The PS needs to communicate the [P address for each of these sewer functionalities to the
LAN [P Devices in the DHCP OFFER and ACK option fields. In order to uniquely identify these option
values, each of these server addresses are identified by different MIB objects in the PS, which are listed
below and in Table 7-2 .4"

Router (default gateway) Address cahhCdpServerRouter Option 3

Domain Name Server (DNS) Address cubhCdpServerDnsAddress Option 6

Dynamic Host Configuration Server (DHCP) (CDS) Address cabhCdpServerDhcpAddress Option 54

The default value of cabhCdpServerRouter is |92.l68.0.l. However, the NMS can set
cahhCdpServerRouter to a different value.

The value of cabhCdpSewerDhcpAddress is always the same as the value of cabhCdpServerRouter and the
NMS cannot change its value directly.

The default value of cabhCdpSewerDnsAddress is equal to the value of the cabhCdpServerR0uter.
However. the NMS can change it to a different value (e.g. DNS server in the cable operator's date network)
so that a LAN [P Device can direct its DNS queries to a server other than the PS DNS server.

Thus, the PS always listens on the [P address assigned to CabhCdpSeverRouter for its LAN side router,
Name Server (DNS). and DHCP server functionality.

As shown in Figure 7-2, the CDP capabilities are embodied by two functional elements residing within theCDP:

0 Cable]-tome DHCP Server (CDS)
0 Cable]-[ome DHCP Client (CDC)

Figure 7-2 also illustrates interaction between the CDP components and the address realms introduced in
Section 5. The CDC exchanges DHCP messages with the DHCP sewer in the cable network (WAN
Management address realm) to acquire an [F address and DHCP options for the PS, for management
purposes. The CDC could also exchange DHCP messages with the DHCP sewer in the cable network
[WAN Data address realm) to acquire zero (0), or more [P address(es) on behulfof LAN [P Devices in the
LAN-Trans realm. The CDS exchanges DHCP messages with LAN [P Devices in the LAN—Trans realm.
and assigns private [P addresses, grants leases to, and could provide DHCP options to DHCP clients withinthose LAN [P Devices.

LAN [P Devices in the LAN-Pass realm receive their [P addresses, leases, and DHCP options directly from
the DHCP server in the cable network. The CDP bridges DHCP messages between the DHCP server in the
cable network, and LAN [P Devices in the LAN-Pass realm.

4° Revised this paragraph and the following four paragraphs per ECN CHI .|—N»03.0l04-2 by CO on l2/5/03.
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Figure 7-2 — CDP Functions

7.3.3.1 CabieHome DHCP Server (CDS) Sub-element

The CDS is a sub—element of the CDP logical element of the PS, and is the function responsible for
allocating network address leases to LAN ll’ Devices in the LAN—Trans realm. It is also responsible for
providing LAN [P Devices with configuration information via DHCP Option codes, as specified in [RFC
2 I32]. The CDS is required to perform this function whether or not the PS has an active WAN connection.

7.3.3.1.1 CDS Function Goals

Goals for the CDS Function include the following:

0 allocate network address leases to LAN [P Devices in the LAN-Trans realm according to CDP MIB
settings and according to [RFC 2131]

0 allocate configuration information according to [RFC 2132]
I satisfy CableHome goals for operation in the absence ofa WAN connection by allocating LAN-Trans

IP address leases and providing configuration information to LAN IP Devices upon request as long as
the PS is operational, whether or not the PS has an active WAN connection

- do not allocate IP address leases and do not provide configuration information to LAN ll-‘ Devices for
which the PS has been configured to treat as existing in the LAN-Pass realm

7.33.1.2 CDS Function System Design Guidelines

The design guidelines listed in Table 7-3 guided development of the CDS Function specifications .:

Table 7-3 — CabIeHo_rne DHGPSarver CDS Function 3 stern Desin Guidelines

 CDS Function System Design Guidelines
CDS ‘I Cab|eHorrie will provide a means by which LAN IP Devices can acquire network address leases
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and configuration information tor the LAN-Trans realm.
CD5 2 The mechanism for allocating LAN-Trans IP addresses and configuration information will operate

I whether the PS has a WAN connection to the cable operators data network or not.
CD5 3 The mechanism for allocating LAN-Trans IP address leases and configuration information will hot

| allocate IP address leases or provide configuration Inlorrnalion for LAN IP Devices in the LAN-
Pass realm.

7.3.3.13 CDS Function System Description

The CDS is a standard DHCP sewer as defined in [RFC 2132], and responsibilities include:

- The CDS assigns addresses to and delivers DHCP configuration parameters to LAN IP Devices
receiving an address in the LAN-Trans address realm. The CDS learns DHCP options from the NMS
system and provides these DHCP options to LAN 1P Devices. If DHCP options have not been provided
by the NMS system (for example when the PS boots during a cable outage), the CDS relies on built—in
default values (DefVa1s) for required options.

The CDS is able to provide DHCP addressing services to LAN IP Devices, independent of the WAN
connectivity state.

The number of addresses supplied by the CDS to LAN IP Devices is controllable by the NMS system.
The behavior of the CDS when a cable operator settablc limit is exceeded is also configurable via the
NMS. Possible CDS actions when the limit is exceeded include: (1) assign a LAN-Trans IP address and
treat the WAN to LAN CAT interconnection as would normally occur if the limit had not been
exceeded; and (2) do not assign an address to requesting LAN 117 devices. An address threshold setting
of 0 indicates the maximum threshold possible for the LAN-Trans ll’ address pool defined by the pool
“start" (cabhCdpLanPoo1Start) and “end" (cabhCdpLanPoolEnd) values.

In the absence of time of day information from the Time of Day (ToD) server, the CDS uses the PS
default starting time of 00:00.0 (midnight) GMT. January I , 1970, updates the Expire Time for any
active leases in the LAN-Trans realm to re—synchronize with DHCP clients in LAN [P Devices, and
maintains leases based on that staning point until the PS synchronizes with the Time of Day server in
the cable network.

During the PS Boot process, the CDS remains inactive until activated by the PS.
If the PS Primary Packet-handling mode (cabhCapPrimaryMode) has been set to Passthrough and the

PS provisioning process has completed (as indicated by eabhPsDevProvState = pass(1)). then the CDSis disabled.

LAN JP Devices may receive addresses that reside in the LAN-Pass realm. As shown in Figure 7-2, LAN-
Pass address requests are served by the WAN addressing infrastructure, not the PS. LAN-Pass addressing
processes will occur when the PS is configured to operate in Passthrough Mode or Mixed
Bridging/Routing Mode (see Section 83.4.3 Passthrough Requirements for more details). In these cases,
DHCP interactions will take place directly between LAN I P Devices and cable data network servers. and
CableHome does not specify the process.

Throughout this document, the terms Dynamic Allocation and Manual Allocation are used as defined in
[RFC 2132]. The CDS Provisioned DHCP Options, cabhCdpServer objects in the CDP MIB, are DHCP
Options that can be provisioned by the NMS, and are offered by the CDS to LAN [P devices assigned a
LAN-Trans address. CDS Provisioned DHCP Options, cabhCdpServer objects, persist after a P5 power
cycle and the NMS system can establish, read, write and delete these objects. CDS Provisioned DHCP
Options, cabhCdpServer objects, are retained during periods of cable outage and these objects are offered
to LAN [P devices assigned a LAN~Trans address during periods of cable outage. The CDS persistent
storage of DHCP options is consistent with [RFC 2132], Section 2.1. The default values of CDS
Provisioned DHCP Options, cabhCdpServer objects, are defined (Table 7-4) and the NMS can reset the
CDS Provisioned DHCP Options, cabhCdpServer objects, and cabhCdpLanAddrTable to their default
values. by writing to the cabhCdpSaToFactory MlB object.
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The CDS Address Threshold (cabhCdpl.anTrans) objects contain the cvcnt control parameters used by the
CDS to signal the CMP to generate a notification to the Headend management system. when the number of
LAN—Trans addresses assigned by the CDS exceeds the preset threshold.

The Address Count (cabhCdpLanTransCurCount) object is a value indicating the number of LAN—Trans
addresses assigned by the CDS that have active DHCP leases.

The Address Threshold (cabhCdpLanTransThrcshold) object is a value indicating when a notification is
generated to the Headend management system. The notification is generated when the CDS assigns an
address to the LAN 1!’ Device that causes the Address Count (cabhCdpLanTransCurCount) to exceed the
Address Threshold (cabhCdpLanTransThreshold).

The Threshold Exceeded Action (cabhCdpLanTransAction) is the action taken by the CDS while the
Address Coum (cabhCdpLanTransCurCount) exceeds the Address Threshold
(cabhCdpLanTrans'[‘hreshold). If the Threshold Exceeded Action (cabhCdpLanTransAction) allows
address assignments after the count is exceeded, the notification is generated each time an address is
assigned. The defined actions are a) assign a LAN-Trans address as normal, and b) do not assign an
address to the next requesting LAN IP Device.

The Address Count (cabhCdpLanTransCurCount) continues to be updated during periods of cable outage.

The CDS MIB also contains the Address Pool Start (cabhCdpLanPoolStart) and Address Pool End
(cabhCdpLanPoolEnd) parameters. These parameters indicate the range of addresses in the LAN-Trans
realm that call be assigned by the CDS to LAN IP Devices.

The CDP LAN Address Table (cabhCdpLanAddrTable) contains the list of parameters associated with
addresses allocated to LAN lP Devices with LAN-Trans addresses. These parameters include:

I The Client Identifiers , [RFC 2132]. Section 9.l4 (cabhCdpLanAddrClientlD)

- The LAN IP address assigned to the client (cabhCdpLanAddrlp)
0 An indication that the address was allocated either manually (via the CMP) or dynamically (via the

CDP) (cabhCdpLanAddrMethod)

The CDS stores LAN IP Device identifying information in the cabhCdpLanAddrClientlD MIB object. The
CDS uses the value passed in the chaddr field of the DHCP REQUEST message sent by the LAN IP
Device for this purpose.

The CDS creates a CDP Table (cabhCdpLanAddrTable) entry when it allocates an IP address to a LAN IP
Device. The CDS can create CDP Table (cabhCdpLanAddrTable) entries during periods of cable outage.

The CDP Table (cabhCdpLanAddrTable) maintains a DHCP lease time for each LAN IP Device.

NMS-provisioned CDP Table (cabhCdpLanAddrTable) entries are retained during periods of cable outage
and persist across a PS power-cycle.

73.3.1.4 CDS Function Requirements

The PS MUST comply with the Server requirements of [RFC 2131], section 4.3.

The PS MUST support Dynamic and Manual address allocation in accordance with [RFC 213 l]. section 1.

PS Manual [P address allocation MUST be supported using CDP MIB's cabhCdpLanAddrTable entries
created via the NMS system or PS Configuration file.
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In support of Dynamic IP address allocation. the PS MUST be capable of creating, modifying and deleting
cabhCdpLunAddrTable entries for devices allocated a LAN-Trans address.

The PS MUST retain Pmvisioned CDP LAN Address Managcment'l‘able (cabhCdpLanAddrTable) entries
during a cable outage and the entries MUST persist after a PS power cycle. The PS MUST be able to
provide DHCP addressing services to LAN IP Devices when enabled by the PS, independent of the WAN
connectivity state.

Upon PS reset or re-boot, the PS MUST NOT exchange DHCP messages with LAN ll‘ Devices until the
CDS is activated by the PS.

The PS MUST activate the CDS, ie., the PS MUST begin responding to DHCP DISCOVER and DHCP
REQUEST messages received through any PS LAN Interface, in any of the following conditions (see also
Figure l3—2 Cableflome Provisioning Modes):

0 When the PS is operating in DHCP provisioning mode, after the CDC has received a PS WAN—Man lP
address lease and the PS has received and properly processed a PS configuration file

When the PS is operating in SNMP provisioning mode, after the CDC has rcccived 3 PS WAN-Man
[P address lease, has authenticated with the Key Distribution Center (KDC) server, and has successfully
enrollcd with the NMS

When the first CDC attempt to acquire a PS WAN-Man ll’ address lease fails
When the PS is operating in DHCP provisioning mode and the first attempt to download or to process

the PS configuration file fails

When the PS is operating in SNMP provisioning mode and the attempt to authenticate with the KDCserver fails

When the PS is operating in SNMP provisioning mode and is triggered to download a PS
configuration file before CDS operation is initiated. and the first attempt to download or to process the
PS configuration file Falls

The PS MUST assign a unique, available IP address from the range of addresses beginning \vith
cabhCdpLanPoolStart and ending with cabhCdpLanPoolEnd, to each LAN-[P Device in the LAN-Trans
realm that requests an IP address using DHCP, if the number of IP addresses already assigned by the CDS
is less than the value of cabhCdpLanTransThreshold.

if the value of cabhCdpLanTrans'l'hreshold is 0. the PS MUST treat the threshold as if it has been assigned
the largest value possible for the cuncnt LAN—Trans IP address pool size (as defined by the I.AN—Trans IP
address pool start (cabhCdpLanPoolStart) and end (cabhCdpLanPoolEnd) values).

The PS MUST maintain the Address Count parameter (cabhCdpLanTransCurCount) indicating the number
of active LAN-Trans address leases granted to LAN ll’ devices.

The PS MUST increase the Address Count each time a lease for a LAN—Trans address is granted to a LAN
lP Device and MUST decrease the Address Count each time a LAN—Trans address is released or a LAN-
Trans address lease expires.

The PS MUST compare the Address Count parameter (cabhCdpLanTransCurCount) to the Address
Threshold parameter (cahhCdpLanTransThreshold) after assigning a LAN—Trans address. If the Address
Count parameter (cabhCdpLanTransCurCount) exceeds the Address Threshold parameter
(cabhCdpLanTransThreshold). the PS MUST generate a notification in accordance with the event reporting
mechanism defined in Section 63 .3 .2 CMP Event Reporting Function and Appendix II. While the Address
Count parameter (cabhCdpLanTransCurCount) exceeds the Address Threshold parameter
(cabhCdpLanTransThreshold), the PS MUST be capable of the following threshold exceeded actions for
the next DHCP DISCOVER from the LAN: assign a LAN-Trans addresses as normal or do not assign an
address.
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If cabhCdpLanTranCurCount equals or exceeds cabhCdpLanTransThreshold and a LAN IP Device
requests and additional ll’ address lease, the PS MUST take specific action as indicated by the Threshold
Exceeded Action (cabhCdpLanTransAction) provisioned parameter.

The PS MUST assign IP addresses and deliver DHCP configuration parameters listed in Table 7-4 for
which the CDS has a valid value, only to LAN [P Devices receiving an address in the LAN-Trans address
realm .

If the cable operator provisions values for a row in the cahhCdpLanAddrTable, the PS (CDS) MUST offer
a lease for (i .e., attempt to assign) the provisioned cabhCdpLanAddrIp IP address, to the LAN [P Device
whose hardware address corresponds to the provisioned cabhCdpLanAddrClientID, in response to :1 DHCP
DISCOVER received from that LAN IP Device.

When the CDS assigns an active lease for an IP address to a LAN lP Device, the PS MUST remove that
address from the pool of IP addresses available for assignment to LAN [P Devices.

If the CDS receives a lease request from a LAN lP device that it cannot satisfy due to the unavailability of
addresses from the [P address pool (defined by cabhCdpLanPoolStart and CabhCdpLanPoolEnd). the PS
MUST notify the event in accordance to Appendix II and the event reporting mechanism defined in Section
6.3.3.2 CMP Event Reporting Function.

The PS MUST store the value passed in the chaddr field of the DHCP REQUEST message sent by the
LAN IP Device when an active lease is created for the LAN 1P Device.

The PS MUST support all CableHome CDP MIB objects, including all objects in the
cabhCdpLanAddr'l‘ab|e, cubhCdpLanPool objects, cabhCdpServer objects, and cabhCdpLanTrans objects.

The CDS function of the PS MUST support the DHCP options indicated as mandatory in the CDS Protocol
Support column of Table 7—4 CDS DHCP Options.

The CDS MUST include in DHCP OFFER and DHCP ACK messages it sends to its DHCP clients. the
DHCP option code 43 sub—option 101 containing the string "CableHomel .lLAN—Trans" (with no spaces
and without the quotation marks) as the sub—option information, only in response to DHCP DISCOVER
and DHCP REQUEST messages that include DHCP option code 60 containing the string value
"CableHomel .1BP" (with no spaces and without the quotation marks).‘“

The CDS MUST NOT include DHCP option code 43 sub—option 101 in the DHCP OFFER and DHCP
ACK messages it sends to any DHCP client that did not provide the string value “Cu/nleHome I. IBP” in
DHCP option code 60, in its DHCP DISCOVER and DHCP REQUEST messages.

The CDS function of the PS MUST support offering the default values indicated in the CDS Factory
Defaults column of Table 7-4 CDS DHCP Options, if the DHCP option has not been provisioned with
other values.

If the PS Primary Packet-handling mode (cabhCapPrimnryMode) has been set to Passthrough and the PS
provisioning process has completed (as indicated b cabhPsDevProvStatc = pass( 1)), then the CDS functionof the PS MUST be disabled.

The CDS function of the PS MUST NOT respond to DHCP messages that are received through any WAN
Interface, nor originate DHCP messages from any WAN interface.

The CDS function of the PS MUST NOT deliver any DHCP option with null value to any LAN IP Device.

4' Revised this paragraph per ECN CH I .l—N—03069 by so on 10/28/03
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The cos MUST NOT orret A ieilse rm IP address l92.l68.0.l, i.e., the CDS MUST NOT transmit a
DHCP offer or DHCP Ack message with the value l92.l68.0.l in the yiaiddr Heidi”

Table ?-4 e CD5 DHCP Options

Option Function

Pad

ODS Protocol
Suppon

(M)andatory
or (0)ptional

E

CDS FactoryDefaults MIB Object Name

End
Subnet Mask 255.255 255 0 cabhCdpServerSul:netMask
Time Offset 0 cabhCdpServerTimeOflset
Router Option 192.18E.0.1 cabhCdpServerRouter
Domain Name Sewer 192168.01 t:abhCdpServerDnsAddress
Log Server 0.0.0.0 cabhCdpServerSysIogAddress
Host Name NIA NIA

Domain Name
Default Time-to-live

Null String cabhCdpServerDomainName
64 cabh CdpServerT|'L

Interface MTU NIA cabhCdpServer|nterfaceMTU
Vendor SpecificInformation

§§§§§§§§§§§
Vendor Selected cabhcdpservervendorspecific

Vendor Specificinformation
sub-option ‘I01

String: “Cab|eHome
1 iLAN-Trans" (with
NO SPECES)

NIA

50 Requested IP Address N/A NIA

51 IP Address Lease Time 3600 seconds cabhCdpSerVerLeaseTime
54 Server identifier 192 16B.O.1 cabhCdpServerDhcpAddress
55 Parameter Request List NIA NIA

50 Vendor Class Identifier NIA N/A

B1 Client-identifier NIA N/A

1 The CD3 is required to include DHCP option code 43 sub-option 101 containing the string CaoleHome1 1LAN-
Trans, with no spaces. In the DHCP OFFER and DHCP ACK messages it sends to Cab|eHome compliant LAN
IP Devices oniy Cab|eHome compliance of LAN lP Devices is indicated by the presence of the string
CabIeHome1 1BP in ihe DHCP DISCOVER and DHCP REQUEST messages

7.3.3.2 CDP Cab|eHome DHCP Client (CDC) Function

7.3.32.1 CDC Function Goals

The goals of the CDP CDC Function include the following:

0 acquire an IP address lease for the PS IP stack, used for management messaging and file transfer
between the cable operator's nctwork servers and the PS

0 acquire configuration information from the cable operator’s network DHCP server
0 determine the Provisioning Mode in which the PS is to operate

0 acquire one or more [P address lease(s) for mapping to LAN [P Devices in the LAN-Trims realm

*1 Revised Table 7-4 per ECN CHi l—N-03069 by Go on [U/28/03.
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7.3.3.2.2 CDC Function System Design Guidelines

The guidelines listed in Table 7-5 were used to guide specification of the CDC function:

Table 7-5 — Cab|eHome DHCP Client (CDC) Function System Design Guidelines
Number CDC Function System Design Guidelines

CableHome will provide a means by which the PS can acquire a network
address lease and configuration inlormation for its WAN-Man interface.
CableHome will provide a means by which the FS can acquire one or more
network address leases and configuration infomiation for its WAN-Data
interface.

The mechanism for allocating LAN-Trans IP address leases and configuration
inlormation will not allocate IP address leases or provide configuration
information for LAN IP Devices in the LAN-Pass realm.

7.33.2.3 CDC Function System Description

The CDC is a standard DHCP client as defined in [RFC 2131], and responsibilities include:

I The CDC makes requests to Hcadend DHCP sewers for the acquisition of addresses in the WAN-
Man and may make requests to Headend DHCP servers for the acquisition of addresses in the WAN-
Data address realms. The CDC also understands and acts upon a number of CableHome DHCP
configuration parameters.

The CDC makes a determination about which Provisioning Mode the PS is to operate in, based on
information received in the DHCP ACKNOWLEDGE message from its DHCP server.

The CDC supports acquisition of one WAN-Man [P address and zero or more WAN—Data IP
addresses.

The CDC supports the Vendor Class Identifier Option (DHCP option 60). the Vendor Specific
Information option (DHCP Option 43), and the Client Identifier Option (DHCP option 61).

[n the default case. the CDC will acquire a single IP address for simultaneous use by the WAN-Man
and WAN—Data 1P interfaces. In order to minimize changes needed to existing Headend DHCP servers,
the use of a Client Identifier (DHCP option 61) by the CDC is not required in this default case.

The CDP supports various DHCP Options and BOOTP Vendor Extensions, allowed by [RFC 2l32].

The CDC determines the provisioning mode in which the PS is to operate based upon information received
from the DHCP server in the DHCP ACK message, as introduced in Section 5.5 CableHome Operational
Models.

DHCP Provisioning Mode of Operation:

The PS operates in DHCP provisioning mode if it receives a valid file name for the PS Con figuration File
in the file field and it valid [P address in the siuddr field of the DHCPACK message, and does not receive
DHCP option 177 sub-options 3, 6, or St.

Behavior of the PS when operating in DHCP Provisioning Mode is summarized below:

0 requires a PS configuration file to be downloaded from a cable network file server
I defaults to using SNMPVI and SNMPv2c for management messaging
0 defaults to using the docsDevNmAccessTab|e of the DOCSIS Device MIB [RFC 2669] to control

access to the PS Database via CableHome—specified MIBs

can be configured to use Transport Layer Security (TLS) [RFC 2246] to authenticate and encrypt the
PS Configuration File (ref.: Section l I .9 PS Configuration File Security in DHCP Provisioning Mode)
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I can be configured to operate in SNMPV3 Coexistence Mode, using Diffie-Hellman key management
[RFC 2786]. (ref.: Section 6.3.3.l.4.2.2)

SNMP Provisioning Mode ol‘Operation:

The PS operates in SNMP provisioning mode ifit receives DHCP option 177 with sub-option fields 3, 6,
and 5 1 , zloex not receive a valid file name in the file field and does not receive a valid IP address in the
.riuddr field of the DHCPACK message.

Behavior of the PS when operating in SNMP Provisioning Mode is summarized below:

I is not required to download 21 PS configuration file from the cable network file server. The PS can be
triggered to download a PS configuration file at any time but will operate Llsing factory default
parameters without downloading a PS configuration file

defaults to operating in SNMPV3 Coexistence Mode with SNMPVI and SNMPVZ support not enabled
(ref.: Section ll.4 Secure Management Messaging to the PS)

defaults to using the User-based Security Model of SNMPV3 [RFC 3414] and View—based Access
Control Model of SNMPV3 [RFC 3415] to control access to the PS Database via CabieHome«specified
MIBS (ref.: Section l 1.4)

uses Kerberos message exchanges with a Key Distribution Center server whose [P address is provided
to the PS in DHCP Option [77 sub-option 5 l , and AP listener to authenticate SNMPV3 messages (ref.:
Section I 1.4.4.2 Security Algorithms for SNMPV3 in SNMP Provisioning Mode)

can be configured to receive and process SNMPVI and SNMPv2c messages as well as SNMPV3
messages

Dormant CableHome Mode:

The PS operates in Dormant CableHome Mode ifit receives neither the combination offile field,.\'iadrlr
field, or DHCP option code I77 sub—options to configure it for DHCP Provisioning Mode, nor the
combination of these fields and sub—options to configure it for SNMP Provisioning Mode.

When the PS is operating in Dormant CableHome Mode, its behavior is required to be as described in
Section 73.3.2.4, including the following. This mode of operation is designed to enable the PS to operate
and perform residential gateway functions when connected to a cable data network that does not yet
support CabieHome provisioning and management systems:

I reject any SNMP messages received through any WAN interface
0 disable the TFTP client function

0 disable SYSLOG event reporting
0 terminate the provisioning timer
I enable CNP, CAP, USFS, and CDS functionality

The PS is required to include certain DHCP option fields in DHCP DISCOVER and DHCP REQUEST
messages it issues to cable network DHCP sewers. The Vendor Class Identifier Option (DHCP option 60)
defines a CableLabs device class. For Cableflome I .l the Vendor Class Identifier Option will contain the
string “CableHomel.l", to identify a CableHome l.l—compliant Portal Services (PS) logical element,
whenever the CDC requests a WAN-Man or WAN-Data address.

The Vendor Specific Information option (DHCP Option 43) further identifies the type of device and its
capabilities. it describes the type of component that is making the request (embedded or standalone, CM or
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PS), the components that are contained in the device (CM, MTA. PS. etc.). the device serial number, and
also allows device specific parameters. DHCP option 43 and its suboptions are defined in Section 7.2.3 .3 .4’

Details of the requirements for supporting DHCP options 60 and 43 are in Table 7-6 and Table 7-7. Details
related to other optional and mandatory DHCP options are provided in Table 7-8.

The WAN—Data IP Address count parameter of the CDP MIB (cabhCdpWanDataIpAddrCount) is the
number of IP address leases the CDC is required to attempt to acquire for the WAN side of NAT and
NAPT mappings. The default value of cabhCdpWanDataIpAddrCount is zero. which means that. by
default. the CDC will acquire only a WAN-Man IP address.

7.3.3.2.3.l Cablel-[ome DHCP Client Option 61

The CableHome PS element can have one or more WAN IP addresses associated with a one or more link
layer (e.g. MAC) interfaces. Therefore, the CDC cannot rely solely on a MAC address as a unique clientidentifier value.

CableHome allows For the use of the Client Identifier Option (DHCP option 61), [RFC 2132] section 9.14.
to uniquely identify the logical WAN interface associated with a particular IP address.

The PS is required to have two hardware addresses: one to be used to uniquely identify the logical WAN
interface associated with the WAN-Man IP address (WAN—Man hardware address) and the other to be used
to uniquely identify the logical WAN interface associated with WAN—Data IP addresses (WAN-Data
hardware address).

7.3.3.232 WAN Address Modes

In order to enable compatibility with as many cable operator provisioning systems as possible, the CDC
will support the following configurable WAN Address Modes:

WAN Address Mode 0:

The PS Element makes use ofa single WAN IP Address. acquired via DHCP using the WAN-Man
hardware address. The PS Element has one WAN-Man IP Interface and zero WAN—Data IP Interfaces.
This Address Mode is only applicable when the PS Primary Packet—handling Mode
(cabhCapPrimaryMode) is set to Passthrough (refer to Section 8.3.2). The cable operator's Headend DHCP
sewer typically needs no software modifications to support this Address Mode. In WAN Address Mode 0,
the value of cabhCdpWanDataIpAddrCount is zero.

WAN Address Mode l:

The PS Element makes use of a single WAN IP Address, acquired via DHCP using the WAN-Man
hardware address. The PS Element has one WAN-Man IP Interface and one WAN-Data [P Interface.
These two Interfaces share a single. common IP address. This Address Mode is only applicable when the
PS Primary Packet—handling Mode (cabhCapPrimaryMode) is set to NAPT. The cable operator's Headend
DHCP server typically needs no software modifications to support this Address Mode. In WAN Address
Mode l,the value of cabhCdpWanData[pAddrCount is zero.

WAN Address Mode 2:

The PS Element acquires a WAN-Man IP address using the unique WAN-Man hardware address, and is
subsequently configured by the NMS to request one or more unique WAN-Data IP Address(es). The PS
Element will have one WAN-Man and one or more WAN-Data IP lnterface(s). All WAN-Data IP

“ Added the last sentence in this paragraph per ECN CHl.l-N-03044, by CO on 10/27/03.
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addresses will share a common hardware address that is unique from the WAN-Man hardware address. The
two or more Interfaces (one WAN-Man and one or more WAN-Data) each has its own, unshared IP
address. The CDP is configured by the cable operator to operate in WAN Address Mode 2 by writing a
nonzero value to cabhCdpWanDatalpAddrCount. via the PS Configuration File or an SNMP set-request.
This Address Mode is applicable when the PS Primary Packet—handling Mode (cabhCapPrimaryMode) is
set to NAPT or NAT. The cable operator's Headend DHCP server might need software modification to
include support for Client [Ds (DHCP Option 6|) so that it can assign multiple IP addresses to the singleWAN-Data hardware address.

There are four potential scenarios for WAN—Data IP addresses:

1. The PS is configured to request zero WAN-Data [P addresses. No WAN—Data Client IDs are needed.

2. The PS is configured to request one or more WAN—Data [P addresses and there are no MSO-configured
cabhCdpWanDataAddrClientld entries in the CDP MIB. The PS is required to auto—generate as many
unique WAN-Data Client IDs as the value of cabhCdpWz1nDatalpAddrCount.

. The PS is configured to request one or more WAN-Data lP addresses and there are at least as many
MSO-configured cabhCdpWanDataAr_ldrClientld entries as the value of
cabhCdpWanDatalpAddrCount, i.e., the MSO has provisioned enough WAN-Data Client ID values.
The PS does not auto—generate any Client lDs.

. The PS is configured to request one or more WAN—Data IP addresses and there are fewer MSO-
configured cabhCdpWanDataAddrClientId entrics than the value of cabhCdpWanDatalpAddrCount,
i.e., the MSO has provisioned some but not provisioned enough WAN-Data Client [D values. The PS is
required to auto—generate enough additional unique WAN»Data Client lDs to bring the total number of
unique WAN-Data Client IDs to the value of cabhCdpWanDutalpAddrCount.

If the cable operator desires for the PS to acquire one or more WAN-Data IP addresses, that are distinct
from the WAN-Man IP address, the procedure is as follows:

For all WAN Address Modes, the PS first requests a WAN-Man IP address using the WAN-Man hardware
address.

The procedure described below assumes the PS has already acquired a WAN-Man IP address:

1. The cable operator optionally provisions the PS with unique specific Client IDs, by writing Values tn
the cabhCdpWanDataAddrClientld entries of the CDP MlB‘s cabhCdpWanDataAddrTable, via the PS
Configuration File or SNMP set-request message(s).

2. The cable operator configures the CDP to operate in WAN Address Mode 2 by writing
cabhCdpWanDatalpAddrCount to a non7em value through the PS Configuration File or SNMP set—
request message.

. After the CDP has been configured to operate in WAN Address Mode 2 as described in step 2), the PS
checks to see if Client ID values have been provisioned by the NMS as described in step I). If a numher
of Client ID values greater than or equal to the value of cabhCdpWanDataIpAddrCount have been
provisioned, the PS uses these values in DHCP Option 61 when requesting the WAN—Data [P
address(es). [f Client [D values have not been provisioned, i.e., if the cabhCdpWanDataArldrClientld
entries do not exist, or if the number of Client [D values provisioned is less than the value of
cabhCdpWanDatalpAddrCount, the PS generates a number of unique Client [D values such that in
combination with the provisioned Client IDs, the total number of unique Client lDs equals the value of
cabhCdpWanDatalpAddrCount, The PS generates Client [D values by using the WAN-Data hardware
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address alone l'or the First requested WAN-Data IP address, and by concatenating the WAN-Data
hardware address with a count that is 8 bits in length for the second and all subsequent WAN-Data IP
addresses. If no Client IDs have been provisioned by the NMS, the first 8-bit count value is 0x02
(indicating the second requested WAN-Data IP address), the second count value is 0x03, and so on.

Example for the case when no Client IDs have been provisioned by the NMS:

Given WAN-Data hardware address OXCDCDCDCDCDCD

PS—generated Client ID for the first requested WAN-Data IP address: OXCDCDCDCDCDCD

PS—generated Client ID for the second requested WAN-Data IP address: 0xCDCDCDCDCDCD02

PS-generated Client ID for the third requested WAN-Data IP address: 0xCDCDCDCDCDCD03

PS-generated Client ID for the nth requested WAN-Data IP address: 0xCDCDCDCDCDCDn
=<0xFF)

If some Client IDs have been provisioned by the NMS but the number is less than the value of
eabhCdpWanDataIpAdtlrCount, the PS generates additional Client IDs as needed to bring the
total number of Client IDs to the value of eabhCdpWanDataIpAddrCount. The PS will generate
these additional Client IDs values by appending an 8-bit count value to the WAN-Data hardware
address, starting with 0x02, unless that would duplicate a provisioned Client ID. If the Client IDS
provisioned by the NMS follow the same format (hardware address with 8-bit count value), the PS
is required to use a unique count value so as to not duplicate a provisioned Client ID.

Example for the case when Client IDs have been provisioned by the NMS (three provisioned
Client ID values, cabhCdpWanDataIpAddrCount = 5):

Given WAN-Data hardware address 0xCDCDCDCDCDCD

First provisioned Client ID for the first WAN-Data IP address: OXOAOAOAOAOA [A

Second provisioned Client ID for the second WAN-Data [P address: 0xOAOAOAOAOA2A

Third provisioned Client ID for the third WAN-Data IP address: 0x0AOAOAOAOA3A

First Client ID generated by the PS for the fourth requested WAN-Data IP address:
0xCDCDCDCDCDCDO2

Second Client ID generated by the PS for the fifth requested WAN-Data IP address:
OXCDCDCDCDCDCDU3

4. The PS adds the Client ID values it generates as cabhCdpWanDataAddrClientId entries to the end of
the <:abhCdpWanDataAddrTabIe.

5. The PS (CDC) requests (repeating the DHCP DISCOVER process as needed) as many unique WAN-
Data IP addresses as the value of cabhCdpWan DataIpAddrCount specifies, using the WAN-Data
hardware address in the ehaddr field of the DHCP message and the Client ID value(s) from step 3) in
DHCP Option 61, beginning with the first cabl1CdpWanDataAddrClient[d entry of the
cabhCdpWanDataAddrTab1e. The CDC is not permitted to request more WAN-Data IP addresses than
the value of cabhCdpWanDataIpAddrCount. even if the number of provisioned Client [Ds is greater
than the value of cabhCdpWanDataAddrTable.
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7.3.32.4 CDC Requirements“

The PS MUST implement a DHCP client function in accordance with the Client requirements of [RFC
213 I].

In both the Embedded and Standalone configurations, the PS MUST implement two unique WAN
hardware addresses: the PS WAN-Man hardware address and the PS WAN-Data hardware address. The
numerical value of the PS WAN—Data hardware address MUST follow sequentially the numerical value of
the PS WAN—Man hardware address. The PS WAN-Man and PS WAN-Data hardware addresses MUST
persist once they are set at the factory. The PS MUST NOT permit the modification of its factory—set PSWAN-Man and PS WAN-Data hardware addresses.

In both the Embedded PS and Standalone PS cases, the PS element MUST have WAN interface hardware
addresses that are distinct from the cable modems hardware address.

The PS MUST broadcast DHCP DISCOVER in accordance with client requirements of [RFC 2131] and
attempt to acquire at PS WAN—Man IP address lease during the PS boot process.

The PS MUST set cabhPsDevPr0vState to inProgress (2) when the PS broadcasts the DHCP DISCOVER
message the first time following device reboot or PS reset. The PS ignores DI-ICP header fields and options
used to determine Provisioning Mode and is not required to set cabhPsDevProvState to inProgress(2) when
renewing its IP address lease via DHCP.“

As a result of the process of renewing its IP address lease, the PS sets the Provisioning State object
(cabhPsDevProvState) to the value pass(1) or to the value fail(2). When it renews its WAN-Man or WAN-
Data IP address lease(s), the PS MUST update its system time and related MIB objects
(cabhPsDevDateTime) based on the value of DHCP Option 2 (Time Offset) of the DHCP ACK message.
When it renews its WAN—Man or WAN-Data IP address lease(s), the PS MUST update its lease
information, including updating the values of cabhCdpWanDataAddrLeaseCreateTime and
cabhCdpWanDataAddrl.easeExpireTime as appropriate, based on the value of DHCP Option 51 (IP
Address Lease Time). When it renews its WAN-Man or WAN—Data [P address lease(s), the PS MUST
ignore DHCP Option I77 sub—options 3. 6, and 51 , and DHCP header file and siaddr fields.“

The PS MUST use the PS WAN-Man hardware address in the chaddl‘ field and in DHCP Option 61, in the
DHCP DISCOVER and DHCP REQUEST messages. when requesting a WAN—Man IP address from the
Headend DHCP server.

Ifthe value ofcabhCdpWanData[pAddrCount is zero, the PS MUST use the WAN—Mnn [P Address for the
WAN—Man and WAN—Data Interfaces.

If the value of cabhCdpWanData[pAddrCount is greater than zero, the PS MUST request the same number
of unique WAN-Data IP address(es) from the Headend DHCP server as the value of
cabhCdpWanDatalpAddrCount.

The PS (CDC) MUST NOT attempt to acquire more WAN—Data IP addresses than the value of
cabhCdpWanDataIpAddrCount.

The PS MUST use a unique cabhCdpWanDataAddrClientld in DHCP Option 61 for each WAN-Data IP
address requested from the Headend DHCP server.

4‘ Deleted the sentence referring to TFP"I' client functions per ECN CHI .l-N-03.0099-3 by CO on l2/I0/03.
‘5 Replaced this paragraph per ECN CH I .1-N—03046; superseded by CH 1 .1-N-03 .0o99—3 by G0 on 12/10/03.
46 Ailrled this paragraph per ECN CH1. I-N-03 0099-3 by CO on l2/l0/03.
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The PS MUST use the WAN-Data hardware address as the value in the DHCP message L‘/raddr field for
each WAN-Data IP address requested from the Headend DHCP server.

When the PS (CDC) requests WAN—Data [P addresses from the I-Ieadend DHCP server, the PS MUST use
cabhCdpWanDataAddrClientId entries for DHCP Option 61 in the order the entries appear in the
cabhCdpWanDataAddt’l‘able, beginning with the first entry.

If a nonzero value is configured for cabhCdpWanDatalpAddrCount. and if the number of
cabhCdpWanDataAddrClientId entries is less than the value of cabhCdpWanDatalpAddrCount, the PS
MUST generate as many unique WAN-Data Client IDs as needed to bring the total number of
cabhCdpWanDataAddrC1ientId entries to the value of cabhCdpWanDatalpAddrCount, and add each
generated entry to the end of the cabbCdpWanDataAddr'l‘able.

If the PS generates WAN-Data Client IDs, the first eabhCdpWanDataAddrClientId entry of the
eabhCdpWanDatnAddrTable MUST be the WAN-Data hardware address.

If the PS generates WAN-Data Client IDs, any cabhCdpWanDataAddrC|ientld entry generated by the PS
other than the first entry of the cabhCdpWanDataAddrTable MUST be the WAN—Data hardware address
with an 8-bit count value appended to the end, beginning with 0x02, unless that value already exists as a
cabhCdpWanDataAddrClientId entry, in which case the PS MUST generate the Client ID as the WAN-
Data hardware address appended with the next available 8-bit count value.“

The PS MUST implement the Vendor Specific Information Option (DHCP option 43) as specified in Table
7-7 and Table 7-8. Details of DHCP option 43 and its suboptions for CableHome l .l are further defined
below. The definitions of DHCP Option 43 suboptions MUST conform to requirements imposed by [RFC
2 I 32 J .4"

The option begins with a type octet with the value of number 43, followed by a length octet. The length
octet is followed by the number of octets of data equal to the value of the length octet. The value of the
length octet does not include the two octets specifying the tag and length.

DHCP option 43 in CableHome l.l is a compound option. The content of option 43 is composed of one or
more suboptions. Supported DHCP option 43 suboptions in Cab|eHome l.l are: 1, 2, 3, 4,5, 6, ll, 12, 13,
and 14. A sub-option begins with a tag octet containing the sub-option code, followed a length octet which
indicates the total number of octets of data. The value of the length octet does not include itself or the tag
octet. The length octet is followed by "length" octets of sub-option data.

The encoding of each Option 43 suboption is defined below. See Table 7-7 and Table 7-8 for the intended
purpose ofeach suboption.

The PS MUST encode DHCP Option 43 sub-option l by the number of octets equal to the value of the
length octet of this suboption. with each octet codifying a requested suboption.

The PS MUST encode each of the DHCP Option 43 suboptions 2, 3, 4, 5, 6, l2, l3, and I4 as a character
string consisting of characters from the NVT ASCII character set, with no terminating NULL.

A standalone PS MUST send DHCP Option 43 suboption 2 containing the character string "SPS" (without
the quotation marks).

An embedded PS MUST send DHCP Option 43 suboption 2 containing the character string "EPS" (without
the quotation marks).

" Deleted four paragraphs and ll bullet statements below per ECN U2-U207U (mistakenly excluded from the I0]
version) by CO on 07/31/03.
43 Replaced this paragraph and the next I4 paragraphs per ECN CH1 I-N—03044. by CO on 10/27/03
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A standalone PS MUST send DHCP Option 43 suboption 3 containing the character string "SPS" (without
the quotation marks).

An embedded PS MUST send DHCP Option 43 suboption 3 containing a coloneseparated list of all device
types in the complete device, including at a minimum the colon-separated character string "ECM:EPS"
(without the quotation marks).

lf the PS is requesting it PS WAN—Man IP address lease, it MUST send DHCP Option 43 suboption l 1
containing the value 0x01, encoded as 21 binary number, in its DHCP DISCOVER and DHCP REQUEST
messages.

If the PS is requesting a PS WAN—Data IP address lease, it MUST scnd DHCP Option 43 suboption l 1
containing the value 0x02, encoded as a binary number, in its DHCP DISCOVER and DHCP REQUEST
messages.

Table 7-6 summarizes how the PS is required to set the values for DHCP Option 43, sub-option l l for the
WAN interfaces of the PS.

Table 7-6 — DHCP Option -13. suboption 11 Values
Element Id Description 8. Comments

PS WAN-Man = 0x01 Identifies the request for a WAN-Man realm address
PS WAN-Data = 0x02 Identifies the request for a WAN-Data realm address

The length limit of suboption 4, 5, 6, l2, l3, and 14 is each 255 octets. Thus the total length of option 43
could exceed 255 octets. If the total number of octets in all DHCP Option 43 suboptions exceeds 255
octets, the PS MUST follow RFC 3396 to split the option into multiple smaller options.

The PS MUST implement the Vendor Class Identifier Option (DHCP option 60) as specified in Table 7-7and Table 7-8.

In the case of an Embedded PS with cable modem. the cable modem and PS element each send separate
DHCP requests. Table 7—7 describes how the PS MUST set the contents of options 60 and 43 for the
CableHome PS \vhcn the CableHome PS element is embedded with a cable modem, and separate PS WAN
Management and PS WAN Data addresses are requested.

Table 7-? -_D_ljt;P Qprions tor Embedded PS WAN-Man and WAN-Data .I;‘d_I;lII't':B_'._i_E Requests
DHCP Request Options Description

Embedded cahleHome Portal Services DHCP Request for WAN Management Address

CPE Option 50 "CabIeHome1 1"
CPE Option 43 sub-option 1 request sub-option vector List of sub-options (wilhin option 43) tobe returned by server None defined.

CPE Option 43 sub-option 2 'EPS" Embedded PS
CPE Option 43 sub-option 3 “ECM:EPS" List of embedded devices (EmbeddedCM and embedded PS)

CPE Option 43 sub-option 4 e g.,"123456“ CM/PS Device serial number
CPE Option 43 sub-option 5 9.I_1._ "v3.2. I" CM/PS Hardware Version Number
CPE Option 43 sub-option 6 e.g.. "1 by CM/PS Software Version Number
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DHCP Request Options Description

CPE Option 43 sub-option 11 PS WAN-Man (0x01} Defines that an address is being
requested in the PS WAN
Management realm

CPE Option 43 sub-option 12 eg., “ABC Inc CM-PS123..i" CM/PS System Description fromsvsDescr

CPE Option 43 sub-option 13 e 9.. "CM-P5123-1.0.2...." CMIPS Fireware Rev fromdocsDevSwCurrentVers

CPE Option 43 sub-option 14 Firewall Policy File Version fromcabhse::2Firewa||F'o|icyCurrentversio
"45

Embedded Cabieflome Portal Services DHCP Request for WAN-Data Address

CPE Option 60 "Ceb|eHome1.1"
CPE Option 43 sub-option 1 request sub—optinn vector List of sub-options (within option 43) to

be retumed by server None defined

CPE Option 43 sub-option 2 'EPS' Embedded PS
CPE Option 43 sub-option 3 “ECMEPS” List of embedded devices (EmbeddedCM and embedded PS)

CPE Option 43 sub-option 4 e g ,“123456" CMIPS Device serial number
CPE Option 43 sub-option 11 PS WAN-Data 10x02) Defines that an address is being

requested in the PS WAN-Date realm

Table 7-8 describes to what the PS MUST set the contents of options 60 and 43, when the Cablel-Iome PS
is a standalone device.

Table 7-8 — DHCP Options tor Stand-alone I’-‘S WAN~Man and WAN-Data Address Requests
DHCP Request Options Description

Stand-alone Cat:|eHome Portal Services DHCP Request for WAN Management Address

CPE Option 60 “Cab|eHome1.1‘
CPE Option 43 sub~optian 1 request sub-option vector List or sub-options (within option 43] to

be retumed by sewer. None defined.

CPE Option 43 sub-option 2 "SP8" Stand-alone PS
CPE Option 43 sub-option 3 "SP8" List of Embedded devices (StandalonePS only)

CPE Option 43 sub-option 4 e.g., "123456" Device serial number
CPE Option 43 sub-option 5 e g., "v3.2,1" CM/PS Hardware Version Number
CPE Option 43 sub-option 6 e.g.. '1.Di2" CM/PS Software Version Number
CPE Option 43 sub—oplion 11 PS WAN-Man (0)101) Defines that an address is being

requested in the PS WAN
Management realm

CPE Option 43 sub-option 12 e.g.‘ "ABC Inc CM-P5123 1 " CMIPS System Description fromsysDescr
CMIPS firmware revision from
docsDevSwCurrenlVersCPE Option 43 sub-option 13 e g , "CM-P5123-1 0.2.

"9 Revised this cell per ECN CH Ll-N-04.0l23—2 by KB on 4/5/04.
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DHCP Request Options Description

CPE Option 43 sub-option 14 . .. Firewall Policy File version fromcabhSec2FirewallPolicycurrentversiu
nan

Standalone Cab|eHome Portal Services DHCP Request for WAN-Data Address

CPE Option 60 “Cab|eHome1 1“

CPE Option 43 sub-option 1 request sub-option vector List of sub—uptions (within option 43) to
be returned by sewer. None defined

CPE Option 43 sub-option 2 “SP8” Stand-alone PS
CPE Option 43 sub-option 3 ‘SPS" List of Embedded devices (Stand-alone PS onlvl

CPE Option 43 sub-option 4 e.g., "123456“ Device serial number
CPE Option 43 sub-option 11 PS WAN-Data (Ux02j Defines that an address is being

requested in the PS WAN-Data realm

For a detailed description of the contents of the PS sysDescr object, see Section 63.3.1.4 SNMP Agent
Function Requirements.5'

The PS MUST support the DHCP Options indicated as mandatory in the CDC Protocol Support column in
Table 7-9. Table 7-9 lists the DHCP Options that are mandatory and optional for the CDC to support.”

Table ?—9 — DHCP Options Supported by CDC

option l CDC ProtocolOption Function Support
(mandatory

Pad
End
Subnet Mask

Time Offset Option
Router Option

§

Time Sewer Option
Domain Name Server

Log Server (sysiogl
Host Name
Domain Name
Default ‘lime-to-live
Interface MTU

Vendor Specific Information
Requested IP Address
IP Address Lease Time

EEEZZEZZEEZEZEE
Sewer Identifier

5° Revised this cell per ECN CH1.1-N-O4 0123-2 by KB on 4/5/04.
5' Remove a subsequent paragraph per ECN CH 1.1-N-03029 by CO on 06/03/03.
52 Revised this paragraph. Table 7-9. added Table 7- I0 and 7~l l , Ltlong with text between these tables per ECN CH1 1-
N~03048 by G0 on 07/07/03,
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OptionNumber
CDC Protocol

Option Function support
(M)andatory

Parameter Request List
Vendor Class identifier
Client-identifier

Suboption 3 - Service Providers SNMP Entity Address
Suboptlon 6 — Kerberos Realm Name of the ProvisioningRealm

Suboptlon 51 - Kerberos Sewer iP address

The PS MUST include DHCP Options listed as mandatory in Table 7- [0 in DHCP DISCOVER and DHCP
REQUEST messages sent to the cable network DHCP server.“

Table 7-10 — CDC DHCP Options in DISCOVER and REQUEST Messages
CDC Protocol Inclusion

Option Number Option Function (Mhndamry
End M

Vendor Speofic Information M
Requested IP Address M (DHCP REQUEST Only)
Parameter Request List M
Vendor Class Identifier M
Clienbidentifier M

The PS MUST request DHCP options listed as mandatory in Table 7-1 I . within the DHCP Option 55
(Parameter Request List) [RFC 2132] sent in the DHCP DISCOVER and DHCP REQUEST messages.

Table 7-11 — CDC DHCP Options Requested wrihiri Option 55
CD0 Protocol

Option Function inclusion
[mandatory

2Subnet Mask
Time Offset Oplion
Router Option
Time Server Option
Domain Name Sewer

Log Server(si/slog)
Domain Name
Default Time-to-live
interface MTU
IP address Lease Time
Server Identifier

§§§§§§§§§§§
Packetcable Compatible Client Configuration Option

5’ Revised Table 7-10 per ECN CH 1 .1 -N-03065 by G0 on 10/23/03.
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The PS MUST support a Service Provider's SNMP Entity Address (DHCP Option 177 sub-option 3)
configured as an IPv4 address. The fonnat of DHCP Option 177 sub-option 3 is described below:

The sub-option length MUST be 5 octets. The length octet MUST be followed by a single octet that
indicates the specific address type that follows. This type octet MUST be set to 1 to indicate an IPv4
address. The type octet MUST be followed by 4 octets of IPv4 address.”

The PS MUST support a Kerberos Realm Name (DHCP Option 177 sub-option 6). A Kerberos realm name
is required by the PS to permit a DNS lookup for the address of the service provider's Key Distribution
Center (KDC) entity. The format of DHCP Option 177 sub-option 6 is described below:

The realm name MUST be encoded per the domain style realm name described in [RFC 1510]. The realm
name MUST be all capital letters and conform to the syntax described in [RFC 1035] section 3.1. The sub-
option is encoded as Follows:

Kerberos Realm Name

The PS MUST support a Kerberos sewer IP address (DHCP Option 177 su b—option 51). The Kerberos
server IP address sub-option informs the PS of the network address of one or more Key Distribution CenterS€l'VCl'S.

The encoding of the KDC Server Address su b—option will adhere to the format of an lPv4 address using the
default port. The minimum length for this option is 4 octets, and the length MUST always be a multiple of
4. If multiple KDC servers are listed they MUST be listed in decreasing order of priority. The KDC Server
Address sub-option is encoded as follows:

Address 1

Whenever the first PS WAN»Data interface does not have a cun'ent DHCP lease, that first PS WAN-Data
interface MUST default to the following IP parameters:

“Fa1lback“ WAN-Data [P address: 192.168.1005

Netmask: 255.255.2550

Default Gateway: 192.168.l00.|

The purpose for the “Fallback” WAN—Data IP address is to enable access to the cable modems diagnostic
IP address (l92.l6S.100.1) from a LAN IP Device. The “Fa11back“ WAN—Data [P address MUST only be
used as the WAN IP address portion ofthe Dynamic NAT or NAPT tuple of a C—NAT and C-NAPT
address mapping, respectively. If the PS is operating in WAN Address Mode 2 and is required to attempt to
acquire multiple WAN—Data IP address leases and the P5 is unable to acquire the leases after issuing three

54 Revised type octet from ‘O’ to ‘ I’. in this paragraph and the matrix below per ECN CH1 l-N—03039 by G0 on06/23/03.
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acquire multiple WAN—Data [P address leases and the PS is unable to acquire the leases after issuing three
DHCP DISCOVER messages (in accordance with DHCP retry procedures specified in Section 7.3 .3 .2.4,
CDC Requirements), the PS MUST use the “Fallback” WAN—Data [P address as the WAN portion of each
Dynamic NAT tuple, until the PS acquires the necessary WAN-Data [P address lease(s) from a DHCP
server through a PS WAN interface.

The PS MUST NOT use the “Fallback” WAN-Data [P address when the PS is configured to operate in
Passthrough Primary Packet-handling mode.

The PS MUST NOT use the “Fullback“ WAN—Data [P address for any C—NAT or C—NAPT mappings
when the PS has a current PS WAN—Man and PS WAN-Data [P address lease. [f a DHCP server on the PS
WAN interface offers a lease to the PS (CDC) for the [P address l92.l68.l00.5, i.e., the same address as
the "Fallback" WAN—Data [P address, the PS (CDC) MAY accept the lease and use the address as the
WAN-Data IP address for a C—NA'l' or C—NA[’T mapping.

Even when using the 192.168.1005 default WAN-Data [P address, the PS MUST continue to perform a
DHCP DISCOVER every 10 seconds until a valid DHCP lease is granted to that PS WAN-Data interface
(or the WAl\'- Man interface, if the WAN-Man and WAN—data are sharing one IP address).

When a P5 is acquiring a WAN—Management IP address for its WAN-Man interface, the PS MUST always
inscrt its WAN hardware address into the Client [D (DHCP option 61) field in the DHCP Discover
message.

[fduring its attempt to acquire a lease for the PS WAN—Man [P address the CDC receives no DHCP
OFFER, the PS MUST log Event ID 68000 lO0 in the local log and re—broadcast a DHCP DISCOVER
message (i.e., restart the provisioning sequence in the event of this failure condition) — repeating the DHCP
lease acquisition attempt up to 5 times. If on its fifth attempt to acquire a PS WAN—Man IP address lease
the CDC receives no DHCP OFFER. the PS MUST use the “Fallback” WAN [P address, netmask, and
default gateway as described above and continue to attempt to acquire a valid WAN—Man [P address by
broadcasting DHCP DISCOVER out its WAN interface every [0 seconds until a valid DHCP lease is
granted for the WAN-Man [P address.

If during the process of acquiring a lease for the PS WAN—Man [P address the CDC receives, in the DHCP
ACK [RFC 2l3l] from the DHCP sewer in the cable network, a valid [P address in the ‘siaddr’ field and a
valid file name in the ‘file’ field and does not receive DHCP Option [77 sub-option 3,sub—option 6, or
sub»option 51 (valid combination I), the PS MUST set cabhPsDev ProvMode to dhcpmode( l) and attempt
to synchronize time of day with the '[‘oD server as described in Section 7.5.4 Time of Day Client Function
Requirements‘

If during the process of acquiring a lease for the PS WAN—Man [P address the CDC receives a DHCP ACK
from the DHCP server in the cable network containing DHCP Option [77 with a valid IP address (SNMP
Entity‘s address) in sub-option 3, a valid Kerberos realm name in sub—option 6, and a valid [P address
(Kerberos server [P address) in sub-option 51, and does not receive a valid [P address in the ‘siaddr‘ field
and does not receive a valid file name in the ‘file’ field (valid combination 2), the PS MUST set
cabhPsDevProvMode to snmpmodc(2) and the PS MUST initiate operation of the CDS and attempt to
synchronize time of day with the ToD server and to authenticate with the KDC server as described in
Section l1.3.4 Authentication Infrastructure Requirements.

If during the process of acquiring a lease for the PS WAN—Man [P address the CDC receives, in me DHCP
ACK from the DHCP server in the cable network, any combination of DHCP Option [77 sub-options 3, 6,
and 51, ‘siaddr' field, and ‘file’ field other than the two valid combinations described above, the PS has
received an invalid DHCP configuration, and the PS MUST log the appropriate event and re-broadcast a
DHCP DISCOVER message (i.e., restart the provisioning sequence in the event of this invalid condition) —
repeating the entire DHCP lease acquisition process up to 5 times.
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If on its fifth attempt to acquire a lease for the PS WAN—Man IP address the CDC receives, in the DHCP
ACK from the DHCP server in the cable network. any combination of DHCP Option l77 sub»options 3, 6,
and S l, ‘siaddr' field, and ‘file’ field other than the two valid combinations described above, the PS MUST
do the following on the assumption that it is connected via cable modem to a cable data network that does
not support CableHome provisioning (Donnant CableHome mode):

- Disable the SNMP agent (CMP) for WAN interface access. Leave the SNMP agent enabled for
message received through the LAN interface (i.e., for SNMP messages addressed to the PS Server
Router address).

Disable the TFTP client

Disable SYSLOG event reporting

Accept the offered (CPE) IP address lease and use it as the PS WAN—Data address in the CAP
Mapping Table, including assigning the address to cabhCdpWanDataAddrIp and populating the other
entries of the CDP WAN-Data Address Table (cabhCdpWanDataAddrTable), The PS will be operating
without a WAN—Man IP address. which is different from any of the WAN Address Modes described in
Section 7.3.3.2.3.2.

Terminate the provisioning timer
Set the value of cabhPsDevProvMode to dormantCHmode(3)
Set the value ofcabhPsDevProvState to fail(3)
Enable the CDS

Enable the CAP and USFS functionality
Enable the CNP
Enable the firewall

Operate with parameters that have been provisioned in the past, including those values of persistent
MIB objects.The PS operating in Dormant Cablel-Iome Mode MUST NOT reset its MIB objects to
factory default settings.

When a PS operating in WAN Address Mode 2 (as described in Section 7.3.3.2) is acquiring a WAN-Data
IP address for a WAN—Data interface that will use an IP address distinct from the WAN-Man interface, the
PS MUST include the Client Identifier option (cabhCdpWanDataAddrClientId) in the DHCP Discover
message. To enable these unique WAN-Data Client IDs. the CDC MUST enable the NMS system to create
cabhCdpW anDataAddrClientld entries in the cabhCdpWanDataAddrTable.

If a PS is operating in WAN Address Mode 2 (as described in Section 7.3.3.2) the PS MUST attempt to
obtain an [P address, via DHCP, for each unique client ID (cabhCdpWanDataAddrClient[d)in the
cabhCdpWanDataAddr’Fable, up to the limit defined by cabhCdpWanData[pAddrCount.

The PS MUST continue to retransmit the broadcast DHCP DISCOVER message implementing a
randomized exponential hackoff algorithm, consistent with that described in [RFC 2l3l]. until it acquires a
valid PS WAN-Man IP and/or PS WAN-Data IP address lease, as needed.”

If the PS (CDC) is successful in acquiring the WAN—Man IP address (i.e., receives a DHCP ACK from a
DHCP server via the PS WAN-Man Interface) on its first attempt. and if the PS is operating in DHCP
Provisioning Mode, the PS MUST attempt Time of Day time synchronization with the ToD server by
issuing B. ToD request as described in Section 7.5 .4, before attempting to download the PS ConfigurationFile.

If the PS (CDC) is unsuccessful in acquiring the WAN-Man IP address (ie., the DHCP request times out in
accordance with [RFC 2l3l]) on its first attempt. the PS MUST trigger the CDS (i.e., initiate CDS
operation), so that the CDS can serve DHCP requests from LAN IP Devices in the LAN-Trans realm.

55 Replaced this paragraph per ECN CH I .l-N-03030 by Go on 06/03/03,
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The PS CDC Function MUST only respond to DHCP messages that are received through, or send DHCP
messages through, a WAN interface.

When the WAN-Man DHCP lease expires, the PS MUST clear all row entries from the
cabhCdpWanDnsServerTable.

7.4 PS Function - Bulk Portal Services Configuration (BPSC)

7.4.1 Bulk Portal Services Configuration Function Goals

The primary goals of the BPSC function are to request, receive, and process PS and firewall configuration
parameters.

7.4.2 Bulk Portal Services Configuration Function System Design Guidelines

The guideline identified in Table 7-l2 guided specification of capabilities for the Bulk PS Configurationfunction:

Table 7'42 » Built Portal Services System Design Guidelines
Bulk PS Configuration System Design Guidelines

Cab|eHome will provide a mechanism by which lhe PS can download and
process Cab|eHome PS and Firewall Configuration Files.

7.4.3 Bulk Portal Services Configuration Function System Description

Bulk Portal Services configuration is typically carried out during the provisioning of the PS clement, via
the processing of configuration settings contained within a configuration file. However, this process may
be initiated at any time. Within this section the term “configuration file" is used to mean either the PS
Configuration File or the Firewall Configuration File. Specific requirements for either type of
configuration file will be labeled with the appropriate tile labci, i.e.. PS Configuration File or Firewall
Configuration File. The Bulk PS Configuration tool consists of the following components:
0 The Format of the Configuration File
- Modes of triggering the download process
- Means of authenticating the file

0 Means of reporting back the status of the configuration file download and other considerations

Bulk PS Configuration (BPSC) is a tool that MSOs can use to change PS and Firewall configuration
settings in bulk. via il (‘oiifigtiration File. Typically. the Coiifigurirtiuii File will uuriltiin many settings,
since the ministry u:u:Iulni:ss afforded by Configuration Files usu is lI'lL' ability to t:|1:uIgc ll llL|llll'|L'l' of
configumiit-in Jiizlring.-G with minimal cable operator intervention. However. ii is L"{].V‘t'Ci*.'l.l I|.l:i1 the Firewall
Configuration File will only be used for firewall-specific settings.

The Bulk PS Configuration process can behave the same as successive SNMP sets executed by an operator
manually. The Configuration File is a tool meant to make operators more productive and to make large
configuration changes less error prone.

it is significant to note that a PS operating in SNMP Provisioning Mode does not need a PS Configuration
File loaded before it can operate. It is expected that a PS operating in SNMP Provisioning Mode will
initialize itself to a known state and at PS could run for a lifetime without having it PS Configuration File
loaded. However. a PS will accept and process a PS Configuration File when one is provided.

 

cabieiaios” 04/09/04

EXHIBIT A



580

CableHome 1.1 Specification CH-SP-CH1.1-I04-040409

7.4.4 Bulk Portal Services Configuration Function Requirements

A PS operating in DHCP Provisioning Mode MUST download and process at PS Configuration File.

A PS operating in SNMP Provisioning Mode MUST be capable of operating without a PS Configuration
File, but MUST be capable of downloading and processing it PS Configuration File if triggered as
described in Section 7.3.3.2. The PS is not required to download a Firewall Configuration File in either
DHCP or SNMP Provisioning .\/lode.

MIB object settings passed in the PS Configuration File take precedence over and MUST over—write
existing MIB object settings.

7.4.4.1 Configuration File Format Requirements

PS or firewall configuration data MUST be contained in a file, which is downloaded via TFTP or HTTPS.
The Configuration File MUST consist ofa number of configuration settings (I per parameter), each of the
form “Type Length Value (TLV)“. Definitions of these terms are provided in Table 7-13.

Table 7-13 — TLV Definitions

Type A single-octet identifier which defines the parameter
Length A two-octet field specifying the length of the Value field (not including Type and

Length fields)
Value A set of octets Length long containing the specific value for the parameter

The configuration settings MUST follmv each other directly in the file, which is a stream of octets (no
record markers). The PS MUST be capable or properly receiving and processing a configuration file that is
padded to an integral number of 32-bit words, and be able to properly receive and process a configuration
file that is not padded to an integral number of 32-bit words. See Section 7.3.3.l.l for a definition of the
pad. Configuration settings are divided into three types:

- Cable!-Ionie—specified Configuration settings which are required to be present
0 Additional or optional CableHome-specified configuration settings which MAY be present
0 Vendor—specific configuration settings.

A PS Configuration File MAY contain many different parameters, but the only parameters that MUST be
included in the PS configuration file are the PS Message Integrity Check (MIC) (Type 53) and the End of
Data Marker (Type 255). A Firewall Configuration File MAY contain many different Type 28 TLV
parameters for configuring the firewall. but the only ptii-.uiietcr that MUST be included in the Firewall
Configuration File is the End of Data Marker t'l'ypc 355), if the Firewall Configuration File contains at PS
Message Integrity Cheek (MIC) {Type 53;. the PS MUST igrtore ii?“

To allow uniform management ofthe PS, the PS MUST support a Configuration File that is up to 64K—
bytes long.

Each CableHome Portal Services element MUST support configuration parameter Types 0, 9. l0, 21, 28,
32, 33, 34, 38, 43, 53 and 255, which are described in this section. Each TLV parameter in the Firewall
Configuration File describes a firewall attribute. Since the CableHome firewall is configured via access to
the CableHome Security MIB (ref: Section ll.6.4 Firewall Requirements), a Firewall Configuration File
typically includes TLV type 28 configuration settings, which contain SNMP MIB objects. Vendor-specific
firewall configuration information is permitted to be passed to the PS in the Firewall Configuration File
using the vendorspecific configuration setting type 43 (TLV-43). [f the configuration file does not contain
the required attributes, the PS MUS'l‘ reject the tile.

5° Revised this paragraph per ECN CH1.l-N-03.0097-S by G0 on l2/9/03
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The size of the value in the Length field for any configuration parameter included in a CableHome
configuration file MUST be 2 octets.

The Length value for each Type described in the TLV descriptions in this section is the actual length inoctets of the Value field.

7.4.4.1.1 Pad Configuration Setting

This has no Length or Value fields and is only used following the end of data marker to pad the file to an
integral number of 32-bit words.

Type Length Value

0

7.4.4.1.2 Software Upgrade Filenarne

The filename of the software upgrade file for the CalJ1eHome device. The filename is a fully qualified
directory— path name. The file is expected to reside on a TFTP server identified in a configuration setting
option.

Type Length Value

9 Variable filenamc

7.4.4.1.3 SNMP Write-Access Control

This object makes it possible to disable SNMP “Set" access to individual MIB objects. Each instance of
this object controls access to all of the writeable MIB objects whose Object [D (OID) prefix matches. This
object may be repeated to disable access to any number of MIB objects.

Type Length Value

10 n OID prefix plus control flag

Where n is the size of the ASN.l Basic Encoding Rules [ISOSOZS] encoding of the OID prefix plus one
byte for the control flag.

The control flag may take values:

0 — allow write—access

l — disallow write—access

Any OID prefix may be used. The Null OID 0.0 may be used to control access to all MIB objects. (The
OID l.3.6.l will have the same effect.)

When multiple instances of this object are present and overlap, the longest (most specific) prefix has
precedence.

Thus, one example might be

someTable disallow write-access

someTable . I .3 allow write-access
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This example disallows access to all objects in someTable except for someTable.l .3.

7.4.4.1.4 Software Upgrade Tl-’l'P Server

The IP address of the TFTP server, on which the software upgrade file for the CableHome device resides.

Type Length Value

21 4 ipl.ip2,ip3,ip4

7.4.4.15 First-phase SNMP MIB Object with Extended Length”

This object allows SNMP MIB objects to be Set via the 'l‘Fl“P—Registration process prior to SNMP Sets
done with TLV—28. The intent ofthis TLV is to include only those SNMP Sets that have to occur prior to
other SNMP Sets to ensure conect operation. such as SetToFactory objects (eg, CahhPsDevSetToFactory)
that clear persistent MIB objects. Non—priority SNMP Sets are expected to be included in TLV-28.

The value of this parameter is an SNMP variable binding (VarBind) as defined in [RFC 3416]. The
VarBind is encoded in ASN.1 Basic Encoding Rules,just as it would be if part of an SNMP Set Request
PDU.

Type Length Value

27 Variable variable binding

The PS MUST treat the variable binding, in a Type 27 TLV, as if it were pan of an SNMP Set Request
with the following caveats:

0 It MUST treat the request as fully authorized (it cannot refuse the request for lack of privilege).
0 SNMP Write—Control provisions do not apply.
- No SNMP response is generated by the PS.
0 This object MAY be repeated with different VarBinds to "Set" a number of MIB objects. All SNMP

Sets in a Configuration File that occur within Type 27 TLVs MUST be treated as if simultaneous. Each
VarBind MUST be limited to 65535 bytes.

This object MUST be processed before any Type 28 TLV present in the Configuration File are
processed.

7.4.4.1.6 SNMP MIB Object with extended Length

This object allows arbitrary SNMP MIB objects to be Set via the TFTP-Registration process. where the
value is an SNMP variable binding (VarBind) as defined in [RFC 3416]. The VarBind is encoded in
ASN.1 Basic Encoding Rules,just as it would be if part of an SNMP Set request.

Type Length Value

28 Variable variable binding

The PS MUST treat the variable binding, in a Type 28 TLV, as if it were part of an SNMP Set Request
with the following caveats:

- It MUST treat the request as fully authorized (it cannot refuse the request for lack of privilege).
0 SNMP Write-Control provisions (see previous section) do not apply.
I No SNMP response is generated by the PS.

57 Adrled this section per ECN CH l .l-N-03.0 I03-3 by CO on I2/5/03
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I This object MAY be repeated with different Va.rBinds to “Set" a number of MIB objects. All SNMP
Sets in a Configuration File that occur within Type 28 TLVs MUST be treated as if simultaneous. Each
VarBind MUST be limited to 65535 bytes.

7.4.4.1.7 Manufacturer Code Verification Certificate

The Manufacturer's Code Verification Certificate (M-CVC) for Secure Software Downloading. Refer to
Section l I .8 .4.4.2 Network Initialization .5‘

Type Length Value

32 Variable Manufacturer CVC (DER-encoded ASN.l)

7.4.4.1.8 Co-signer Code Verification Certificate

The Co-signer‘s Code Verification Certificate (C—CVC) for Secure Software Downloading. Refer to
Section l 1.8.4.42 Network Initialization .59

Type Length Value

33 Variable Co—signer CVC (DER—Encoded ASN.1)

7.4.4.1.9 SNMPV3 Kickstart Value

(ref.: Section C.l.2.8 DOCSIS l.l RFI Specification [DOCS1S])

Compliant Portal Services elements MUST understand the following TLV and its sub—elements and be able
to kickstart SNMPV3 access to the PS regardless of whether the PS is operating in NmAccess Mode or
Coexistence Mode (see Section 6.3.3 CMP System Description and Section 6.3 .3.l .4.2 Network
Management Mode Requirements).

Type Length Value

34 n Composite

Up to 5 of these objects may be included in the configuration file. Each results in an additional row being
added to the usmDHKickstartTable and the usmUserTable and results in an agent public number being
generated for those rows.

7.4.4.l.9.l SNMPV3 Kickstart Security Name

Type Length Value

34.1 2-l6 UTF8 Encoded security name

For the ASCII character set. the UTF8 and the ASCI I encodings are identical. Normally, this will be
specified as one of the CablcHome built—in USM users. e.g., "CHAdministrator".

The security name is NOT zero terminated. This is reported in the usmDl-IKickStartTah1e as
usmDHKickStartSecurityName and in the usmUserTable as usmUserName and usmUserSecurityName.

5” Revised this section per ECN CH1 l—N~03032 by CO on 06/06/03.
5” Revised this section per ECN CH1.l—N-03032 by 00 on 06/06/03.
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7.44.19 .2 SNMPV3 Kickstart Manager Public Number

Type Length Value

34.2 n Manager's Diffie-Hellman public number expressed as an octet string.

This number is the Diffie-Hellman public number derived from a privately (by the manager or operator)
generated random number and transformed according to [RFC 2786]. This is reported in the
usmDHKickStartTable as usmKickstartMgrPublic. When combined with the object reported in the same
row as usmKickstartMyPublic, it can be used to derive the keys in the related row in the usmUserTable.

7.4.4.1.1O SNMP Notification Receiver

(ref: [DOCSIS9j)

Type Length Value

38 n Composite

This PS Configuration File element specifies a Network Management Station that will receive notifications
from the PS when it is in Coexistence network management mode. This TLV (38) consists of several sub-
TLVs inside the TLV configuration file element. Up to 10 of these elements may be included in the PS
Configuration File. Section 6.3 .3.l.4.6 Mapping TLV Fields Into Created SNMPv3 Table Rows provides
detail about how this configuration file element is mapped into SNMPVS functional tables.

All multi—byte fields of this sub-TLV MUST be placed in the network byte order.

7.4.4.1 .l0.l Sub-TLV 38.1 - IP Address of trap receiver

IPv4 address of the trap receiver, in binary.

Type Length Value

38 .1 4 IP address

7.4.4.l .l0.2 Sub-TLV 38.2 - UDP Port number of the trap receiver

UDP Port number of the trap receiver, in binary.

Type Length Valu e

38 .2 2 UDP Port

If this sub—TLV is not present in a configuration file, the default value 162 is used.

7.4.4.l.l0.3 Sub-TLV 38.3 - Type of trap sent by the PS (Note 2)

Trap type.

Type Length Value

38.3 2 Trap type

The PS MUST support the following trap type values:
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l = SNMP vl trap in an SNMP vl packet

2 : SNMP v2c trap in an SNMP v2c packet

3 = SNMP inform in an SNMP v2c packet

4 : SNMP v2c trap in an SNMP V3 packet

5 = SNMP inform in an SNMP v3 packet

7.4.4.1 .l0.4 Sub-TLV 38.4 - Timeout

Timeout, in milliseconds, used for sending SNMP inform messages.

Type Length Value

38 .4 2 0 - 65535

7.4.4.1 .l0.5 Sub-TLV 38.5 - Retries

Number of retries when sending an inform, after sending the inform the first time.

Type Length Valu e

385 2 0 - 65535

7.4.4.l.l0.6 Sub«TLV 38.6 - Notification Filtering Parameters

Type Length Value

38 .6 n Filter OID

Where n is the size of the ASN.1-encoded Filter Object Identifier.

Filter OID is an ASN.1-formatted Object Identifier of the snmpTrapOlD value that identifies the
notifications to be sent to the notification receiver. This notification and all below it Will be sent.

If this Sub-TLV is not present. the notification receiver will receive all notifications generated by the
SNMP agent.

7.4.4.l.10.7 Sub-TLV 38.7 - Security Name to use when sending SNMP V3 Notification

Type Length Value

38.7 2 - l6 UTF8—encod<:d security name

This sub—TLV is not required for Trap type = l. 2, or 3. The PS MUST ignore sub-TLV 38.7 if the trap
type in sub—TLV 38.3 is 1, 2, or 3. If sub—TLV 38.7 is not supplied for a Trap type of4 or 5, the PS MUST
send the SNMPV3 Notification in the noAuthNoPriv security level using the security name “@PSconfig".
(Note 2)

SecurityName

The SNMPV3 Security Name to use when sending an SNMPV3 Notification. Only used if Trap Type is set
to 4 or 5. This name MUST be a name specified in aConfig File TLV Type 34 as part of the DH Kickstart
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procedure. The notifications MUST be sent using the Authentication and Privacy Keys calculated by the
PS during the DH Kickstart procedure.

Notes:°°

. Upon receiving one of these TLV elements, the PS MUST make entries to the following tables in order
to cause the desired trap transmission: snmpNotifyTable, snmpTargetAddrTable,
snmpTargetParamsTable, snmpNotifyFi1terProfileTab1e, snmpNotifyFiltcrTable.
snmpCommunityTab1e, usmUserTable, vacmSecurityToGroupTable, vacmAccessTable, and
vucmViewTreeFami1yTable

. Trap Type: The community String for traps in SNMP VI and V2 packets MUST be “public". The
Security Name in traps and informs in SNMP V3 packets where no security name has been specified
MUST be “@PSconfig" and in that case the security level MUST be NoAuthNoPriv.

. Filter OID: SNMP V3 allows the specification of which Trap OlD's are to be sent to at trap receiver.
The filter OlD in the config element specifies the OID of the root of a trap filter sub-tree. All Traps
with a Trap 01D contained in this trap filter sub—tree MUST be sent to the trap receiver.

. The PS Configuration File is permitted to also contain TLV MIB clcments (TLV—28) that make entries
to any of the [0 tables listed in Note l.The PS MUST ignore TLV MIB elements that use index
columns that start with the characters “@PSconfig”.

7_4.4.1.11 Vendor-specific Information“

If vendor-specific information is provided to the PS, it MUST be encoded in the vendor-specific
information field (VSIF) (code 43) using the Vendor ID field to specify which TLV tuples apply to which
vendors‘ products. A properly—formed VSIF has a single Vendor ID Sub-TLV (code 43.1) as the first sub—
TLV. The PS MUST reject the PS Configuration File if any VSIF (Type 43) TLV is not correctly formed.

A PS configuration file can have multiple VSIFS with either different or the same Vendor ID Sub-TLVS
present. The PS will process only those VSIFs that have a Vendor ID Sub-TLV matching Vendor ID and
will ignore the VSlF‘s that have Vendor ID Sub—TLVs which do not match.

Vendor—specific sub—types are allowed to be added after Type 43.1.

Type Length Value

43 N vendor—specific settings

Sub-TLV 43.l - Vendor ID type

Vendor identification specified by the three-byte Organization Unique Identifier of the PS vendor.

Type Length Value

43 .l 3 v I , V2. V3

7.4.4.1.12 PS Message Integrity Check (PS MIC)

Type Length Value

m Removed Note 5 from this section per ECN CH1 . l-N-03063 by CO on 10/28/03.
°' Revised the first two paragraphs of this section per ECN CH l.l-N-03.0093-2 by CO on 12/5/03.
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53 20 A 160-bit (20 octst) SHA hash

This parameter contains a hash (PS MIC) calculated by a Secure Hash Algorithm (SHA—l) [SHA], defined
in NIST, FIPS PUB I80-1: Secure Hash Standard, April 1995 [FIPS 1801]. This TLV is only used in the
configuration file immediately before the end of data marker.
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7.4.4.1.13 End-of-Data Marker

This is a special marker for end of data. It has no Length or Value fields.

Type Length Value

255

7.4.4.2 BPSC Triggering Requirements

Transfer of the configuration file. from the TFTP server or HTTPS server in the cable data network to the
PS, is initiated by an event referred to as a trigger. Requirements for triggering the transfer ofa CableHome
PS Configuration File or Firewall Configuration File from the TFTP server or HTTPS server to the PSfollow.

The mode of triggering the PS Configuration File download is dependent upon the Provisioning Mode in
which the PS is operating. The CMP MUST read the value of cabhPsDevPmvMode (see Section 7.3.32.4)
prior to initiating any PS Configuration File download. The method of triggering for the Fire\val1
Configuration File download is not dependent upon the Provisioning Mode.

7.4.4.2.1 PS Configuration File Download Triggerfor DHCP Provisioning Mode

If the PS receives the TFTP or HTTPS server address in the ‘siaddr' field and the PS Configuration File
name in the 'file' field of the DHCP ACK, AND the value of cabhPsDevProvState : inProgress(2), the PS
MUST combine the server address and PS Configuration File name to form a URL-encoded value and
write that value into PSDev MIB object cabhPsDevProvConfigFile. The PS MUST use the following
format for the URL-encoded value for the TFTP sewer lP address and PS Configuration File name:“

tftp://IPv4_address_of_the_TFl'P_server/full_path_ to_the_PS_Con figuratiun_Fi le/PS_Cnnfiguralion_File_name

The PS MUST use the following format for the URL—encoded value for the HTTPS server [P address and
PS Configuration File name:

https://lPv4_address_of_the_H'l'TPS_server/full_pa.th_ to_the_PS_Configuratiun_FileiPS_Configumtion_File_name

Download of the PS Configuration File, by 3. PS operating in DHCP Provisioning Mode, is triggered by the
presence of the PS Configuration File location ( F I P or H’l'l'PS server IP address) and name in the DHCP
message issued to the PS (CDC) by the DHCP server in the cable network. Refer to Section 7.3 .3 2.4 CDC
Requirements.

If the PS is operating in DHCP Provisioning Mode (as indicated by the value of cabhPsDevProvModc),
after the PS (CDC) receives a DHCP ACK from the DHCP server in the cable network, and the IP address
in the 'siaddr‘ field does not match the first IP address in DHCP option 72, AND the value of
eabhPsDevProvState : inProgress(2), then the PS MUST issue a Tl-‘l‘P Get request to the server identified
in the DHCP message 'siaddr' field to download the configuration file.“

lfthe PS is operating in DHCP Provisioning Mode (as indicated by the value of cabhPsDevProvMode),
after the PS (CDC) receives a DHCP ACK from the DHCP server in the cable network, and the IP address
in the ‘siaddr' field matches the first IP address in DHCP option 72, and the cabhPsDevTodSyncStatus
MIB object has a value of'l' (ToD access succeeded), then the PS MUST establish a TLS session as
defined in Section ll, and issue a HTTP Get request to the server identified in the DHCP message ‘siaddr'
field, to download the Configuration File.

5: Revised the first sentence of this paragraph per ECN CH l . l-N—U3 11099-3 by CO on l2(l0/O3.
5] Revised the first sentence ofthis paragraph per ECN CH1 l—N—03,0099—3 by G0 on l2/I0/03.
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[f the PS is operating in DHCP Provisioning Mode (as indicated by the value of cabhPsDcvProvMode).
after the PS (CDC) receives a DHCP ACK from the DHCP server in the cable network, and the IP address
in the ‘siaddr' field matches the first [P address in DHCP option 72. and the cabhPsDevTodSyncStatus
MIB object has a value of '2' (ToD access failed). the PS MUST wait until the cabhPsDevTodSyncStatus
MIB object has a value of ‘I’ (ToD access succeeded). before establishing il 'l‘LS session as defined in
Section 1 l, and issuing an HTTP Get request to the server identified in the DHCP message 'siaddr' field. to
download the configuration file.

Modification ofcabhPsDevProvConfigFile MUST NOT trigger a P5 operating in DHCP Provisioning
Mode to download a configuration file. A PS operating in DHCP Provisioning Mode MUST treat
cabhPsDevProvConfigFi|e as a read—only object.

7.4.42.2 PS Configuration File Download Trigger for SNMP Provisioning Mode

If the PS is operating in SNMP Provisioning Mode (as indicated by the value of cabhPsDev ProvMode), PS
Configuration File download MUST NOT occur before completion of the SNMP v3 setup process (refer to
Section I 1.4 Secure Management Messaging to the PS, for details about the SNMP setup process).

If the PS is operating in SNMP Provisioning Mode (as indicated by the value of cabhPsdevProvMode), the
PS element MUST NOT initiate at PS Configuration File download if the cabhl"sDevTodSyncStatus MIB
object has a value of '2' (ToD access failed).

Once the PS, operating in SNMP Provisioning Mode (as indicated by the value of cabhPsDevProvMode),
issues a TFTP request to download a PS Configuration file (subject to conditions described in other
requirements, below), the PS MUST complete the download phase. When the PS (CMP) has successfully
downloaded the requested PS Configuration File, it MUST process the file before issuing a TFTP request
for another PS Configuration File.

The PS MUST attempt to download and process the configuration file whose name and address are
specified in cabhPsDevProvConfigFile when it receives an SNMP Set command for the
cabhPsDevProvConfigFi1e object, if the following conditions are true:

I the PS is operating in SNMP Provisioning Mode
- the cabhPsDevTodSyncStatus MIB object has a value of ' l' (ToD access succeeded), and
0 cabhPsDevProvConfigFileStatus = idle( I)

The format of cabhPsDevProvConfigFile MUST be a URL— encoded TFTP server IP address and
configuration file name.

If the PS (CMP) operating in SNMP Provisioning Mode receives an SNMP set request from the NMS to
update the value of cabhPsDevProvConfigFile and cabhPsDevProvConfigFileStatus = busy(2), or if the
cabhPsDcvProvConfigHash object does not have a valid value, then the PS MUST reject the set request.

7.4.4.2.3 Firewall Configuration File Trigger

The Firewall Configuration File download is triggered when the value used to SET the
cabhSec2FwPolicyFileURL MIB object, by either the PS Configuration File or by a SNMP SET command,
is different than the value of the cabhSec2FwPolicysuccessfulFi]eURL MIB. If the value used to SET the
cabhScc2FwPolicyP'i|eURL MIB object. by either the PS Configuration File or by a SNMP SET command,
is the same as the value of the cabhSec2FwPolicySucccssfulPileURL MIB, the Firewall Configuration File
download MUST NOT be triggered F‘

6‘ Replaced paragraph per ECN CH1 .l—N-03035 by 00 on 07/03/03. Superseded and replaced by ECN Cl-ll.l-N-03069 on l0/28/03.
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When a download as been triggered, the PS MUST use the prefix of the eahhSecF\vPolicyFileURL MIB
object value to determine whether to use TFI‘P (tftp://) or a TLS session (https://) as defined in Section 1 l
for Firewall Configuration l-'ile download.“

7.4.4.2.4 Post-trigger Operation

Once triggered, the PS MUST use an [RFC 1350] and [RFC 2349] compliant TFTP or [RFC 2616] HTTP
client to download the Configuration files“

A signaling mechanism is necessary to inform the management entity that the PS is currently processing a
configuration file. The PS Dev MIB object cabhPsDevProvConfigFilcStatus is defined to serve as this
signaling mechanism.

lfa PS is not currently requesting, downloading. or processing a configuration file. it MUST set
cabhPsDevProvConfigFi1eStatus = idlc( l). When the PS has issued a TFTP request for a configuration file
specified in cabhPsDev ProvConfigFile, it MUST set cabhPsDevProvConfigFi|eStatus = busy(2).When the
PS completes the processing of the PS Configuration File, the PS MUST set
cabhPsDevProvConfigFileStatus = idlc( l).

Once triggered to download a configuration file, the PS element MUST continue to attempt to download
the specified configuration file from the specified location until the configuration file is successfully
downloaded and the hash successfully computed as described in Section 7.4.4.3 Configuration File Check
and SNMP Provisioning Mode Authentication Requirements. The PS MUST use an adaptive timeout for
TFTP and H'l'l‘PS based on binary exponential backoff as described below. if the first attempt is not
successful, until the PS successfully receives the requested file from the server in the cable data network:

0 each retry is 2"n sccond(s) following the previous attempt, where the PS Configuration File Retry
Counter or the Firewall Configuration File Retry Counter, n = [0, l. 2, 3, 4. or 5]

I n = 0 for the first retry, then is incremented by one for each subsequent attempt until n = 5
0 if the PS does not successfully acquire the requested PS Configuration File following the attempt with

n = 5, n is to be reset to 0 and the PS is to restart the WAN—Man [P address acquisition process via
DHCP.

I if the PS does not successfully acquire the requested Firewall Configuration File following the attempt
with n = 5, n is to be reset to 0 and the PS is to continue normal operation, i.e., the PS is not to restart the
WAN—Man ll‘ address acquisition process.

The PS MUST exchange TFTP and HTTPS messages only through the PS WAN—Man Interface. The PS
MUST reject any configuration file not received through the PS WAN—Man Interface.

When the download of the configuration file is complete and the configuration file is properly
authenticated as described in Section 7.4.4 .3 PS Configuration File Check and SNMP Provisioning Mode
Authentication Requirements. the PS MUST process the TLVs contained within the file as defined below.
See Section 7.4.4.4 Configuration File Processing and Status Reporting Requirements. for specifics of
error handling and event generation while processing the configuration file.

The PS MUST use parameters extracted from the configuration file to set the managed objects in the PS
database. This process is functionally equivalent to an SN MP SET operation, but it does not rely on the
user or view—based access permissions. The PS MUST unconditionally update managed objects in the PS
database corresponding to recognized OlDs.

The PS MUST translate Configuration File TLV-27 elements into a single SNMP PDU containing (n) MIB
0[D/instance and value components (SNMP varbinds) and translate TLV—28 elements into a single SNMP

65 Atlrled this paragraph per ECN CH1 . l -N-03 0097-5 by CO on l2/9/03.
6° Revised this sentence per ECN CH l.l-N-03.0099-3 by CO on 12/10/03.
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PDU containing (n) MIB OID/instance and value components (SNMP varbinds). In accordance with [RFC
3416], the single 'l'LV—27 Configuration File—generated SNMP PDU will be treated “as if simultaneous",
the single TLV-28 Configuration File generated SNMP PDU will be treated “as if simulataneous”, and the
PS MUST behave consistently, regardless of the order in which TLV-27 or TLV-28 elements appear in the
Configuration File or SNMP PDUs. The single configuration file—generated SNMP PDU requirement is
consistent with SNMP PDU packet behaviors received from an SNMP manager: SNMP PDU varbind
order does not matter, and there is no defined MAX SNMP PDU limit. Once a single SNMP PDU is
Constructed, the PS processes the SNMP PDU and determines the PS configuration acceptance/rejection
based on the rules for configuration file processing, described in Section 7.4.4.4 PS Configuration File
Processing and Status Reporting Requirements. In processing the SNMP PDU . the PS MUST support
CreateAndGo for row creation .57

The PS MUST update the size of the PS Configuration file in the MIB object
cabhPsDevProvConfigFileSize.

The PS MUST update the number of TLVs processed (i.e., the TLVs that are intended to change the PS
configuration per their own Value field) and the number of TLVs ignored (i.e., the TLVs intended to
change the PS configuration per their own Value fields that are not successful) from a PS Configuration
File, in the MIB objects cabhPsDevProvConfigTLVProcessed and cabhPsDevConfigTLV Rejected.
respectively“. Configuration parameter Types 255 (End-of—Dzita Marker), 53 (PS MIC), 0 (Pad
Configuration Setting), and Type and Length field pairs that encompass sub-TLVs do not specify values in
Value fields intended to change PS configuration and thus MUST NOT be counted in the values of
cabhPsDevProvConfigTLVProcessed and cabhPsDevConfigTLVRcjected.

7.4.4.3 Configuration File Check and SNMP Provisioning Mode Authentication
Requirements

The algorithm used to authenticate the configuration file depends upon the provisioning mode in which the
PS is operating (see Section 5.5 CableHome Operational Models). The PS supports two provisioning
modes: DHCP Provisioning Mode and SNMP Provisioning mode. Two methods of configuration file
authentication are supported for DHCP Provisioning Mode. depending upon the information received in
the ‘siaddr’ field of the DHCP ACK message.

The following sections describe the security algorithms and requirements needed to check the
configuration file Hash based on the provisioning mode of the PS element. The PS element MUST support
both security algorithms specified in Sections 7.4 .43.] PS Configuration File Check for DHCP
Provisioning Mode and 7.4.43.2 PS Configuration File Authentication Algorithm for SNMP ProvisioningMode.

7.4.4.3.1 PS Configuration File Check for DHCP Provisioning Mode

When operating the DHCP Provisioning Mode, the PS will use a hash-based check of the configuration
file, or it will authenticate the message in which the file is transferred, depending upon the configuration of
the cable operutor’s provisioning system.

The PS MUST conduct the hash-based configuration file check described below:

I. When the configuration file Generator of the Provisioning System creates a new PS Configuration File
or modifies an existing file. the Config File Generator will create a SHA—l hash of the contents of the
PS Configuration File, taken as a byte string. The end of data marker and any padding that follow it are

67 Revised this paragraph per ECN CH1 .1-N-03.0103-3 by G0 on 12/5/03
68 Per these definitions a TLV that does not successfully configure the PS is counted twice, once by each of
cabhPsDevProvConfigTLVProcessed and cabhPsDevProvConfigTLVRejeeted A TLV that successfully configures the
PS is counted only by cabhPsDevProvConIigTLVProcessed
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not included in the hash calculation.

. The Config File Generator adds the hash value, calculated in Step l.to the PS Configuration File as the
last TLV setting (immediately before the end of data marker) using a type 53 TLV. The PS
Configuration File is then made available to the appropriate TF1‘ P server.

. The PS element downloads the PS Configuration File.

. The PS MUST update the cahhPsDevProvConfigHash MIB object with the hash value from the hash
TLV created in steps 1 and 2.

. The PS element .VlUST compute a SHA—l hash over the contents of the PS Configuration File
excluding the hash TLV (used to configure the cabhPsDevProvConfigHash MIB object), the end of
data marker, and any padding that follows. If the computed hash and the value of the
cabhPsDevProvCont'igHash MIB object are the same. the PS Configuration File integrity is verified and
the configuration file MUST be processed; otherwise, the File MUST be rejected.

7.4.4.32 PS Configuration File Authentication Algorithm for SNMP Provisioning Mode

The procedure for checking the PS Configuration File Hash by the PS element in SNMP ProvisioningMode follows:

. When the Config File Generator of the Provisioning System creates a new PS Configuration File or
modifies an existing file, the Config File Generator will create a SHA-l hash of the entire content of the
PS Configuration File, taken as a byte string. The end of data marker and any padding that follow it arenot included in the hash calculation.

. The NMS sends the hash value calculated in step l to the PS element via SNMP SET. The PS updates
its cabhPsDevProvConfigHash MIB object with the new value.

. The NMS sends the Name and location of the PS Configuration File via SNMP SET. The PS updates its
cabhPsDevProvConfigFile MIB object with the new value.

. The PS element downloads the named file from the configured TFFP server. If the PS Configuration
File contains TLV type 53 the PS MUST ignore it.

. The PS element MUST compute :1 SHA—l hash over the contents of the PS Configuration File
excluding the TLV 53 it‘ it exists, the end of data marker and any padding that follows. If the computed
hash and the value of the cabhPsDevProvConfigHash MIB object are the same, the PS Configuration
File integrity is verified and the configuration file MUST be processed; otherwise, the file MUST be
rejected.

7.4.4.a.3 Firewall Conliguration File Check

The PS is required to use the Firewall Configuration File check on the Firewall Configuration File as
described in this section if the file is provided in SNMP Provisioning Mode or DHCP Provisioning Mode
without the use of HTTPS/TLS as defined in Section 1 I .9 PS Configuration File Security in DHCP
Provisioning Mode.

If the Firewall Configuration File was downloaded without the use of HTTP/TLS, the PS MUST follow the
procedure defined in steps l) through 5) below to check the integrity of the Firewall Configuration File:

l. The Firewall Configuration File generator will create a SHA-l hash of the entire contents of the
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Firewall Configuration File, taken as a byte string.

. The provisioning system sends the hash value calculated in step t to the PS element in one of two ways:
a) modifies the eabhSec2FwPolicyFileHash MIB object via a type 28 TLV in the PS Configuration File
b) sends an SNMP Set command to update the uabhSec2FwPolicyHash MIB object

. The provisioning system sends the name and location of the Firewall Configuration File to trigger the
download of the Firewall Configuration File in one of two ways:
a) modifies the cabhSec2FwPolicy FileURL MIB object via a type 28 TLV in the PS Configuration File
b) sends an SNMP Set command to update the cabhScc2FwPolicyURL MIB object

. if the cabhSecFwPolicyFi|eOperStatus is not inProgress( l) and the value used to SET the
cabhSee2FwPolicyFileURL MIB object is different than the value of the
cabhSec2FwPoliCySuccessfulFileURL MIB, then the PS element MUST immediately download the
named file from the configured server.”

. The PS MUST compute a SHA-I hash over the entire contents of the Firewall Configuration File and
compare the computed hash to the hash represented by the value of the cabhSec2Fw P0licyFileHash
MIB object. if the computed hash and the value of the cabhSec2FwPolicyFileHash MIB object are the
same, the integrity of the Firewall Configuration File is verified and the PS MUST use Firewall
Configuration File to configure the firewall, otherwise the PS MUST reject the file.

7.4.4.4 Configuration File Processing and Status Reporting Requirements

'l‘he PS MUST report configuration file download status and error conditions using the Event Reporting
process described in Section 6.3.3.2 CMP Event Reporting Function.

Table 7- I4 identifies success and failure modes that might be encountered with PS Configuration File
download and processing. and the action that the PS MUST take when it detects these modes.”

Table 7-14 — Configuration File Processing Conditions
Configuration File Processing Condition

TFTP failed - Get Request sent, no response received Report an event (Event ID 68000500) and retry TFTP.
Report an event (Event ID 68002000) and retry HTTPS.H'I‘l'PS failed - Gel Request sent, no response

received or failed to connect with H'|'|'PS sewer.

Report an event (Event ID 65000600) and retry TFTP.
HTIPS failed - configuration file download attempt Report an event (Event ID 65003000) and retry HTTPS,failed and maximum number of retries not exceeded.

TFTP failed - configuration file not found

TFTP failed - out or order packets Report an event (Event ID 63000700) and retry TFTP
TFTP download failed - configuration file download Report an event (Event ID 68000900) and reset
attempt failed and maximum allowable number ofretries have been done.

HTTPS failed - configuration file download attempt Report an event (Event ID 66003100] and reset.
failed and maximum allowable number of retries have
been done

Report an event (Event ID 66001000 if download was done
using TFTP (TLS was not used) or Event ID 68003200 if
download was done using HTTPSITLS), and begin
configuration file check or authentication.

Configuration file download successful

5° Revised this step per ECN Cl-ll .l—N—03035 by G0 on 07/03/03.
7" Revised Table 7— l4 per ECN CH1 l—N—03063 and CH1 .l4N-03.0099-3 by CO on l0/28/03 and I2/9/03.
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Configuration Flle Processing Condition

Configuration file fails authentication check Report an event (Event ID 68000800) and reset. Do not
attempt to process the file
Report an event (Event ID 73040102) and reset. Do not
attempt to process the file

No End Of Data marker Report an event (Event ID 7340102) and reset. Do not
attempt to process the file
Report an event (Event ID 73040102). regedt the
configuration file, and reset. Preserve all object values that
existed before the attempt to process this bad configuration
file. The P5 is not required to restore MIB objects to the
values they were assigned before the attempt to process the
configuration file if the single SNMP PDU created from TLV-
27 parameters has been set Refer to the Post-trigger
Operation section

Configuration File is too large

Duplicate TLV-27 or TLV-28 OID

Duplicate TLV-9, TLV-21, TLV~32, TLV-33 or duplicate Report an event (73040102). reject the configuration file,
Sub-TLV in a single TLV-34, TLV-38. TLV-43. and reset. Preserve all objects that existed before the

attempt to process this bad configuration file.

Recognized Type but bad Value or valid TLV-27 or Report an event (Event ID 73040102), reject the
TLV-2B OID but bad MIB value configuration file, and reset. Preserve all object values that

existed before the attempt to process this bad configuration
file The P5 is not required to restore MIB objects to the
values they were assigned before the attempt to process the
configuration file if the single SNMF PDU created from TLV-
27 parameters has been set. Refer to the Post-trigger
Operation section.
Disregard the subject TLV and report an event (Event ID
73040100) Continue to process the file

An unrecognized SNMP OID is encountered

Type field is not valid for Cab|eHome PS Disregard the subject TLV and report an event (Event ID |73040101). Continue to process the file.

Refer to Appendix ll for a list of events including those listed in Table 7-14 and for information about how
events are reported.

7.4 4.4.1 Unsuccessful Configuration File Download Attempt - Tl-‘l'P or HTTPS RetriesPermitted

It‘ the PS Configuration File Retry Counter is less than 5 and the TFTP or HTTPS Get Request times out.
the PS Configuration File is not found on the server, or the TFTP or HTTPS Get failed due to out of order
packets. the PS MUST initiate operation of the CDS and CNP functions. report the appropriate event, and
retry the attempt to download the PS Configuration File. in accordance with the retry algorithm described
in Section 7.4.4.2 .4 Post-trigger Operation.

if the Firewall Configuration File Retry Counter is less than 5 and the TFTP or HTTP Get Request times
out, the Firewall Configuration File is not found on the server, or the TFTP or HTTP Get failed due to out
of order packets, the PS MUST continue normal operations, report the appropriate event, and retry the
attempt to download the Firewall Configuration File, in accordance with the retry algorithm described in
Section 7.4.4 2.4 Post—trigger Operation.

7.4.4.4.2 Unsuccessful Configuration File Download Attempt - TFTP or HTTPS FletriesExhausted

If the PS Configuration File Retry Counter is equal to 5 and the PS has not successfully downloaded the PS
Configuration File. the PS MUST report the event identified in Table 7-14, “Configuration File Processing
Conditions." on page 135 for indicating failure of the PS Configuration File download process and release
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its PS WAN-Man [P address in accordance with [RFC 2131], and restart the WAN-Man IP address
acquisition process via DHCP.

If the Firewall Configuration File Retry Counter is equal to 5 and the PS has not successfully downloaded
the PS Configuration File, the PS MUST report the event identified in Table 7-14 Configuration File
Processing Modes for indicating failure of the Firewall Configuration File download process and continue
normal operations. If the Firewall Configuration File is not successfully downloaded the PS MUST
function as it did prior to the failed Firewall Configuration File download attempt.

7.4.4.4.3 Successful PS Conliguration File Download

Successful download of the PS Configumtion File is defined as complete and correct reception by the PS
element the contents of the PS Configuration File within the TFFP timeout period and computation by the
PS the hash values for the PS Configuration File with no errors resulting from the computation.

[f the PS successfully downloads the PS Configuration File, the PS MUST reset the PS Configuration File
Retry Counter to zero and report the event identified for ‘Failure Mode’ TFFP Download Successful in
Table 7-14 Configuration File Processing Modes.

7.4.4.4.4 Unsuccessful PS Configuration File Download"

If the PS Configiration File fails the Configuration File Check as specified in Section 7.4.4.3
Configuration File Check and SNMP Provisioning Mode Authentication Requirements or in Section ll.9
PS Configuration File Security in DHCP Provisioning Mode, the PS MUST stop the provisioning process,
reject the PS Configuration File, report the appropriate event, and restart the WAN-Man [P acquisition
process via DHCP.

If the PS Configuration File contains no End»of»Data TLV (TLV-255), no PS MIC TLV (TLV—53), or is
too large to process, the PS MUST stop the provisioning process, reject the PS Configuration File, report
the appropriate event, and restart the WAN-Man IP address acquisition process via DHCP.

If the PS Configuration File contains duplicate TLV—27 or TLV—28 elements (duplicate means two or more
SNMP MIB objects have an identical object identifier (OlD)), the PS MUST stop the provisioning process,
reject the PS Configuration File, report the appropriate event, and restart the WAN-Man IP address
acquisition process via DHCP.

If the PS Configuration File contains a recognized Type field but bad Value field or a valid TLV—27 or
TLV-28 OlD with a bad MIB value, the PS MUST stop the provisioning process, reject the PS
Configuration File, report the appropriate event, and restart the WAN-Man IP address acquisition process
via DHCP.

If the PS Configuration File contains an unrecognized Type field or aTLV-27 or Tl.V«28 element with an
unrecognized OID, the PS MUST ignore that TLV, report the appropriate event, and continue processing
the PS Configuration File.

If the PS completes the processing of the single SNMP PDU created from the TLV-27 parameter then
discovers duplicate TLV»28 elements, or TLV—28 elements with bad Value, the PS is not required to
restore the MIB objects changed by the TLV-27 parameter back to their previous values, before rejecting
the conliguration file, reporting the event, and resetting the PS.

7' Revised paragraphs 3, 4. and 5: added paragraph 6 per ECN CH l.l-N-03.0lU3—3 by G0 on 12/5/03.
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7.4.4.4.5 Successful Firewall Configuration File Download

Successful download of the Firewall Configuration File is defined as complete and correct reception of the
file by the PS element within the TFTP ur H'l'I‘PS timeout period and error-free file validation as defined
by the integrity check procedure described in Section 7.4.4.3 Configuration File Check and SNMP
Provisioning Mode Authentication Requirements . After the PS successfully downloads the Firewall
Configuration File, the PS MUST update the cabhSec2FwPolicySuccessfulFileURL MIB with the same
value as the cabhSec2Fw PolicyFi1eURL MIB.“

If the PS successfully downloads the Firewall Configuration File, the PS MUST reset the Firewall
Configuration File Retry Counter to zero and report Event ID 80013500 (rcf.: Table ll-l Defined Events
for CableHome). After the PS successfully downloads and processes the Firewall Configuration File. the
firewall MUST function as configured by the downloaded file.”

14.4.4.6 Unsuccessful Firewall Configuration File Download“

If the Firewall Configuration File fails the Configuration File Check as specified in Section 7.4.4.3
Configuration File Check and SNMP Provisioning Mode Authentication Requirements, the PS MUST
continue normal operations, reject the Firewall Configuration File and report the appropriate eventidentified in Table [l»l Defined Events for CableHome.

If the Firewall Configuration File contains duplicate TLV-27 or TLV—28 elements (duplicate means two or
more SNMP MIB objects have an identical object identifier (OlD)), the PS MUST continue normal
operations, reject the Firewall Configuration File and report the appropriate event identified in Table ll-lDefined Events for CableHomc.

If the Firewall Configuration File contains a recognized Type field but bad Value field or a valid TLV-27
or TLV—28 OID with a bad MIB value. the PS MUST continue normal operations, reject the Firewall
Configuration File and report the appropriate evcnt identified in Table ll—l Defined Events for Cab|eHome.

If the Firewall Configuration File contains an unrecognized Type field or a TLV—28 element with an
unrecognized OID, the PS MUST ignore that TLV, report the appropriate event identified in Table [I-1
Defined Events for CahleHome, and continue processing the Firewall Configuration File.

If the download of the Firewall Configuration File fails for any reason, the firewall MUST function as
configured prior to the failed download attempt.

7.5 PS Function - Time of Day Client

7.5.1 Time of Day Client Function Goals

The goal of the Time of Day client function of the PS is to acquire the current time of day from the Time of
Day server in the cable operator's network.

7.5.2 Time of Day Client Function System Design Guidelines

The guideline identified in Table 7-15 guided specification of the capabilities defined for the PS Time of
Day Client function:

73 Revised this pnnlgraph per ECN CHl.l-N-03035 hy G0 on 07/03/03
7'1 Revised the first sentence of this paragraph per ECN CHl.l-N-03069 by CO on 10/23/03.
7‘ Revised paragraph 2 and 3 per ECN CH 1 .1-N-03.01034! by Go on 12/5/03.
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Table 7-15 — Time ofDi-11.! Client System Design Guidelines
Time of Day client System Design Guldellnes

Cab|eHome will provide a mechanism by which the PS can achieve time
synchronization with the Headend network

7.5.3 Time of Day Client Function System Description

The Portal Services element makes use of an [RFC 868] compliant Time of Day client, in order to achieve
time synchronization with a time server on the Headcnd network. Time synchronization is essential for PS
security functions as well as event messaging.

When the CDC DHCP client requests an IP Address » from the Headend DHCP server - for the WAN-Man
interface, the DHCP client will receive the IP address of the Heitdend ToD server within DCHP Option 4.
The DHCP client will also receive the Time Offset (from UTC), within DHCP Option 2.

Once the WAN-Man [P stack begins use ofthe IP address it received from DHCP. it should send an[RFC
868] time query to the ToD Server. If the ToD server responds with a valid response. the PS will begin
using this time of day for event message time stamps and security functions.

7.5.4 Time of Day Client Function Requirements"

The Portal Services element MUST implement a Time of Day Client.

The Portal Services Time of Day Client MUST comply with the Time of Day Protocol [RFC 8681 and
make use of the UDP Protocol only.

Upon reset, before the PS synchronizes with a Time of Day server. the Portal Services Element MUST
initialize its time to 00:00.0 (midnight) GMT, January 1, I970.

[f the PS reccivcs DHCP Option 4 (Time Server Option) in the DHCP ACK, the PS MUST save the IP
address of the Time Server from which the PS accepted a response as the value of
cabhPsDev’I‘imeServerAddr.

An Embedded PS MUST use the most recent val id time of day acquired from the ToD server for the
system time of day clock, even if this means overwriting the system time acquired by the CM or
overwriting the system time originally initialized to epoch time (00:00.0 (midnight) GMT, January 1.
1970).

If the value of cabhPsDevTodSyncStatus is true(l), i.e., if local time has already been established, it is not
necessary for the Time of Day client to issue a ToD request.

The PS MUST send and receive ToD messagcs only through its WAN—Man Interface.

The PS MUST use the value of cabhPsDevDateTime for any functions requiring time of day, and which
need only be accurate to the nearest second.

The CableHome Time of Day acquisition process is comprised of two phases: the initial Time of Day
Synchronization Attempt (Initial Attempt) phase and the Time of Day Synchronization Retry (Retry)
phase. If the PS is successful synchronizing Time of Day with the Time of Day server during the Initial
Attempt phase, it does not initiate the Retry phase. The PS is required to enter the Initial Attempt phase and
attempt synchronization with a Time of Day server upon receipt of a DHCP ACK message, if the value of

7’ Revised this section per ECN CH 1 .l—N-03 0097-3 by G0 on 12/9/03.
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cabhPsDevTodSyncStatus is false(2). Section 7.5.4.1 describes the required initial Attempt behavior for
the PS. Section 7.5.4.2 describes the required behavior for the PS if it is required to initiate the ToD Retry
phase.

7.5.4.1 Initial Time of Day Synchronization Attempt Requirements

If the PS is operating in DHCP Provisioning Mode or SNMP Provisioning Mode (cabhPsDevProvModc =
dhcpmode(l) or snmpmode(2)), the PS MUST attempt to synchronize with aTime of Day server \vhose
address was passed to the PS in DHCP Option 4 of the DHCP ACK message, in accordance with [RFC
868]. A PS operating in Dormant CableHome Mode is not required to attetnpt to synchronize with 21 Time
of Day server.

if the PS is not successful in synchronizing with a Time of Day (ToD) server on its first attempt. the PS
MUST attempt to synchronize with the next ToD server in the order listed in DHCP Option 4, until it
successfully synchronizes with a server, OR until it makes an unsuccessful attempt with each listed ToDserver.

If the PS successfully synchronizes with a Time of Day server, the PS MUST do the following:
0 set the value of cabhPsDevTodSyncStatus to true( i)

- set the value of cal-:hCdpServerTimeOffset with the value of DHCP Option 2 (Time Offset) from the
DHCP ACK message

set the value of eabhPsDevDateTime equal to the acquired time, plus the value of DHCP Option 2
from the DHCP ACK message (local time)

set the value of cahh PsDevTimeServerAddr with the IP address of the Time of Day server with which
the PS synchronized its time

if the PS CDS function has current LAN [P address leases, update cabhCdpLanAddrCreateTime with
the value of cabhPsDevDateTime and set the value of cabhCdpLanAddrExpire time equal to
cabhCdpLanAddrCreateTime, plus the value of cabhCdpServerLeaseTime, for each active lease

0 continue with the Provisioning Process as defined in Section l3

If an embedded PS operating in DHCP Provisioning Mode is not successful in synchronizing with any of
the Time of Day servers listed in DHCP Option 4 of the DHCP ACK message, after attempting to do so
once with each listed ToD server, the embedded PS MUST attempt to acquire system time from the cable
modem. The embedded PS operating in SNMP Provisioning Mode is not required to attempt to acquire
system time from the cable modem.

If the embedded PS operating in DHCP Provisioning Mode is not successful in synchronizing with any
Time of Day servers on its first attempt with each AND is successful acquiring system time from the cable
modem, the embedded PS MUST do the following:

0 set the value of cabhPsDevTodSyneStatus to false(2)
0 set the value of eabhPsDevDateTime to the cable modems system time
- if the embedded PS CDS function has current LAN IP address leases, update

cahhCdpLanAddrCreateTime with the value of cabh PsDevDateTime (cable modems time) and set the
value of eabhCdpLanAddrExpire time equal to cabhCdpI.anAddrCreateTime, plus the value of
cabhCdpServerLeaseTime. for each active lease

initiate the Time of Day Synchronization Retry process defined in Section 7.5 .4.2 AND continue with
the Provisioning Pmcess defined in Section l3.

An embedded PS operating in DHCP Provisioning Mode that is not successful in synchronizing with any
Time of Day server on its first attempt with each and is not successful in acquiring system time from the
cable modem, MUST do the following:
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- set the value of cabhPsDevTodSyncStatus to false(2)
I set the value of cabhPsDevDateTime to epoch time (00:00.0 (midnight) GMT, January I, i970)
- if its CDS function has current LAN IP address leases, update cabhCdpLanAddrCreateTime with the

value of cabhPsDevDateTime (epoch time) and set the value of cabhCdpLanAddrExpire time equal to
cabhCdpLanAddrCreateTime plus the value of cabhCdpServerLeaseTimc, for each active lease

- initiate the Time of Day Synchronization Retry process defined in Section 7.5 .42 AND continue with
the Provisioning Process defined in Section I3.

A standalone PS operating in DHCP Provisioning Mode that is not successful in synchronizing with any
Time of Day server on its first attempt with each, MUST do the following:

0 set the value of cabhPsDevTodSyncStatus to False(2)
I set the value of cabhPsDevDateTime to epoch time (00:00.0 (midnight) GMT. January 1. i970)
0 if its CDS function has current LAN IP address leases, update cabhCdpLanAddrCreateTime with the

value of cabhPsDevDateTime (epoch time), and set the value of cabhCdpLanAddrExpire time equal to
cahhCdpLanAddrCreateTime. plus the value of cabhCdpServerLeaseTime, for each active lease

I initiate the Time of Day Synchronization Retry process defined in Section 7.5.4.2 AND continue with
the Provisioning Process defined in Section l3.

A PS operating in SNMP Provisioning Mode that is not successful in synchronizing with any Time of Day
server listed in DHCP Option 4 of the DHCP ACK message on its first attempt with each, MUST initiate
the Time of Day Synchronization Retry process defined in Section 7.5.4.2. A PS operating in SNMP
Provisioning Mode that is not successful in synchronizing with any Time of Day server MUST NOT
continue with the Provisioning Process defined in Section I3.

7.5.4.2 Time of Day Synchronization Retry Requlrements

[fa PS operating in DHCP Provisioning Mode is not successfiil in synchronizing with any Time of Day
server listed in Option 4 of the DHCP ACK message AND cabhPsDevTodSyncStatus = false(2), the PS
MUST continue to attempt to synchronize with the Time of Day servers listed in Option 4 of the DHCP
ACK message until it is successful.

While the value of cabhPsDevTodSyncStatus = false(2), a PS operating in SNMP Provisioning Mode
MUST continue to attempt to synchronize with each of the Time of Day servers listed in Option 4 of the
DHCP ACK message, for a total of six attempts (initial attempt plus five retries).

The PS Time of Day client MUST NOT exceed more than 3 ToD requests per Time of Day Server in any 5
minute period. At a minimum, a PS attempting to synchronize with a ToD server MUST issue at least I
ToD request per 5 minute period.

A PS operating in SNMP Provisioning Mode that is not successful in synchronizing with any Time of Day
server after attempting six times with each ToD server listed in Option 4 of the DHCP ACK message,
MUST do the following:

0 set cabhPsDevTodSyncStatus = false(2)

- log Event [D 68000403 (refer to Appendix 11, Table ll—l) according to the configured Priority for the
event and following the procedure defined in Section 6.3.3.2 CMP Event Reporting Function

0 restart the provisioning process beginning with issuing DHCP DISCOVER

 L.
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7.6 HP Function - DHCP Client

7.6.1 BP DHCP Client Function Goals

The goal of the BP DHCP Client function is to acquire an IP address lease and configuration parameters for
the BP from the system DHCP sewer.

7.6.2 BP DHCP client Function System Design Guidelines

The guideline listed in Table 7—l6 guided specification of the BP DHCP Client function;

Table 7-15 -— BF’ DHCP Client Function System Design Guidelines
Number BP DHCP Client Function System Design Guidelines

BP DHC 1 Cab|eHome will provide a means by which the BF can acquire a network
address lease and configuration information.

7.6.3 BP DHCP Client Function System Description

The DHCP Client function of the BP is responsible for acquiring an IP address lease from a system DHCP
server. The server could be the CDS Function of the CDP sub—element of the PS or it could be a DHCP
server in the cable operator's data network, depending upon how the PS packet handling mode is
configured. The BF DHCP Client function also acquires configuration inibrmzition passed in DHCP Option
fields from the system DHCP sewer.

7.6.4 BP DHCP Client Function Requirements

The BP MUST implement a DHCP client function in accordance with the Client requirements of [RFC
2131].

Upon reset the BP MUST issue a DHCP DISCOVER broadcast message to acquire an IP address lease.

The BP MUST support the DHCP Options and sub-options indicated as mandatory (M) in Table 7-17.

The BP MUST include the following DHCP option codes, in each DHCP DISCOVER and DHCP
REQUEST message it sends:

I DHCP Option code 55 Parameter Request List
0 DHCP Option code 60 Vendor Class Identifier, with the string “CableHomel.lBP” (with no spaces

and without quotation marks)"
- DHCP Option code 255 End

7“ Revised this bullet statement per ECN CH1.1—N—03069 by G0 on 10/28/03.
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Tabie 2'-‘I? — BF‘ DHCP Cllenl Flaquired _DHCP Ogilons
Support

Option Function (M)andatory or Factory Detauit Value
(0)pt|onal

Pad
End
Subnet Mask
Time Offset

Router Option

N/A
N/A
N/A
0
N/A
NIA
NIA4:
NIA

»

Domain Name Server

Log Sewer
Host Name
Domain Name
Default Time-to-iive
Interface MTU

NIA
NIA
Vendor SelectedVendor Specific Information

Requested IP Address
IP Address Lease Time

null value or vendor selected
NIA
N/A
N/A
“Cai1leHome1.1BP"
N/A

Server Identifier

Parameter Request List
Vendor Class Identifier
C|ienl—idenlifler

O§§§§§§§§§OZ§ZO§§
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8 PACKET HANDLING & ADDRESS TRANSLATION

8.1 lntroductionI0verview

8.1.1 Goals

The key goals which drive the CableHome packet handling capabilities include:

0 Provide cable friendly address translation functionality, enabling cable operator visibility and
manageability of home devices while preserving cable based sourced based routing architectures.

I Prevent unnecessary traffic on the cable and home network.
0 Conservation of globally routable public IP addresses as well as cable network private managementaddresses.

o Facilitate in-home lPtrafl'1c routing by assigning network addresses to LAN IP Devices such that they
reside on the same logical subnetwork.

8.1.2 Assumptions

- It is assumed that when cable operator provisioning servers provide multiple globally routable IP
addresses to customer devices in a home, these addresses will not necessarily reside on the same subnet.

0 Changing lntemet service providers is assumed to occur relatively infrequently, occurring at a rate
similar to a household changing its primary long distance carrier.

8.2 Architecture

This section describes the key concepts behind the CableHome packet handling and address translation
functionalityr

8.3 PS Logical Element - CableHome Address Portal (CAP)

The CableHome Address Portal (CAP) is a logical sub-element of the Portal Services logical element. lts
functions are to route traffic between the LAN and the WAN, route LAN-to—l.AN traffic, and to perform
address and port translation functions.

8.3.1 CAP Goals

The goals of the CAP are listed below and in Section 8.1.1:

0 Route IP packets between LAN IF Devices, and between LAN lP Devices and the Portal Services‘
default gateway on the WAN

0 Provide Network and Port Address Translation (NAPT) capability for mapping between a single
global IP address on the PS WAN Interface and one or more private IP addresses in the LAN

o Provide Network Address Translation (NAT) capability for l-to—l mapping between global IP
addresses on the PS WAN Interface and private [P addresses on the LAN

- Keep traffic between LAN IP Devices on the LAN and do not permit it to traverse the WAN

3.3.2 CAP System Design Guidelines

The system design guidelines listed in Table 8-1 guided specification of the CableHome Address Portal
functionality.

o4/o9/04 CableLc1bs"'
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Table 8-1 — CAP System Design Guidelines
CAP System Design Guideline

CableHome addressing mechanisms will be MSO controlled, and will provide
MSO knowledge of and accessibility to Cab|eHome devices.
Cab|eHome addressing will do nothing that will compromise current cable
network routing architectures (for example source based routing, MPLS).
CabieHome traffic management mechanisms will insulate the cable network
from traffic generated by in house peer-to-peer communications.
IP Addresses will be conserved when possible (both globally routable
addresses and private cable network management addresses)

8.3.3 CAP System Description

CableHome address translation and packet handling functionality is provided by the functional entity
known as the CableHome Addressing Portal (CAP). The CAP encompasses the following address
translation and packet forwarding elements:
I CalJleHome Address Translation (CAT)

0 Cablel-iome Passthrough Function
0 Upstream Selective Forwarding Switch (USFS)

As shown in Figure 8-1, the CAT function provides a mechanism to interconnect the WAN-Data address
realm and LAN»Trans address realm (via address translation), while Passthrough provides a mechanism to
interconnect the WAN-Data address realm and the LAN—Pass address realm (via bridging). The CAT
function is compliant with Traditional Network Address Translation (NAT) [RFC 3022i section 2. As with
Traditional NAT, there are two variations of CAT, referred to as CableHome Network Address 'l‘ranslation
(C—NAT) Transparent Routing and Cab1eHome Network Address and Port Translation (C-NAPT)
Transparent Routing. C—NAT Transparent Routing is the CableHome compliant version of Basic NAT
[RFC 3022] section 2.1 and C—NAPT Transparent Routing is the CableHome compliant version of NAPT
[RFC 3022] section 2.2,

Per [RFC 3622], C—NAT transparent routing is “a method by which IP addresses are mapped from one
group to another, transparent to end users," and C—NAPT transparent routing “is a method by which many
network addresses and their TCP/UDP (Transmission Control Protocol/User Datagram Protocol) ports are
translated into a single network address and its TCP/UDP ports.” Also, per [RFC 3022], the purpose of C-
NAT and C—NAPT functionality is to “provide a mechanism to connect a realm with private addresses to
an external realm with globally unique registered addresses."

The Cab1cHome Passthrough function is a CableHome specified bridging process that interconnects the
WAN-Data Address Realm and the LAN-Pass Address Realm without address translation.

The Upstreani Selective l*'o|'\vart'Jing .5wil.i'.'h [IISFSJ delincs ll Iitncliiitt within the C.-\|’ with the capability
r-fun|1l‘|tiing homo: networking lrai't'tc lo the horn: netwurlt. even when hornt: ticl\\rurking-tievi-:25
gum.-mtiitg mi-. tr.-tI'Fc rinitli: on tlii‘t‘crt:ni logical ll‘ !iltl1i1l.'!:-. Sim-ificanllgr. this |'unuL':t:n Iiirwnrds in:I'l'ic
sot1rt;cdl'I'i1inittt |P:ti.lr.irc.~as in unit: uillii: LAN Atirlrc-.~.' i’I:iJ|llllu.Li£.'Fllllt'{I to il'iI\iLift:!1'H€N in one oltltc LAN
Address realms, directly to its destination. This direct forwarding functionality prevents the traffic from
traversing the HFC network, and interconnects the LAN—Trans and LAN-Pass Address Realms.
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WAN Address Realms LAN Address Realms

LAN ‘

’{ IP-Device I
' :lLAN Pass-through

WAN Data J-';', Address RealmAddress Realm - _ (LAN-Pa_S_S_)
(WAN-Data) I _ ' . -

I:AN Translated: LAN
’ _r d:::_::::')'"l IF-Dev/be

PS

Figure 8-1 —- CableHome Address Portal (CAP) Functions

Throughout this document, the terms Address Binding, Address Unbinding, Address Translation, and
Session are used as defined in [RFC 2663]. In addition, Cableflome defines the tenn Mapping as the
information required to perform C—N AT Transparent Routing and C—NAPT Transparent Routing.

In particular, a C-NAT Mapping is defined as a tuple of the fonn (WAN-Data IP address, LAN-Trans IP
address) providing a one—to-one mapping between WAN-Data addresses and LAN-Trans addresses.
Similarly, a C-NAPT Mapping is defined as a tuple of the form (WAN-Data IP address and TCP/UDP
port, LAN-Trans IP address and TCP/UDP port) providing a one—to—many mapping between a single
WAN—Data address and multiple LAN-Trans addresses. For ICMP traffic (such as ping), ICMP Identifier
is used in place of the TCP/UDP port number.”

LAN-to-WAN traffic is defined as packets sourced by LAN IP Devices destined to devices on the WAN
side of the PS. WAN-to-LAN traffic is defined packets sourced by WAN hosts destined to LAN IP
devices. LAN—Lo-LAN traffic is defined as packets sourced by LAN IP Devices destined to LAN lP
Devices on the same or different subnet.

8.3.3.1 Packet Handling Modes

The Portal Services element is configurable, via the cabhCapPrimaryMode MIB object, to operate in one of
three Primary Packet-handling Modes when handling LAN-to-WAN and WAN-to-LAN traffic:
Passthrough Mode, C-NAT Transparent Routing Mode, and C-NAPT Transparent Routing Mode. Further,
the C-NAT or C—NAl’l' primary modes may also operate in a Mixed Mode described below.

77 Revised this paragraph per ECN CHl.I-N-03061 by Go on 10/23/03.
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In Passthrough mode, the CAP acts as a transparent bridge [ISO/[ECl0038] between the WAN—Data realm
and LAN—Pass realm. [n Passthrough mode, forwarding decisions are made primarily at OSI Layer 2 (data
link layer). In this mode, the CAP does not perfomi any C-NAT or C-NAPT Transparent Routing
functions. The PS bridging traffic for LAN—Pass IP devices is required to pass all OSI Layer 2 frames that
a DOCS [S compliant cable modem is required to pass, including SNAP [ISO/[EC8802—2] and DIX
Ethernet Version 2.0 [DIX] frames.”

The CAP supports OS[ Layer 3 (network layer) forwarding in both the C-NAT Transparent Routing Mode
and the C-NAPT Transparent Routing Mode. described below.

In C-NAT Mode, the PS element (CDC) acquires one or more [P addresses used for WAN—Data traffic
during the PS boot process‘ After acquisition, via DHCP, these IP addresses are used as the WAN—Data IP
address portion of Dynamically created C-NAT Mapping tuples. These WAN [P addresses make up a pool
of addresses available for Dynamically created C- NAT Mappings. If an available [P address exists in the
WAN—Data IP address pool, the CAP creates a Dynamic C«NAT Mapping when it first sees LAN-to-WAN
[P traffic that does not have an existing Mapping. [fno available [P address exists in the WAN—Data [P
address pool, the Dynamic C-NAT Mapping can not be created. and this traffic is dropped, and an event is
generated (see Appendix ll).

The LAN—Trans [P address portion of the Dynamically created C-NAT Mapping tuples is provided by the
pool of IP addresses defined by the cable operator in the CableHome CDP MIB. The CAP enters the tuple
of the unique WAN—Data IP address and a unique LAN-Trans [P address in the CAP Mapping Table. along
with other parameters including WAN and LAN Port numbers, the Mapping Method, and the transport
protocol used for the Mapping. The port number will not be translated by the CAP for C-NAT Mappings:
the source and destination port numbers in the UDP or TCP header will be unchanged. When the PS is
operating in NAT primary packet handing mode (cabhCapPrimaryMode : nat(2)), the CAP will enter the
value 0 into the WAN and LAN port number entries of the CAP Mapping Table. The CAP will also enter
the value 0 into the WAN and LAN port number entries of the CAP Mapping Table for provisioned static
port forwarding entries of the CAP Mapping Table when the PS is operating in NAPT primary packet
handling mode (cabhCapPrimaryMode = napt( 1)). For the case ofa static port forwarding entry
provisioned in the CAP Mapping Table for it PS operating in NAPT primary packet handling mode, the 0-
value port number entry will serve two purposes: (1) indicate to the CAP that the port numbers are not to
be translated, i.e., that the ports are “wild carded", and (2) indicate to anyone reading the CAP Mapping
Table that this static port mapping is effectively a C-NAT mapping, thereby providing a distinction
between static port forwarding entries (C-NAT mappings) (port number 0) and C-NAPT Mappings
(nonzero port number). Refer to Section 8.3.3.2 Static Port Forwarding Wild Cards for more information
about static port forwarding operation of the CAP.

Dynamic C-NAT Mappings for UDP traffic are destroyed when an inactivity timeout period,
cabhCapUdpTimeWait, expires. Dynamic C-NAT Mappings for TCP traffic are destroyed when an
inactivity timeout period, cabhCapTcpTimeWait, expires or a TCP session terminates. Dynamic C—NAT
Mappings for [CMP traffic are destroyed when an inactivity timeout period, cabhCaplcmpTimeWait,
expires. in addition, Static C-NAT Mappings may be created or destroyed when the NMS system writes to
or deletes from the eabhCapMappingTable MIB table.

In C«NAP’T Mode (the factory default mode for the system) the PS element (CDC) acquires one [P address,
used for WAN—Data traffic. After acquisition, via DHCP, this IP address is used as the WAN-Data [P
address portion of Dynamically created C~NAP'1" Mapping tuples. [fthe WAN-Data [P address has been
acquired, Dynamic C-NAPT Mappings are created when the CAP first sees LAN-to—WAN [P traffic that
does not have an existing Mapping. If the WAN—Data [P address has not been acquired (i.e. does not have
an active DHCP lease), the Dynamic C-NAPT Mapping can not be created, and this traffic is dropped, and
a standard event is generated (see Appendix II).

7“ Added a sentence to the end of this paragraph per ECN CHI .l-N-03070 by G0 on I l/13/03.
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Dynamic C-N APT Mappings for UDP traffic are destroyed when an inactivity timeout period,
cabhCupUdpTimeWait, expires. Dynamic C-NAPT Mappings for TCP traffic are destroyed when an
inactivity timeout period, cabhCapTcpTimeWait,expires or a TCP session terminates. Dynamic C-NAPT
Mappings for ICMP traffic are destroyed when an inactivity timeout period, cabhCaplcmpTimeWait,
expires. In addition, Static C-NAPF Mappings may be created or destroyed when the NMS system writes
to or deletes from the cabhCapMappingTal:ile MIB table.

Figure 8-2 shows a typical Dynamic C-NAPT Mapping process with a TCP packet. In this example, the PS
is configured to operate in NAPT mode and already has obtained a WAN IP address, and the LAN [P
Device has already obtained an IP in the LAN-Trans realm.

WAN/Headend WAESSW I M25359 PS-CAP l (L/jiide) LAN IP Device]
O QQ Q Q TCP Packet wlrcp packer w/ I LAN-Trans lP:PortI

create Mapping ln LAN-Trans |F"Pnn Source Address
TCP PSEKEI CAP Mappmg Source Address

wl translated Tm’ .-I
WAN IP:Poir _ "APT E“"Y ,

. l Source Address ,‘4 -t~T-;-T

TCP Packet Received
' on PS5 WAN NAPT

address Verify Ma"p'"g_ In CAPM=PP'"9 Table rcF' Packet wl
WAN-Data |F.Fort TCP Packet wl

Dest Address LAN—Traris |F‘.Purt TCP Packetw/
‘T Dest Address LAN-Trans |P:F'unDest Address

—u-=

FlN /
Acknowledged Ili met

expires \

"'WcT5r_HR5.§;§ifi§i'Eéiéié'Ei a§iEKr=”""f’A
C: 0 C5 0

Figure 8-2 — PS Configuration CAP Mapping Table - NAPT) Sequence Diagram

it is also possible for the PS to operate in a Mixed Bridging/Routing Mode. In this case, the NMS sets the
primary mode to C-NAT or C—NAI’I‘ Transparent Routing, and the NMS writes one or more MAC
addresses belonging to LAN IP Devices, whose traffic is to be bridged, into the Passthrough Table
(cabhCapPassthroughTable). In this Mixed Mode, the PS examines MAC addresses of received frames to
determine whether to transparently bridge the frame or to perform any C—NAT or C-NAPT Transparent
Rnu ting functions at the 1]’ layer. In the case of LAN- to-WAN traffic, the PS examines the source MAC
address, and if that MAC address exists in the cabhCapPassthrnughTable, the frame is transparently
bridged to the WAN-Data interface. In the case of WAN— to—LAN traffic, the PS examines the destination
MAC address, and if that MAC address exists in the cabhCapPassthroughTab|e, the frame is transparently
bridged to the appropriate LAN interface. If the MAC address does not exist in the
cabhCapPassthroughTable, the packet is processed by higher layer functions, including the C-NAT/C-
NAPT Transparent Routing function.

It is assumed that when the PS is in Routing mode (C-NAT/C—NAPT),that it will process broadcast traffic
in accordance with [RFC 919], [RFC 922], [RFC [S12], and [RFC 2644]. It is also assumed that when the
PS is in Passthrough Mode, that broadcast traffic will be bridged to all interfaces.
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When the PS is in Mixed Bridging/Routing Mode, and receives broadcast traffic sourced from a device in
Passthrough Table, the PS is expected to bridge the broadcast to all interfaces. When the PS is in Mixed
Bridging/Routing Mode, and receives broadcast traffic on any WAN interface, the PS is expected to bridgethe broadcast to all LAN interfaces.

It should be noted that the USFS functionality (Section 8.3 .3 .4) is applied in each of the three primary
packet- handling modes, and regardless of whether or not Mixed mode is in use. USFS forwarding
decisions will take precedence over other forwarding decisions that could potentially forward traffic from
the LAN to the WAN.

3.3.3.2 CAP DMZ Functionality (Static Port Forwarding with Port Wild cards)”

When the PS is provisioned to operate in C~NAPT primary packet handling mode and a C«NAPT mapping
is statically created with both WAN and LAN port numbers set to zero (i.e. when it DMZ entry has been
created), then the CAP will handle inbound traffic in a special way. The CAP will forward all WAN-tcr
LAN traffic not associated with an existing C-NAPT session or an existing C-NAPT static mapping to the
LAN IP address (DMZ IP address) specified in this special type of C-NAPT mapping (DMZ entry).

The CAP will process packets as follows:

. Check all incoming WAN—to—LAN packets to see ifthey are associated with an existing session
specified by a C-NAPT dynamic mapping. if this is the case. then the packet is translated as specifiedand is forwarded.

. If not, then the CAP checks to see if there is a static C-NAPT mapping associated with the packet. If
this is the case, then the packet is translated as specified and is forwarded.

. If not, then the CAP checks to see if there is a static C-NAPT mapping for this WAN IP address with
the port number set to 0. lfthis is the case, then the CAP translates the IP address to the LAN IP
Address specified in this special C-NAPT static mapping, Note that C-NAPT does not translate the port
in this case. After the address translation, the packet is forwarded.

Note: If none of the above is true, the packet is dropped.

When a DMZ entry is created in the CAP for a LAN IP address that is dynamically assigned by the PS
(CDS), the PS is required to create an IP address lease reservation for that address. This ensures that the [P
address of the LAN device that is setup for the DMZ functionality does not change upon lease renewal.
The PS can look up the DMZ IP address in the cabhCdpLanAddrTable. Ifa corresponding entry exists in
this table with the value of cabhCdpLanAddrMethod equal to either dynamicActive(4) or
dynamiclnactive(3), then the PS is required to replace that row entry with one that represents an IP address
lease reservation. that is, one with the value ofcabhCdpLanAddrMethod equal to either
reservationAetive(2) or reservationlnactivc(l). respectively. If there is no entry corresponding to the DMZ
IP address in the cabhCdpLanAddrTable, then the PS is not required to create an [P address lease
reservation for that IP address. in this case, it is possible that the DMZ [P address is statically assigned to
the LAN IP Device.

8.3.3.3 Virtual Private Network (VPN) Support in the CAP

CableHome l.l requires the PS to implement a VP.7\’Pa.s'.i'Ihmugh feature that allows lPSec [RFC 24-0|]-
based VPN clients to exchange keys using Internet Key Exchange protocol [RFC 2409]. CableHome l.l
will support a single VPN client in the home at a time. and that client is assumed to satisfy the followingconditions:

70 Revised title and contents of this section per ECN CHI 1-N-03.0092-4 by CO un 12/5/03.
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I the LAN lP Device is in the LAN«Trans realm, i.e., it has a LAN-Trans IP address

- the LAN lP Device uses IPSec as the VPN protocol
- the LAN IP Device uses Internet Key Exchange to dynamically exchange encryption keys with the

VPN server

CableHome l.l does not limit the number of VPN clients in the LAN-Pass realm (i.e., LAN [P Devices
whose MAC address is in the PS Passthrough Table) that can simultaneously access VPN servers outside
the home.

For the VPN client to operate properly a firewall policy file must be active in the PS that opens the proper
ports for incoming (WAN—to—LAN) traffic, most notably port 500. for [KE traffic.

When keys are dynamically exchanged using [KE [RFC 2406] prior to initiation of an lPSec session the
CAP will translate network addresses as usual and will additionally associate port 500 as an inbound port
for the private (LAN-Trans) [P address of the device that initiated the VPN connection. This will ensure
that incoming IKE messages will be properly forwarded to the VPN client. IPsec sessions are defined in
the CAP by the port used for inbound and outbound traffic, the port used for key exchange, the VPN server
address and the VPN client address.

Even though the firewall has opened port 500, incoming traffic on port 500 will only he Forwarded by the
CAP after an IPSec session has been initiated by a client in the LAN-Trans address realm.

lfa second VPN client in the home attempts to initiate an IPsec session with a different VPN server the
CAP will shift the ports used on the WAN—Data IP address for traffic and key exchange and translate these
ports to the standard ports on the VPN Client IP address in the LAN-Trans realm. Additional VPN clients
can be supported as well. However, the CAP does not support more than one VPN client in the home
connecting to the same VPN server.

IPsec has three modes that can be used for VPNs. The PS is required to support Encapsulating Security
Payload Tunneling mode [RFC 2406]. Support for Encapsulating Security Payload Transport mode [RFC
2406] and IP Authentication Header mode [RFC 2402] are not required.

8.3.3.4 Upstream Selective Forwarding Switch Overview

In some cases, a LAN IP Device in the LAN-Pass address realm will reside on a different logical IP sulnnet
than other LAN 1P Devices connected to the same PS element. [t is important to prevent the traffic between
these LAN lP Devices from traversing the HFC network. Preventing this unwanted HFC traffic is the
function that is provided by the Upstream Selective Forwarding Switch (USFS).

Specifically. the USFS routes traffic — that is sourced from within the home network and is destined to the
home network - directly to its destination. LAN lP Device sourced traffic whose destination IP address is
outside the LAN address realm is passed unaltered to the CAP bridging/routing functionality.

The USFS functionality makes use of the IP Address Translation Table (as defined in [RFC 20l l]) within
the PS element. This table, the [RFC 20l lj ipNetToMediaTable, contains a list of MAC Addresses. their
corresponding IP Addresses, and PS Interface Index numbers of the physical interfaces that these addresses
are associated with. The USFS will refer to this table in order to make decisions about directing the flow of
LAN-to—WAN traffic. In order to populate the ipNetToMediaTable the PS teams IP and MAC addresses
and their associations. For every associated physical interface, the PS learns all of the LAN-Trans and
LAN-Pass [P addresses along with their associated MAC bindings, and this learning can occur via a variety
of methods. Vendor specific IP/MAC address learning methods may include: ARP snooping, traffic
monitoring, and consulting CDP entries. Entries are purged from the ipNetToMediaTable after a
reasonable inactivity timeout period has expired.
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The USFS inspects all [P traffic received on PS LAN interfaces. [f the destination IP address is found (via
the ipNetToMediaTable) to reside on a PS LAN interface. the original frame’s data—link destination address
is changed from that of the default gateway address to that of the destination LAN [P Device, and the
traffic is forwarded to the QoS Forwarding and Media Access (QFM) functionality (ref; Section [02 PS
Logical Element CQP) in the PS to be forwarded out on the proper PS LAN interface according to the
packet priority. If a match to the destination [P address is not found in the ipNetToMediaTable. the packet
is passed, in its original form, to the C-NAT/C-NAPT transparent routing function or the Passthrough
bridging function (depending on the active packet handling mode).

8.3.3.5 Multicast

The CAP supports WAN-to—LAN Multicast traffic by transparently bridging downstream [GMP messaging
[RFC 2236] and downstream [P Multicast packets. In addition, when in C—NATIC»NAP’[‘ Transparent
Routing Mode, the CAP performs address translation on upstream [GMP messages sourced by LAN [P
Devices residing in the LAN-Trans domain. The CAP forwards WAN-originated [GMP traffic to the LAN
to allow the advertisements to reach LAN [P Devices. A LAN [P Device will determine which multicast it
wishes to join and will send a multicast “join” message. The multicast source will then be able to pass data
to the LAN [P Device. When the multicast service is no longer desired. the LAN [P Device can either
ignore the service and the stream will time out, or the LAN [P Device can send an [GMP “leave” message
to the chain to tear down the streaming traffic. Figure 8-3 provides a detailed example of IGMP and
Multicast processes passing through a P5.

I _

lntemfl ‘ ‘ WAN I Head-and I Cable Modem PS I WAN»sIda PS I LAN-side ! LAN IP Device

. " .T .
Mrir.au'|(SDP,Sessionl.1: ta-mlmProtocol).-:.:..ni-mnu-1: CAP|i-::a=sJt~u|IIna3l tuiairt-1=_=.lru_} "{‘l“'““‘:'

. _. _. . ._e__.. ..,,a,.
tu jnin

IGMP Membership —-1T
Report message_.-

IGMP Join
I passedalongestablish . _.curtnecliunIn source——— .4

I Multicasl stream.. .. T . —T
tinzlnusr servicea

JMTS checks status of L Host (IGMP Status Pay. _ .-

CMTS receives l utnntm-tutu t|EMPIlHt.t1 . or IGMP [save]-
CMTS deletes SAIDD

stop multicastTra m c tear-dawn -T. T

I I I 0
Figure 3-3 — Multicast via IGMP Sequence

8.3.3.6 Cab|eHome Packet Handling Examples

This section provides an informative look at processing involved for CableHome packet handling. Figure
8-4 shows an example of possible packet processing steps for LAN-to-WAN uni-cast traffic, and Figure 8-
5 shows an example of possible packet processing steps for WAN-to-LAN uni-cast traffic.

Note: These examples are informative only and do not imply any requirements on implementation.

cubteLobs° o4/o9/o4

EXHIBIT A



610

Cab|eHome 1.1 Specification

04/09/04

EXHIBIT ACH-SP-CH1.1-I04-040409

LAN to WAN Frame Processing Flow lo LAN IIIIIIT-1!:

ls Deslinallun
IP that of PS

LAN lnlerface?
Pass up PS

I Management Slack

USFSI

I Forward to QFM al MM: Layer '5 Desflmua" IP int b
o s sent to Proper LAN Interface Rasmmg 0" 0”LAN Inlerlace?

‘fmnsparenl Bridge:Forward Io Proper

<:WAN-Date lnlarfnrre YES Aznfixgrasfikgéat MAC Layer In Passlhruugm

Transparent Bridge:ls Source MAC
address in

Passlhmuuh Table?

Fonuard lo Piupar
<jWAN-Dale Inneflm-.a V5,-3

al MAC Layer

CAP:
Funrvard tn Fmper Does Current

<—WAN-Dela Inlarrnce V55 NAT Blndlng
at IP Layer Exist or can onebe crealed?

Discard Packet

Figure 3-4 — LAN—to-WAN Packet Processing Example
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Figure 8-5 — WAN-to-LAN Packet Processing Example
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8.3.4 CAP Requirements”

8.3.4.1 General Requirements

All logical lP interfaces on the Portal Services clement MUST be compliant with [RFC 1 I22] and [RFC
1 I23] , Sections 3 and 4, to enable standard communication with Internet Hosts.

The PS MUST support WAN—to—LAN Mu lticast traffic by transparently bridging WAN—to-LAN IGMP
messaging and WAN—ro—LAN lP Multieast packets as defined in [RFC 2236].

If the Primary Packet-handling Mode. eabhCapPrimaryMode, is set to Passthrough, all LAN-to-WAN
IGMP messaging MUST be transparently bridged.

If the Primary Packet-handling Mode. cabhCapPrimaryMode, is set to C—N APT , the source IP address for
all LAN—to—WAN IGMP messages, sourced from LAN IP Devices residing in the LAN—Trans Domain,
MUST be translated to the WAN-Data IP address being used for C—NAP’1‘ mappings, and then forwarded
out to the WAN.

If the Primary Paeket—handling Mode, cabhCapPrimaryMode, is set to C—NAT, the source IP address for all
LAN-to-WAN IGMP messages - sourced from LAN lP Devices residing in the LAN—Trans Domain that
have an [P address that is part of an existing C—NAT mapping - MUST be translated to the WAN-Data IP
address being used in that C—NAT mapping, and then forwarded out to the WAN.

8 3.4.2 Packet Handling Requirements

The PS MUST support Passthrough .\/lode, C—NAT Transparent Routing Mode, and C-NAPT Transparent
Routing Mode, and the PS MUST support the selection of this Primary Packet—handling Mode, via the
eabhCapPrimaryMode MIB object.

lfthe Primary Paeket—handling Mode, cabhCapPrimaryMode, is set to C—NAT. the PS MUST make certain
there exists an available Headend supplied IP address in the WAN—Data IP Address Pool (with a current
DHCP lease) before attempting to use this IP address as part of a C—NAT Mapping. If the CAP is unable to
create a C—NAT Mapping, due to WAN-Data [P Address Pool depletion, it MUST generate a standard
event (as defined in Appendix I[).

The PS MUST set the WAN and LAN port numbers (cabhCapMappingWanPort and
cabhCapMappingLanPort, respectively) of the CAP Mapping Table equal to zero for each Dynamic C-
NAT Mapping it creates.

If the cable operator creates or changes a row in the CAP Mapping Table, i.e., if a row is created via the
static mapping method (cabhCapMappingMethod = static(l)), and the port number objects of the row
(cabhCapMappingLanPort and cabhCapMappingWanPort) are not specified, the PS MUST enter zero for
cabhCapMappingl.anPort and cabhCapMappingWanPort for that row.

The PS MUST NOT translate the port number for any packet whose [P address appears in the CAP
Mapping Table with a port number ofzero.

If the Primary Packet-handling Mode, cabhCupPrimaryMode, is set to C-NAPT, the PS MUST make
certain there exists a current WAN IP address (with a current DHCP lease from Headend provisioning)
before attempting to use this IP address as part of a C-NAl’l' Mapping. If the CAP is unable to create a C-
NAPT Mapping, due to not having a euri'ent WAN IP Address or due to port number depletion. it MUST
generate a standard event (as defined in Appendix ll).

"0 Removed subsection referring to USFS Requirements per ECN CH 1 .l-N-03 D077-4 by G0 on 12/2/03
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LAN—to—LAN uni-cast traffic MUST never be routed or bridged out a WAN interface.

When the DHCP lease of a WAN-Data IP address — that is part of C-NAT or C-NAPT mapping - expires.
all mappings associated with that [P address MUST be deleted from cabhCapMappingTable.

8.3.4.3 Passthrough Requirements“

When the CAP's Primary Packet-handling Mode, cabhCapPrimaryMode, is set to Passthrough mode, the
PS MUST act as a transparent bridge. as defined in [ISO DIS l0038 MAC Bridges], between the WAN—
Data realm and LAN-Pass realm, and MUST NOT perform any C-NAT or C»NAP'l‘ Transparent Routing
functions. A PS acting as a transparent bridge for LAN-Pass devices (cabhCapPrimaryMode =
passthrough(3) or cabhCapPrimaryMode = napt(l) with entries in the cabhCapPassthroughTable) MUST
transparently bridge all frame types that the DOCSIS specifications [IDOCSIS lJJ. [DOCSlS9] require a
cable tnodetn to pass. Even when the Primary Packet-handling Mode is set to Passthrough. USFS
processing MUST take precedence over LAN—to—WAN bridging decisions.

8.3.4.4 C-NAT and C-NAPT Transparent Routing Flequirements

When the Primary Packet—hand1ing Mode (cabhCapPrimaryMode) is set to C-NAT the PS MUST support
C-NAT address translation processes in accordance with the basic NAT requirements defined in [RFC
3022].

When the Primary Packet—handling Mode (cabhCapPrimaryMode) is set to C—NAP'T the PS MUST support
C—NAP'T address translation processes in accordance with the basic NAPT requirements defined in [RFC
3022].

Regardless of the Primary Packet—hand1ing Mode. the PS MUST support the creation and deletion of Static
C-NAT and C-NAPT Mappings, by enabling the NMS system to read, create, and delete (via the CMP)
Static CAP Mapping (cabhCapMappingTable) entries.

NMS created Static C-NAT and C—NAPT Mappings MUST persist across PS reboots.

The PS MUST support the creation of Dynamic C-NAT and C-NAPT Mappings, initiated by LAN—to-
WAN TCP, UDP, or ICMP traffic. The PS MUST enable the NMS system to read (via the CMP) Dynamic
CAP Mapping (cabhCapMappingTablc) entries.

The PS MUST support the deletion of Dynamic C»NAT and C-NAPT Mappings if a given Mapping is
associated with a TCP session and that TCP session terminates or the TCP inactivity timeout,
cabhCapTcpTimeWait, for that Mapping elapses.

The PS MUST support the deletion of Dynamic C-NAT and C—NAPT Mappings ifa given Mapping is
associated with a UDP session and the UDP inactivity timeout, cabhCapUdpTimeWait, for that Mapping
elapses.

The PS MUST support the deletion of Dynamic C-NAT and C-NAPT Mappings ifa given Mapping is
associated with an lCMP session and the ICMP inactivity timeout, cabhCap[cmpTimeWait. for that
Mapping elapses.

Dynamic C-NAT and C—NAF’T Mappings MUST NOT persist across PS reboots.

“' Revised this paragraph per ECN CHl.l «N-03070 by Go on 11/13/03
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8.3.4.5 Virtual Private Network Support Requirements

When the CAP is operating in C—NAT or C—NAPT Primary Packet—handling mode (as indicated by the
value of cabhCapPrimaryMode). the PS MUST recognize IPSec sessions initiated by VPN clients in the
LAN-Trans realm, create appropriate mappings in the CAP Mapping Table. and map port 500 for inbound
(W AN-to—LAN) traffic to the LAN-Trans IP address bound to the LAN IP Device that initiated the session.

When the CAP is operating in C-NAT or C-NAPI‘ Primary Packet—handling mode (as indicated by the
value of cabhCapPrimaryMode) and it recognizes an lPSec session when another one has already been
mapped in the CAP Mapping Table to a different VPN server, the PS MAY create mappings for the new
session. eg.. by port shifting.

If inbound traffic on port 500 is received by the CAP and there is no active lPSec VPN session then the
packets received through port 500 MUST be discarded.

The PS MUST support lPsec Sessions using Encapsulating Security Payload Tunneling mode. [RFC 2406].

8.3.4.6 CAP DMZ Functionality Requirements"

When the Primary Packet-handling Mode (cabhCapPrimaryMode) is set to C-NAPT and thcrc is a C-
NAPT static mapping with the WAN port number and the LAN port number set to 0 (ie. when a DM7.
entry has been created in the CAP), then the PS MUST translate the IP addresses specified in the mapping
(DMZ entry) for packets that are not associated with an existing dynamic or static C—NAl-"T mapping.

When a DMZ entry is created in the CAP Mapping Table for a LAN IP address that is dynamically
assigned by tho PS [CDS), the PS MUST create an IP address lease reservation for that address. The PS
MUST determine if the DMZ [P address is dynamically assigned by the CDS. e.g.. by looking it up in the
cabhCdpLanAddrTable. [f a corresponding entry exists in this table with the value of
cabhCdpLanAddrMethod equal to either dynamicActive(4) or dynamic[nactive(3), then the PS MUST
replace that entry with one that represents a lease reservation for that [P address in the table, that is, one
whose value of cahhCdpLanAddrMethod is set to either rescrvationActive(2) or reservation[nactive(l),
respectively. If there is no entry in the CAP Mapping Table corresponding to the DMZ II‘ address in the
cabhCdpLanAddrTable, then the PS MUST NOT create a lease reservation for that IP address.

8.3.4.7 Mixed Bridging/Routing Mode Requirements

The PS MUST support Mixed Bridging/Routing Mode as described in Section 8.3, where the CAP Primary
Packet-handling Mode. cabhCapPrimaryMode, is set to C-NAT or C~NAPT Transparent Routing and
where the CAP will also transparently bridge traffic for particular MAC addresses. if the CAP Primary
Packet-handling Mode, cabhCapPrimaryMode, is set to C-NAT or C-NAPT Transparent Routing and the
NMS has written a MAC address, belonging to a LAN [P Device, into the cabhCapPassthroughTable, the
PS MUST transparently bridge LAN-to-WAN traffic sourced by this MAC address and WAN—to—LAN
traflic destined for this MAC address.

When in Mixed Bridging/Routing Mode, as described in Section 8.3, the USFS function MUST be applied
to all LAN originated traffic received.

8.3.4.8 USFS Requirements”

Upstream Selective Forwarding Switch (USFS) functionality MUST be applied to packet processing,
regardless of the CAP’s packet—handling mode (Passthrough, C-NAT, C-NAPT, or mixed
Bridging/Routing).

31 Revised the title and contents of this section per ECN CHI .l—N~03 00924 by CO on l2/S/03.
R3 Section revised per CH l .1-N-03.00774. 27—_iun—2U04. ab

04/09/04 cabIetabs‘°

EXHIBIT A



615

CH-SP-CH1.1-I04-040409 cabIeHome”“ Specifications EXHIBIT A

The USFS function MUST inspect all IP traffic originating on PS LAN interfaces, to determine if the
destination IP address of a packet is that of a device residing on 21 PS LAN interface. If the destination IP
address in a packet inspected by the USFS is that of a LAN IP Device residing off of a PS LAN interface,
the USFS function MUST replace the MAC Layer Destination address, within the packet‘s Layer 2 header,
with the MAC address of that destination LAN IP Device and forward the frame to the QoS Forwarding
and Media Access (QMA) entity (see Section 10.3.1) in the PS to be forwarded out on the proper physical
LAN interface according to the packet priority. '

The USFS MUST NOT forward any packet destined for a LAN IP Device out any WAN interface.
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9 NAME RESOLUTION

9.1 lntroductionloverview

9.1.1 Goals

The goals of the CableHome name resolution include:

- Provide Domain Name Service (DNS) from a server in the PS to DNS clients within LAN IP Devices,
even during cable connection outages.

I Enable subscribers to refer to local devices via intuitive device names rather than by [P address.

0 Via recursive queries to remote DNS servers, provide answers to LAN DNS clients when queried for
resolution of non—local hostnames.

0 Provide easy DNS service recovcry upon re-establishment of cable connectivity after an outage.

9.1.2 Assumptions

The operating assumptions for CableHome naming services include:

I The DNS server in the PS element is the only DNS server authoritative for LAN ll’ Devices in the
LAN—Trans realm.

0 The PS element will not provide DNS service to LAN [P Devices in the LAN-Pass realm.
- lf the PS element makes use of multiple WAN-Data addresses. the WAN DNS Server information

obtained during the most recent WAN-Data address acquisition process (DHCP) will be used.

9.2 Architecture

9.2.1 System Design Guidelines

Table 9-1 — Name Resolution System Design Guidelines
System Design Guideline

Name Rsln 1 Provide Domain Name Service (DNS) from a serverin the PS to DNS clients within LAN IP
Devices, for name resolution of LAN IP Devices (independent of the slate of the WAN
connection).

Name Ftsln 2 Provide DNS answers, via recursive queries beginning with a cable network DNS sewer, for DNS
clients within LAN IP Devices, for resolution of non-local hostnames

9.2.2 System Description

This section provides an overview oi‘ the CableH0me name resolution services within the PS element

9 2.2.1 Name Ftesolution Functional Overview

The CableHome Naming Portal (CNP) is a service running in the PS that provides a simple DNS server for
LAN IP Devices in the LAN-Trans address realm. However, CNP functionality for LAN-Trans address
realm is bypassed if the cabhCdpScrverDnsAddress MIB is set to the value other than
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L‘abhCdpServerROLIter. The CNP is not used by LAN [P Devices in the LAN-Pass address realm, because
they will be directly served by DNS sewers external to the home.“

Typically, LAN [P Devices in the LAN-Trans realm are configured by the CDP to use the CNP as their
Domain Name Server. The CNP service in the LAN-Trans realm does not depend on the state of the WAN
connection. The CNP performs the following tasks:

- Resolves hostnames for LAN [P Devices, returning their corresponding [P addresses.
0 Providc DNS answers, via recursive queries beginning with a DNS server in the cable network, for

queries that cannot be resolved via local PS information. This action occurs only when WAN DNS
server information is available in the PS. Otherwise, the CNP returns an error indicating that the name
cannot be resolved.

Making the CNP the primary DNS server on the LAN avoids the need to reconfigure LAN [P Devices
when the state of the WAN connection changes. It also permits changing external DNS server assignment
without LAN [P Device reconfiguration.

9 2.2.2 Name Resolution Operation

When queried to resolve a hosmame, the CNP function of the PS performs the lookup process shown in
Figure 9-1. The CNP responds to initial standard DNS queries [RFC 1035]. directed to
cabhCdpServerDnsAddress, for all name lookups. It is the responsibility of the CNP to make recursive
queries to external DNS servers — beginning with the first cabhCdpWanDnsServer[p entry in the CDP’s
cabhCdpWanDnsServerTable — when queried by a LAN [P Device and to respond to that LAN [P Device
with either an answer or an error message.

The CNP relies on the CDP's cabhCdpLanAddrTable, to learn the hostnames associated with the current IP
addresses of active LAN [P Devices. As long as a LAN [P Device maintains an active DHCP lease with the
CDP and has provided a hoslname to the CDP (as part of its [P address acquisition process) its name can be
resolved by the CNP. If the hostname requested for resolution cannot be found in the
cubhCdpLanAddrTable. the CNP performs recursive queries to external DNS sewers (of which the initial
one is learned by the CDC via DHCP options).

“ Revised this paragraph per ECN CH1 l—N—03.0104—2 by Go on 12/5/03
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Figure 9-1 — CNP Packet Processing

A standard DNS query specifies a target domain name (QNAME), query type (QTYPE), and query class
(QCLASS), and asks for Resource Records that match. The CNP will respond to the DNS queries with
QCLASS = IN, and QTYPE = A, NS, SOA or PTR as defined in [RFC 1035]. Support for zone transfers
and DNS over TCP is not required.

Since the CNP is an authoritative DNS server inside the LAN-Trans realm, it will provide Start of
Authority (SOA) and Authoritative Nameserver (NS) records on request. An example of the SOA record
fields (see Section 3.3.13 of [RFC 1035]) follows:

Table 9-2 — SOA Record Fields

[RFC 1035] RDATA fleld CabIeHoma CDP MIB Object

MNAME cabhcdpsen/erDomainName
RNAME Not specified
SERIAL Not specified
REFRESH Not specified
RETRY Not specified
EXPIRE Not specified
MINIMUM Not specified

The MNAME field is the domain name of the LAN-trans address realm. The CNP uses the value stored in
cabhCdpServerDomainName as the LAN-trans address realm domain name.

The RNAME Field is the mailbox ofthe responsible person for the domain. If the PS maintains an E—mail
address for an administrator, this information could be specified in this field.

The SERIAL field is an unsigned 32-bit number, used to identify the version of the zone information. But
since Cableflume does not specify zone transfers, value of this field is not specified.
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9.3 Name Resolution Requirements

The CNP MUST comply with the standard DNS message format and support standard DNS queries, as
described in [RFC 1034], [RFC 10351.

The CNP is a stateless server that MUST be able to receive queries and send replies in UDP packets [RFC
768].

The CNP MUST support recursive mode, as defined in [RFC 1034].

The CNP answers name queries, beginning with local information within the PS, and its response messages
MUST contain an answer or an error.

The CNP MUST only respond to DNS queries addressed to the IP address represented by the value of the
cabCdpServerRouter MIB object (i.e. the PS's LAN side IP address)”

The CNP MUST NOT respond to any DNS queries addressed to the PS WAN-Man or WAN-Data IP
addresses.

Upon receiving an initial hostname resolution query from a LAN [P Device, the CNP MUST access the
CDP‘s cabhCdpLanAddrTable to look up hoslnames associated with [P addresses that are leased to LAN [PDevices.

Regardless of the existence of any calJhCdpWanDnsServerIp entries in the CDP MIB
cabhCdpWanDnsServerTab1e, if the hostname can be resolved by the CNP from local data, the CNP
MUST respond to the hostname resolution query with the IP address of the named LAN IP Device,

If the queried host name can not be resolved by the CNP from local data, and the CDP’s
cabhCdpWanDnsServerTab1e is populated with at least one cabhCdpWanDnsServerIp entry, the CNP
function of the PS MUST attempt to resolve the hostname query via recursive queries to external DNS
servers, starting with queries to the DNS server, represented by the first cabhCdpWanDnsServer1p entry in
the cabhCdpWanDnsServerTable.

If the host name can not be resolved by the CNP from local data and no cabhCdpWanDnsServer[p entries
exist in the cabhCdpWanDnsServerTab1e, the CNP function ofthc PS MUST respond to the host name
resolution query with the appropriate error specified by [RFC 1035].

The CNP MUST respond to DNS queries of type QCLASS = 1N, and QTYPE = A, NS, SOA or PTR.

The CNP responses to DNS queries MUST comply with Section 3.3 of [RFC 1035], with Authoritative
Answer bit set to '1' in the Header Section (see Section 4.1.1 of [RFC 1035]).

Since the CNP is an authoritative DNS server inside the LAN-Trans realm, it MUST provide Start of
Authority (SOA) and Authoritative Nameserver (NS) records on request. The SOA record fields (see
Section 3.3.13 of [RFC 1035]) MUST contain an entry for the MNAME field that is equal to the value of
the CDP's cahhCdpServerDomainName MIB object.

If cabhCdpServerDomainName is not set, the CNP MUST still provide DNS service to LAN IP Devices.“

*5 Revised this paragraph per ECN CH1.1—N—03.0104-2 by CO on 12/5/03.
5“ Revised this sentence per ECN CH l.l—N—O3.0l04-2 by CO on 12/5/03.
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10 QUALITY OF SERVICE

10.1 Introduction

This section describes the CableHome environment for enabling home networking applications to utilize
QoS resources. These resources provide a management mechanism that prioritizes data flows to support
teal-time application traffic, such as VolP, A/V streaming, and video gaming, by using prioritized media
access and queuing. CableHome l.l QoS is complementary to the PacketCable & DOCSIS QoS
mechanisms, which allow QoS traffic management over the HFC network.

CableHome l.l QoS defines the necessary PS and BP element and sub-element Q05 requirements that
enable applications to establish different levels of QoS within the home network and for operators to
communicate the desired priority treatment to the CableHome-enabled applications on the home network.

10.1.1 Goals

The goals for CahleHome QoS include:

- Enable home networking applications to establish prioritized data transmission among CableHome
Hosts as well as between the CableHome Hosts and the CableHome Residential Gateway using
Cablel-Iome compliant messaging.

- Enable home networking applications to establish prioritized data sessions between the CMTS and
CableHome Residential Gateway device using PaeketCable compliant messaging. (From CH 1.0.)

10.1.2 Assumptions

The following assumptions were made for CableHome l.l QoS:

0 To avoid problems with NAT functions in the CAP element, PacketCable 1.0 compliant applications
will use CableHome LAN—l’ass addressing as defined in Section 7 & Section 9.

0 Applications that could benefit from QoS could be embedded in CableHome Host devices connected
via a home networking technology.

- CableHome Host applications could include PacketCable services.

Note: Any device that would like to receive QoS for MSO services will have to comply with the
CableHome l.l specification and the device's operating system and network stack will need to have
appropriate QoS capabilities.

10.2 008 Architecture

The CableHome l.l quality-of-service (CQoS) architecture is composed of CableHome functional
elements (PS and BP) and sub—elements in the PS and BPs. Developers of CableHome networking
equipment (e.g., hardware and software) implement one or more of these elements depending on the
desired feature set of these products. Specified minimum sets of capabilities are required to participate in
the Q—Domain. The basic CQoS elements are presented in Section 10.2.2.

10.2.1 System Design Guidelines

The overall CableHome l.l QoS system design guidelines are listed in Table l0-l below.
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Table 10-1 — CabieHomeC|oS System Desig_r1_Guideiine-.5
005 System Design Guidelines

Qos Media Access: Cab|eHome 1.1 will define a mechanism that controls
transmission access using pnorities on shared media for the PS and BP
logical elements. it will provide prioritized media access to various devices
and applications on the home network
008 Forwarding: The PS will support a queuing mechanism that prioritizes
packets that are received from multiple interfaces and are to be retransmitted
[forwarded through LAN interfaces.

QOS Characteristics Management. CableHome 1.1 will specify a signalling
and management mechanism for communication of Q08 characteristics
between the PS and BPs desiring 008 within a home network. This
mechanism will be aggregated and managed in the PS

10.2.2 Cab|eHome (205 System Description

The CQoS Architecture is composed of the following entities:

I Q-Domain
0 Portal Services element (PS)

0 Boundary Point element (BP)
- CableHome Quality—of—Scrvice Portal sub—element (CQP)
I CableHome Quality—of-Service Boundary Point sub~clemcnt (QBP)

The cable data network equipment manages the Cublefiome i .1 QoS functions but is not within the Q-Domain.

10.2.2.1 CQP Sub—E|ement

The PS element includes a Cableflome Quality of Service Portal (CQP) sub-clement. The CQP acts as it
CQoS portal for CableHome compliant applications. its primary function is to enable priorities based QoS
for the devices within the home network. It perfomis priorities based queuing/forwarding and media access
for the traffic originating from the PS as well as for the trztffic transiting through the PS. It is also
responsible for communication of QoS characteristics to various devices within the home.

The CQP also supports the delivery at gas messaging across the HFC network for l’tu:kon'_‘ubiu:
applications. PaC1\clCt'ti)lc l.tl CUl'|'lpIli'll.‘ll messaging includes QoS messaging and utlier llltffilillgflh rulututl to
the aspects ofa spucilfic .~zervioc surzlr lL\ policy decisions and application of two pltauc n3.-.-ervatinn nimicls.
(From CH L0.)

10.2 2.2 QBP Sub-Element

The BP element includes a CubleHome Quality of Service Boundary Point (QBP) sub-element. It performs
priorities based media access for the traffic originating from the BP. It is also responsible for the reception
of QoS characteristics from the PS.

10.2.2.3 OoS Functionality in GOP and QBP

CQP and QBP sub—e1ements consists of one or more of the following functionalities:

0 Q0S prioritized Forwarding and Media Access (QFM): Specifies prioritized queuing and packet
forwarding and prioritized shared media access in the PS. This functionality is part ofthe PS only.
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0 Q05 Characteristics Server (QCS): This functionality is responsible for maintaining a repository of
Q05 characteristics for various devices and applications within the home network and also for
communication of these characteristics to these devices and applications. This functionality is a part of
the PS only.

0 QoS Characteristics Client (QCC): This functionality, with the aid of QCS, determines QoS
characteristics that a particular application/device needs to use. It resides within the BP only.

10.2.2.4 O-Domain

The Q-Domain defines the sphere of direct influence of CQoS functionality. The Q—Domain exists on a
per-home basis. Individual homes are separate and have independent Q-Domains. The CQP and QBP
elements bound the Q-Domain within a given home.

10.2.2.5 Physical Device Classes 8. C008 Functional Elements

An example of the relationship between the CableHome Devices and the CQoS functional elements is
presented in Figure 10-1.

D-Domain

Cable HOTTI9
Network N9tW0|‘K

Figure 10-1 — Example of COOS Functional Elements

10.2.2.6 CabieHome Priorities and their Mappings

10.2.2.6.1 CabIeHome Priorities

CableHome [.1 defines three different CableHome QoS priorities. They are:
0 CableHome Generic Priorities

I Cab1eHome Queuing Priorities
- Cableflome Media Access Priorities

102 2.6.1.1 CableHome Generic Priorities

CableHome l.l defines eight Cablel-{ome Generic Priority levels, 0 through 7. 7 being the highest and 0
being the lowest. Cable operators can assign one of these eight priorities to an application. Out of the three
types of priorities defined by CableHorne, only the Cable]-Iome Generic Priority value for an application

 .ea
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can be set by a cable operator. The other two priorities, CableHome Queuing Priorities and CableHome
Media Access Priorities, are derived from this CableHome Generic Priority, depending on the capabilities
of the hardware and software in the device. The higher the CableHome Generic Priority assigned to an
application, the higher preference is given to that application’s packets for packet forwarding and mediaaccess functionalities.

l0.2 .2 .6.l.2 Cablel-lome Queuing Priorities

in the PS, packets may arrive from multiple interfaces and be destined for a single interface. Hence. each
interface needs to implement a queueing function. in order to provide prioritized QoS for traffic within the
home passing through the PS. CableHomc specifies prioritized queueing functionality per interface in the
PS. For this purpose, an individual queue within an interface is designated with a certain queuing priority.
This is defined as CableHome Queuing Priority. This CableHome queuing priority needs to be identified
for each packet to be transmitted on each PS interface so that the packet can be placed in an appropriate
queue. This CableHome Queuing priority is derived from the CableHome Generic Priority assigned to the
application that sent the packet, using the number of queues supported by an interface on the PS. This
mapping is specified in Section l0.2.2.6.2.

l0.2 .2 .6.l.3 CableHome Media Access Priorities

CablcHomc l.l defines a prioritized QoS media access system in which traffic over a shared media is
prioritized based on the assigned packet priority. Thus, a shared media technology needs to support
prioritized QoS such that a packet with higher priority is given preferential access to the shared media,
versus a packet with lower priority. Various shared media technologies suppon varying number of media
access priorities. [e.g. HomePNA support eight media access priorities, HomePlug support four).
Cab1eHome Media Access Priority for the packet is derived from its CableHome Generic Priority based on
the number of media access priorities supported by the interface's layer-2 sharcd media technology. This
mutnprng is definetl in Si.-uriun II'I.2..'l.ri..|. (Table!-[nine Media Access Priority values are logical levels that
rep1'i:scIIt ti low.-I t1l’pr«:t'uti:n«.:I: lllill utl tIpt)lit:atinti—puckcl sirunld gel for media access. CableHome Media
AL'l:cr\‘i Prior-try mapping its scptitutc and distinct from native media ui:cc.-is priority mappings defined by
layi:r—2 .-;h:Irct| rnetii.t Iculliirilrigir--a. to keep (‘.nblt-Hmne Media Access Priority mapping independent of
layer—2 technologies.

10.22.62 Mapping of Cab|eHome Generic Priorities to CableHome Queuing Priorities

As explained in Section lO.2.2.6.l .2, the PS performs prioritized queuing for each of its interfaces. There
are 8 Cab1eHome Generic Priorities defined, hence an ideal scenario would be that an interface has 8
queues and each is assigned with a queuing priority from 0 to 7. However, the number of queues
implemented for an interface in the PS varies on the implementation. The number of queues supported by
an interface will be stored in the PS database and readable via a MIB object
eabhPriorityQosPs[fAttriblfNumQueues. lf an interface implements N (l<=N<=8) queues, the various
queues in an interface will be designated with CableH0me Queuing Priorities from 0 (lowest) to N—l
(highest). When a packet enters the PS. the packet’s Cab1eHome Queuing Priority needs to be determined
based on its CableHome Generic Priority so a packet can be placed in an appropriate queue. This mapping
between the two priorities is specified in Table 10-2.

in Table 10-2, eight Cab1eHome Generic Priorities are expressed in the fist column. In the adjacent
columns of the table. the number of queues supported for the interface is presented as a range from 8 to 1.
Table entries represent CableHome Queuing Priorities for packets ranging from 0 to N—l.

Once a packet's CableHome Queuing Priority is determined from Cab1eHome Generic Priority using Table
I0-2, a packet is placed in a queue that is designated for that specific Cableflome Queuing Priority.
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Table 10-2 — Cab|eHome Queuing Priorit__v_Mappir|gs
Generic

Cableflome Number of Queues Supported by the Interface (M)
Priority

O-bl\7(dJ§UIO)\l
Note: The following paragraph illustrates how CableHome Queuing Priorities Mapping should be used:

If an incoming data packet has a CableHome Generic Priority of7, and is destined for an outgoing
interface that supports only three queues (N=3); then the CableHome Queuing Priority for that packet
would be 2. Three queues for that particular interface would be designated with priorities of ‘0’ (lowest),
‘l’ and ‘2’ (highest). This panicular packet would be placed in the queue with the priority designation oftwo for that interface.

10.2.2.6.3 Mapping of Cab|eHome Generic Priorities to Cable-Home Media Access Priorities

As discussed in Section I02 .2 .6.l .3, various layer-2 technologies support varying number oi‘ media access
priorities. Hence, eight CableHome Generic Priorities defined for applications need to be mapped to the
appropriate number of CableHome Media Access priorities, based on number of media access priorities
(l<=M<=8) supported by a layer-2 technology interface. The number of native media access priorities (M)
supported by the particular layer—2 shared media technology ofeach interface on the PS and BP is stored in
the PS and BP respectively. The number of media access priorities supported by PS interfaces is available
through the MIB object cabhPriorityQosPs[fAttrib[fNumPriorities in the PS, The number of media access
priorities supported by the BP interface is available in the PS though the MIB object
cabhPsDevBpNumberInterfacesPriorties. The mapping between these two priorities is defined in Table I0-3.

Table l0—3 is very similar to Table I0-2, except the mapping ol‘Cab1eHome Generic Priority values is
performed using the number of media access priorities (M) supported by a particular layer-2 shared media
technology. The entries in the table represent CableHome Media Access Priorities. Thus, ifa layer-2
technology supports M media access priorities, then the Cab1eHome Media Access Priorities for that
technology would range from 0 (lowest) to M—l (highest). These CableHome Media Access Priority values
represent relative logical levels. The higher the Cab|eHome Media Access priority value for the packet, the
higher preference it should be granted for accessing the shared media. lmplementers of CableHome 1.l
specifications should make sure that packets are given required relative preferential access to the shared
media, as described by the CableHome Media Access Priority mapping.

Note: The following paragraph illustrates how CableHomc Media Access Priorities Mapping should beused:

If a CableHome Generic Priority value for an application packet is 7 (highest), and the layer-2 technology
on which the packet is being transmitted supports 4 media access priorities, then referring to Table 10-3,
the packers CableHome Media Access Priority value would be 3 (highest). However, if a CableHomc
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Generic Priority value for a packet is 2, the CableHome Media Access Priority value for the
aforementioned technology would be 1 (second lowest). Previously, the required CableHome mapping may
be different from native mappings used by the shared media technologies.

See Appendix V for examples of differences between the CnbleHome Media Access Priority mapping and
native layer-2 technology mappings.

Table 10-3 — Cab|eHome Media Access __Prloriiy Mappings
Cableflome

Generic Priority it Media Access Priorities Supported IN) in the LAN

ooooooao
10.3 PS Logical Sub-Element CQP

The CQP contains the QFM and QCS functionalities as shown in Figure l0—l . The QFM functionality is
described in Section 10.3.1. The QCS functionality is described in Section l0.3.2.

10.3.1 Q05 Forwarding and Media Access (QFM)

The Quality of Service Forwarding and Media access functionality (QFM) in the PS is responsible for
prioritized forwarding and media access for the packets going through the PS onto the home LAN. This
section provides description of the QFM functionality in the PS and specifies associated PS requirements

10.3.1.1 Q05 Forwarding and Media Access Goals

The goals for the QoS Forwarding and Media Access functionality include:

I To order the packets arriving from multiple LAN interfaces to the PS and forward them to a
destination LAN interface according to their priorities and LAN interfaces’ queuing capabilities.

- Provide prioritized access to the shared media during the packet transmission based on the packet
priority and capabilities of shared media for prioritized access.

10.3.1.2 Q08 Forwarding and Media Access Design Guidelines

Table 10-4 — QFM §y_§tem Design Guidelines
QFM System Design Guidelines

The QFM should operate on packets to and from the LAN-Trans and LAN-Pass address realms

The QFM will determine the packet priority using the information available in
the PS MIB maintained by QCS

 _.e.j
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QFM System Design Guidelines

The QFM will order incoming packets to exit through LAN interfaces
according to their pnonties.
The QFM should be able to work with different number of queues per
interface

The QFM will provide pnoritized access to the shared media on each
interface according to the packet priority
The QFM should map CabieHome Generic Priority of the pad<et to
CabieHome Media Access priority according to the defined mapping.
The QFM should be able to operate with interfaces that support different
numbers of priorities for media access.

10.3.1.3 Q08 Forwarding and Media Access Design Assumptions

I Each PS LAN interface may support less than eight queues.
I Maximum number of queues supported it PS LAN interface is eight.
0 Each PS LAN networking technology may support less than eight media access priorities.
- Maximum number of media access priorities supported by a PS LAN networking technology is eight.

10.3.1.4 Q08 Forwarding and Media Access System Description

The QFM provides the PS i:i mechanism to order and transmit packets out of the PS to a LAN host
according to assigned priorities. it is through the assignment of priorities to packets and the action of the
QFM that packets passing through the PS over the home LAN are provided prioritized acccss to the host
transmission interfaces and to the shared LAN media. Any packet going out of the PS on a LAN interface
should be processed by the QFM regardless of its source.

Once the QFM receives a packet destined for a particular LAN interface, it performs the following three
actions before the packet is transmitted onto the destination LAN interface:

l. Classification process to identify the CableHome Generic Priority of the packet

2. Prioritized queuing

3. Prioritized media access

10.3.1 4.1 Classification of the Packet to identify Cab|eHome Generic Priority

When the PS needs to transmit a packet over the LAN interface, it examines the packet to identify a
Cabletlome Generic Priority for the packet. The PS reads the destination IP and destination port of the
packet. The PS database stores a classifier table (cabliPriorityQosDestPriorityListTable) that uses
destination IP and destination port values to determine the Cablel-tome Generic Priority of the packet. Wild
carding (0) is allowed for destination port field but not for destination IP. Hence the PS first tries to find a
specific entry that matches packet’s destination IP and destination port to determine the priority. If a
specific entry is not found, the PS tries to determine priority using destination IP only. If no entry is found
in the classifier table for packet's destination [P and destination port, then the PS assigns a CableHome
Generic Priority value of 0 to the packet. The PS uses the assigned Cableflome Generic Priority value to
determine the packet’s CableHome Queuing Priority and Cableflomc Media Access Priority.

10.3.1.4.2 Prioritized Queuing

The number of queues supported by an interface on the PS, to which the packet is destined, may not be the
same as the eight CubleHome Generic Priority values defined by this specification. Hence the PS maps

?e 
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CableHome Generic Priority value ofthe packet to a Cab|eHome Queuing Priority value as defined in
Section l0.2.2.6.1.2. Then the PS places the packet in an appropriate queue of the destination interface that
corresponds to this mapped CableHome Queuing Priority value.

For each outgoing interface, the QFM polls all of the queues on that interface according to their priorities
to extract packets out to be transmitted on the shared media. Every time the QFM is to extract a packet
from the queues for a particular PS interface, it always starts its polling with the highest priority queue
first. If the highest priority queue has no packets to be sent, the QFM polls the next highest priority queue
of the remaining queues in the hierarchy until it finds a packet to be sent in one of the queues. Packets are
extracted from each queue in the order they arrive. Thus, the queuing scheme used by the QFM may be
described as First in, First Out with Priorities, and Highest Priority Queue First.

10.3.1.4.3 Prioritized Media Access

Once the QFM extracts a packet from the set of queues of an interface, the packet needs to be transmitted
on the shared LAN media with an appropriate priority. Hence, the QFM maps the Cab1eHome Generic
Priority value of the packet to the CableHome Media Access Priority value as explained in Section
10.22.63, using Table l0—3. This value determines the level of preference the packet should use for
accessing the shared media. Therefore, vendors need to insure that relative media access preferences, as
required by CableHome Media Access Priority values, are maintained when transmitting packets over theshared LAN media.

10.3.1 .4.4 Packetcable Applications Support

Since the goal of CableHome l.l QoS is to provide QoS over home network only. Cable}-lome l.l QoS
does not give special consideration for access network QoS. However, CahleHome 1.1 retains the support
for home networking applications to establish prioritized data sessions between the CMTS and CableHome
Residential Gateway device, using PacketCable compliant messaging, as specified by the Cable}-lome 1.0
specifications [CH1]. Hence, the necessary requirements to support this functionality in the P5 are included
in Cab1eHome 1.1 QoS specifications, as it is from CableHome 1.0 specification.

The PS acts as a transparent bridge and forwards PacketCab1e 1.0 [PKT—CODEC], [PKT-DQOS] QoS
messaging between the CMTS and PacketCable applications. Application data is associated to a DOCSIS
service flow according to a classifier that is created in the CM interface, based on the information included
in the PacketCable 1.0 messages (such as RSVP PATH).

Since the PS requirement for CableHome 1.1 is to forward PacketCab1e QoS messaging. there is no
dependency on the NMS to support this function. Therefore, this CQP function remains the same for both
DHCP Provisioning Mode and SNMP Provisioning Mode (see Section 5.5).

Cab1eHome 1.1 QoS messaging over the HFC or access network is defined by PacketCable I .0
specifications [PKT—CODEC], [PKT—DQOS]. As such, the Cab1eH0me 1.1 QoS policy management and
admission control functions for access network QoS are also defined by PacketCable1.0 specifications
[PKT-CODECJ, LPKT-DQOSJ.

10.3.1.5 QoS Forwarding and Media Access Requirements

10.3.1.5.1 Packet Classification Requirements

When PS needs to transmit a packet over a LAN interface, the PS MUST determine Cab1eHome Generic
Priority for the packet from its destination IP and destination port values using PS classifier table,
(cabhPriorityQosBpDestTable) stored in the PS database [CH7]. The PS MUST always try to find a
specific entry in the PS database that matches both the destination [P and destination port of the packet to
determine the priority. If a specific entry is not found then the PS MUST try to find an entry that matches
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only the destination IP of the packet. If there is no entry in the PS database that matches the destination IP
of the packet, then the PS MUST assign CableHome Generic Priority value 0 to the packet.

10.3.1.5.2 Prioritize-d Queuing Requirements

The PS MUST store the number of queues implemented by each of its interface in the PS database that can
be accessed via a cabhPriorityQosPslfAttrib[fNumQueues MIB [CH7].

The PS MUST map the CableHome Generic Priority value of the packet identified during the classification
process to CableHome Queuing Priority value as defined in Section l0.2.2.6.l .2 using the number of
queues (cabhPrlorityQosPslfAttrib[fNumQueues) implemented by an interface on which the packet is to be
transmitted. The PS MUST queue the packet appropriately on the destination interface according to this
mapped CableHome Queuing Priority value.

For each LAN interface, the PS MUST poll various queues on that interface according to their priorities to
extract packets out to be transmitted on the shared media. Every time the PS is to extract a packet from the
various queues for a particular interface, the PS MUST always start its polling with the highest priority
queue first. If the highest priority queue has no packets to be sent, the PS MUST poll the next highest
priority queue of the remaining queues in the hierarchy. until it finds the next available highest priority
packet to be sent. PS MUST always extract packets from each queue in the order they arrive.

10.3.1.5.3 Prioritized Media Access Requirements

The PS MUST store the number of native layer-2 media access priorities supported by each of its interface
in the PS database that can be accessible via a MIB cabhPriorityQosPsIfAttribIfNumPriorities [CH7].

After the packet is extracted from the queues of a particular interface the PS MUST map CableHome
Gcncric Priority of the packet to CableHome Media Access Priority, as defined in Section l0.2.2.6.l .3,
using the number of media access priorities supported (cabhPriorityQosPslfAttribIfl\iumPriorities) by that
interface. The PS MUST transmit the packet through the shared media technology such that its relative
preferential access to the media, as required by CableHome Media Access Priority value, is maintained.

10.3.1 .54 Packetcable Applications Suppon Requirements

The PS MUST act as a transparent bridge and forward Packetcable l.0 [PKT-CODEC], [PKT-DQOSJ
QoS messaging between the CMTS and PacketCable applications. Application data is associated to a
DOCSIS service How according to a classifier that is created in the CM interface, based on the information
included in the PacketCable 1.0 messages (such as RSVP PATH).

Since the PS requirement for CableHome l.0 is to just forward PacketCuble QoS messaging. there is no
dependency on the NMS to support this function. Therefore, this CQP function remains the same for both
DHCP Provisioning Mode and SNMP Provisioning Mode (see Section 5.5).

10.3.2 PS Q05 Characteristics Sewer (QCS)

The QoS Characteristics Server (QCS) functionality in the PS is responsible for management of application
priorities in the home network on behalf of a cable operator. This section provides the description of the
QCS functionality and associated PS requirements.

10.3.2.1 QoS Characteristics Server Goals

0 To establish a set of criteria by which applications and network stacks can assign and use QoS
characteristics for traffic within the home network.

I To provide a mechanism for the head-end to commu nicate the desired QoS Characteristics to the PS
and then to CableHome Hosts (BPs). Specifically. the assignment of QoS characteristics is related to the
priority information per application type.
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10.3.2.2 Q03 Characteristics Server Design Guidelines

Table 10-5 — QCS Design Guidelines
System Design Guidelines

QCS will be provided priorities inionnation for each application from Network
Management Sewer (NMS) in the Headend
Priorities information supplied to the QCS will be controlled by cable
operators (individual PS or mass PS update control)
Priorities information supplied to the QCS may be updated by the headend
and BPs (QCCS) will acquire this updated information from the QCS
QCS will use a defined message content protocol (XML) and message
transport protocol (SOAP) for distnbution oi priority information to BPs
QCS will use a defined messaging content interface (MIB) for providing
priorities infomiation of various applications in the home LAN to Network
Management Server (NMS) in the headend
QCS aids Qos Forwarding and Media Access (QFM) functionality to
determine a priority of the application packet

10.3.2.3 Q08 Characteristics Server Assumptions

I CableHorne l.l defines a format for exchanging messages between PS and BP.
0 Cab1eHome l.l defines a protocol for exchanging information between PS and BP.
I CiibleHome Hosts can have more than one service/application.

10.3.2.4 Q05 Characteristics Server System Description

The QCS maintains a “database” of information in the PS Database as described in Section 5.4. The QCS
receives application priority infonnation from the headend, via initial configuration of the PS. or through a
MIB interface in the CMP. The QCS also gathers application information from various BPs in the home
LAN and assigns priorities to them. The QCS communicates this application priority information to the
BPS (QCCs) to be used for prioritized media access by BPS. The information maintained by the QCS is
used by the QFM functionality in the PS for prioritized forwarding and prioritized media access of packets
going through it.

The rest of Section l0,3.2.4 is devoted to describing the exchange of information that occurs between the
headend and the PS over the WAN and between the PS and BPs over the LAN.

10.3.2.4.1 WAN information exchange

From the WAN side, the cable operator headend provides to the PS mapping of different applications and
the priorities that they should use in a configuration file, or using SNMP SETs. NMS, at the headend, can
read and update (change/modify/delete) these application priorities in the PS database using SNMP via aMIB interface.

10.3 .2.4.l.l Application [D to CableHome Generic Priority Mappings from headend to the PS

The headend provides the PS with a list of Application IDs and their CableHome Generic Priorities that a
cable operator wishes these applications to use. This information is supplied to the PS through a
configuration [lie at the time of PS initialization, or via SNMP SET commands from the headend. The PS
stores this infonnation in the PS database that is accessible via a MIB table, c:1bhPrinrityQosMastei'Table
[CH7]. The PS makes use of this table as at priority master table to identify the priorities for various
applications on the BPS over the home LAN.
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PS can also receive requests from the NMS to update (add/modify/delete) these CableHome Generic
Priorities for applications in its master table using SNMP. In response to these requests, the PS updates
(add/modify/delete) priority master table (cabh PriorityQosMasterTable). Such updates to the application
priorities gets communicated to the BPs during subsequent LAN Information exchanges, which isdescribed in Section 10.3.2.4-.2.

NMS PS
.-.,

Initialization I Populates. Application Priority
ft I Master Table from

SNMP SET I Config File

Application Priority Master
Table Update

Figure 10-2 — WAN Information Exchange and Processing at the PS

10.3.2.4.2 LAN Information Exchange

On the LAN side. a BI’ communicates its applications and sessions (destination IP and port) information to
the PS in order to obtain their priorities. Once the PS receives this information, it determines appropriate
priorities by looking them up in the priority master table and conveys them back to the BP. This
information is exchanged between the PS and BP using QoSPr0file XML schema (described below in
Section t0.3.2.4.2.l) and BP Initiated SOAP Messaging (BP_lnit Operation) as described in Section
6.3 .3 .4.4.2.

l0.3.2.4.2.t QoSProfi1e XML Schema

The QoSProfile XML schema contains two XML complex sequences: QoSAppIieationList and the
DesPriorityList. The QoSApplicationList contains four elements: BpIpAddress, Applicationld,
DefaultCHpriority, and a sequence of DestPriorityList. The DestPriorityList complex type, which is
considered a secondary sequence in QoSApp|icationList, contains three elements: Destlp, Destl-"ort, and
[pPortPriority. Each element has a defi ned type as mentioned in Table 10-6. The defined types are
references from the W3C XML schema definitions [XMLl].

The Applicationld element is the application server port number for each BP application. This port number
can be a well—known port assigned by IANA [IANAl]. Although applications are identified by the server
port number (Applicationld), communication may also occur on other port numbers. BP communicates a
list of Applicationlds for all the applications installed on it to the PS in the BP_[nit Message (described in
Section io.4.1.4.1.t)."’

The DefaultCHpriority element is the default CableHome Priority for an application. The BP may provide
a value for this element in the QoSProfi1e. That value will be overwritten by the value supplied by the PS,
via the BP_Init_Response Message (described later in Section l0.3 .2 .4.2.3). after consulting the
application priority master table in the PS database (cabhPriorityQosMasterTable).

"7 Revised per ECN CH1.l—N»03.0t09-t by KB on 4/4/04.
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The BF includes DestPrion'tyListEntry sequence(s) in the QoSProfile for an application—session with
another device. The DestPriorityListEntry sequence(s) are associated to the Applicationld element in the
QoSPmfile XML schema. DestlP and DestPort elements respectively. correspond to the destination IP and
destination port number of the application-session (socket connection) that is established by the BP. These
entries are used to determine the priority (lpPonPriority) of the traffic, passing through the PS, based on
specific destination IP address and port number as specified in the entry. Wild carding (0) is allowed only
for DestPort, but not for DestIP. The BF may provide a value for IpPortPriority element in the QoSProfile.
The PS overwrites that value with the DefaultCl-lpriority, supplied in the BP_[nit_Response Message. after
consulting the application priority master table in the PS database (cabhPriorityQosMasterTable).

A BP is always required to transmit the entire QoSProfile XML schema to the PS whenever it sends the
BP_Init message.“

Table 10-6 — Qos Prollle XML Schema
<xs:e|ement narne="ch:QoSProfi|e" type="ch:QoSF‘rofi|eEntry"/>

<xs:comp|exType name: QoSProfi|eEntry">
<xs:e|ement name = ch:QoSAppIIcationListEntry" type="ch.QoSApp|icationListEntryDescriptiun"minOccurs="1" maxOccurs=“4"/>

<(xs:comp|exType>

<xs:compIexType name: "ch:OoSAppIicationListEnlryDescnplion">
<XSISEqUEl1CE>

<xs:e|emertt name="ch:Bp|pAddress" type="xs:string"/>
<xs:e|ement name="ch:App|ication|d" type="xs:int"I>
<xs:e|emenl name="ch:Defau|lCHPriority" type="xs:int"l>
<><s:e|ement name="cn:DestPriorityLislEntry" type="ch:DestPriorityl_istEntryDescription" mmOccurs="0"

<lxs.sequence>
<txs:comp|exType>

<xs:oomplexType name: "ch:DestPrlorityListEnlryDescription">
<xs sequence>

<xs:eIement name="ch:Dest|p“ type="xs:sln'ng"/>
<xs:e|ementname="ch:DestPor1" type="xs:int"/>
<xs:e|ementname="ch:IpPortPnonty" type:"><s:int"/>

<Ixs:sequenoe>
cm curn1:lte:tType>

[O3 .2 .4.2.2 BP information to the PS using BP_Init Message

A BP is required to send its applications and sessions information to the PS in the QoSProfile XML
schema fomiat using BP_Init Message, as described in Section 6.3 .3 .4 4.2.1. on the following threedifferent occasions:

- DHCP lease acquisition or renewal
0 Application update (addition or deletion) in :1 BP

"" Revised Table 10-6 per ECN CH l .1 -N—l')3()68 by G0 on 10/31/03
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~ Establishment and termination ofapplication—session with another device by a BP

Refer to Section l0.4.l.4. l . l .l for detailed description of BP inl'ormation exchange under each of the
above three occasions.

l0.3.2.4.2.3 Priority information from the PS to HP using BP_Init_Response

The processing of the QoSProfi]e XML schema by the PS is exactly the same in all the three different
occasions (mentioned above in Section l0.3.2,4.2.2), when it receives the BP_lnit Message. The
processing of QoSProfile XML schema is described below:

Upon the receipt of the QoSProfile XML schema from the BP in the BP_[nit message, the PS
determines values for Defau]tCHPriority (part of QoSApplicationListEntry) and [pPortPriority
(part of DestPriorityListEntry) elements for all the applications in the QoSProfile by looking up
the priority master table in the PS database (cabhl"riorityQosMasterTable). If there is no entry in
the priority master table that corresponds to an application in the QoS Profile, the PS assigns
priority 0 (lowest) to the values for DefaultCHPriority and IpPortPriority elements for the
application. The PS updates the BP QoSProfile with these priorities by overwriting the values that
BP may have provided in its original QoSProfile.3°

The PS then stores this BP application priority information. represented by the updated
QoSProfi1e. in the PS database that is accessible via the MIB tables, cahhPriorityQosBpTable and
cabhPriorityQosBpDestTable [CH7]. The PS completely replaces the old BP application priority
information that may have been stored in its database with the new information represented by the
updated QoSProfi1e. Such a complete replacement of the old BP application priority information
addresses the processing of both the addition as well as the deletion ofa new application or a
session in the BP and keeps the processing complexity in the PS to a minimum level.

The cabhPriorityQosBpTable represents information about various applications and their priorities
on a particular BP in the home LAN. The cabhPriorityQosBpDestTable represents destination IP
and port specific priorities for different BP application-sessions. The QFM functionality in the PS
utilizes the information represented by the cabhPriorityQosBpDestTable for its prioritized
queuing and prioritized media access in the PS.

After updating the database with BP application priority information. the PS sends BF QoSProl‘ile,
updated with priority information. to the BP using BP_lnit_Response Message as described in
Section 6.3 .3 .4.4 .2.2. This updated QoSProfile conveys to the BP appropriate priority information
that it is required to use for its applications.

10.3.2.5 OoS Characteristics Server Requirements

10.3.2.5.1 WAN Intormation Exchange Requirements

The PS MUST store a list of Application [D5 and their CableHume Generic Priorities, provided by a cable
operator, in the PS database that is accessible via a Application Priority Master MIB table.
cabhPriorityQosMasterTable [CH7]. The PS MUST suppon updates (add/modify/delete) to this priority
master table (cabhPriorityQosMasterTable) through a configuration file at the time of PS initialization. or
via SNMP SET commands from the headend.

10.3.2.5.2 LAN Information Exchange Requirements:

The processing of the QoSProfile XML schema by the PS is identical in all three different occasions
(mentioned above in Section 10.3.2.4-.2.2), when it receives the BP_1nit Message.

"° Revised this paragraph per F.CN cm .1-N~03,0l00-l by Go on I2/5/03.
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The PS MUST be able to process BP QoSPr0file XML schema (as described in Section l0.3.2.4.2.l)
containing its applications and sessions (destination [P and port) information received in the BP__[nit
Message (as described in Section 6.3.3.4.4.2.). Whcn PS receives QoSProfile XML schema from the BP
(on any ofthe three occasions as explained in Section lU.3.2.4.2.2) in the BP_lnit message, the PS MUST
determine values for DefaultCHPriority (part of QoSApplicationListEntry) and lpPortPriority (part of
DcstPriorityListl:‘ntry) elements for all the applications in the QoSProfile by looking up the priority master
table in the PS database (cabhPriorityQosMastcrTable). lfthere is no entry in the priority master table that
corresponds to an application in the QoS Profile, the PS MUST assign priority U (lowest) to the values for
DefaultCHPriority and IpPortPriority elements for the application. The PS MUST update the BP
QoSProfile with these priority values by overwriting the values that BP may have provided in its original
QosProri1e_‘”

The PS then MUST store this BP application priority infonnation, represented by the updated QoSProfile.
in the PS database that is accessible via MIB tables, cabhPriorityQosBpTable and
cabhPriorityQosBpDestTable [CH7]. The PS MUST completely replace the old BP application priority
information that may have been stored in its database with the new information represented by the updated
QoSProfile.

After updating the PS database with BP application priority infonnation. the PS MUST send the entire BP
QoSProfile, updated with priority information, to the BP using BP_lnit_Response Message, as described inSection 6.3.3.4.4.2.2.

10.4 BP Logical Sub-Element QBP

10.4.1 005 Characteristics Client ((2160)

10.4.1 1 008 Characteristics Client Goals

0 To provide a mechanism for a CableHome Host to receive desired QoS Characteristics from the PS.
These QoS characteristics are communicated to the PS from the headend.

I To establish a set of criteria in a Cab1eHome Host by which its applications and network stacks can
assign and use QoS characteristics for its application traffic.

10.4.1.2 Q03 Characteristics Client System Assumption

CableHome Compliant Host (BP) can have more than one service/application on it.

10.4.1.3 OOS Characteristics Client System Guidelines

Table 10-7 — (ICC Desin Guidelines

 System Design Guldellnes
QCC will be provided application priorities information from QCS
Prtonties controlled by QCS will be updated dynamically and QCC will request
updated priority intonnation from QCS
QCC Will use a defined message content protocol (XML) and message
transport protocol (SOAP) for communicating priority information to the PS

QCC 4 The (100 will provide prioritized access to the shared media of its LAN
interface according to the packet pnorlty

90 Revised this paragraph per ECN Cl-ll .l-N-03.0 1001 by G0 on 12/5/03
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10.4.1.4 Q08 Characteristics Client System Description

This section provides an overview of the key concepts of the QoS Characteristics Client (QCC) in the BP.

The messaging of the QCC is closely related to the messaging of the QCS described in Section 10.3.2 .42.
The QCC in the BP is a counterpart to the QCS in the PS. The QCC perfonns all of the QoSProfile
message exchanges with the PS (as dcscribed in Section l0.3.2.4.2) on behalf of the BP, using BP Initiated
SOAP Messaging (Section 6.3.3.442). Thus the QCC obtains priority information for various applications
and application-sessions on the BP. The QCC maintains an internal database to store the application
priority information that it receives from the QCS, and uses this information to prioritize its applicationstreams.

The QCC is also responsible for mapping the CableHome Generic Priority of the application packet to the
CableHome Media Access Priority, using the number of media access priorities supported by the BP
interface, as specified in Section l0.2.2.6.3.

The QCC is responsible for the following two main functions in the BP:

- LAN [nformation Exchange
- Prioritized Media Access for BP applications

Note: The rest of Section l0.4.l .4 is devoted to describing these two key functions of the QCC.

10.4.1.4.1 LAN Information Exchange

As described in Section l0.3.2.4.2, a BP is required to communicate its applications and sessions
(destination IP and port) information to the PS in order to obtain their priorities. After the PS sends priority
information to the BP. it stores this information in its database and uses it for prioritized media access. This
BP is required to send its infomtation to the PS, using QoSProfile XML schema (described below in
Section l0.3.2.4.2.l) and BP lnitiated SOAP Messaging (BP_Init Operation), as described in Section
6.3.3.442.

10.4.! .4.l .1 BP infonnation to the PS using BP_lnit Message

A BP is always required to convey its information to the PS in the QoSProl”ile XML schema format (Table
10-6), using BP_[nit Message, as described in Section 6.3 .3 .4.4.2.l. A BP always sends its entire
QoSProfile schema to the PS. As described in Section l0.3.2.4.2.2, :1 BP is required to send BP_Init
Message with its entire QoSProfi1e schema to the PS on the following three different occasions:

I DHCP lease acquisition or renewal
0 Application update (addition or deletion) in a BP
- Establishment or termination of applicationsession with another device by a BP

10.4.1 .4.1_1.1 BP device and application information to the PS upon BP DHCP lease acquisition
or renewal

After 21 BP receives DHCPACK message [RFC 2131] addressed to itself, either at the time of DHCP lease
acquisition or DHCP lease renewal, it is required to send its device and application priority information to
the PS, using BP_Init Message. The BP device information is sent using Device Profile XML schema
(defined in Section 6.53.1.4). and application priority information is sent using QoSPro’t'ile XML schema.

The BF Device Profile sent to the PS contains a number of media access priorities (XML element:
numberMedia AccessPriorities) supported by an interface on a BP. This information exchange and
processing is described in Section 6.5.3 .3, “MBP Discovery Function." on page 94. Using this information,
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the PS populates cabhPsDevBpNumberInterfacePriorities [CH5] MIB, which is a part of thc
cabhPsDevBpProfileTable [CH5] MIB4

The BP QoSProfile sent to the PS after BP DHCP lease acquisition or lease renewal, contains a list of
applications on the BP (QoSApplicationListEntry). It may also optionally contain destination IP address
and port specific entries (DestPriorityListEntry) associated to an application. This information is fonnatted
according to the QoSProfile XML schema. as described in Table 10-6. The BP may optionally provide
values for DefaultCHPriority and lpPortPriority XML elements.

PS l BP
DCHP REQUEST

Hm - I DHCP lease
5 DCHP ACK acquisition or
' - renewal J

_ BP_lnit ‘.1:

QoSF'rofiIe + D_e\/lee Profile |

BP_lnit_Response

l QoSProli|ew/Priorities I

Figure 10-3 — Inlorrnation Exchange upon BP Lease Acquisition or Flenewal

10.4.1.4.1.1.2 BP application information to the PS upon application update in the BP

When a new application is added on the BP, the BP adds an entry for this application
(QoSApplicationListEntry) in its existing QoSProfile XML schema. The BP may also optionally populate
the DefaultCHPriority element associated with this Applicationld in the QoSProfile. It may also include
DestPriorityListEntry sequence for this Applicationld. The BP is then required to send this new QoSProt'1le
XML schema to the PS using BP_lnit Message.

When an application is removed from the BF. the BP is required to delete all the entries
(QoSApplicationListEntry as well as DestPriorityListEntry) related to that particular application from its
QoSProfile. The BP is then required to send this modified QoSProfile to the PS using BP_lnit Message.

 .ee
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PS

Application Update l
(AdditionlDeletlon) J

‘ Application Y )Update
; BP_lnit ‘-.. _

: l Qo5Profile(with orwithout' Appldi
BP_|nit_Response .at:

| QoSProfi|e with Priorities '

Figure 10-4 — Information Exchange upon BP Application Update

10.4.1.4.1.1.3 BP application information to the PS upon appIication—session establishment ortermination

After an application on a BP establishes a session with another device, the BP adds session's destination IP
and destination port information, (DestPriorityListEntry) associated to that application (Application ID) in
its QoSProfile XML schema (Table I0-6). The BF may optionally populate the IpPortPriority element in
the DestPriorityListEnI:ry. The BP then sends this QoSProfi1e XML schema to the PS using BP_Init
Message so that the PS can create entries in its classifier table (cabhPriorityQosBpDestTable), after
identifying a priority (lpPortPri0rity) for the entry by using the priority master table. These classifier
entries are utilized by the QFM functionality in the PS to determine the priorities of the packets by
examining their destination IP and port; (if they happen to pass through the PS). Using these entries in the
classifier table. the QFM performs prioritized queuing and prioritized media access as described in Section
10.3 .1 .4.

Once the BP terminates a session, the BP deletes the corresponding destination IP and port specific entry,
DestPriorityListEntry, from its Q0SProfile XML schema and sends this updated QoSProfi1e to the PS
using BP_lnit Message so that the PS can delete the entries in its classifier table.

These destination IP and port specific entries in the PS classifier table (cabhPriorityQosBpDestTable) can
be used for providing prioritized packet forwarding and prioritized media access for the traffic going from
the PS to a non-compliant sink—only device.
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BP "°Device

T - - Session
Application ‘ EstablishmentSession 1:‘ *5’

Establishment

1

I
ElP_lnit

' Qc-SP-rofile (with Session
I Info: Desi IP and Dest Port)

BP_|nit_Response

I ‘ QoSProfi|e(wIPrionties for |a session) J
Session

‘ Applmafion \| TerminationSession ,-‘IT
g Termination ,'BP_lntt . '

4 _ ._
QoSProl'lIe (without Session '
Info: Dest IP and Desi Portt__l

BP_|nit_Response

‘. QoSProfiIe (fithout
| Priorities for a session)

Figure 10-5 — Information Exchange upon BP Session Establishment & Termination

l0.4.l.4.l ,2 Reception of priorities information from the PS in the BP_[nit_Response

A BP receives priorities information for its applications (DefaultCHPriority) and app1ication—sessions
(lpPortPriority) in the BP_lnit_ Response Message from the PS in the QoSProfile XML schema format.
From the perspective of a BP, the pmccss of receiving and processing of the QoSProfile XML schema,
after it receives BP_Init_Response Message from the PS, is exactly the same for all the three occasions (as
mentioned above in Section 10.4.1 .4. 1.1). when it sends BP_Init Message.

Upon receipt of this information, the BP completely replaces its previously stored QoSProfile XML
schema with the newly received QoSProfi1e in its database. The BP uses the priority information supplied
in this QoSProfile XML schema to determine priorities for its applications (Application Id) and
application-sessions (identified by destination IP and destination Port).

10.4.1.4.2 Prioritized Media Access

The BF uses application priority information that it receives from the PS in QoSl’rofile XML schema
(Table lO—6) to identify a CableHome Generic Priority for all packets to be transmifled on its LAN
interface. If destination IP address and port number for an application-packet matches with the Dem]? and
DestPort of any of the DestPriorityListEntry sequences in the QoSProfile XML schema, the BP uses a
priority value specified by [pPortPriority of that DestPriorityListEntry sequence as Cab|eHome Generic
Priority for that packet. Otherwise, the BP uses DefaultCl-[priority corresponding to CHApplicationld as a
CableHome Generic Priority for the packet. The BP maps this CableHome Generic Priority of the packet to
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a CableHome Media Access Priority as specified in Section l0.2.2.6.3, using the
numberMediaAccessPrlorities element of the BP Device Profile XML schema (Section 6.5.3.1). The BF
then transmits the packet through its shared media technology in such way that packet’s relative
preferential access to the shared media as required by CableHome Media Access Priority value, ismaintained.

10.4.1.5 Oos Characteristics Client Requirements

10.4.1.5.1 LAN Information Exchange Requirements

This section specifies BP requirements for the information exchange that it needs to perform in order to
obtain priorities information from the PS for its applications and sessions.

10.4. I .5.l.l BP Information to the PS using BP_lnit Message

In order to receive their priorities information, a BP MUST communicate its applications and sessions
(destination [P and pnrt) information to the PS in the QoSProfile XML schema format (Table l0—6) using
BP_Init Message, as described in Section 6.3.3.4,4.2.l. A BP MUST send BP_lnit Message with its entire
QoSProfile schema to the PS on the following three different occasions:

0 DHCP lease acquisition or renewal
I Application update (addition or deletion) in :1 BP
I Establishment or temiination of application-session with another device by a BP

10.4.1.5.1.1.1 BP device & application information to the PS upon BP DHCP lease
acquisition/renewal

After a BP receives DHCPACK message [RFC 2131] addressed to itself, either at the time of DHCP lease
acquisition or DHCP lease renewal. the BP is required to send its device and application priority
information to the PS using BP_[nit Message as specified in Section 6.5 .3 .3 .4

The BP MUST include its list of applications (QoSApplicationListEntry) in the QoSPtofile sent to the PS
after its DHCP lease acquisition or renewal. The BP MAY include destination [P address and port specific
entries (DestPriorityListEntry) associated to an application in this QoSProfi|e. The BF MAY also provide
values for DefaultCHPriority and IpPor1Priority XML elements in this QoSPr0file.

10.4.1.5.1.‘l .2 BP application information to the PS upon application update in the BP

When a new application is added on the BP, the BP MUST add an entry for this application
(QoSApplicationListEntry) in its existing QoSProfile XML schema. The BP MAY optionally populate the
DefaultCHPriority element associated with this Applicationld in the QoSProfile. The BP MAY also
include DestPriorityListEntry sequence for this Applicationld.

When an application is removed from the BP, the BP MUST delete all the entries
(QoSApplicationListEntry as well as DestPriorityListEntry) related to that particular application from its
QOSProfile.

After such update to the QoSProfile XML schema, the BP is then required to send this new QoSProfile
XML schema to the PS using BP,lnit Message.
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‘lO.4.1.5.1.1.3 BP application information to the PS upon application-session establishment or
termination

When an application on at BP establishes a session with another device, the BP MUST add the session’s
destination IP and destination port infonnation (DestPriorityListEntry) associated to that application
(Application ID) in its QoSProfile XML schema (Table l0—6).The BP MAY "wild card" (0) the DestPort
element. The BF MUST NOT “wild card” the DestIP element. The Bl’ MAY optionally populate the
lpPonPriority element in the DestPriorityListEntry.

When an application on at BP terminates a session. the BP MUST delete the corresponding destination IP
and port specific entry, DestPriorityl.istEntry, from its QoSProfile XML schema.

After such update to the QoSProfile XML schema, the BP is then required to send this new QoSProfile
XML schema to the PS using BP_[nit Message so that the PS can update (add/delete) the entries in its
classifier table (cabhPriorityQosBpDestTable).

These destination [P and port specific entries in the PS classifier table (cabhPriorityQosBpDestTab1e)
MAY be used for providing prioritized packet forwarding and prioritized media access for the traffic going
from the PS to a non-compliant sink-only device.

10.4.1 .5.l .2 Priorities information from the PS to a BP in the BP_Init_Response

A BP MUST be able to process priorities information for its applications (DefaultCHPriority) and
application—sessions (lpPortPriority) that it receives from the PS in the QoSProfile XML schema format
(Table 10-6) using BP_lnit_ Response Message. Upon receipt of this information. the BP MUST
completely replace its previously stored QoSProfile XML schema with the newly received QoSProfileXML schema.

10.4.1.5.2 Prioritized Media Access Requirements

The BF MUST use application priority (Defuu1tCHPriority or lpPortPriority) information that it receives
t'rom the PS in QoSProfile XML schema (Table lO-6) to identify it CableHome Generic Priority for all
packets to be transmitted on its LAN interface. If destination IP address and port number for an
app|ication—paeket matches with the DestlP and DestPort of any of the DestPriorityListEntry sequences in
the QoSProfile XML schema. then the BP MUST use a priority value specified by lpPortPriority of that
DestPriorityListEntry sequence as CableHome Generic Priority for that packet. Otherwise, the BP MUST
use Defau1tCHpriority corresponding to CHApplicationId as a CableHome Generic Priority for the packet.
The BP MUST map this CableHome Generic Priority of the packet to a Cablel-{onie Media Access Priority
as specified in Section l0.2.2 .6 .3.using the numberMediaAceessPriorities element of the BP Device
Profile XML schema (Section 6.5 .3.l). The BP then MUST transmit the packet through its shared media
technology in such way that the packet’s relative preferential access to the shared media, as required by
CableHome Media Access Priority value, is maintained.
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11 SECURITY

11.1 lntroductionloverview

This section defines the security interfaces, protocols and functional requirements needed to secure the PS
and its operations.

The delivery of reliable multi-media [P services to client devices on a home network requires a secure
residential gateway along with the security mechanisms to protect these services from illegal access.
monitoring,and disruption. The purpose of any security technology is to protect value, including revenue
based services. Threats to a revenue stream exist when a user of the network perceives the value, expends
effort and money, and invents a technique to get around making the necessary payments (See Appendix
III). Some network users will go to extreme lengths to steal when value is perceived. The addition of
security technology to protect value has an associated cost; the more money expended, the greater the
security (security effectiveness is thus basic economics).

The CableHome security architecture focuses on securing the LAN from network attacks as well as
securing communications between the PS and the Headend sewers. The PS functionality can provide the
foundation for other applications and services served by the cable operator to the home LAN. Security can
exist for these applications independent of the CableHome security architecture. PacketCable specifies
interfaces for a multi-media applications and has its own security architecture. For all references to
PacketCable security, please refer to [PKT—SECJ.

11.1.1 Goals

The goals for the CableHome security model include:

0 Employ a cost effective security technology to force any user with the intent to steal or disrupt
network services to spend an unreasonable amount of money or time.

Secure the CableHome network used to offer high value cable-based services so that it is at least as
secure as the DOCSIS and Packetcable technologies on the hybrid l'rber—coax (HFC) network.

Where possible. align CableHome security mechanisms with DOCSIS 1.0 [SCTEl], DOCSIS l.l
[DOCSlS9], DOCSIS 2.0 [DOCS[S5J & [DOCS[S8l and Pucketcable l.x [PKT—SEC|.

From the LAN, it is the intent of Cablel-lome security architecture to assist the operator with a secure
identity to make it hard for the average subscriber to gain unauthorized access to the HFC network andcablc-based services.

11.1.2 Assumptions

The assumptions for the CableHome security environment include:
I It is assumed the Embedded PS, has a DOCSIS L0, [.1 or 2.0 cable modem.

0 The home network includes less security for low value services.
- Back office configurations are not specified and CableHome assumes minimal configurations by the

cable operator to operate in the CableHome specilicd modes.

11.2 Security Architecture

The Cablel-{ome security architecture is based on the CableHome architecture as delined in the CableHome
Reference Architecture Section 5 of this specification. The CableHome architecture defines a Portal
Services (PS) element, which includes Management, Provisioning, Security. and QoS functions.
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The CableHome architecture also includes the following set of Headend elements: Cable Modem
Termination System (CMTS), Dynamic Host Configuration Protocol (DHCP) [RFC 213 I] server, Network
Management System, Trivial File Transfer Protocol (TFTP) server in the cable network, TFTP client in the
PS, Hypertext Transfer Protocol (HTTP) server in the cable network. H'lTP client in the PS,Transport
Layer Security (TLS) [RFC 2246] server in the cable network, TLS client in the PS, and a Key Distribution
Center (KDC) server in the cable network.

The Cableflome security arcliitecture focuses on securing the LAN from network attack, as well as
securing communications between the PS and the Headend servers.

11.2.1 System Design Guidelines

The Cab]eHome security design requirements are listed below in Table l l- l . This list provided guidance
for the development of the CableHome security architecture.

Table 11-1 — CableHome Security System Design Guidelines
Reference Security System Design Guidelines

CableHome will include the design necessary to communicate the
authentication credentials for CableHonie elements.
Authentication credentials for PS and critical back office servers will be
provided The credentials will define specific usage and ensure a source oftrust

Network management messages between the cable Headend and PS can
be authenticated and optionally encrypted to protect against unauthorized
monitoring and control
The CableHome firewall will accept configuration files in a standard
language and format.‘
The cable operatorwill have the ability to remotely manage CabIeHome
oompliantfirewall products through configuration file or SNMP commands

SECS The CableHome compliant firewall will include a default set of rules for an
expected minimum set of functionality.

SE07 CableHome will provide the necessary support for Packetcable 1 x
through the firewall.

SECE A minimum set of requirements will be placed on the firewall filtering
capabilities for packet, port, IP addresses, and time of day

SECS A detailed firewall event logging interface will allow the cable operator to
monitor and review firewall activity as configured.

SEC10 The CableHome firewall will support commonly used applications in
specific scenarios.

SEC11 The Cablei-iome firewall will protect the LAN and WAN from common
netwod< attacks

SEC12 The management of the events and rulesets for the firewall Will be defined
in detail via the Cab|eHome Security MIB.

SEC13 The cable operator will have the ability to securely download software
images to the PS element

Sec14 The cable operator will have the ability to authenticate and optionally
encrypt the transport of configuration files for the P5 or firewall.

The Firewall Ciirifiguriuitiii File Requirements are defined in Section 7 4 P5 Fiincliuri - Hulk Portal
Services t’_‘i:rifigui'nIioii (BPSC)

This section limits the scope of the specified CableHome security architecture to meet these primary
system security requirements. However, it is acknowledged that in some cases additional security is dcsircd
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and can be added by the cable operator as needed. The CUnL‘Cl'llS of individual cable operators or
manufacturers can result in additional security protections. This specification does not restricl the use of
further protections. as long as they do not conflict with the intent and guidelines of this specification.

11.2.2 System Description

The Cahlel-lome security architecture includes the following security elements:

I Security-Domain
I Portal Services function (PS)
0 Cablel-lome Security Portal function (CSP)
I Cab|eHome Firewall (FW)

I Key Distribution Center (KDC)
0 H”l'l'PS Server with TLS

The CableHome architecture defines the PS Element within the residential gateway. Security exists only in
a few of the specified interfaces,as the System Design Guidelines require‘ Figure l l—l illustrates the
relationship between the various CableHome elements which contain security.

Cab|eHome Security
Domain CHHosr

Residental
Gateway

Appllr. rJlInn:

Cable Network Home Network

(WAN) (LAN)
Figure 11-1 — CabIeHome Security Elements

11.2.2.1 Security Domain

The Security Domain is defined in Figure H-1, and encompasses the PS element in the residential gateway
and the illustrated Headend servers, with specified security. The Security Domain defines the boundary of
the sphere of direct influence where security functionality is extended to the residential gateway from the
cable network's Headend. The PS element is wholly within the Security Domain, with the exception of the
LAN side USFS functionality. The CSP and Firewall act as the boundary elements between the Security-
Domain and the non-secure domain.

11.2.2.2 PS Related Security Sub-Elements

The PS includes the following security elements:

0 CableHome Security Portal (CSP)
0 Firewall (FW)
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The CSP acts as a security portal for other PS sub-elements such as negotiating the SNMPv3 keys either
through Dift'ie—Helman or Kerbero, as required. The CSP ensures there is security for SNMPv3 between
the NMS and the PS. when turned on by the cable operator. The CSP provides the ability to validate and
verify digital certificates for the purposes ofautheniication and encryption. The CSP initiates. manages,
and closes a TLS session for secure downloading of the PS configuration file and firewall configuration
file, if instructed by the cable operator during the DHCP exchange.

The PS firewall functionality provides protection to the user. as well as the HFC network. from unwanted
traffic coming from the WAN, LAN, or PS address realms. Such traffic can include deliberate attacks on
the in—home network. as well as traffic limiting for parental control applications. The CableHome security
requirements include specific rules for remote management by the cable operator.

11.2.2.3 Key Distribution Center (KDC) Server

The Key Distribution Center (KDC) server is required if the cable operator deploys CableHome with
SNMP provisioning mode. Ifa KDC server is available in the Headend, it will be used to provide mutual
authentication and key distribution services with the use of the Kerberos protocol. If available, the KDC
will communicate with the CSP function to establish these services.

11.3 PS Device Authentication Infrastructure

This section describes authentication for the PS device and its communication to the KDC and the HTTPS
server.

11.3.1 Device Authentication Infrastructure Goals

It is important to establish the secure identity of the PS element to assist with the following goals:

0 Reduce the possibility of device and software cloning, as well as theft of service. The gateways are in
a widely distributed environment where the consumer has in—home physical access to the gateway.
Providing a secure identity reduces risk of tampering with the gateway hardware device.

0 Establish the source of trust. The PKI provides an established source of trust which is rooted within
the CableLabs Manufacturer base.

11.3.2 Authentication Infrastructure System Design Guidelines

Table 11-2 — Authentication Infrastructure System Design Guidelines
Reference Security System Design Guidelines

Cab|eHome will include the design necessary to communicate the
authentication credentials for CableHome elements
Authentication credentialsfor CPE and critical back office servers
will be provided The credentials will define specific usage and
ensure a source of trust

11.3.3 Authentication Infrastructure System Description

For security purposes. it is important to know with whom you are communicating prior to exchanging any
meaningful information. Authentication provides a secure identity. There are three parts to authentication:
the identity credential, the checking of the identity credential for validity, and the common means to
securely communicate the identity information. CableHome specifies an industry standard identification
credential. X509 certificates. in conjunction with [RFC 3280] for certificate use. and Kerberos, which is a
common communications protocol for mutual authentication. X509 certificates are exchanged between the
PS Element and the KDC during the Kerberos PKINIT exchange. which is wrapped in the AS Request and
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AS Reply messages. The PS Element Certificate provides the identity of the associated PS Element by
cryptographically binding the PS Element WAN—Man MAC address to a public key certificate. Each side
validates the infonnation in the certificate and verifies the certificate chain back to the CableLabs root for
each chain. Once the trust has been established, the information for the SNMPV3 keys is sent from the
KDC to the PS Element. This authentication section describes the use of Kerberos and X.509 certificates
for CableHome.

11.3.4 Authentication Infrastructure Requirements

11.3.4.1 Element Authentication via Kerberos

CableHome specifies authentication when a KDC that supports CableHome, is available in the Headend. If
a KDC is available, it is recommended that the cable operator provision the PS Element in SNMP
Provisioning Mode (as described in Section 5.2). to take advantage of the CableHome specified mutual
authentication protocol with the use of Kerberos. using the PKINIT extension. Kerberos provides a
protocol to secure mutual authentication in order to provide keying material and communication
establishment only between authenticated parties on the CableHome network. Because this authentication
model has been specified by another CableLabs project, i.e., PacketCable, CableHome references the
PacketCable model when appropriate.

Various Kerberos MIB objects are required by PacketCable. CableHome has defined some MIB objects to
cover the Kerberos functionality needed by CableHome. These MIB objects are defined in the CableHome
Security MIB and described in the MIB Object sections of this chapter.

Communication between the KDC and PS is initiated by the PS immediately after the DHCP options are
processed during provisioning, if the DHCP options require the PS to initiate communication to the KDC.
The DHCP options specified in Section 7.3 .3 2.4 require option I77, sub-option 51, which contains the
value for the KDC's IP Address to be included with the other DHCP options, and MUST be used by the PS
to establish communication between the PS and KDC. Even though PacketCable requires a DNS name as
part of the DHCP options, DNS is not required for CableHome and. therefore, the IP address of the KDC is
required for the PS to be able to find the appropriate KDC.

11.3.4.1.1 Kerberos/PKINIT

When the PS Element is provisioned in SNMP Provisioning Mode, Cablel-Iome specifies the use of
Kerberos with the PKINIT public key extension for authenticating CableHome elements and supporting
key management requirements. CableHome elements (clients) authenticate themselves to the KDC with the
PKINIT protocol. Once authenticated to the KDC, clients will receive a Kerberos ticket for authenticating
themselves to a particular CableHome server.

In SNMP provisioning mode, the PS Element, the NMS (i.e. SNMP Manager) and KDC MUST follow the
specification for Kerberos/PKINIT, as defined in [PI(T—SECJ sections 6.4 and 6.5, unless otherwise noted
in this specification. The CableHome KDC is equivalent to or the same as the PacketCable MSO KDC
(PacketCablc specifics the use of several KDCS). The CableHome specification uses the term Network
Management Systems (NMS) to provide SNMP functionality. In referencing the PacketCable suite of
specifications. it is noted that PacketCable uses the term provisioning server to denote SNMP functionality.
This SNMP functionality in general is be compatible within both specifications. However, they are not
identical as PacketCable and CableHome specific information is specified. The PS element MUST act as
the client to the KDC. In the PacketCable Security Specification, the MTA is the client and is expected that
Cablel-lome implementations will use the client functionality specified for the MTA, for the PS element.
The PS element makes use of Kerberos for SNMP key management, as well as for device authentication.
The certificates used in PKINIT for CableHome are specified in the PKI Section of this document. Where
PacketCabIe specifies an MTA device certificate, CableHome provides a certificate for the PS Element (PS
Element Certificate), and implementations of PS Elements MUST include the PS Element Certificate.
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The following sections for Kerberos functionality from [PKT-SEC] do not apply to CableHome:
0 section 6.4.2.13 Pre-Authenticator for Provisioning Sever Location

section 6.4.6 MTA Principal Names
section 6.4.7 Mapping of MTA MAC Address to MTA FQDN
section 6.4.9 Service Key Versioning
section 6.4.l0 Kerberos Cross-Realm Operation
section 6.5 .2.l Rckcy Messages

I section 6.5.3 Kerherized lPSec

I section 6.4.5 Kerberos Server Locations and Naming Conventions

11.3.4.1.2 CableHome Specific Authentication Variables

The model PacketCable specifies includes some specific variable names for Kerberos in the PacketCable
Network Architecture. In order for Cableliome to use the PacketCable model, the following variable
names MUST to be changed:

- Replace pktcKdcToMtaMaxClockSkew as defined in the Packet(‘.able Security Spec. with
KdcToClientMaxClockSkew.

- Replace pktcSrvrToMtaMaxClockSkew as defined in the PacketCable Security Spec, withSrvrToClientMaxClockSkew.

- Replace mtaprovsrvr as defined in the PacketCable Security Specification, with provsrvr.

Cab1eHome Kerberos implementations MUST ignore the Object [dent1ficr(OlD) field portion, which reads
clabProjPacketCable (2), within the AppSpecificTypedData, within the KRB-ERROR messages.

11.3.4.1.3 CabieHome prolile for Kerberos Server Locations and Naming Conventions

Kerberos Realm names MAY use the same syntax as a domain name. However. Kerberos Realms MUST
be in all capitals. Kerberos Realm details MUST be followed according to [PKT—SEC], Appendix B.

The KDC conventions listed in [PKT-SEC], Section 6.4.5.2 are considered informative for CableHome
with the expectation that the KDC will perform the necessary functions in the back office to exchange the
appropriate information with the NMS (provisioning server or SNMP manager). The PS element has
provided the KDC with the provisioning server IP address in the AS Request, as the necessary information
to make appropriate contact between the KDC and provisioning server.

A PS Element principal name MUST be of type NT—SRV-INST with exactly two components. where the
first component MUST be the string “PS” (not including the quotes). and the second component MUST be
the WAN—Man—MAC address?”

PSElement/<WAN-Man-MAC>

where <WAN-.Vlan—MAC> is the WAN Management MAC address of the PS Element. The format the
<WAN—Man—MAC> MUST be “XX:XX:X)(:XX:XX:XX“ (not including the quotes), where X is a
hexadecimal character of the MAC address. Hexadecimal characters a—f MUST be in lower case.

A NMS Elcmcnt principal name MUST be of type NT—SRV—HST with exactly two components, where the
first component MUST be the string “provsrvr" (not including the quotes). and the second component
MUST be the service provider's SNMP entity address:

provsrvr/<SNMP entity addrcss>

"' Revised this paragraph per ECN CH] ,l-N~03056 by G0 on l0/28/03.
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The <SNMP entity address> MUST be the service provider's SNMP entity IP address (CDC DHCP Option
177, sub—option 3) in dotted notation enclosed in square brackets (e.g. [l2.34.56.78]).

11.3.4.2 Cab|eHome Public Key Infrastructure (PKI)

CableHome uses public key certificates, which comply with the [lTU—T X.509] specification and the IETF
[RFC 3280].

11.3.4.2.1 Generic Certificate Requirements

This section describes what is commonly referred to as the genetic structure, since all certificates share
these requirements. All certificates specified in this section MUST include the following information:
- Certificate Version- The Version of the certificates MUST be [ITU-T X509], V3, and noted as V2 in

the actual cenificate. All certificates MUST comply with [RFC 3280],exeept where the non-compliance
with the RFC is explicitly stated in this chapter of this document. Any non-compliance request by this
document for content does not imply non—comp|iance for format. Any specific non—compliance request
for format will be explicitly described.

Public Key Type - RSA Public Keys are used throughout the CableHome certificate hierarchies
described in Section I l.3.4.2.2. The subjectPub|icKeyInfo.algorithm OID used MUST be
l.2.840.l l3549.l.l.l (rsaEncryption). The public exponent for all RSA CableHome keys MUST be F4 —
65537.

Exten sions- The extensions (subjectKcyldcntifier, aulhorityKeyldentifier, KeyUsage, and
BasicContraints) MUST follow [RFC 3280]. All other certificate extensions, if included, MUST be
marked as non—critical. The encoding tags are lczcritical. n:non—critical; mzmandatory, o:optional] and
are identified in the table for each certificate.

subjectKeyIdentifier - The subjectKeyldentifier extension included in all CableHome certificates as
required by [RFC 3280] (e .g., all certificates except the device and ancillary certificates) MUST include
the keyldentifier value composed of the 160-bit SHAI hash of the value of the BIT STRING
subjectPublicKey (excluding the tag, length and number of unused bits from the ASN l encoding) (See
[RFC 3280]).

ztuthorityKeyldentifier — The authority Keyldentifier extension included in all CableHome certificates
as required by [RFC 3280], MUST include the subjectKeyIdentifier from the issuers certificate (see
[RFC 3280]), with the exception of root certificates.

Key Usage — The keyUsage extension MUST be used for all Cableflome Certification Authority (CA)
certificates and Code Verification Certificates (CVCs). For Cableflome CA certificates, the keyUsage
extension MUST be marked as critical with a value of keyCertSign and cRLSign. For CVC certificates,
the keyUsage extension MUST be marked as critical with a value of digitalsignature and
keyEncipherment. The end-entity certificates MAY use the key Usage extension as listed in [RFC 3280].

BasicConstraints — The basicConstraints extension MUST be used for all Cableflome CA and CVC
certificates and MUST be marked as critical. The values for each certificate for basicConstraints MUST
be marked as specified in the certificate description Table l [-2 through Table l 1- I4.

Signature Algorithm - The signature mechanism used MUST be SHA-l [FIPS l86] with RSA
Encryption. The specific OID is I .2.840. l l3S49.l .1 .5.

Su bjectName and IssuerNamc - If a string cannot be encoded as a Frintablestring, it MUST be
encoded as a UTF8String (tag [UNIVERSAL |2]).
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When encoding an X.500 Name:

0 Each RelativcDistinguishedNume (RDN) MUST contain only a single element in the set of
X500 attributes.

I The order of the RDNs in an X.500 name MUST be the same as the order in which they are
presented in this specification.

0 serialNumber - The serial number MUST be a unique, positive integer assigned by the CA to each
certificate (i.e., the issuer name and serial number identify a unique certificate). CA5 MUST force the
serialNumber to be a non—negative integer. The Manufacturer SHOULD NOT impose or assume a
relationship between the serial number of the certificate and the serial number of the modem to which
the certificate is issued.

Given the uniqueness requirements above, serial numbers can be expected to contain long
integers. Certificate users MUST be able to handle serialNumber values up to 20 octets.
Conformant CA5 MUST NOT use serialNumber values longer than 20 octets.

11.3.4.2.2 CableHome Certificate Hierarchies

There are three distinct cenificate hierarchies used in CableHome:

l. CableLalJs Manufacturer Chain is used to identify CableLahs authorized manufacturers:

2. CableLabs Code Verification Chain is used to identify CableLabs compliant software images;

3. CableLabs Service Provider Chain is used to identify devices on the Service Provider's network for
mutual authentication to the subscriber's devices.

The certificate hierarchies described in this document can apply to all CableLabs projects needing
certificates. Each project can adopt this hierarchy as there is an opportunity to move to a more generic,
shared certificate structure. Also,each project can make specific adjustments in the requirements for that
particular project. It is a goal of the CableLabs security team to create a PKI which can be re-used for
every CableLabs project. There can be differences in the end-entity certificates required for each project.
However, in the cases where end-entity certificates overlap, one end-entity certificate could be used for
several services within the cable infrastructure. For example, PacketCable requires a KDC for the service
provider and Cableflonie also requires a KDC for the service provider. if the service provider is running
both network architectures on their systems, they can use the same KDC and the same KDC certificate for
communication on both systems, i.e., PacketCable and CableHome. [n this case, the CableHome KDC is
equivalent to the PacketCable MSO KDC (PacketCablc specifies the use of several KDCs).

In Figure I 1-2, the term Certificate Authority is abbreviated as CA and Code Verification Certificate is
abbreviated as CVC.
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Cabietabs " Dai:ilaLal:t6 GaI:He-Lana
Manufacturer Code Verification Service Provider

Fbot CA Final CA Hoot CA

Manufacturer Service Provider
CA

Manufacturer
CVC

. . H1'TPSe

caizig/ieabs KDC Certificate Cevmicgtlzr
Figure 11-2 — CableHome Certificate Hierarchy

11.3 .4.2.2.l Cab|eLabs Manufacturer Certificate Hierarchy

The CableLabs Manufacturer certificate hierarchy, or Manufacturer chain. is rooted at a CablcLabs
Manufacturer Root CA, which is used to issue Manufacturer Certification Authority (CA) certificates for a
set of authorized CableLabs manufacturers. Manufacturers request PS Element Certificates from a first-tier
CA (c.g.. a Manufacturer CA or the CablcLabs Hosted Manufacturer CA). This chain is used for
authentication of devices in the home.”

The information contained in the following tables are the Cab1eHome specific values for the required fields
according to [RFC 3280]. These Cablellome specific values for the CableLabs Manufacturer Certificate
hierarchy MUST be followed according to Table ll-3,Tahle I 1-4, Table 11-5 and Table I I-6. lfa
required field is not specifically listed in the tables, then the guidelines in [RFC 3280] MUST be followed.
The generic extensions for Cab1eHome MUST also be included as specified in Cableflome PKI SectionI l.3.4.2.

CableLabs Manufacturer Root CA Certificate

The CableLabs Manufacturer Root CA Certificate (see Table l I-3) MUST be Vcrificd as part of the
certificate chain containing the CableLabs Manufacturer Root CA Certificate, Manufacturer CA Certificateand the PS Element Certificate.

Table 11-3 — CabieLabs Manufacturer Floot CA Certificate
Cab|eLabs Manufacturer Root CA Certificate

Subject Name Fonn C=US
0=Cab|eLabs
CN=Cab|eLabs Manufacturer Root CA

Intended Usage This certificate is used to issue Manufacturer CA Certificates,
Signed By Self-Signed
Validity Period 20+ years

"1 Revised this paragraph per ECN CHI .l—N—U4.0l20-2 by KB on 4/5/04.
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CableLabs Manufacturer Root CA Certificate

Modulus Length 2043
Extensions Keyusage [c,m] (keycertsign, cRL Sign),

subjectKeyldeniifier [n,m],
basicccnstraints [c.m](cA=true)

Manufacturer CA Certificate

If the manufacturer is issued a CA Certificate and it is used to issue the PS Element Certificate. it MUST
be verified as part of a certificate chain containing the Cablel.ahs Manufacturer Root CA Certificate, the
Manufacturer CA Certificate, and the PS Element Certificate.“

The state/province. city, and manufacturer's facility are optional attributes. A manufacturer MAY have
more than one manufacturer's CA certificate [fa manufacturer is using more than one manufacturer CA
certificate. the PS element MUST have access to the appropriate certificate as verified by matching the
issuer name in the PS Element Certificate with the subject name in the Manufacturer CA Certificate. The
authorityKeyldcntifier of the PS Element Certificate MUST be matched to the subjcctKeyldentifier of the
manufacturer certificate as described in [RFC 3280].

Tabie11«4 — Manufacturer CA Certificate
Manufacturer CA Certificate

Subject Name Form C=<oauntry>
O=<CompanyNarne>
[ST=<statelprovince>]
iL=<u'w>1
0U=CableLabs

[OU=<Manufacture|‘s Facilily>]
CN=<CcmpanyName> Mfg CA

Intended Usage This certlflcate is issued to each Manutaclurer by the CableLabs
Manufacturer Rout CA and can he provided to each PS Element either at
manufacture time. or during a field code update This certificate appears as a
read-only parameter in the PS element
This certificate issues PS Element Certificates.

This certificate, along with the CaDIeLabs Manufacturer Root CA Certificate
and the PS Element Certificate, is used to authenticate the PS element
identity.
The optional listing for manufacturers lacility can be the facility name and/or
facility location.

Signed by Cab|eLabs Manuiacturer Root CA

Validity Period 20 Years C
Modulus Length 2048
Extensions l<eyUsage[c,m](keyCertSign, cRLSign),

subjectKey|dentifier [mm],
autnorItyKeyldentiiier [n,m],
basicConstrainis[c.m](cA=true, pathLenConstraint=0)

"3 Revised this paragraph per ECN CH] .l—N—04 01202 by KB on 4/5/04.
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The Company Name in the Organization (0) field MAY be different than the Company Name in the
Common Name (CN) field.

Cab|eLabs Hosted Manufacturer CA Certificate”

When the CableLabs Hosted Manufacturer CA Certificate is used to issue the PS Element Certificate it
MUST be verified as pan of a certificate chain containing the CableLabs Manufacturer Root CA
Certificate, the Cablel.abs Hosted Manufacturer CA Certificate, and the PS Element Certificate.

The state/province, city, and manufacturers facility are optional attributes. The authoi-ityl(eyldentifier of
the PS Element Cenificate MUST be matched to the subjectl(eyldentifier of the CableLabs Hosted
Manufacturer CA Certificate as described in [RFC 3280].

Table 11-5 — CableLabs Hosted Man ula::l_urr CA Certiticate
Manufacturer CA certificate

Subject Name Form C=<country>
O=<CompanyName>
[ST=<slaleIprovince>]
ll-=<cilv>l
0U=CableLabs
[Ol.)=<CA |dentifler>]
CN=<CompanyName> Mfg CA

Intended Usage This certificate is issued by the Cab|eLabs Manufacturer Root CA and can be
provided to each PS Element either at manufacture time. or during a field
code update. This certificate appears as a read-only parameter in the PSelement.
This certilicate issues PS Element Certificates

This certificate, along with the CableLabs Manufacturer Root CA Certificate
and the PS Element Certificate, is used to authenticate the PS element
identity.
CabIeLabs Manufacturer Root CA

Validity Period 20 Years
Modulus Length 2046
Extensions keyUsage[c,m](keyCertSign, cRLSign),

subjectKeyldentifier [n,rn],
authorityKey|denlifier [n.m],
basicConstraints[c,m](cA=true, pathLenConstraint=0)

The Company Name in the Organization (0) field MAY be different than the Company Name in the
Common Name (CN) field.

PS Element Certificate”

The PS Elcment Certificate MUST be verified as part of a certificate chain containing the Cab1eLabs
Manufacturer Root CA Certificate, Manufacturer CA Certificate or CableLabs Hosted Manufacturer CA
Certificate and the PS Element Certificate.%

W Added this item including table per ECN CH I .|-N-04.0120-2 by KB on 4/5/04
95 Revised Table ll-6 per ECN CH! l-N-03.0074-3 by G0 on l2/5/03
W’ Revised this paragraph per ECN CHI .1-N—04.0l20-2 by KB on 4/5/04.
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The state/province, city, product name and manufacturer's facility are optional attributes.

The PS Elemcnt WAN-Man MAC address MUST be expressed as six pairs of hexadecimal digits separated
by colons, e.g., “00:60:2l:A5:t‘lA:23“.The Alpha HEX characters (A—F) MUST be expressed as uppercaseletters.

A PS Element Certificate is permanently installed and not renewable or replaceable. Therefore, the PS
Element Certificate has a validity period greater than the expected operational lifetime of the specificdevice.

Table 11-6 — PS Element Corlliicate
PS Element Certificate

Subject Name Form C=<country>
O=<Company Name>
[ST=<stateIprovince>]
lL=<cItv>]
OU=CableHome

[OU=<Product Name>]
[OU=<Manufacturer‘s Facility>]
CN=<WAN-Man MAC Address>

Intended Usage This certificate is Issued by the Manufacturer CA and installed in the factory.
The NMS server cannot update this certificate. This certificate appears as a
read-only parameter in the PS Element.
This certificate is used to authenticate the PS element identity

Signed By Manufacturer CA
Validity Period 20+ years
Modulus Length 1024. 1536, 2048
Extensions keyusage [c,m] (digitalsignature, keyEnciphemient).

authorttyKeyldentiner [n,m]

ll.3.4.2 .2 .2 CableLalJs Code Verification Certificate Hierarchy

The Code Verification Certificate (CVC) hierarchy . or code verification chain, is rooted at a CableLabs
Code Verification Root CA, which issues the CableLabs Code Verification CA certificate. The Cab]eLabs
Code Verification CA is used to issue CVCs to a set of authorized manufacturers and service providers.
The CableLabs Code Verification CA also issues the CableLabs CVC. This chain is specifically used to
authenticate software downloads. The CableHome PKI allows for Manufacturer CVCs, a CableLabs CVC
and Service Provider CVCs.

The information contained in the following tables are the CableHome specific values for the required fields
according to [RFC 3280]. These CableHome specific values for the CableLabs Code Verification
Certificate hierarchy MUST be followed according to Table ll-7, Table l l-8,Table l l»9,Table I 1-10,
and Table l l—ll below. lfa required field is not specifically listed in the tables, the guidelines in [RFC
3280] MUST be followed. The generic extensions for CableHome MUST also be included as specified in
Cab|eHome PKI Section 11.3.4.2.

CableLabs Code Verification Root CA Certificate

This certificate MUST be verified as part of the certificate chain containing the CableLabs Code
Verification Root CA Certificate, the CableLabs Code Verification CA, and the Code Verification
Certificates.
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Table 11-7 — CableLabs Code Verification Root CA Certificate
Cab|eLabs Code Verification Rant CA certificate

Subject Name Fonn C=US
O=CableLabs
CN=CabIeLabs CVC Root CA

_Inlended Usage This certificate is used to sign Code Verification CA Certificates
Signed By M Self-signed
Validity Period 20+ years
Modulus Length 2048
Extensions Keyusage [c,m] (keycertsign. CRL Sign),

suDJectKeyIdenIifier [n,m],
basicconstraints [c,m](d\=true)

Cfli3iCi4flhS Code Verification CA Certificate

The CableLabs Code Verification CA Certificate MUST be verified as part of a certificate chain containing
the Cab1cLubs Codc Verification Root CA Certificate. Ci.tbleLabs Code Verification CA Certificate, and
the Code Verification Certificate. A Stand-Alone PS MUST only support one Cz1bleLabs CVC CA at a
time.

Table 11-8 — Cab|eLabs Code Verification CA Certificate
CablaLabs code Verification CA Certificate

Subject Name Form C=US
O=CabIeLabs
CN=CabIeLabs CVC CA

Intended Usage _ This certificate is issued to Cab|eLabs by the Cab|eLabs Code VerificationRoot CA‘
This certificate Issues Code Venfication Certificates.

Signed By CableLabs Code Verification Root CA
Validity Period 20 years
Modulus Length 2048
Extensions Keyusage [c.m] (keycertsign, cRL Sign),

subjectKeyldentifier [n,m],
aumoI'ityKey|dentifier [n_m],
basicconstraints [c,m](r:A=true, palhLenConstraint=0j

Manufacturer Code Vcrification Certificate

This certificate MUST be verified as part of the certificate chain containing the CableLabs Code
Verification Root CA Certificate, CableLabs Code Verification CA Certificate, and Code Verification
Certificates.
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Table 11-9 — Manufacturer Code Verification Certificate

Subject Name Form

Manufacturer code Verification Certificate

C=<country>
O=<CompanyName>
[ST=<stateIprovince>]
[L city>]
CN=<CompanyName> Mfg CVC

intended Usage The CableLabs Code Verification CA issues this certificate to each authorized
Manufacturer it is used in the policy set by the cable operator for secure
software download.

The CompanyName In the O and (IN fields may be different,
Signed By
Validity Period

Cab|eLat:s Code Verification CA
up to 10 years

Modulus Length
Extensions

1024, 1536, 2048
keyUsage[c,m1(digitalsignature, keyEncipherment),
extendedKeyUsage [c.m] (id-Kp-codesigning),
autnorityKeyIdentifier [n,m]

CableLabs Code Verification Certificate

The Cz1bleLabs Code Verification Certificate MUST be verified as part of a cenificate chain containing the
Cublclmbs Code Verification Root CA Certificate. CableLabs Code Verification CA Certificate. and
Cz1h]eLabs Code Verification Certificate.

Table 11-10 — Cab|eLabs Code Verilication Certificate

Subject Name Form

Cab|eLabs Code Verification Certificate

C=US
O=Cab|eLabs
CN=CaD|eLabs CVC

Intended Usage The CableLabs Code Venflcation CA issues this certificate. it is used to
authenticate CabIeLabs certified code It is used in the policy set by the mole
operator for secure software download

Signed By Cab|eLabs Code Verification CA

Validity Period
Modulus Length

up to 10 years
1024. 1536. 2048

Extensions keyUsage[e,m](digitalSignature, KeyEnt:ipherment),
extendedKeytJsage [c,m] (id-kp-eodesigningi.
aulhorityKeytdentitier [n,m]

Service Provider Code Verification Certificate

The Service Provider Code Verification Certificate MUST be verified as part ofa certificate chain
containing the CableLabs Code Verification Root CA Certificate, CableLabs Code Verification CA
Certificate, and Service Provider Code Verification Certificate.
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Table 11-11 — Service Provider Code Verification CK-‘.'F'Iil|(‘.lE.lE
Service Provider Code Verification Certificate

Subject Name Fon'rt C=<country>
O=<CompanyName>
[ST=<stateIprovInce>]
it-=<citv>l
CN=<CornpanyName> Service Provider CVC

Intended Usage The CableLabs Code Verification CA issues this certificate to each authorized
Service Provider. It is used in the policy set by the cable operator for secure
software download

The CompenyName in the O and ON fields may be different.
Signed By Cab|eLat:ts Code Verification CA
Validity Period up to 10 years
Modulus Length 1024, 1536, 2043
Extensions keyUsage[c.m](digitalsignature. l<eyEnciphennent),

extendedKeyUsage [c.rn] (id-kp-codeslgning),
authorityKey|dentilier [n,m]

I I .3.4.2.2.3 Cab]eLabs Service Provider Certificate Hierarchy

The Cab1eLabs Service Provider certificate hierarchy, or Service Provider chain. is rooted at a C21blcLabs
Service Provider Root CA, which is used to issue certificates for a set of authorized CableLabs Service
Providers. The Service Provider CA can be used to issue optional Local System CA Certificates or
ancillary certificates. If the Service Provider CA docs not issue the ancillary certificates. the Local System
CA will. The ancillary certificates are the end entity certificates on the cable operator's network. CableLabs

will “host a Service Provider CA for those MSOs who do not want to manage their own Service ProviderCA.

The information contained in the following tables are the CableHome specific values for the required fields
according to [RFC 3280]. These CableHome specific values for the CableLabs Service Provider Certificate
hierarchy MUST be followed according to Table ll— I2 through Table 11-15 below. [fa required field is
not specifically listed in the tables. the guidelines in [RFC 3280] MUST be followed. The generic
extensions for Cableflome MUST also be included as specified in CableHome PKI Section 1 1.3.4.2.

CablcLabs Service Provider Root CA Certificate

This certificate MUST be verified as part of the cenificate chztin containing the CableLabs Service
Provider Root CA Certificate, Service Provider CA Certificate, optional Local System CA Certificate, and
Ancillary Certificates.

97 Revised this paragraph per ECN CH1 .l-N-04.0l20-2 by KB on 4/5/04.
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Table 11-12 — CablnLabs Service Provider Root CA Certificate
CableLabs Service Provider Root CA Certificate

Subject Name Form C=US
0=Cab|eLabs

I CN=CableLabs Service Provider Root CA
intended Usage This certificate is used to issue Service Provider CA Certificates
Signed By Self-signed
Validity Period 20+ years
Modulus Length 2043
Extensions Keyusage [c,m] (keycertsign, cRL Sign),

subjectKey|dentil'ier [n,m],
basicconstraints [c,n1](cA=tme)

Service Provider CA Certificate

The Service Provider CA certificate MUST be verified as part of the certificate chziin containing the
CableLabs Service Provider Root CA Certificate, Service Provider CA Certificate, optional Local System
CA Certificate, and Ancillary Certificates.

Table 11-13 — Service Provider CA Certilicate
Service Provider CA certificate

Subject Name Form C=<eounlry>
O=<CompariyName>
CN=<CumpanyName> Cab|eLabs Service Provider CA

intended Usage The Cat3leLabs Service Provider Root CA issues this certificate to each
Service Provider. In order to make it easy to update this certificate. each
network element is configured with the OrganizationName attribute of the
Service Provider CA Certificate SubiectName. This is the only attribute in the
certificate that must remain constant.

This certificate appears as a read-write parameter in the MIB object that
identifies the OrganizationNarne attribute for the Cab|eHome Kerberoe realm.
The Cab|eHome element does not accept Service Provider certificates that do
not match this value of the OrganizationName attribute in the SubjectNarne.
If the Headend contains a KDC that supports CableHi:ime, then the PS
element needs to perform the first PKINIT exchange with the KDC right alter
a reboot. at which time its MIB tables are not yet configured. At that time. the
CableHome Kerheros client MUST accept any Service Provider
Organizationa|Nan1e attribute. but it MUST tater check that the value added
into the MIB object for this realm is the same as the one in the initial PKINIT
reply.
This CA issues Local System CA oertificates or ancillary certificates.

Signed By CabieLabs Service Provider Root CA
Validity Period 20 years
Modulus Length 2048
Extensions keyUsage[c,m](keyCensign, i:RLSign).

subjectKey|dentifier [n.m],
authorilyKeyidenti1ier[n.m].
basicconstraintsic.m](cA=true. pathLenConstraint=1)

 j:
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The Company Name in the Organization (0) field MAY be different than the Company Name in the
Common Name (CN) field.

Local System CA Certificate

This certificate is optional for the service provider. if this certificate exists, it MUST be verified as part of
the certificate chain containing the CableLabs Service Provider Root CA Certificate, Service Provider CA
Ccrtificatc, optional Local System CA Certificate. and Ancillary Certificates.

Table 11-14 —- Local System CA Certificate
Local System CA Certificate

Subject Name Form C=<country>
O:<CompanyName>
OU=<Loca| System Name>
CN=<CompanyName> Cab|eLal:ts Local System CA

Intended Usage This certificate is optional, and if it exists, is issued by the Service ProviderCA.

This CA issues ancillary certificates.
Network servers are allowed to move freely between regional CA5 of the
same service provider.

Signed Ely_ Service Provider CA
Validity Period 20 years
Modulus Length 1024. 1536, 2043
Extensions l<eyUsage[c,m](keyCertSign. cRLSlgn),

subjectKeyldentifier [n,m],
authorityKey|dentlfier[n,m],
lJasicConstraints[c.m](cA=1rue, pathLenConstraint=0)

The Company Name in the Organization (0) field MAY be different than the Company Name in the
Common Name (CN) field.

KDC Certificate

This certificate MUST be verified as part of the certificate chain containing the CableLabs Service
Provider Root CA Certificate, Service Provider CA Certificate, optional Local System CA Certificate, and
Ancillary Certificates (e.g.. the KDC Certificates).

The KDC Certificate MUST include the Kerberos PKINIT subjectAltName as specified in [PKT-SEC]
subsection “Key Distribution Center Certificate."

Table 11-15 — KDC Certificate
KDC Certificate

Subject Name Form C=<country>
O=<Company Name>
[0U=<Loca| System Name>]
OU= Cab|eLabs Key Distribution Center
CN=<DNS Name>
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KDC Certificate

Intended Usage This oeriificaie is issued either by the Service Provider CA or the Local
System CA. it is used to authenticate the identity of the KDC to the Kerberos
clients during PKINIT exchanges. This certificate is passed to the PS element
inside the PKINIT reply

Signed By Service Provider CA or the Local System CA
Validity Period 20 years

Modulus Length 1024, 1536, 2045
Extensions keyUsage[c,o](digitaISignature)

authorityKeyIdentifier[n,mllkeyldentitiei=<subjet:tKey|dentifier value
from CA certificate>)
sui:jactAitName[n,rn] (see [PKT-SEC], Appendix C)

HTTPS server Server Certificate”

This certificate MUST be verified as part of the certificate chain containing the CableLabs Service
Provider Root CA Certificate, Service Provider CA Certificate, optional Local System CA Certificate, and
Ancillary Certificates (c.g., the KDC Certificates).

Table 11-16 — HTTPS Server Certificate
HTTPS Server Certificate

Subject Name Form C=<country>
0=<Company Name>
[0U=<Lor:a| System Name>]
OU= CabieLabs HTTPS Server
CN=<DNS Name>

Intended Usage This certificate is issued either by the Service Provider CA or the Local
System CA It is used to authenticate the identity of the HTt‘PS sewer to the
H‘i‘|'P clients for the TLS session during provisioning This certificate is
passed to the PS element inside the TLS Server Certificate message.

Signed By Service Provider CA or the Local System CA
Validity Period 20 years
Modulus Length 1024, 1535, 2048

Extensions keyUsage[c,m](digItaISignature, keyEnI:ipherment, dataEncipherment),
extendedKeyUsage[n,m] (id-kp-SEWEFAUIH),
authorityKey|deniifier [n_m]

11.3.4.2.3 Certificate Validation

CableHome certificate validation involves validation of a linked chain of certificates from the end entity
certificates up to the valid Root. For example. the signature on the PS Element Certificate is verified with
the CabieLaiJs Manufacturer CA Certificate, and then the signature on the CableLabs Manufacturer CA
Certificate is verified with the CableLabs Manufacturer Root CA Certificate. The CableLabs Manufacturer
Root CA Certificate is seit'— signed, and is received from a trusted source in a secure way. The public key
present in the CabicL.abs Manufacturer Root CA Certificate is used to validate the signature on the samecertificate.

‘*5 Revised Table ll-I6 per ECN CHI .1-N-O3.(l074»3 by G0 on 12/5/03.
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The exact rules for certificate chain validation MUST fully comply with [RFC 3280]. where they are
referred to as “Certificate Path Validation.“ In general, [1TU—T X509] certificates support a liberal set of
rules for determining if the issuer name of a certificate matches the subject name of another. The rules are
such that two name fields MAY be declared to match. even though a binary comparison of the two name
fields does not indicate a match. [RFC 3280] recommends that certificate authorities restrict the encoding
of name fields. so that an implementation can declare a match or mismatch, using simple binary
comparison. CableHome security follows this recommendation. Accordingly, the DER-encoded
tbsCertificate.issuer field of a CableHome certificate MUST be an exact match to the DER—encoded
tl:usCertificate.suhject field of its issuer certificate. An implementation MAY compare an issuer name to a
subject name by performing a binary comparison of the DER-encoded tbsCertificate.issuer and
tbsCertificate.subject fields.

The CableHome validation of Validity periods for nesting is not checked and intentionally not enforced.
which is compliant with current standards. At the time of issuance, the validity start date for any end-entity
certificate MUST be the same as or later than the start date of the issuing CA certificate validity period.
After a CA certificate is renewed, the start dates of end-entity certificates MAY be earlier than the start
date of the issuing CA certificate. The validity end date for end entity certificates MAY be before. the same
as, or after the validity end date for the issuing CA, as specified in the CableHome Certificate tables.

I 1.3.4.2 .3.l Validation for the Manufacturer Chain and Root Verification

The KDC will validate the linked chain of manufacturer certificates. Usually the first certificate in the
chain is not explicitly included in the certificate chain that is sent over the wire. in the cases where the
CableLabs Manufacturer Root CA Certificate is explicitly included over the wire, it MUST already be
known to the verifying party ahead of time to verify this certificate. The CableLabs Manufacturer Root CA
Certificate sent over the wire MUST NOT contain any changes to the certificate, with the possible
exception of the certificate serial number, validity period. and the value of the signature. If changes other
than the certificate serial number, validity period, and the value of the signature. exist in the CableLabs
Manufacturer Root CA certificate that was passed over the wire in comparison to the known CableLabs
Manufacturer Root CA Certificate, the KDC making the comparison MUST fail the Certificate
verification.”

11.3 .4 2.3.2 Validation for the Code Verification Chain and Root Verification

A back office server can check the validity of the Code Verification Chain prior to beginning the software
download process. For details, see the secure software download Section I 1.8 of this document.

I I .3 .42 .3 .3 Validation for the Service Provider Chain and Root Verification

The CableHome PS Element MUST validate the linked chain of Service Provider certificates. Usually the
first certificate in the chain is not explicitly included in the certificate chain that is sent over the wire. In the
cases where the CableLabs Service Provider Root CA Certificate is explicitly included over the wire, it
MUST already be known to the verifying party ahead of time to verify this certificate. The CableLabs
Service Provider Root CA Certificate MUST NOT contain any changes to the certificate, with the possible
exception of the certificate serial number. validity period, and the value of the signature. if changes other
than the certificate serial number, validity period, and the value of the signature, exist in the CableLabs
Service Provider Root CA Certificate that was passed over the wire in comparison to the known CableLabs
Service Provider Root CA Certificate, the PS element making the comparison MUST fail the certificate
verification.

11 .3.4.2.4 Certificate Revocation

Certificate revocation is out of scope for CableHome.

99 Revised the first sentence of this paragraph per ECN CH I .i—N-03056 by G0 on 10/28/03.
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11.4 Secure Management Messaging to the PS

The security algorithm used to initialize SNMP management messaging depends upon the provisioning
mode of the PS element (see Section 5.5). In Cab1eHome l.l , there are three provisioning modes: DHCP
Provisioning Mode. SNMP Provisioning mode. and Dormant mode. DHCP Provisioning Mode has
additional sub-modes that identify whether it is configured for NmAecess Mode or Coexistence Mode.
SNMP Provisioning Mode requires SNMPV3 for management messaging.

The following sections describe the security algorithms and requirements needed to initialize SNMP
management messaging, based on the provisioning mode of the PS element. The PS element MUST
support the SNMPv3 security algorithms specified in Section I l .4.4.l .2 and Section il.4.4.2,

11.4.1 Goals of Secure Management Messaging

Securing management messages include the following goals:

- Provide options to encrypt network management messages to the PS
0 Provide options to authenticate network management messages to the PS
0 If possible, provide security on management messaging that will not require additional protocols to be

implemented
0 Provide guidelines and minimum requirements for the encryption and authentication algorithms

11.4.2 Secure Management Messaging System Design Guidelines
Reference Security System Design Guidelines

Network management messages between the cable Headend and PS can be
authenticated and optionally encrypted to protect against unauthorized monitoring and
control.

11.4.3 Secure Management Messaging System Description

CableHomc specifies the use of SNMP of management to the PS from the cable operators network. SNMP
has been adopted into Cable industry products for several years. The cable operator back office can support
SNMPVJ , V2 or V3. The PS is required to support management messaging for all three versions of SNMP.
There is no security, per se, built into SNMPVI or v2. SNMPV3 provides basic authentication and
encryption algorithms defined in [RFC 3410] — [RFC 2576] and CableHome specifies the use of the RFC
defined security. SNMPVS does not specify how the keys are set up to start the encryption and
authentication process, and therefore, Cabieflome specifies some details to generate and establish key
exchange. The details are listed within the next section.

11.4.4 Secure Management Messaging Requirements

11.4.4.1 Security Algorithms for SNMP in DHCP Provisioning Mode

in DHCP Provisioning Mode, the PS element can be configured for NmAceess Mode or Coexistence
Mode. in Coexistence Mode the PS element can be configured for SNMPvi, SNMPVZ, and/or SNMPV3
management messaging.

11.4.4.1.1 NmAceess Mode

if the PS Element is provisioned in DHCP Provisioning Mode with NmAceess Mode. the SNMP—based
network management within the PS Elerrienl does not use SNMPv3 and therefore does not need to
initialize SNMPV3 security functions. Initialization of the SNMPVI/v2 management link is defined in
Section 6.3.3.1 ,
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11.4.4.1.2 CoexistericeMode

If the PS Element is provisioned in DHCP Provisioning Mode with Coexistence Mode and the
management messaging protocol is determined to be SNMPV3 (see Section 6.3.3.1). then the PS Element
MUST use SNMPV3 security specified by [RFC 3414]. The PS MUST support SNMPv3 authentication
and SNMPV3 privacy. The cable operator is strongly encouraged to turn on SNMPV3 authentication at all
times. The use of SNMPV3 privacy is recommended if the cable operator can handle the additional load for
encryption.

In order to establish SNMPV3 keys in DHCP provisioning mode, all CableHome SNMP interfaces MUST
utilize the SNMPv3 initialization and key changes procedure as defined in section 2.2 of the DOCSIS l.i
Operations Support Systems Interface specification, {DOCSISI l] (replace “CM" wording with "PS
element" and replace "DOCSIS 1.1 compliant" wording with “Cab1eHome compliant”).

To support SNMPV3 initialization and key changes in DHCP provisioning mode, the PS element MUST
also be capable of receiving TLVs of type 34, 34.1 , and 34.2, as defined in section C.l .2.8 of the DOCSIS
l.l Radio Frequency [nterface specification, [DOCSIS9] and implement the key—change mechanism
specified in [RFC 2786] which includes the usmDHl(ickstartTable MlB object.

11.4.4.1.3 SNMPv3 Key Initialization

For each of up to 5 different security names, the Ultimate Authorization (CHAdministrator) generates a
pair of numbers. First, the CHAdministrator generates a random number Rm.

Then, the CH Administrator uses the DH equation to translate Rm to a public number 2. The equation is asfollows:

2 = g " Rm MOD p

where g is from the set of Diffie-Hellman parameters. and p is the prime from those parameters.

The PS configuration tile is created to include the (security name, public number) pair. The PS MUST
support a minimum of 5 pairs. For example:

TLV type 34.l (SNMPv3 Kickstart Security Name) = CHAdministrator

TLV type 34.2 (SNMPV3 Kickstart Public Number): 2

The PS MUST support the VACM entries defined in Section 6.3.3. I .4.5. Only VACM entries specified by
the corresponding security name in the PS configuration file MUST be active

During the PS boot process, the above values (security name, public number) MUST be populated in theusmDHKickstartTable.

At this point:

usmDHKickstanMgrpublic.l = “z” (octet string)

usmDHKickstartSecurityName.l = “CHAdministrator"

When usmDHKickstartMgrpublic.n is set with a valid value during the registration, a corresponding row is
created in the usmUserTablc with the Following values:

usmUserEngine[D: lccalEnginelD

 e{
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usmUserName: usmDHKickstartSecurityName.n value

usmuserSecurityName: usmDHKickstartSecurityName.n value

usmUserCloneFrom: ZeroDotZero

usmUserAuthProtocol: usmHMACMD5AuthProtuco1 [RFC 2104]

usmuserAuthKeyChange: (derived from set value)

usmUserOwnAuthl(eyChange: (derived from set value)

usmUserPrivProtocol: usmDESPrivProtocol

usmUserPrivKeyChange: (derived from set value)

usmUser0wnPrivKeyChange: (derived from set value

usmUserPublic

usmUserStorageType: pennanent

usmUserStz1tus: active

Note: For (PS) dhKickstart entries in usmUscrTable. Permanent means it MUST be written to but not
deleted and is not saved across reboots.

After the PS has completed initialization (indicated by a value of‘ I‘ (pass) for cabhPsDevProvState):

l. The PS generates a random number xa for each row populated in the usmDHKickstartTable which has
a non—zero length usmDHKickstartSecurityName and usmDHKickstanMgrPublic.

2. The PS uses DH equation to translate xa to a public numberu (for each row identified above).

c = g " xa MOD 1:)

where g is from the set of Diffie—Hellman parameters, and p is the prime from those parameters.

At this point:

usmDHKickstztrtMyPublic.| = “c" (octet string)

usmDHl(ickstartMgrPublic.l = "2" (octet string)

usmDHKiekstartSecurityName.1 = “CHAdministrator”

3. The PS calculates shared secret sk whcrc sk = z "xa mod p.

4. The PS uses sk to derive the privacy key and authentication key for each row in usmDHl(ickstartTable
and sets the values into the usmUscrTable.
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As specified in [RFC 2786], the privacy key and the authentication key for the associated usemame,
“CHAdministrator” in this case, is derived from sk by applying the key derivation function PBKDF2
defined in PKCS#5 V2 .0.

privacy key <—-- PBKDF2(salt = 0xdl3 l0ba6,

iterationCount = 500,

keyLength = 16,

prf= id-hmacWithSHAl) [RFC 2104]

authentication key <———— PBKDF2(salt = 0x98dtb5ac,

iterationcount = 500,

keyLength = 16 (usmHMACMD5AuthProtocol) [RFC 2104].

prf = id-hmacWithSHA I) [RFC 2104]

At this point, the PS (CMP) has completed its SNMPV3 initialization process and MUST allow appropriate
access level to a valid sccurityName with the correct authentication key and/or privacy key.

The PS MUST properly populate keys to appropriate tables as specified by the SNMPV3-related RFCs and
[RFC 2786].

5. The following describes the process that the manager uses to derive the PS's unique authentication key
and privacy key.

The SNMP manager accesses the contents of the usmDHKiekstartTable using the security name
of 'dhKickstart' with no authentication.

The PS MUST provide pre-installed entries in the USM table and VACM tables to correctly
create user 'dhl(ickstart' of security level noAuthNoPriv that has read-only access to system group
and usmDHkickstartTable.

If the PS is in Coexistence Mode and is configured to use SNMPv3 the Group specification for
the dhKicksturt View MUST be implemented as follows:

dhKickstart Group

vacmGroupName ’dhKickstai1'
vacmAccessContextPrefix ""

vacmAccessSecurityMode| 3 (USM)

vacmAccessSecurityLevel NoAuthNoPriv

vacmAccessC0ntextMatch exact

vacmAccessReadViewName 'dhKickstartView'

vacmAccessWriteViewName "'"

vacmAccessNotifyViewName '
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vacmAccessS1orageType permanent

vacmAccessStatus active

The VACM View for the dhKickstart view MUST be implemented as follows:

dhKickstanView subtree l.3.6.l.2.l.l (System Group) and l.3.6.l.3.l0l.1.2.l
(usmDHkickstartTable)

The SNMP manager gets the value of the PS5 usmDHKickstartMypub1ic number associated with the
securityName for which the manager wants to derive authentication and privacy keys. Using the private
random number. the manager can calculate the DH shared secret. From that shared secret, the manager can
derive operational authentication and confidentiality keys for the securityName that the manager is goingto use to communicate with the PS.

11.4.4.1.4 Diffie-Hellman Key Changes

The PS MUST support the key—change mechanism specified in the above section as well as [RFC 2786].

11.4.4.2 Security Algorithms for SNMPv3 in SNMP Provisioning Mode

If the PS Element is provisioned in SNMP Provisioning Mode, the SNMP-based network management
within the PS Element MUST run over SNMI-‘v3 with security specified by [RFC 34l4]. The PS MUST
support SNMPv3 authentication and SNMPV3 privacy. The cable operator is strongly encouraged to turn
on SNMPv3 authentication at all times.The use of SNMPv3 privacy is recommended if the cable operator
can handle the additional load for encryption. ln order to establish SNMPv3 keys in SNMP provisioning
mode, the PS MUST utilizc Kerberized SNMPV3 key management as specified in Section ll.4.4.2.l.

11.4 4.2.1 Kerberized SNMPVB

The Kerberized key management profile specific for SNMPV3 MUST be followed as defined in section
6.5 .4 in [PKT-SEC].

11.4.4.2.2 SNMPv3 Encryption Algorithms

The encryption Transform Identifiers for Kerberized SNMPV3 key management MUST be followed as
defined in section 6.3.l in [PKT-SEC].

11.4.4.2.3 SNMPv3 Authentication Algorithms

The authentication algorithms for Kerberized SNMPv3 key managcmcnt MUST be followed as defined in
section 6.3.2 in [PKT-SEC].

11_4.4.2.4 SNMPVB Engine iDs‘°°

Because the SNMP Manager and Client MUST verify that the SNMPv3 Engine [D in the AP Request and
AP Reply messages are based on the appropriate NMS principal name in the ticket [PKT-SEC]. the
following Rules are used in generating SNMPV3 Engine IDs for use in Cablel-lome:

Rule 1: The SNMPV3 Engine lD MUST follow the format defined in [RFC 3411], i.e., the first bit is set to
l (one) and the appropriate value is used for the first four bytes [RFC 3411];

Rule 2: The fifth byte MUST be the value 4 (four) to indicate that the following bytes, up to 27, are to be
considered as text and are defined as follows:

'°" Revised this section per ECN CH 1 .l—N-03056 by G0 on l0/28/03.
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0 The characters of the NMS principal name MUST be used for the engine [D bytes starting on the 6th
byte.

I The sequence of bytes, indicating the NMS principal name. MUST be followed by one byte and is
considered as an Sbit Hex value. Each unique value identifies a particular SNMP engine in the device
(element or NMS server). The value 0 (zero) MUST not be used.

0 The text string that starts on the 6th byte MUST be terminated with a Null character.

Note: Other formats are possible by following the approach in [RFC 34l I]. The above selection, though. is
intended to reduce implementation complexity that would be required if all of the approaches in [RFC
341 1] were allowed.

11.4.4.2.5 Populating the usmUserTable

SNMPV3 security settings for the cable operator “CHAdministrator" user are defined in Section 6.3.6.3
View-based Access Control Model (VACM) Requirements. The CHAdministrator is the ultimate authority
for management of the Portal Services element. Other users can also be defined. In this section, a USM
user is defined specifically for the provisioning process. in particular, it is defined to enable a notification
receiver to be specified for the cabhPsDevProvEnro]lTrap and cabh[‘sDevinitTrap. which the PS is
required to send during the provisioning process (ref.: Table 13-1 Flow Descriptions for PS WAN—Man
Provisioning Process for DHCP Provisioning Mode, step CHPSWMD—l 1; Table 13-2 Flow Descriptions
for PS WAN-Man Provisioning Process for SNMP Provisioning Mode, step CHPSWMS—li and step
CHPSWMS—l3; and Section l3.3.3 Provisioning Enrol1mentlProvisioning Complete lnfonns).

The msgSeeurityParameters in SNMPV3 messages carry a msgUserName field that specifies the user on
whose behalf the message is being exchanged and with whose security information the fields
msgAuthenticationParameters and msgPrivacyParameters are produced. For the SNMP engine of a
CableHome element to process these messages, the necessary information is required to be entered in the
usmUserTab1e [RFC 3414] for the element engine.

The usmUserTab1e MUST be populated with the following information in the PS Element right after the
AP Reply message is received:

0 usmUserEngine[D: the local SNMP engine ID as defined in Section I l.4.4.2 .4, SN MPV3 Engine
[D510]

usmUscrName: CHAdministratorxx:xx:xx:xx:xx:xx, where xxzxxzxxzxxzxxzxx is the device's WAN-
Man hardware address

usmUserSecurityName: CHAdministratorxx:xx:xx:xx:xxzxx, where xx:xx:xx:xx:xx:xx is the device'sWAN-Man hardware address
usmUserCloneFrom: 0.0

usmUserAuthProtocol: indicates the authentication protocol selected for the user.
from the AP Reply message

usmUserAuthKeyChange: default value ""
usmUserOwnAuth KeyChange: default value ""
usmUserPrivProtocol: indicates the encryption protocol selected for the user, from

the AP Reply message
usmUserPrivKeyChange: default value ""
usmUserOwnPrivKeyChange: default value ""
usmUserPublic: default value ""

usmUserStorageType: permanent

'°‘ Revised this bullet statement per ECN CH1 .1«N~[]30S6 by CO on 10/28/03.
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I usmUserStatus: active

New SNMPv3 users MAY be created with standard SNMPV3 cloning, as defined in [RFC 3414].

The VACM Security To Group Table [RFC 3415] MUST be populated with the following information in
the PS right after the AP Reply message is received:

I vacmSeuurilyM0del: 3(usm)
I vacmSecurityName: CHAdministr21torxx:xx:xx:xx:xx:xx
I vz1cmGroupNume: CHAdministratorSNMP
I vacmSecurityToGroupStatus: active

The VACM Access Table [RFC 3415] MUST be populated with the following information, linked to the
vacmSccurityToGr0upTable defined above, in the PS right after the AP Reply message is received:an
I vacmAccessContentPrefix:

I vacmAccessSecurityModel:3(usm)
o vacmAccessSecui'ityLevel:AuthNoPriv

vacmAccessContcxtMatch: exact( l)
vacmAccessReadViewName: CHAdministratorView
vacmAccessWriteViewName: CHAdministratorView

vacmAccessNotifyViewName: CHAdministratorNotifyView
I vacmAccessStorageType: permanent
I vacmAccessStatus: active

Seven rows of the VACM Vicw Trcc [RFC 34l5J MUST be populated with the following information in
the PS tight after the AP Reply message is Ieceived:

I vacmViewTreeFamilyNaine: CHAdn1inislratorNotifyView
I vacmVie\vTreeFamilySubtree: cabhPsDevProvEm'o11Trz1p
I vacmView'l'reeFumilyType: included

vacmViewTreeFamilyMask: “”

vacmViewTreeFamilyNamc: CHAdministrntorNotifyView
vacmVie\vTreeFamilySubtree: cabhPsDevBase
vacmViewTreeFamilyType: included
vacmViewTreeFamilyMask: “”

vacmViewTreeFamilyName: CHAdministratorNotifyView
vncmViewTreeFamilySubtree: docsDevSoftware
vacmVie\vTreeFamilyType: included
vacmViewTreeFami1yMask: “"

vacmViewTreeFamilyName: CHAdministratorNotifyView
vacmViewTreeFamilySubtree: cabhPsDevlnitTrap
vacmViewTreeFumi1yType: included
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0 vacmViewTreeFamily Mask: “"

vacmViewTreeFamilyName: CHAdministratorNotifyView
vacmViewTreeFamilySubtree: cabhPsDevBase
vacmViewTreeFamilyType: included
vacmViewTreeFamily Mask: “”

vacmViewTreeFamilyName: CHAdminlstratorNotifyView
vacmViewTreeFamilySubtree: docsDevEventTable
vacmViewTreeFamilyType: included
vacmViewTreeFamily Mask: ‘”‘

vacmViewTreeFamilyName: CHAdministratorNotifyView
vacmViewTreeFami1ySubtree: cabhPsDevProv
vacmViewTreeFamilyType: included
vacmViewTreeFamily Mask: “"

11.5 CQQS in the PS

CQoS is a transparent bridge for PacketCahle and LAN—to—LAN QoS. The PackctCable DQoS messages
between the MTA and the CMTS, CMS, or CM are secured by the Packetcable Security Specification. It is
not within the scope of Cableflome to add security for Packetcable messages. CableHome l.1 in-home,
LAN—to-LAN QoS messaging is not secured since the threat for attacks within the home are seen as
extremely low. It is not within the scope of CableHome to add security for PacketCable messages. Since
there is no security requirement for the PS element to secure CQoS messages originated on the WAN. there
is no dependency on the back office servers to support this function.

11.6 Firewall in the Ps‘°2

Security issues have been a major concern for companies relying on networks for decades. and now there
is increasing awareness of security and privacy issues for home users with the always on CM. Because the
average Cablel-lome subscriber might lack some technical knowledge or even if not, lacks the time to keep
their home computers in top—notch secure operation. a firewall has become a necessary first line of defense
in protecting the unsecured computers and other LAN IF devices in the home.

11.6.1 Goals and Assumptions of CahleHome Firewall

Goals:

- Provide the cable operator with a standard and interoperable configuration for the firewall
Provide the cable operator with a minimum set of required functionality for the firewall
Enable monitoring of the firewall cvcnts using the event messaging mechanism
Protect the home network and LAN IP devices on that network From unwanted WAN-to-LAN traffic
Protect the HFC from unwanted LAN-to—WAN traffic.

"'3 Revised this section per ECN cm .l-N-03.00975 by G0 on 12/9/03.
 j.
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Protect the PS from attacks and traffic deemed as unwanted by the cable operator.
Ensure the firewall will process packets at sufficient rates so packet filtering does not introduce a

performance bottleneck, regardless of the complexity or size of the ruleset.
Ensure support of identilied applications through the firewall for specified scenarios.
Provide the cable operator the ability to monitor and change rules used by the firewall
Ensure that the proper security configurations (e.g. filtering rules and policies) exist on the firewall

system.

Identify the types of attacks the firewall will log and specify the log so the operator can view the log asneeded.

Support PacketCable through the firewall
Notify the administrator of defined important events in real time
Provide a factory default ruleset to ensure consistent baseline resets of the firewall

Assumptions:

I The firewall treats all packets destined to or coming from the LAN according to thc cunent policy
regardless of address mode, CAT or Pass—through. (e.g. address mode has no affect on the firewall
operations).

The firewall begins operation immediately after the provisioning complete message, regardless of
provisioning mode. I

SNMP. in particular SNMP messaging directed at the CableHome Management Portal (CMP), can he
used to configure CableHome firewall rulesets. Thus, the ruleset is represented, externally as a
collection of MIB objects.

MIB objects control the logging actions taken by the firewall
The fire\vall will apply filtering rules and policies in conjunction with checking the translated

addresses known to the CAT in the PS.

11.6.2 Firewall System Design Guidelines

Firewal system design guidelines listed in Table ll-17 guided CableHome firewall specifications

Table 11-17 — Cab|eHome Security System Design Guidelines
Reference Security System Design Guidelines

The CableHome firewall will accept configuration files in a standard
language and format.‘
The cable operator will have the ability to remotely manage
CableHome compliant firewall products through configuration file or
SNMP commands

The Cab|eHome compliant firewall will include a detault set of rules
for an expected minimum set 01 functionality.
Cab|eHorne will provide the necessary support for Packetcable

I through the firewall
A minimum set of requirements will be placed on the firewall
filtering capabilities for packet, port, IP addresses, TOD. etc
A detailed firewall event logging interface will allow the cable
operator to monitor and review firewall activity as configured.
The CableHome firewall will support commonly used applications in
specific scenarios.
The Cab|eHome firewall will protect the LAN and WAN from
common network attacks
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Reference Security System Design Guidelines

The management of the events and rulesets for the firewall will be
defined in detail via the CaD|eHome Security MtE

1 The Firewall Configuration File Requirements are dcl'inL-.ti in Scciiolt 7.4 PS Function - Bulk Portal
Services Configuration (HPSC).

11.6.3 Firewall System Description

Today, firewalls are built using a combination of the following components: Packet Filtering (PF), Stztteful
Packet Filtering (SPF). Application Level Gateway (ALG), and Application Sewer Proxy (ASP). A
packet—filtering module is probably the most common firewall component because it determines which
packet streams are blocked and which are allowed to cross the firewall. Each individual packet decision is
based on static configuration information (the ruleset) configured into the firewall‘s filtering mechanisms
(policy) so that the packet will be allowed or denied, based on the inspection of packet header fields:
source and destination [P addresses. source and destination protocol port numbers, protocol type, etc.
Depending on the desired level of security, a great number of filters might need to be configured on a
firewall. The cable operator will need to balance the ruleset complexity with customer needs. CableHome
attempts to specify a rich set of configuration filters, managed via MIB objects, so the various types of
services (protocols and applications) can be individually configured, if needed.

A stateful packet filtering (SPF) module uses accumulated state information from packets that belong to the
same connection when making packet—dropping decisions. The SPF differentiates between different
protocols and handles each protocol’s connection correctly. The SPF module stores and utilizes
information found in the packet‘: network layer and transport layer headers.

An application level gateway (ALG) is a component that knows how to extract information required for
connection tracking from the packet’s application layer. As some protocols incorporate connection control
information at the application layer, the SPF will incorporate ALGs to perform the connection tracking.
The specific ALG (e.g. FI‘P»ALG, IPSEC-ALG) is required for handling each such protocol needed to
support CableHome. For example, the l"I‘P protocol in active mode incorporates the TCP port number that
will be used later on for the data transfer. Therefore, it is required to use an FTP ALG to track the state of
all FTP connections. See Appendix IV for more information on ALG requirements.

An application specific proxy (ASP) firewall filters, based on the application layer protocol unique
features, or messages specifically for the client-server protocols. There are security benefits in the use of
ASPs, For one. it is possible to add access control lists to protocols, requiring users or systems to provide
some level of authentication before access is granted. In addition to being protocol specific, an ASP
understands the protocol and can be configured to block only subsections of the protocol. The ASP allows
the operation of NAT-unfriendly applications when the Portal Service is operating in either of its two
transparent routing modes: C-NAT or C-NAPT. For example, an FTP ASP can be configured to block the
traffic from unauthenticated users, while granting authenticated users selective access to the “put" and
“get" commands, depending on which directions these commands are issued.

The particular combination of packet filer, SPF AGLs and ASPs on a given firewall product,constitutes a
trade off between performance and the security level. Typically, being a network layer mechanism, packet
filters tend to yield better performance than ALGs/ASPS that are application layer mechanisms. A
compromise solution becoming increasingly popular consists of the use of statcful packet filtering (SPF),
where state information accumulated from packets that belong to the same connection is kept and used in
making packet—dropping decision.

SPFs and ASPs both include filtering against the security policy to achieve the desired level of security for
a site. However, while the security policy determines the allowed services and the way in which they are
used across the firewall, the security policy does not spell out the specific configuration for the firewall.
The ruleset is expressed in human readable form, then interpreted by the firewall, and implemented into the

 e
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filtering policy in the internal language of the firewall The filters inspect each packet and determines
which packets the firewall forwards and which it rejects.

The following is a high-level diagram of the CalJleHome firewall and the roles of the various firewall
components referenced by this specification.

Note: This diagram does not indicate any specific technical architecture or implementation. It is only for
logical reference.

Firewall Construction

Operator sendsRule Set &
Mgmt Info

- Config File in the standardized language
- SNMP Set

Firewall Engine

E I. DgjaultsMfg into boxturns filters Resetson or off .consistent

Firewall Filtering Function

Informational
l-D99|“G

Operator
'°°e"'°5 Event ReportingILoggingconfiguredevents

Figure 11-3 — Firewall Logical Reference

11.6.4 Firewall Requirements

11.6.4.1 Configuration File Language for the Firewall

A cable operator chosen ruleset can be configured into the CableHome firewall via it PS configuration file
or firewall configuration file download. Within this section the term configuration file is used to mean
either the PS configuration file or firewall configuration file. The language and format for the
configuration file containing the ruleset applicable to a particular CableHome firewall product is defined.

The PS MUST be able to receive and interpret a firewall configuration file constructed, using TLVS ‘
formatted as described in Section 7.4.4.1 Configuration File Format Requirements. Inside the firewall, the
compiler translates the policy language into a vender specific internal format. TLV type 28 MUST be used
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for all the CableHome firewall MlB objects. The language ofthe PS configuration file and the firewall
configuration file is the same. The requirements for firewall configuration file processing are defined in
Section 7.‘"3

11.6.4.2 Firewall Configuration

The PS supports, but the operator is not required to utilize. remote management of firewall functions. The
firewall in the PS MUST accept rulesels configured in bulk via the specified PS, Firewall Configuration
Files, or configured individually via SNMP SET commands. The PS MUST NOT activate the firewall
while the value of cabhPsDevProvState = inProgress(2). When a configuration file is used to configure
rulesets. upon completion of configuration file download and processing, i.e., cabhPsDevProvState =
pass( I), the firewall rules from the configuration file MUST immediately be applied and available for use
in the PS without reboot of the PS. If the PS cannot process the configuration file for any reason, i.e., if
cabhPsDevProvState = fail(3), the PS MUST use the existing firewall filter table rules indicated by the
cabhSec2FwPo|icySelection object.

11.6.4.3 Firewall Policy and Rulesets

The firewall policy instructs the firewall to filter traffic based on particular rules. The policy accepts the
rulesets to be applied by the filtering function since the filtering function alone has no meaning, as it is
only a set of capabilities. The firewall filtering capabilities, combined with the firewall policy, provide
firewall protection for the Cablel-lome LAN. The firewall filters actively inspect each packet or connection
with the policy to apply the two allowed actions: allow or deny.

CableHome defines three components as inputs into the firewall policy depending upon the configuration:

0 General Behavior Rules — the expected behavior for either allowing or denying traffic flows. These
rules always apply unless there is an exception written into either the CableHome Factory Default
Ruleset or Configured Ruleset

0 CableHome Factory Default Ruleset - the firewall filtering factory default rules used as exceptions to
the General Behavior Rules. These rules may also be used in conjunction with the Configured Ruleset.

- Configured Ruleset — the configured rules used as exceptions to the General Behavior Rules. These
rules may also be used in conjunction with the CableHome Factory Default Ruleset.

The General Behavior Ru les. CableHome Factory Default Ruleset. and the Configured Ruleset apply to
session initiation traffic and not to response traffic

The PS may receive traffic for the PacketCab|e MTA. Therefore, the CableHome specification takes a brief
look at the support needed for the MTA. Support for Packetcable, described in Section I l.6.4.4, consists
of the CableHome Factory Default Ruleset, plus the needed protocols to enable PacketCablc messaging to
traverse the firewall. Appendix IV also notes which ports must be opened for the MTA. Support for
PackctCablc enables provisioning. management, and services through the firewall.

11.6.4.3.1 Firewall Policy and Address Realms

The concept of IP addressing realms are defined in this specification for WAN and LAN IP addresses.
Although the PS is considered part of the LAN, packets originating from or destined to the PS are not
referred to as LAN traffic for the purpose of firewall filtering. Instead, the specific PS IP address is called
out. Packets originating from or destined to the PS are indicated by the use of the WAN-Man IP address,
PS server router IP address, or to the fixed l92.l68.0.l [P address (which can be, but not necessarily, the
same as the PS server router IP address). Accordingly, the firewall will distinguish traffic to and from the
PS in the CableHome Factory Default Ruleset and Configured Ruleset. Firewall behavior is independent of

‘"3 Revised the first sentence in this paragraph per ECN CHl.l-N-03069 by CO on l0/28/03.
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Addressing Realms defined in Section 4. Firewall rules are not effected by Primary Packet Handling Modeor WAN Address Modes.

11.6.4.3.2 General Firewall Behavior for Cab|eHome

The firewall in the PS is required to filter traffic based on the specified General Behavior Rules. These
rules are specified to provide a baseline level of filtering behavior by the firewall in the PS. The General
Behavior applies unless an exception is defined in the Default or Configured Ruleset. The states defined
for the General Behavior Rules are either to allow or deny traffic. With the General Behavior Rules in
place. the cable operator can expect the PS to always behave in a standardized way with regard to filtering
traffic. The PS MUST apply the General Behavior Rules for firewall filtering as specified in <<cross
reference to CableHome Firewall General Behavior Rules Tablc>> to a packet unless the firewall is
configured to use another nile written into the Factory Default Ruleset
(cabhSec2FwFactoryDefaultFilterTable [CH J J) or the Configured Ruleset (docsDevFilterIpTable).

Table 11-18 — Cab|eHome Firewall General Behavior Flutes
General Behavior

source IP Address Destination IP Address Rule

Any WAN lP Address PS WAN-Man IP Address
PS WAN-Data IP Address
PS Server Router IP Address OR
192.16S.lJ.1

Any LAN IP Address (passthrough mode)
PS WAN-Man OR WAN-Data IP Any WAN IP AddressAddress

Any LAN IP Address

PS Sewer Router IP Address OR Any WAN IP Address
192.168.0.1

Any LAN IP Address

Any LAN IP Address PS Server Router IP Address OR192. 1 68.0.1
PS WAN—Man OR WAN-Data IP Address

Any WAN IP Address

11.6.4.3.3 Cab|eHome Factory Default Ruleset

The Cab|eHome Factory Default Ruleset defines a set of filtering rules to be applied when the Default
Ruleset option of the cabhSec2FwPolicySelection object is selected. The CableHome Factory Default
Rulcsct MUST be hurd—coded into the PS at the time of manufacture. The PS MUST use the Cableflome
Factory Default Ruleset when the cabhSec2FwPolicySelection object is set to fz1ctoryDefault(l), or
factoryDefaultAndConfiguredRuleset (3).

Table l [-19 specifies the Cablcflome Factory Default Ruleset. Both LAN address realms, LAN-Trans and
the LAN-Pass, are treated the same for the CableHome Factory Default Ruleset and are labeled LAN IP
Address. The firewall MUST be able to look up addresses in the CAT mapping table to apply policy based
on the real Host device IP Address. The table bases information on session initiation, not on allowed
traffic. The CableHome Firewall Factory Default Ruleset MUST be implemented for session initiation and
not for traffic returning in response to an allowed session. Traffic returning at the request of the initiator is
understood as state information for a session and the firewall will check the session state after checking the
policies to ensure a packet is not denied that is part ofa current session.
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Table 11-19 - C-ableHome Firewall Factor Delault Policy

Source IP Address

Any WAN IP Address

Destlnatlon IP Address

PS WAN-Man IP Address

General
Behavior

Exception Fllterlng
Protocol Llst (Rule

Number)

Allow ICMP (1)
Allow SNMP (23)

PS WAN-Dale IP Address Allow ICMP (15)
PS Sewer Router IP Address OR
192.1680 1

None

Any LAN IF Address (passlhrough
mode)

Allow ICMF (4)

PS WAN-Man OR WAN-Data IP
Address

Any WAN IF‘ Address None

Any LAN IP Address Allow ICMF’ (5.15)

PS Server Router IF‘ Address OR
192.158 0.1 - Any WAN IP Address

None

Any LAN IP Address NONE

Any LAN IP Address PS Sewer Router IP Address OR
192.16B.O.1

None

PS WAN-Man OR WAN-Data IP
Address

Allow ICMP (5.17)

Any WAN IP Address Deny Kerberos (7 -12)
Deny Syslog (13,143)

The Cableflome Firewall Factory Default Rulcset listed in Table 1 1-20 MUST be implemented in the
cabhSec2FwFactoryDefaultFilte1’I‘able MIB object‘ The column headers correspond to the defined MIB
objects in the CableHome Security MIB but since the object names are rather long, only the varying part of
the object name is used in the table below. The rules that include the PS WAN—Data IP address are listed
starting with Table Index 15, since the cable operator can optionally provision one or more WAN—Data IP
addresses in the PS. This table will be correctly populated at the time the PS completes provisioning
dependent upon how the cable operator has configured the IP addresses.
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Table 11-20 — Cab|eHome Firewall Factory Delaull FlulesetI

TableIndex Direction Protocol SourceForILow Soun:ePortH|gh DestPortLow DestPartHigh Continue
0WAN IP (0.0 0 0) (255.255 255 255) 1

(0 0.0 0)
WAN IP (0.0.0 0) (255.255 255 255)
(0 0.0.0)
WAN IP (0.0.0.0) (255 255 255.255)
(0 0.0.0)
WAN IP (0.0 0.0) (00.0.0)
(0.0.0 0)

PS WAN» (255 255 255.255) (0.0.0.0)Man

LAN IF’ (U.D.U_0) PS WAN- (255255 255 255)
(00.0 0) Man
LAN IP (00.0.0) WAN IP (0.0 0 0)
(0.0 0 0) (0.0 0.0)
LAN IP WAN IP (00.0.0) 88
(0 0 0 0) (0 0 0 0)
LAN lP WAN up (00.0.0) 749
(0 0.0.0) (0000)
LAN IF‘ WAN IP (0.0.0.D) 749 749
(0 0.0.0) (0 0.0.0)
LAN IP 1293 1293
(0.0.0.0)
LAN |P 1293 1293
(0.0_0 0)

LAN IP (0 0 0.0) (0 0.0.0) 514 514
(0.0.0 0)

(0 0.0.0) (0 0 0.0) 514 514

(0 0 0.0) (255255 255 255) 65535

'(255.255.255.255) (0 0 0.0) 55535 lrue

(0 0.0.0) (255 255 255 255) 55535 true

The cable operator can configure the PS with any firewall ruleset via configuration file or SNMP Set.
When a cable operator sends rules to the PS, these rules are known as the Configured Rulesel. The PS
MUST store the Configured Rules in the docsDevFilter[pTuble [RFC 2669] and any scheduling
information for particular rules in the MIB objects defined by Cublel-{ome in the
cabhSec2FwFilterS0heduleTahle |Cl-ll]. The Configured Ruleset is only active for firewall filtering if the

‘"4 Revised this cell per ECN CH1.I-N-04.0123-2 by KB on 4/5/04.
”" Revised this cell pct ECN CH1 .1-N-04 0123-2 by KB on 4/5/04.
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firewall is enabled, and the policy selection is set to configuredRuleset(2) or
t'actoryDefaultAndConfiguredRuleset(3). The Configured Ruleset can be cleared from the
docsDevFilterIpTable by setting the value of cabhSec2FwClearPreviousRuleset to true(l).

11.6.4.4 Packetcable Support

If the cable operator deploys Packetcable, the CableHome firewall may need to pass traffic to and from the
MTA, depending upon network and device configuration. The CahleHome firewall will not break
protocols defined in the PacketCable specifications if the cable operator correctly configures the
CableHomc firewall. The cable operator may need to configure the firewall for any additional rules to
ensure that PacketCable will be enabled through the firewall. The following Table l [-21, is a list of
specifications which have unique port requirements for communication with the MTA. However. it is not a
comprehensive list of all the PacketCable specifications.

Table 11-21 — Relevant PacketCable 1.x Specilicatlons for Cab|eHome Firewall
Description Specification

AudioNideo Codecs Specification [PKT-CODEC]
Dynamic Quality of SEl'VlCe Specification [PKT-DQOS]
Network-Based Call Signaling Protocol Specification [PKT-MGCP]
MTA Device Provisioning Specification [PKT-PROV]
Seeunty Specification [PKT-SEC]-4
Management Event Mechanism Specification [PKT-MEM]
Audio Sewer Protocol Specification [PKT-ASP]
Call Management Server Signaling Specification [PKT-CMSS]

The list of the required PacketCable protocols to the MTA have been taken from the indicated
specifications. The [ANA assigned port numbers to open the ports needed by the PaL‘ketC'.tble specified
protocols through the firewall are listed in Appendix IV, Applications Through CAT and the Firewall. The
PacketCable l.x defined protocols include the following:

a Provisioning SNMPV3, DHCP, DNS, TFTP, SYSLOG
- Media Stream RTP, RTCP

- Q0S RSVP
- Security Kerberos. lPSec
I Network Call Signaling MGCP, SDP (Note: SDP does not require any specific port.)

11.6.4.5 Firewall Filtering

This section specifies requirements for the Cablel-lome firewall‘s packet filtering component. The specified
packet filter cxamines individual packets and determines whether to allow or deny their passage across the
firewall. More specifically. the packet filter inspects packet header fields and makes per~paeket decisions
based upon the contents of those fields and configured ruleset.

11.6.4.5.1 Minimum Set of Filtering Capability

For the purpose of CableHome, a simple NAT or packet filter is not sufficient. In order to provide a
flexible and secure solution the firewall MUST implement an Application Specific Proxy (ASP) or a
Stateful Packet Filtering (SPF) firewall. Additionally. specific requirements for these filtering techniques
are needed in order to provide a sufficient level of testable, reliable, and interoperable products for the
cable industry. The CableHome firewall‘s ASP/SPF component controls traffic llows associated with
application—layer protocols that cannot be effectively and transparently controlled through static filtering.

04/09/04 cabIeLobs° 209
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The filtering mechanisms will examine applications that are dynamically established over IP, TCP, UDP,
or ICMP sessions. Port, lP address. and scheduling activity is managed as related to a “session" within the
firewall. Also, the application specific proxy allows the operation of NAT—unfriendly applications when
the Portal Service is operating in either of its two transparent routing modes: C-NAT or C-NAPI‘.

Regardless of the type of firewall that is implemented, the PS firewall MUST be session aware and able to
track information on an IP address pair (source and destination) in conjunction with the current policy for
the specified IP address. A session consists ofa pairing of IP addresses on a per request basis. This request
includes matching the request with the allowed policy for that session which consists of [P address,
application port and curfew.

The firewall's packet filter architecture specifies separate inbound (WAN—to—LAN) and outbound (LAN—to—
WAN) packet filters and PS. The inbound packet filter examines packets coming into the PS WAN
interface. The outbound packet filter examines packets coming into the PS LAN interface. Separate rules
can be applied to inbound and outbound packet filters. Packets destined to the PS from the WAN or LAN
are filtered at the firewall prior to forwarding to any of the PS nnn—firewall components (CAP, CD1’, CNP.
CSP, CQP, and CPM).

__.._.-——.___...____.....I

Cablel-{ome uses the following filtering definitions:

I ALLOW means “let the packet through".
0 DENY means to “drop the packet".

0 NAT/NAPT (CH CAT) packets will be translated from the LAN, while packets returning from the
WAN to the LAN will be recognized as such and will undergo rcvcrse NAT/NAP1". The firewall filters
will be applied in conjunction with the correct source or destination address on the LAN.

_e_ 
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The CableHome firewa1l‘s inbound and outbound packet filters MUST exhibit the following behavior:

I The firewall MUST filter traffic based on the Cablel-lome defined policy as listed in Section 1 1.6.4.3
Firewall Policy, in cases where there is not an explicit rule to follo\v when checking a packet.

The firewall MUST deny replayed packets from either the LAN or the WAN.
The firewall MUST create a “state" for all allowed packets initiating a session. A packet will either be

accepted because there is a static rule to allow packets of that criteria, or there is a state that implies that
the packet will be allowed through as a result of an ongoing allowed session.

The firewall SHOULD NOT allow TCP outbound traffic prior to establishing a TCP session (i.e.. prior
to completing a 3-way TCP handshake).W'

Packets with one of the following [P Options: LSRR (Loose-Source-Route), SSRR (Strict-Source-
Route). RR (Record—Route) MUST be denied.

There are many types of network attacks that the firewall can filter. Many methods and tools are used to
attack various devices on a network. The list is very long and changes faster then any Current published
document can claim. The CablcHome specification calls out some the well known attacks for general
security consideration. The firewall SHOULD protect against port or network scanning launched from
LAN or WAN.The firewall SHOULD protect against floods of packets and malformed packets. The
firewall SHOULD protect against the following list of denial of service attacks: “Ping of Death“,
“Teardrop", “Bonk”, "Ncstea”, “SYN Flood", “LAND Attack”, “lP Spoofing", “Smurf Attack",
“WinNuke", and any high-frequency messaging originated by LAN lP Devices, such as BPg[nit or DHCP
DISCOVER messages.

11.6.4.5.2 Filter Criteria

The default is to deny traffic initiated from WAN IP addresses, the PS WAN—Man [P address, or the PS
Server Router IP address. Therefore, the rulesets are built to allow particular traffic for these addresses.
The default is to allow traffic from LAN IP addresses unless explicitly set to deny. therefore, the rulesets
are built to deny particular traffic to these addresses. This section does not specify all the expected filtering
capabilities, but lists a minimum set of criteria which is expanded by specified MIB objects. Inbound and
outbound packet filters MUST examine traffic to see ifa rule will allow the traffic based on the following
filtering criteria:
I 1P source address
I IP destination address

I IP (“next level") protocol: e.g., TCP. UDP, ICMP, lPsec AH, lPsec ESP
- TCP or UDP source and destination ports
I Start-of-connection information for TCP packets (i.e., absence of ACK bit) for session tracking
0 Sequence number tracking for sessions

The above packet data is used as criteria for matching incoming packets to a specific rule, and hence.
arriving at a specific filtering decision (allow/deny). The firewall MUST check the [P source and
destination address to see if any rule applies to that address. Ifthe ruleset currently prohibits forwarding
traffie to or from an [P address, the firewall MUST deny the packet. unless it needs to be passed due tostate.

Note: Filtering against the current policy include more requirements for filtering that must be applied.
however, are not considered a part of the built—in filtering criteria.

'0“ Revised this bullet per ECN CHl.l—N-04.0123-2 by KB on 4/5/04.
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11.6.4.5.3 Filtering Architecture

The Cableflome firewall packet filter MUST be able to filter traffic as it enters the PS, with the exception
of using the USFS function from the LAN, and provide distinct inbound (WAN-to-LAN). outbound (LAN-
to-WAN), and PS packet filters. This firewall MUST have the following attributes:

0 filter packets received from the PS WAN interface, e.g. lflndex = l,(this is referred to as inbound
filtering)

packets received from the PS LAN interface, e.g. Iflndcx = 255. (this is referred to as outbound
filtering)

filter packets originating from within the PS going either to the LAN or WAN
apply filters only as currently enablcd

inbound and outbound packet filtering precedes the delivery of packets to any of the PS's non—firewall
components, except the USFS for packets coming from the LAN

0 outbound packet filtering precedes any ASP/SPF processing

The WAN inbound packet filter MUST exhibit the following behavior:

0 Default deny; meaning the default behavior of the firewall on inbound packets, that do not have
explicit filtcr rules to allow the packet. is to drop the packet.

- Deny all packets whose source address is in the LAN-Pass or LAN—Trans address realms received
from the PS WAN interface, e.g. lflndex = l.

0 Deny all packets with broadcast or multicast source addresses.

The LAN outbound packet filter MUST exhibit the following behavior:

- Default allow; meaning the default behavior of the firewall on outbound packets, that do not have
explicit filter rules to deny the packet, is to allow the packet.

- Reject all packets with broadcast or multicast source addresses.

11.6.4.6 Firewall Event Fleporting

The information coming out of the firewall is critical for routine management and monitoring. as well as
providing the appropriate events for specified attacks. The events generated by the firewall can be used for
intrusion detection. DOS attacks, and any failures or logs related to the firewall system. The analysis of the
logs can be quite cumbersome if there are large amounts of data to sort through. Also, if there are too many
events sent to the cable operator, it could tie up bandwidth, since there can be many firewalls sending
events to the NMS located in the cable operator back office. The cable operator will need to decide which
items they wish to turn on to monitor the firewall and how often they would like to receive events.
Tuming—on event reporting is separate from tuming—on the ruleset for the firewall filtering criteria. When
the firewall event enable MIB objects have been set to enable the firewall to track defined event types, the
firewall will log and send specified event messages as defined in this section and Appendix 11.

Each of the specified events can be turned on or off by the cable operator through setting a SNMP MIB
object through a configuration file, or a SNMP set. It is recommended that SNMPv3 be used to secure
SNMP messages containing firewall information.

11.6.4.6.1 Firewall Events

Firewall events allow a cable operator to remotely assess the level of hacker activity and modifications to
the firewall on specific PS elements. Event generation is based on management changes to the ruleset.
events detected by the firewall as enabled by the ruleset, or TFTP/HTTP events based on downloading.
The TFTP/HTTP events for firewall download MUST be sent, as defined by Appendix ll.

The firewall MUST be capable of logging the following types of cvcnts:
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TYPE I: Type I MUST log all attempts from both LAN and WAN clients to traverse the firewall
that violate the Security Policy when this type is turned on via the cabhSec2FwEventEnable MIB
object. This logs all connection attempts that are dropped due to policy violation. An attack is
defined as packets (meaning each packet is counted as an attack), that attempt to traverse the
firewall and violate the current policy. lf enabled. and the threshold is reached, the PS MUST
immediately send evcnt 80010201

TYPE 2: Type 2 MUST log identified Denial of Service attack attempts when this type is turned
on, via the cabhSec2FwEvcntEnable MIB object. A type 2 attack is defined as any attempt that is
considered to be disrupting any service, like the flood of duplicate packets (meaning l0 packets
are counted as one attempt), or malformed packets or unpermitted connection attempts from the
same host. for a multiple number of times. lfenabled, and the threshold is reached. the PS MUST
immediately send event 800 l02o2.'°”

TYPE 3: Type 3 MUST log all changes made to the cabhSec2FwPo1icyFileURL or
cabhSec2FwPolicyFileCurrentVersion or cabhSec2FwEnable MIB objects when this type is
turned on, via the cabhSec2FwEventEnable MIB object. Tracking the changes to the firewall
configuration provides valuable feedback to the cable operator for debugging purposes. If enabled
and the threshold is reached, the PS MUST immediately send event 800l0203.‘°“

TYPE 4: Type 4 MUST log all failed attempts to modify cabhSec2FwPolicyFileURL and
cabhSec2FwEnable MIB objects when this type is turned on, via the cabhScc2Fwl:'ventEnable
MIB. If enabled and the threshold is reached, the PS MUST immediately send event 80010204.“

TYPE 5: Type 5 MUST log allowed inhound packets from the WAN when this type is turned on,
via the cabhSec2FwEventEnable MIB object. This enables the cable operator to monitor traffic in
a scenario where there are signs of detection intrusion or DOS attacks from the WAN side. If
enabled and the threshold is reached, the PS MUsT immediately send cvcnt s00 l0205_' “’

TYPE 6: Type 6 MUST log allowed outbound packets from the LAN when this type is turned on,
via the cabhSec2FwEventEnahle MIB object. This enables the cable operator to monitor traffic in
a scenario where there are signs of attacks coming from a home LAN across the WAN. If enabled
and the threshold is reached. the PS MUST immediately send event 800l0206."'

The event types for CableHome are defined for monitoring purposes only. It is up to the individual cable
operator to evaluate and execute any necessary response to issues detected and reported by the firewall.

11.6.4.6.2 Firewall Logs

The firewall log information MUST be recorded in the PS for each enabled log type, as specified in
Section ll.6.4.6.l . The PS MUST log the specified information unless the cabhSec2FwEventThreshold is
set to zero, or the cabhSec2FwEventEnable is set to disable, or the cabhSec2FwEventlnterv-al is set to zero.
If the log table is full. the PS MUST remove the oldest entry and add the new one. If the
cabhSec2FwEventThreshold is not set to zero. the cabhSec2FwEventEnab1e is enabled, the
calJhSec2FwEventInlerVal is not set to zero and the log is not full, the PS .VlUS'l' continue to log events of
the enabled type. Once the cabhSec2FwEventLogReset is set to l to clear the log, and the
cabhSecZFwEventEnable is enabled, the cabhSec2FwEventCount MUST start counting from zero.' ‘1

“" Revised this paragraph per ECN CHl.l-N-04.0|23-2 by KB on 4/5/04.
mx Revised this paragraph per ECN CHl.|-N-04.0l23-2 by KB on 4/5/04.
"W Revised this paragraph per ECN CHI .|-N-04.0123-2 by KB on 4/5/04.
"0 Revised this paragraph per ECN CHI . l-N-04 0l23-2 by KB on 4/5/04.
"‘ Revised this paragraph per ECN CHl.|-N—04.0l23—2 by KB on 4/5/04.
"3 Revised this paragraph per ECN CH1 l-N-04.0 l23—2 by KB on 4/5/04.
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The PS, at a minimum, MUST support the logging of 40 entries in the Firewall Log Table
(cubhSec2FwLogTable). lf an event type is enabled, the PS MUST log information required by the event
type at a minimum rate of 1 event per evcry 5 scconds,even while under attack. It is expected that the PS
will not consume the majority of its computing resources on logging and when attacks occur, the PS
SHOULD be able to pass traffic at a normal rate and otherwise function nomially.'”

Logging can pose different problems if not properly done. Logging all events and packets can make the log
complex, lengthy, and difficult to understand. It is difficult to sort through a lot of information to look for
one item in particular. If logging is limited to only a few types of events, it will not provide enough
information to the cable operator to debug intrusions or detect attacks. Note that logs can be sniffed if they
are not encrypted. A hacker can use log information to gain insight into the various services running on thePS or LAN Host devices.

CablcHome requires a particular set of information to be logged for each type of event that is enabled. The
log function MUST log packets of each type according to the rules for that type of event. The requirement
for Date and Time assumes that the Date and Time will be as accurate as the last update of the PS clock
during the provisioning sequence.

The cubhSec2FwLogTahle for the event types 1, 2, 5, & 6 MUST record the following information for
each occurrence unless otherwise specified:

- Event Number — MUST be recorded as defined in Appendix [1, one time, at the start of the log
0 Event Priority — MUST be recorded as defined in Appendix ll, one time, at the start of the log
0 Date and Time — when the event occurred:

0 MUST consist of the four—digit year, month, and day
- MUST consist of the hour, minute, and second

Protocol — the protocol indicated in the IP header field (1 = ICMP; 2: IGMP; 6 =TCP', l7= UDP)
Source IP Address
Destination IP Address

Source Port (TCP and UDP)
Destination Port (TCP and UDP)

Message Type (ICMP) - [RFC 2474] defines ICMP and when the firewall blocks an ICMP packet the
log MUST display a number indicating what type of ICMP message it was. 0 — Echo Reply. 3 -
Destination Unreachable, 4 — Source Quench, 5 - Redirect. 8 - Echo Request, 9 - Router Advertisement,
10 - Router Solicitation, ll — Time Exceeded, l2 — Parameter Problem, 13 — Timestamp Request, 14 -
Timestamp Reply, 15 — [nformation Request. 16 - Information Reply, l7 — Address Mask Request, 18 —
Address Mask Reply

Replay Count — if the data being recorded is a replay attack, the firewall SHOULD NOT record each
occurrence of the attack. However. the firewall SHOULD record the number of occurrences up to the
threshold value set for the specific type

The cabhSec2FwLogTab|e for the event type 3 MUST record the following information for each
occurrence unless otherwise specified:

0 Event Number - MUST be recorded as defined in Appendix II, one time, at the start of the log
I Event Priority - MUST be recorded as defined in Appendix II, one time, at the start of the log
I Date and Time — when the event occurred:

0 MUST consist of the four-digit ycar. month, and day
I MUST consist of the hour, minute, and second

‘'3 Revised this paragraph per ECN CHl,l-N-O4.0l23-2 by KB on 4/5/04.
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0 Source IP Address

0 MIB objectchanged

The cabhSec2FwLogTable for the event type 4 MUST record the following information for each
occurrence unless otherwise specifiedzm
0 Event Number - MUST be recorded as defined in Appendix ll, one time, at the start of the log.

0 Event Priority — MUST be recorded as defined in Appendix II, one time. at the start of the log
I Date and Time — when the event occurred:

0 MUST consist of the four—digit year. month, and day
0 MUST consist of the hour, minute. and second

Source [P Address

MIB object attempted to be changed

11.6.4.7 Applications Through the Firewall

As part of the minimum set of capabilities. the Cablel-lome firewall MUST be capable of allowing
specified applications, as defined by Appendix 1V. to traverse the PS to reach its intended destination. The
firewall applies the current ruleset to the policy to ensure the correct openings are created to support
specific traffic between the LAN and WAN, as well as to and from the PS itself. The PS MUST NOT limit
the number of sessions or connections to be supported simultaneously, unless otherwise specified in
Appendix IV, Applications through the CAT and Firewall.

The firewall policy is applied to the traffic as it attempts to traverse the firewall. The packets are first
processed in the firewall prior to being sent to the PS for further processing, or to the destination on the
WAN or LAN. The policy is applied to source and destination IP addresses. ports. and time of day.
Appendix [V lists the requirements and provides more detail.

11.6.4.8 Firewall MIB Objects

The firewall MIB objects consist of a three general groupings: l) a set to manage the firewall
configuration. 2) a set to monitor and log events, and 3) a set to manage the rulesets themselves. The
requirements for the firewall MIB objects MUST be used in conjunction with the Cublel-lome Security
MIB document [CHlJ.

11.6.4.8.1 Firewall Ruleset Management MIB Objects

The following firewall management objects MUST be implemented in the PS:

cabhSec2F\vPo|icyFileURL - contains the name of the policy rule set file and the IP address of
the TFFP or HTTPS server containing the policy rule set file. in a TFTP or HTTPS URL fomlat.
A policy rule set file download is triggered when the value used to SET this MIB is different than
the value in the cahhSec2FwPolicySuccessfulFileURL MIB. Refer to Section 7.4.42.3 Firewall
Configuration File Trigger.

If the download of the Firewall Configuration File is not successful, the PS MUST NOT update
the cabhSec2FwPolicySuccessfulFi1eURL MIB with the same value as the
cabhScc2FwP0licyFileURL MIB. In any case. the cabhSec2FwPolicyFileURL MIB object MUST
contain the value SET by either the PS Configuration File or by a SNMP SET command. When
the PS is reset, the cabhSec2FwPolicyFileURL MIB object MUST be populated with its default

‘” Revised following bulleted list per ECN CH1.l-N—04.0l 15-1 by KB on 4/5/04.
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value.' [5

CabhSec2FwPo1icySuccessfulFileURL - contains the name of the policy mic set tile and the IP
address of the TFTP server that contained the policy rule set file, in a TFTP or H’ITPS URL
format, which was used to trigger the last successful download. Ifa successful download has not
yet occurred, this MIB should have a Null value.“

cabhSec2FwPolicyFileHash — Defines the SHA—l digest for the corresponding ruleset file.

cabhSec2FwPolicyFileOperStatus - Contains the operational status of the firewall configuration
file download and it MUST contain the following three states:

0 inProgress(l) — indicates that a firewall configuration file download is underway.
0 complete(2) — indicates that the firewall configuration file has downloaded successfully.
0 failed(3) - indicates that the last attempted download of the firewall configuration file

failed.

cabhSec2FwPolicyFi1eCurrentVersion — A label set by the cable operator that can be used to
track various versions of configured rulesets. Once the label is set, and it, along with the
configured rules are changed, may not accurately reflect the version of configured rules running
on the box. This object MUST Contain the string “null", if it has never been configured.

cabhSec2FwEnab1e — Allows for activation and deactivation of firewall. If this object is set to
disabled, the firewall MUST be completely turned off. If this object is set to enable, the firewall
MUST be activated immediately without rebooting the PS.

cabhSec2FwClearPreviousRuleset - Allows the Operator to clear the filter rule entries in the
docsDevFi1ter[pTab[e.

cabhSec2FwPolicySelection - Allows for selection of the filtering policy as defined by the
following options:

0 factoryDefault (1) indicates the firewall is using the factory default settings defined in
Section 1 l.6.4.3.2. If the cabhSec2FwPolicyselcction MIB object is set to factoryDefault
(1), then the firewall filters against the Factory Default Ruleset in the
cabhSec2FwFactoryDefaultFilterTable.
configu redRuleset (2) indicates the firewall is using the Configured Ruleset. If the
cahhSec2FwPolicyselection MIB object is set to configuredkuleset (2). then the firewall
fillers against the Configured Ruleset in the docsDevFilterlpTable.
factoryDefaultAndConfiguredRuleset (3) indicates the firewall is using the Factory
Default Ruleset and the Configured Ruleset. if the cabhSec2FwPolicyselection MIB
object is set to factoryDefaultAndConfiguredRulcsct(3) the PS MUST filter against the
CableHome specified Factory Default Ruleset in the
cabhSec2FwFactoryDefaultFilterTable and the Configured Ruleset in the
docsDevFilterIpTable. [n the case of conflicting rules between the two tables, the rule in
the Configured Ruleset (docsDevFilterlpTable) is the rule that the PS MUST apply to the
packet.

cabhSec2FwEventSetToFactory — Allows the operator to clear all the cvcnts currently set in the
event table. The PS MUST immediately clear the CabhSeC2FwEventControlT'able if this object isset to true.

"5 Revised the two preceding paragraphs per ECN CHl,l-N-03035 by CO on 07/03/03.
"6 Added this statement per ECN CH1 .1-N-03035 by CO on 07/03/03.
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cabhSec2FwEventLastSetToFactory - This object reports the last time the event table was
cleared.‘ '7

11_6.4.8.2 MIB Objects for Firewall Events

The following firewall event objects MUST be implemented in the PS, as defined in the CableHome
Security MIB and are included in the cabhSec2FwEventControlTable:

cabhSec2FwEventType - Assigns the event type for the table to track. Event types are defined in
Section ll.6.4.6.l.

cabhSec2FwEventEnable — Enables or disables counting and logging of firewall events by type
as assigned in cabhScc2FwEvcntType. Logging requirements are defined in the log data section
of this document. This is an on/off switch only. if the enable value changes. the PS MUST
immediately send the appropriate event (800l0l0x). If this value is enabled. the firewall MUST
log occurrences in the cabhScc2FwLog. The firewall MUST NOT count, send events, or collect
log data for attacks when cabhSec2FwEventEnable is disabled. Default: false

cabhSec2FwEventThrcshold - Number of attacks to count before sending the appropriate event
by type as assigned in cabhSec2FwEventType. If the value is set to zero, the firewall MUST NOT
count, send events, or collect log data for this type. Default: 0

cabhSec2FwEventInterval - Indicates the time interval in hours to count and log occurrences of
a firewall event type as assigned in cabhSec2FwEventType. This time interval applies as long as
the cabhSec2FwEvcntThrcshold object is not exceeded. If the cabhSec2FwEventlnterval MlB
object has a value of zero, there is no interval assigned and the PS MUST NOT count, send. or log
events. Default: 0

cabhSec2FwEventCount - [ndicates the current count of attacks, up to the
cabhSec2FwEventThreshold value by type as assigned by cabhSec2FwEventType. The firewall
MUST start counting attacks from zero each time the cabhSec2FwEventEnable MIB object is
enabled, or the cabhSec2FwEventlnterval is over, or the cabhSec2FwEvcntCount equals the
cabhSec2FwEventThreshold value. If the number of attacks counted in the
cabhSec2FwEvcntCount equals the threshold set in the cabhSec2FwEventThreshold, prior to the
end uf the time interval defined by the cabhSec2FwEvent[nterval object, the PS MUST
immediately send the appropriate event (800l020x). Default = CI

cabhSec2FwEventLogReset - Setting this object to true clears the log table for the specified
event type. Reading this object always returns false. Default: false

cabhSec2FwEventLogLastReset — This object reports the last time the log was cleared.

11.6.4.8.3 Firewall Policy MIB Objects

The CableHome firewall policy MIB objects provide a way for the cable operator to configure rules that
will be used by the firewall to filter traffic. The cable operator can create any configured ruleset needed to
filter traffic passing through the firewall on the PS. The firewall filtering policy MIB objects are based on
the minimum set of filtering requirements. The firewall’s filtering capability is similar to the filters defined
in the cable industry CM MIB objects, specified in [RFC 2669]. Therefore, CableHome had adopted some
of the filtering objects already defined in [RFC 2669], and add some CableHome firewall specific MIB
objects within the CableHome Security MIB.

'” Revised this statement per ECN CH1 l—N—03(J35 by Go on 07/03/03.
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Within [RFC 2669], the docsDevFilterIpTable provides the basic filtering properties. The
docsDevFilterIpTable contains a sequence, docsDevFilterIpEntry, of MIB object. Each row in the table
describes mles associated with IP addresses which is then compared to [P packets traversing the firewall.
The template includes source and destination [P addresses (and their associated masks), upper level
protocol (e.g. TCP, UDP), as well as the source and destination port ranges. This is the heart of the policy
implementation. It is in this MIB table that the policy is defined and constmcted. Each packet, inbound or
outbound, shall be compared to the enabled policy

Cablel-iome defines a docsDevFi1ler[PT‘able extension, cabhSec2FwFilterScheduleTable that provides
filter attributes for start time, end time and day of week to the filter settings in the docsDevFilterIP’Table
entries .'l'his table allows a rule or filter to be enforced via the day of week, (Sunday, Monday, Tuesday,
Wednesday, Thursday, Friday, or Saturday), during a start and end time. For example, a parent may request
that communications be denied between the WAN and the child's computer for Monday through Friday.
9pm to 7am and on Saturday and Sunday, l0pm to 8am. Filter rule entries in the docsDevFilterlpTable
MIB object MUST always be applied if their associated cabhSec2FwFilterScheduleTable MIB objects
have the following values: cabhSee2FwFilterSehedu1eStartTime = O, cabhSec2FwFilterScheduleEndTime
= 2359, and cabhSec2FwFilterScheduleDOW : 0xFE.

The combination of filters defined in [RFC 2669], and in the CableHome Security MIB, allow for any rules
to be created based on any combination of source IP address, destination IP address. source port,
destination port, time of day, and day of week.

If there is not a match when the PS is comparing each inbound or outbound packet to the rules in the
ducsDevFilterIpTable, then the PS MUST apply the minimum set of firewall capabilities and architecture,
as defi ned in sections ll.6.4.4.l and ll.6.4.4.3. The docsDevFilter[pDefault flag defined in [RFC 2669]
MUST be ignored for CableHome.' '8

The following MIB objects MUST be implemented from [RFC 2669] to create the FiltcrlpTable for the
filtering rules of the firewall. Unless otherwise noted in this section, the functionality is as specified in
[RFC 2669]:

0 docsDcvFilterlp'l‘able>>DocsDevFilterlpEntry
0 docsDevFilterlplndex

0 consistent with [RFC 2669], the filter with the lowest index is always applied, meaning the filter is
checked, then the PS MUST continue checking filters and apply the filter with the highest index in
the ease of eonflicts

docsDevFilter[pStatus
docsDevFilter[pControl

0 the PS MUST ignore the setting (3) for policy; CableHome does not use the policy tzihle
docsDevFilterIpIf'index

o This object MUST use a default value of 255 (Aggregated LAN Interfaces)"°
0 The index number assigned to this object MUST match to the iflndex numbering assigned in the

itTable from the interfaces Group MIB [RFC 2863]. as specified in Table 6- l6 Numbering
interfaces in the ifTable

docsDevFilter[pDirection
0 For Cablel-iome, this value represents direction in relationship to the assigned

docsDevFilteripIt'lndex in this particular rule, meaning that the PS MUST represent traffic
direction (inbound, outbound, or both), relative to the indicated ifindex. Vendor assigned iflndex
values MUST follow the same rule for application of direction. For example, CableHome assigns

"3 Replaced this paragraph per ECN CH 1 _ l-N-03035 by CO on 07/03/03
"9 Revised this bullet per ECN CHl.l—N-04.0123-2 by KB on 4/5/04.
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the number 255 to the aggregated LAN interface. In this case, the PS will see inbound traffic on
iflndex 255, as all traffic coming from the LAN going to or traversing through the PS and
outbound traffic on iflndex 255. as all traffic going to the LAN coming from or traversing through
the PS.

docsDevFilterIpBroadcast
- it is expected that this will always be the default value of false. Therefore, the rule will apply to all

traffic

doesDevFilterIpSaddr
docsDevFi|terlpSmask
doesDevFilterIpDaddr
doesDevFilterlpDmask
docsDevFiltcrIpProtocol
docsDevFilterIpSourcePnrtLnw
docsDevFilterlpSourcePortHigh
docsDevFilterIpDestPortLow
docsDevFilterlpL)estPortHigh
docsDevFilterlpMatches

docsDevFilterIpTosm
- this object can be ignored; its function is not required for CableHome

doesDevFilter [pTosMask
0 this object can be ignored; its function is not required for CableHome.

ducsDevFilterIpContinue
0 this object MUST always be set to true so the PS will continue checking filters until all the filters

have been checked. Unlike RFC2669, this object MUST NOT trigger a discard until all the filters
have been checked and there are no later filters which requires the packet to be accepted.

docsDevFilterlpPolicyId
I this object can be ignored; its function is not required for CableHome.

Additionally, the firewall MUST support the following MIB objects as specified in the CableHome
Security MIB document:
0 cabhSec2FwFilterSeheduleStartTime
0 cabhSec2FwFilterScheduleEndTime
I cabhSec2FwFilterSchcdu |eDOW

11h6l4l8I4 Firewall Factory Default Fiuleset MIB Objects

The CableHome Firewall Factory Default Ruleset MIB objects provide a way for the cable operator to
view the CableHome Factory Default Rules, which are exceptions to the general rules, or General Firewall
Behavior defined in Table H-1?! and Table 1 I» l9. For more information on the Default Ruleset MIB
objects used for filtering, please refer to the CableHome Security MIB [CHIJ for description of the
cabhSec2FwFactoryDefau1tFilterTable and its entries.

11.7 Additional Security MIB Objects in the PS

The CableHome firewall MIB objects are described in the firewall section of this document. This section
describes the remaining security MIB objects required for CableHome. The security MIB objects are

'3” Revised the following four bullet statements per ECN CHl.l-N-03035 by G0 on 07/03/03.
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defined in more detail and MUST be supported as defined in Appendix l of this specification. [draft—ietf-
ipcdn-bpiplus-mib—05j, CH-SP-MIB-SEC-l03—0304ll [CHI] and CL-SP-MlB—CLABDEF-I03-0304I I
[CableLabs2J.

11.7.1 Secure Software Download MIB Objects

Sccurc software download follows the design as created by DOCSIS, and as such, the MIB objects can be
re-used in the PS just as the CM uses them. The PK] structure for CablcHome is defined separately and
therefore some of the certificate MlBs MUST be used as defined by CahleHome, not by the DOCSIS
MIBs. as currently written in [draft-ietf—ipcdn-bpiplus-mib—05].

The Standalone PS MUST support the following MIB objects as defined in thc CL-S P—MlB—CLABDEF—
I03-0304l| [Cab|eLabs2j:
- clabCVCRootCACert - CableLabs Code Verification Root CA used for CVC validation
0 clabCVCCACert — CableLabs Code Verification CA used for CVC validation

0 clab MfgC VCCert - Manufacturer Code Vcrification Certificate used to store the Mfg CVC Cert

The Standalone PS MUST support the following software download MIB objects defined in [draft-ietf—
ipcdn-hpiplus-mib-05]:

- docsBpi2CodeDown loadGroup - Collection of objects that provide authenticated software download
support. The docsBpi2CodeDownloadGroup includes:
docsBpi2CodeDownloadStatusCode — Indicates the result of the latest configuration file CVC

verification. SNMP CVC verification. or code file verification.

doesBpi2CotleDownloadStatusString - Additional information to the status code.
docsBpi2CodeMfg0rgName - The device manufacturer's organizationName.
docsBpi2CodeMfgCodeAccessStart — The device manufacturer's current codeAccessStart value

referenced to Grccnwich Mean Time (GMT).

doCsBpi2CpdeMfgCvcAccessStarI — The device manufacturer's current cvcAccessStart value
referenced to Greenwich Mean Time (GMT).

docsBpi2CodeCoSignerOrgName — The Co—Signer’s organizationName.
docsBpi2CodeCoSignerCodcAcccssStart — The co—signer’s current codeAccessStan value referenced

to Greenwich Mean Time (GMT).

docsBpi2CodeCoSignerCvcAccessStart - The co-slgner's current cvcAccessStart value referenced to
Greenwich Mean Time (GMT).

docsBpi2CodeCvcUpdate - Triggers the device to verify the CVC and update the cvcAccessStartvalue.

11.7.2 Security Configuration File MIB Objects

The PS MUST support the following configuration file download MIB object as defined in the CahleHome
Security MIB:

cabhPsDevProvConfigHash - SHA-l [FIPS l36J hash of the entire content of the configuration
file, taken as a byte string.

11.7.3 Security Service Provider MIB Objects

The PS MUST support the following service provider authentication MIB object as defined in the
Cableflome Security MIB:

cabletobs” 04/09/04
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clabSr vcPrvdrRootCACert — The CableLabs Service Provider Root CA used to validate
certificates of devices on the service provider‘s network.

11.7.4 PS Certificate MIB Objects

The PS MUST support the following PS Certificate MIB object as defined in the Cableflome SecurityMIB:

cabhSecCertl-'sCert —The X509 DER»cncoded PS certificate used to provide secure identity of
the PS.

11.7.5 Kerberos MIB Objects

The needs of Kerberos within CableHon1e is a subset of the functionality required by PacketCable. The
following MIB objects are required for CableHome and the PS MUST support these MIB objects, as
defined in the Cableflome Security MIB:

I cabhSecKerbPKINlTGraccPeriod — The number of minutes prior to current ticket expiration for the PS
to initiate a request with the KDC for a new ticket.

I cabhSecKerbTGSGracePeriod - The number of minutes prior to current ticket expiration for the PS to
initiate a request with the KDC for a new ticket.

I cabhSecl(erbUnsolicitedKcyMaxTimeout —'l'he maximum timeout value for the AP Req/Rep
exchange.

I cabhSecl(erbUns01icitedKeyMax Retries - The maximum number of retries the PS is allowed to
attempt AP Req/Rep negotiation

11.8 Secure Software Download for the PS

11.8.1 Goals of Secure Software Download

Secure Software Download goals include the following:

o The cable operator can securely load code into the PS as needed.
I The cable operator can manage secure downloads with various configuration policies.
I The security of the download will provide integrity, authentication, and if possible, encryption.
I The PS will only download images appropriate for the device.

11.8.2 Secure Software Download Design Guidelines

Table11-22 — Cab|eHome Security System Design Guidelines
Reference Security System Design Guidellnes

The cable operator will have the ability to securely download
software images to the PS element.

11.8.3 Secure Software Download System Description

Secure software download ensures that only a software image can be downloaded to the PS if the image is
created by the same manufacturer. it also ensures that the image has not been modified since the
manufacturer signed the code image. The image can also be signed by CableLabs, as a co-signer, to
guarantee that the image has been certified. For additional security on the download process, the cable
operator can optionally sign any image as a co—signer to cnsure that only images will be loaded into the PS
that the cable operator has approved. The control mechanism for secure software download is to insert the
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code Verification certificates (CVCS) into the configuration file which match the CVCs on the code image
to be downloaded. After the PS has received CVC(s) in the configuration file, the PS is enabled to
download the new code image when triggered via configuration file, or SNMP Set.

11.8.4 Secure Software Download Requirements

A Standalone PS Element MUST be capable of remotely downloading a software image over the network.
As described, in Section 6.3.3.2.4.9, secure software download to an Embedded PS is controlled by the
cable modem. The new software image would allow the cable operator to improve performance,
accommodate new functions and features, conect design deficiencies, and to allow a migration path for
CableHome devices as the CableHomc cvolves. The CableHome software download capability MUST
allow the functionality of the PS element to be changed without requiring that cable system personnel
physically visit and reconfigure each unit. The Standalone PS secure software download process addresses
the following primary system requirements:
0 The CableHome mechanism used for software download MUST be TFTP file transfer.

- The CableHome software download MUST be initiated in one of two ways: l) An SNMP set request
issued by the NMS to the docsDevS\vAdminStatus; 2) via the PS element's configuration file. If the
Software Upgrade File Name in the configuration file does not match the current software image of the
device, the PS element MUST request the specified file via TFFP from the Software Server.

The PS element MUST verify that the downloaded software image is appropriate for itself. If the
downloaded software image is appropriate, the PS element MUST write the new software image to non-
volatile storage. Once the file transfer is completed successfully, the device MUST restart itself with the
new code image.

If the PS element is unable to complete the file transfer for any reason, the PS element MUST remain
capable of accepting new software downloads (without operator or user interaction), even if power or
connectivity is interrupted between attempts.

The PS element MUST log software download failures and can report failures asynchronously to the
network manager.

Where software has been upgraded to meet a new version of the CableHome specification. then it is
critical that the software MUST work with the previous version in order to allow a gradual transition of
units on the network.

The PS element MUST authenticate the downloaded software image.

The PS clement MUST verify that the downloaded code has not been altered from the original form in
which it was provided by the trusted source.

The software download process MUST provide a cable operator with mechanisms to upgrade or
downgrade the code version of the CableHome elements.

The software download process MUST provide options for a cable operator to dictate their own
download policies.

The code file manufacturer MUST apply a Code Verification Signature (CVS) over the code image
and any other authenticated attributes as defined in this specification for the PKCS#7 structure digital
signature to the code file; the private key used to apply the signature MUST be bound to a public key
certificate that chains up to the CableLabs CVC root. The manufacturer's signature authenticates the
source and integrity of the code file.

A Co-Signer (cable operator or CableLabs) MAY counter sign the code file in addition to the
manufacturers signature.

The PS element MUST be able to process a Pl(CS#7 digital signature and a CableHome
[lTU—T X.509J certificate as defined in Section I l.8.4.l .l and Section 1 1.3 .11.] .1, respectively.

(Optional): The PS element SHOULD be able to update the CableLabs CVC Root CA Certificatestored in the device.
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- (Optional): The PS element SHOULD be able to replace the Manufacturer CA Certificatc(s) stored inthe device.

0 (Optional): The PS element SHOULD be able to update the CableLabs CVC CA Certificate stored inthe device.

0 (Optional): The PS element SHOULD be able to update the CableLabs Service Provider Root CACertificate stored in the device.

The optional downloading of the Cab1eLahs Service Provider Root CA Certificate, CableLabs CVC Root
CA Certificate, CableLabs CVC CA Certificate, and/or the Manufacturer CA Certificate, as a part of the
Code File, are clearly separated from the code image and the other parameters in the code download tile. [t
is possible to change the CablcLabs Service Provider Root CA Certificate, CableLabs CVC Root CA
Certificate, CableLabs CVC CA Certificate, and/or the Manufacturer CA Certificate. understood by the PS
element, by including the new certificates in the code image. [nclusion of the Manufacturer CVC
Certificate and/or a co—signer CVC and corresponding CVS, permits the PS element to verify that the code
image has not been altered since the CablcLabs Service Provider Root CA Certificate, CableLabs CVC
Root CA Certificate,Cab1eLabs CVC CA Certificate, and/or the Manufacturer CA Certificate, or
SignedData parameters, are appended to the code image.

A CableHomc Complaint Residential Gateway device MAY include a DOCSIS cable modem and the
CableHomc PS Element, as separate entities or embedded as defined in the architecture section of thisdocument.

0 if the PS Element is embedded with a DOCSIS cable modem, the PS/CM image MUST be a single
image, and the software download MUST be performed only by the DOCSIS cable modem as described
in [SCTEIJ for a DOCSIS 1.0 CM, and in [DOCSlS9J for a DOCSIS l.l CM. and in [DOCSISSI for a
DOCSIS 20 CM.

- lfthe PS Element is composed of separate standalone entities, the software download for the
CableHomc elements MUST be performed by the PS Element, as described below in this specification.

11.8.4.1 Code Download File Structure for Secure Soltware Download

For secure software download, the code download file is a file built using a [PKCS #7] compliant structure
that has been defined in a specific format l'or use with PS Elements. The code file MUST comply with
[PKCS #7] and MUST be DER encoded. The code file MUST match the structure shown in Table l l-23.

When certificates are downloaded as a part of the Code File. the certificates MAY be contained in the
fields as specified in Table 1 1-23, and separated from the actual code image contained in the Codelmagefield.

Table 11-23 — Code File Structure

Description

PKCSW Digital Signature (
Contentlnfo

ContenlType SignedData
SlgnedData () EXPLICT signed-data content value‘ includes CVS and [ITU-T X 509]

compliant CV85

)end [PKCS #7] Digital Signature
S|gnedContent(

Download Parameters ( Mandatory TLV format (Type 28). (Length is zero If there is no sub-TLVs).
MfgCACens () Optional TLV for one or more DER-encoded certificate(s) each formatted

according to the Manufacturer CA—Certiticate TLV format (Type 17).
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c|abServProvRootCACert ()

Description

Optional TLV for one DER-encoded certificate fonnaued according to the
CableLabs Service Provider Root CA-Certificate TLV Format (Type 50).

c|abCVCRoo1CACei't (l

clebCVCCACertificate ()

Optional TLV for one DER-encoded certificate formatted according to the
CableLabs CVC Root CA Certificate TLV Fonnat (Type 51)

Optional TLV for one DER-encoded certificate formatted according to the
Cab|eLabs CVC CA-Certificate TLV Format (Type 52).

l

Codelmaga () Upgrade code image.
l and Signedcontent

11 .8.4.1,1 Signed Data

The code download File will contain the information in a [PKCS #7] Signed Data content type as shown in
Table l I .8 A44lh2h Though maintaining Compliance to [PKCS #7], the structure used has been restricted in
format to ease the processing performed by the PS to validate the signature. The [PKCS #7] Signed Data
MUST be DER encoded and exactly match the structure shown below, except for any change in order
required to DER encode (e.g.. the ordering of SET OF attributes), The PS element SHOULD reject the
[PKCS #7] signature if the [PKCS #7] Signed Data does not match the DER encoded structure.

Table 11-24 _ F’KCS#7 Signed DatamF‘Kl2S#7 Field

EXHIBIT A

Description
SIgnedData (

VCFSIOH 1
di estAl orithms SHA-l

c_m_1_tentInfo
cnntenIType data (SignedContent is concatenated at the end of the Pl(CS#7 structure)certificates I
mfgCVC {REQUIRED for all code files) Note ll
co-signerCVC (OPTIONAL: required for co-siemtturesl lNote 2]

) end certificates
:‘iEE'f°“ i

MtgS|gnerlnfo{ (REQUIRED for all code files)
Version 1
issuerAndSerialNumber

dlgcsmlgnrithm

issuer
count Name
or anizationName
commonName

US
Cab|eLabs
CableLabs CVC CA

seriulNumber <Mfg CVC serial number>

authenticated/-\ttributcs
SHA—l

::niIlt:IilTfl)r
algning'l":i'n:
message Digest

riigeat linaxptinnll Igorithm
€llCl_'XllIe(l Digest

} end mfg signer info
CoSignerlnfo{

V€|'S||)|'1

data iI1hl!l\'.lllT£_|'K: of '\ulgl'll.'lJCUlII¢l'IllUTCTime (GMT). YYMMDDhhmmssZ
(digest on the content together with the .~iigner’s authenticated attributes as
defined in lPI(CS#7|)
rsaEnury_pti0n

(OPTIONAL: required for co-signatures)

'3' Revised Table I 124 and notes per l:CN CH1 i—N—U3078 by CO on lll7/'03

224 cubIeLaios° 04/O9/04



690

Cab|eHome 1.1 Specification CH-SP-CH1.1-|04—040409

PKC5#1 Field
issuerAndSerialNumber

Description

Issuer
countrvName
organi2ati0nName
commonName

scrialNumbcr
di - mtA.l nrithm
authenticatedmtributes

cnntentTv ' _
signingTi me
rruessrrge Digest

digestEnt:ryptionA|gorithrnentrvtedDi est

} end co-signer info
} end signer infos

end signed data

US
CableLabs
CableLabs CVC CA
<Co-signer CVC serial number>
SH A~ I

data {contentTypc of signedContent)
UTCTime (GMT). YYMMDDhhmmssZ
(digest on the content together with the signer's authenticated attributes as
defined in [PKCS/f7])
rsaEncryption

1. Manufacturer CVC MUST comply the format specified in Table 11-9‘,
2 Co-signer CVC MUST comply the format specified in Table 11-10 or Table 11-11 depending on the type of co-signer,

which can be Cab|eLabs or Service Provider correspondingly

11.B.4.1.2 Signed Content

The signed content field of the code file contains the code image and the download parameters field. which
possibly contains the following additional optional items:
- CableLabs Service Provider Root CA Certificate

I CableLabs (CL) CVC Root CA Certificate
- CL CVC CA Certificate
0 Manufacturer CA Certificate

The final code image is in a format compatible with the destination PS element. in support of the [PKCS
#7] signature requirements. the code content is typed as data; i.e.. a simple octet string. The format ofthe
final code image is not specified here and will be defined by cach manufacturer according to their
requirements.

Each manufacturer SHOULD build their code with additional mechanisms that verify an upgrade code
image is compatible with the destination PS element.

If included in the signed content field, a certificate is intended to replace the certificate currently stored in
the PS elcmcnt. If thc code download and installation is successful, the PS element MUST replace its
currently stored certificate with the new certificate received in the signed content field. This new certificate
will be used for subsequent verification.

11.8.4.1.3 Code Signing Keys

The [PKCS #7] digital signature uses the RSA Encryption Algorithm [PKCS #1] with SHA«l [FIPS [86]
The PS clcmcnt MUST bc able to verify code file signatures. The public exponent is Fl (65537 decimal).

11.8.4.1.4 Manufacturer CA Certificate

This Attribute is a string attribute containing an X509 CA Certificate, as defined in IITU-T X509].

Type Length

O4/D9/04

Value
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17 Variable X509 CA Certificate (DER-encoded ASN.1)

11.8.4.1.5 CableLabs Service Provider Root CA Certificate

This Attribute is a string attribute containing an X509 CableLahs Service Provider Root CA Certificate, as
defined in [lTU-T X.509J. This certificate must be used by the PS Element in SNMP provisioning mode
for mutual authentication.

Type Length Value
50 Variable X.509 CA Certificate (DER-encoded ASN.1)

11.8.4.1.6 CableLabs CVC Root CA Certificate

This Attribute is a string attribute containing an X.509 CableLabs CVC Root CA Certificate, as defined in
[ITU-T X.509J. This certificate must be used by the standalone PS Element in the secure software
downloading process.

Type Length Value
51 Variable X.509 CA Certificate (DER—encoded ASN.1)

11.8.4.1.7 Cab|eLabs CVC CA Certificate

This Attribute is a string attribute containing an X509 CableLabs CVC CA Certificate, as defined in [lTU-
T X509]. This certificate must be used by the standalone PS Element in the secure software downloading
process.

Type Length Value
52 Variable X509 CA Certificate (DER-encoded ASN.1)

122
11.8.4.2 CVC Format for Secure Software Download

For secure software download, the fonnat used for the CVC is [ITU-T X509] compliant. However, the
X.509 structure has been restricted to ease the processing a PS element does to validate the certificate and
extract the public key used to verify the CVS. The CVC MUST be DER encoded comply with Table I I-9,
Table ll-10 and Table I I-1 I depending on type of CVC. The PS element SHOULD reject the CVC if it
does not match with the corresponding Table.

11.8.4.2.1 Certificate Revocation

This specification does not require or define the use of certificate revocation lists (CRLs). The PS element
is not required to support CRLs. MSOs can define and use CRLs to help manage code files provided to
them by manufacturers. However. there is a method for revoking certificates based on the validity start date
of the certificate. This method requires that an updated CVC be delivered to the PS element with an
updated validity start time. Once the CVC is successfully validated. the X.509 validity start time will
update the PS element‘s current value of cvcAccessStart.

11.8.4.3 Code File Access Controls

For secure software download, special control values are included in the code file for the PS element to
check before it will validate a code image. The conditions placed on the values of these control parameters
MUST be satisfied before the PS element will validate the CVC or the CVS, and accepts the code image.

'23 Revised this section per ECN CH1 .l—N—03078 by Go on I l/7/03
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11.B.4.3.1 Subject Organization Names

The PS element will recognize up to two names, at any one time, that it considers a trusted code—signing
agent in the subject field of a code file CVC:
I The CablcHome device manufacturer: The manufacturer name in the manufacturer's CVC subject field

MUST exactly match the manufacturer name stored in the PS element's non-volatile memory by the
manufacturer. A manufacturer CVC MUST always be included in the code file.

A co—signing agent: [t is permitted that another trusted organization co»sign code files destined to the
CableHome device. In most cases, this is the cable operator controlling the current operating domain of
the device. The organization name of the co-signer is communicated to the PS element via a co-signer‘s
CVC in the configuration file when initializing the PS element's code verification process. The co-
signer's organization name in the co—signer's CVC subject field MUST exactly match the co-signers
organization name previously received in the co-signer's initialization CVC and stored by the PS
element.

The PS element MAY compare organization names using a binary comparison.

11.B.4.3.2 Time Varying Controls

To mitigate the possibility of a PS element receiving a previous code file via a replay attack, the code files
include a signing—time value in the PKCS#7 structure that can be used to indicate the time the code image
was signed. The PS element MUST keep two UTC time values associated with each code-signing agent.
One set MUST always be stored and maintained for the CablcHome device's manufacturer. Additionally, if
the code file is co-signed, the PS element MUST also store and maintain a separate set of time values for
the co-signer.

These values are used to control code file access to the PS element by individually controlling the validity
of the CVS and the CVC:

I codeAccessStart: a 12-byte UTC time value referenced to Greenwich Mean Time (GMT).
0 cvcAccessStart: a l2—byte UTC time value referenced to GMT.

UTCTime values in the CVC MUST be expressed as GMT and MUST include seconds. That is, they
MUST be expressed in the following form: YYMMDDhhmmssZ. The year field (YY) MUST be
interpreted as follows:

0 Where YY is greater than or equal to 50. the year shall be interpreted as l9YY.
0 Where YY is less than 50, the year shall be interpreted as 20YY.

These values will always be referenced to Greenwich Mean Time. so the final ASCII character (Z) can be
removed when stored by the PS element as codeAccessStart and cvcAccessStart.

The PS clement MUST maintain each of these time values in a format that contains equivalent time
information and accuracy to the 12 character UTC format (i.e., YYMMDDhhmmss). The PS element
MUST accurately compare these stored values with UTC time values delivered to the PS element in a
CVC. These requirements are discussed later in this specification.

The Values of codeAccessStart and cvcAccessStart corresponding to the PS Element's manufacturer MUST
NOT decrease. The value of codeAccessStart and cvcAccessStart. corresponding to the co-signer, MUST
NOT decrease as long as the co-signer does not change and the PS element maintains that co-signer‘s time-
varying control values.
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11.8.4.4 Code Upgrade Initialization

11.8.4.4,1 Manufacturer Initialization

It is the responsibility of the manufacturer to correctly install the initial code version in the PS Element.

in support of secure software download, values for the Manufacturer's time-varying controls MUST be
loaded into the PS Element's non-volatile memory:

- PS Element manufacturer's organizationName
0 Manufacturer's time—varying control values:

~ eodeAccessStart initialization value
- cvcAccessStart initialization value

The organization name of the PS Element manufacturer MUST always be present in the device. The PS
Element manufacturer's organizationName MAY be stored in the device's code image. The manufacturer
name used for code upgrade is not necessarily the same name used in the Manufacturer CA certificatem

The time—varying control values. codeAeeessStart. and eveAccessStart, MUST be initialized to £1 UTCTime
compatible with the validity start time of the manufacturer's latest CVC. These time—varying values will be
updated periodically under normal operation via manufacturer's CVCs that are received and verified by the
PS e|ement.”‘

The Manufacturer MUST initialize the following certificates into the Standalone PS Element’s non—volatile
memory:

- Cab1eLabs Service Provider Root CA Certificate
I Cab1eLabs CVC Root CA Certificate
o CableLabs CVC CA Certificate
- Manufacturer CA Certificate
- PS Element Cenificate

The Manufacturer MUST initialize the following certificates into the Embedded PS Element’s non—volatile
memory:

0 CableLabs Service Provider Root CA Certificate
I Manufacturer CA Certificate
- PS Element Certificate

11.8.4.4.2 Network Initialization

In support of code verification, the PS configuration file is used as an authenticated means in which to
initialize the code verification process. In the PS element configuration file, the PS element receives
configuration settings relevant to code upgrade verification.

The configuration file SHOULD always include the most up»to—date CVC applicable for the destination PS
clement. When the configuration file is used to initiate acode upgrade, it MUST include a Code
Verification Certificate (CVC) to initialize the PS element for accepting code files according to this
specification. Regardless of whether a code upgrade is required, a CVC in the configuration file MUST be
processed by the PS element. A configuration file MAY contain:

0 No CVC — The PS element MUST NOT accept a code tile.

'1‘ Revised this paragraph per ECN CHI .l-N—03078 by G0 on I 1/7/03
'1‘ Revised this paragraph per ECN CHI .l—N—03U78 by G0 on ll/7/03.
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0 A Manufacturer's CVC only — The PS element MUST verify that the manufacturer's CVC chains up to
the CableLabs CVC Rout before accepting a code file. When the PS element‘s configuration file only
contains a valid Manufacturer‘s CVC, the device will only require a manufacturer signature on the code
files. in this case, the PS element MUST NOT accept code files that have been co-signed.

A Co-Signer's (cable operator or CableLabs) CVC only - The PS element MUST verify the Co—Signer
CV chains up to the CableLabs CVC Root before accepting a code file. When the PS elcment‘s
configuration file contains a valid co-signer's CVC, it is used to initialize the device with a co- signer.
Once validated. the name of the CVC‘s subject organ izationName will become the code co-signer
assigned to the PS element. In order for a PS element to subsequently accept a code image, the co-
signer, in addition to the Cablel-[ome device manufacturer, MUST have signed the code file.

0 Both a Manufacturer's CVC and a Co—Signer's CVC — The PS element MUST verify that both CVCs
chain up to the CableLabs CVC Root before accepting a code file.

Before the PS element will enable its ability to upgrade code files on the network, it MUST receive a valid
CVC in a configuration file. In addition, when the PS element's configuration file does not contain a valid
CVC, which means that its ability to upgrade code files has been disabled, the PS element MUST reject
any information in a CVC subsequently delivered via docsBpi2CndeCvcUpdate SNMP MIB objccfm

The organization name of the PS Element manufacturer and the manufacturer's time—varying control values
MUST always be present in the PS element. If the PS element is initialized to accept code co—signed by an
additional code-signer, the name ofthe organization and their corresponding time-varying control values
MUST be stored and maintained while operational. Space MUST be allocated in the PS element's memory
for the following co—signer's control values:

- co-signing agent's organizationName
I co-signer‘s tinie~varying control values:

- cvcAccessStart
- code/\ccessStart

The manufacturer's set ofthese values MUST be stored in the PS element's non—volatile memory and not
lost when the CableHome device's main power source is removed or during a reboot.

When a co-signer is assigned to the PS element, the co-signer's set of CVC values MUST be stored in the
PS element's memory. The PS element MAY retain these values in non-volatile memory that will not be
lost when the CableHome device's main power source is removed or during a reboot. However, when
assigning at PS element a co-signer. the CVC is always in the configuration file. Therefore, the PS element
will always receive the co—signer's control values during the initialization phase and is not required to store
the co—signer‘s time- varying control values when main power is lost or during a reboot process.

11.8.4.4.3 CVC Processing

'l‘o expedite the delivery of an updated CVC without requiring the PS to process a code upgrade, the CVC
MAY be delivered in the configuration file or an SNMP Set message. The format of the CVC is the same
whether it is in a code file, configuration file, or SNMP message.

I l.8.4.4.3.l Processing the Configuration File CVCn6

When a CVC is included in the configuration file, the PS element MUST verify the CVC before accepting
any of the code upgrade settings it contains. At receipt of the CVC in the configuration file, the PS element
MUST perform the following validation and procedural steps. if any of the following verification checks
fail, the PS element MUST immediately halt the CVC verification process and log the error if applicable. If
the PS Configuration File does not include a CVC that validates properly, the PS element MUST NOT

‘35 Revised this paragraph per ECN CH1 . l-N-03078 by CO on ll/7/03.
'35 Revised this paragraph and the first numbered bullet per ECN CHI .1-N-03073 by CO on I l/7/03
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download upgrade code files whether triggered by the PS Configuration File or via
d0csDevSwAdmlnStatus SNMP MIB object. in addition, if the PS Configuration File does not include a
CVC that validates properly (manufacturer or co—signer CVC), the PS element is not required to process
CVCs subsequently delivered via docsBpi2CodeCvcUpdate SNMP MIB object, and MUST NOT accept
information from these CVCs (Le. the PS element MUST ignore any SNMP Set requests made to
d0csBpi2CoLieCvcUpdate SNMP MIB object).

At receipt of thc CVC in a configuration file. the PS element MUST:

1. Verify that the CVC complies with the structure and values as required in Section I l 3.4.2.

2. Check the CVC subject organization name:

a) If the CVC is a Manufacturer's CVC (Type 32) then:

1. if, the organizationName is identical to the CableHomc device's manufacturer name, then
this is the manufacturer's CVC. In this case, the PS element MUST verify that the
manufacturer's CVC validity start time is greater—than or equal-to the manufacturer's
cvcAccessStart value currently held in the PS element.

2. if, the organizationName is not identical to the CableHome device‘s manufacturer name,
then this CVC MUST be rejected and the error logged.

b) lfthe CVC is a Co~signer's CVC (Type 33) then:

I. If, the organizationName is identical to the PS elements current code co-signer, then this is
the current co—signer's CVC, and the PS element MUST verify that the validity start time is
greater-than or equal-to the co-signer's cvcAccessStart value currently held in the PS element.

2. if, the organizationName is not identical to the current code co-signer name, then after the
CVC has been validated (and registration is complete). this subject organization name will
become the PS element's new code co-signer. The PS element MUST NOT accept a code file
unless it has been signed by the manufacturer, and co-signed by this code co—signer.

3. Validate the CVC issuer signature using the CL CVC CA Public Key held by the PS element.

4. Validate the Cl. CVC CA signature using the CL CVC Root CA Public Key held by the PS element.
Verification of the signature will authenticate the source and validate trust in the CVC parameters.

. Update the PS element's current value of cvcAccessStan corresponding to the CVC's subject
organizationName (i.e., manufacturer or cu-signer) with the validity start time value from the validated
CVC. If the validity start time value is greater than the PS element's current value of codeAccessStart,
update the PS element's codeAccessStart value with the validity start time value. The PS element
SHOULD discard any remnants of the co-signer CVC.

I l.8.4.4.3 .2 Processing the SNMP CVC

The PS element MUST process SNMP delivered CVC's when enabled to upgrade code files. Otherwise, all
CVC's delivered via SNMP MUST be rejected. When validating the CVC delivered via SNMP, the PS
element MUST perform the following validation and procedural steps:

Note: If any of the following verification checks fail, the PS element MUST immediately halt the CVC
verification process, log the ennr if applicable, and remove all remnants of the process to that step.
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The PS elcmcnt MUST:

1. Verify that the CVC complies with the structure and values as required in Section I 1.3 .4.2.”7

2. Check the CVC subject organization name:

a) If, the organizationName is identical to the Cahleflome device's manufacturer name, then this is
the manufacturer's CVC. In this case. the PS element MUST verify that the manufacturer's CVC
validity start time is greater-than the manufacturer's cvcAccessStart value currently held in the PSelement.

h) if, the organizationName is identical to the PS element's current code coasigner, then this is a
current co—signer’s CVC and the validity start time MUST he greater—than the co»signer's
cvcAccessStart value currently held in the PS element.

c) If, the organizationName is not identical to CableH0me device's manufacturer or current co-
signers name, then the PS element MUST immediately reject this CVC.

. Validate the CVC issuer signature using the CL CVC CA Public Key held by the PS element.

. Validate the CVC issuer signature using the CL CVC Root CA Public Key held by the PS element.
Verification of the signature will authenticate the certificate and confirm trust in the CVC's validity starttime.

. Update the current value of the subject's cvcAccessStart values with the validated CVC‘s validity stun
time value. If the validity start time value is greater than the PS element's current value of
codeAccessStart. update the PS element's codeAccessStart value with the validity start value.

11.8.4.5 Code Signing Requirements

11_8.4.5.1 Certificate Authority (CA) Requirements

Code Verification Certificates (CVCs) are signed and issued by the CableLabs (CL) CVC CA. The CVC
MUST be exactly as specified in Table ll-9. Table ll-l0 and Table l l—l l depending on type of CVC. The
CL CVC CA MUST NOT sign any CVC unless it is identical to the format specified in Table ll—9, Table

I l— l0 or Tible I I-1 1. Before signing a CVC, the CL CVC CA MUST verify that the certificate request isauthentic. 1

The CL CVC CA will be responsible for registering names of authorized CVC subscribers. CVC
Subscribers include PS Element manufacturers and cable operator's that will co-sign code images. [t is the
responsibility of the CL CVC CA to guarantee that the organization name of every CVC Subscriber is
different. The following guidelines MUST be enforced when assigning organization names for code file
co-s1gners:

- The organization name used to identify itself as a code co-signer agent in a CVC MUST be assigned
by CableLabs.

o The name MUST be a printable string of eight hexadecimal digits that uniquely distinguishes a code-
signing agent from all others.

- Each hexadecimal digit in the name MUST be chosen from the character set 0-‘) (0x30-0x39) or A- F
(0x4l-0x46).

- The string consisting ofeight 0-digits is not allowed and MUST NOT be used in a CVC.

'37 Revised this sentence per ECN CHl.l-N-03078 by G0 on 1 1/7/03.
'3" Revised this paragraph per ECN CHl.l-N-03078 by Go on ll/7/03
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In any alternate format. all the information MUST be maintained and the original format MUST be
reproduced; e.g., as a 32-bit non‘/.ero integer, with an integer value of0 representing the absence ofa code-
signer.

11.B.4.5.2 Manufacturer CVC Requirements

To sign their code files, the manufacturer MUST obtain a valid CVC from the CL CVC CA. All
manufacturer code images provided to a cable operator for remote upgrade of a CableHome device MUST
be signed according to the requirements defined in this specification. When signing a code file, a
manufacturer MAY choose not to update the [PKCS #7] signingTime value in the manufacturer's signing
information. This specification requires that the [PKCS #7] signingTime value be equal-to or greater-than
the CVC‘s validity start time. If the manufacturer uses a signingTime equal to the CVC's validity start time
when signing a series of code files, those code files can be used and re-used. This allows a cable operator
to use the code file to upgrade or downgrade the code version for that manufacturer's CableHome devices.
These code files will be val id until a new CVC is generated and received by the PS element.

11,8.4.5.3 Cable Operator Requirements

When a cable operator receives software upgrade code files from a manufacturer, the cable operator will
validate the code image using the CL CVC CA Public Key. This will allow the cable operator to verify that
the code image is as built by the trusted manufacturer. The cable operator can re—verif'y the code file at any
time by repeating the process.

If a cable operator wants to exercise the option of co-signing the code image destined for a Cablel-lome
device on their network, the cable operator MUST obtain a valid CVC from the CL CVC CA.

When signing a code file. the cable operator MUST co-sign the file content according to the Pl(CS#7
signature standard, and include their cable operator CVC, as defined in Section I [.8 .4. l .1 . CableHome
does not require a cable operator to co-sign code files. However, when the cable operator follows all the
rules defined in this specification for preparing a code file, the PS element MUST accept it.

11.8.4.6 Triggering Process

Code downloads, regardless of the provisioning mode, can be initiated during the provisioning and
registration process via a configuration-file—initiated download, or,during normal operation. using an
SNMP-initiated download command. The PS element MUST support both methods.

Note: Prior to triggering a secure software download. appropriate CVC information MUST be included in
the configuration file. If the operator decides to use the SNMP-initiated download as a method to trigger a
secure software download. It is recommended that CVC information always be present in the configuration
file so that a PS element will always have the CVC information initialized when needed. If the operator
decides to use the configuration-file-initiated download as a method to trigger secure software download,
CVC information is needed to be present in the configuration file at the time the CableHome device is
rebooted to get the configuration file that will trigger the upgrade.

11.8.4.6.1 SNMP-initiated Software Download

From a network management station:

I Set docsDevSwServer to the address of the TFTP server for software upgrades

- Set docsDevSwFilename to the file pathname of the software upgrade image
I Set docsDevSwAdminStatus to Upgrade-from—mgt. docsDevSwAdminStatus MUST persist across

reset/reboots until over—written from an SNMP manager, or via the PS element configuration file.

cabIeLobs°’ 04/09/04

EXHIBIT A



698

CableHome 1.1 Specification CH—SP—CH1.1—|04—0404G9

The default state of docsDevSwAdminStatus MUST be allowProvisioningUpgrade{2} until it is ever
written by ignorePtovisioningUpgrade{3}, following a successful SNMP—initiated software upgrade. or
otherwise altered by the management station. docsDevSwOperStatus MUST persist across resets to report
the outcome of the last software upgrade attempt.

[f a PS element suffers a loss of power or resets during SNM P-initiated upgrade, the PS element MUST
resume the upgrade \vithout requiring manual intervention, and when the PS element resumes the upgrade
process:

0 docsDevSwAdminStatus MUST be Upgrade-from—mgt{l}
- docsDevSwFilename MUST be the filename of the software image to be upgraded
0 docsDevSwServer MUST be the address of the TFTP server containing the software upgrade image to

be upgraded
doesDevSwOperStatus MUST be inProgress{ l }
docsDevSwCurrentVers MUST be the current version of software that is operating on the CableHome

device

In case the PS element reaches the maximum number of retries (max retrics = 3) resulting from multiple
losses of power or resets during an SNMP«initiated upgrade, the PS element's status MUST adhere to the
following requirements after it is registered:
0 docsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}
o docsDevSwFilename MUST be the filenamc of the software that failed the upgrade process.
I doesDevSwServer MUST be the address of the TFTP server containing the software that failed the

upgrade process
doesDevSwOperStatus MUST be other{5}
doesDevSwCurrentVer MUST be the eunent version of software that is operating on the CableHome

device

lfa PS element exhausts the required number of TFTP retrics by issuing a total of 16 consecutive retries,
the PS element MUST fall back to the last known working image, proceed to an operational state, and
adhere to the following requirements:

0 docsDevSwAdminStatus MUST be a|lowProvisioningUpgrade{2}
0 docsDevSwFilename MUST be the filename of the software that failed the upgrade process
- docsDevSwServer MUST he the address of the TFTP server containing the software that failed the

upgrade process
docsDevSw0perStatus MUST be failed{4}
docsDevSwCurrentVer MUST be the current version of software that is operating on the CableHome

device

After the PS element has completed the SNMP—initiated secure software upgrade, the PS element MUST
reboot and become operational with the correct software image. When the device is operational, it MUST
adhere to the following requirements:

I set its docsDevSwAdminStatus to ignoreProvisioningUpgrade{3)
I set its docsDevOperStatus to completeFromMgt{3}
I reboot

The PS element MUST properly use ignoreProvisioningUpgrade status to ignore the software upgrade
value that can be included in the PS element configuration file. The PS MUST become operational with the
correct software image and it MUST adhere to the following requirements:

- doesDevSwAdminStatus MUST be ignoreProvisiuningUpgrade(3}
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I docsDeVSwFilenzIme MAY be the filename of the software currently operating on the PS element
I docsDevSwServer MAY be the address of the TFFP server containing the software that is currently

operating on the PS clement
I docsDevSwOperStatus MUST be completeFromMgt{3}
I docsDevSwCun'entVer MUST be the current version of the software that is operating on the PS

element

In the case where PS element successfully downloads (or detects during download), an image that is not
intended for the CableHome device the:

I DocsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}
I DocsDevSwFilename MUST be the filename of the software that failed the upgrade
I DocsDevSwServer MUST be the address of the TFTP server containing the software that failed the

upgrade process
DocsDevSw0perStatus MUST be other{5}
DocsDevSwCurrcntVer MUST be the current version of software that is operating on the CableHome

device

In the case where PS element determines that the download image is damaged or corrupted, the PS element
MUST reject the newly downloaded image. The PS element MAY re—attempt to download if the MAX
number of TFTP sequence retries has not been reached. If the PS element chooses not to retry and the
MAX number ofTFTP sequence retries has not been reached, the PS element MUST fall back to the last
known working image and proceed to an operational state, generate an appropriate event notification, as
specified in Section l 1.8.4.8, and adhere to the following requirements:
I DocsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}
I DocsDevSwFi|ename MUST be the filename of the software that failed the upgrade
I DocsDcvSwServer MUST be the address of the TFTP server containing the software that failed the

upgrade process
I DocsDevSwOperStatus MUST be other{S}
I DocsDevSwCurrentVer MUST be the current version of software that is operating on the CableHome

device

In the case where PS element determines that the image is damaged or corrupted, the PS element MUST
reject the newly downloaded image. The PS element MAY re—attempt to download the new image if the
MAX number ofTFl‘P sequence retries has not been reached. On the lbth consecutive failed software
download attempt, the PS element MUST fall back to the last known working image and proceed to an
operational state. In this case, the PS element is required to send two notifications; one to notify that the
MAX TFl'P retry limit has been reached. and another to notify that the image is damaged. Immediately
after the PS element reaches the operational state. the PS clcmcnt MUST adhere to the following
requirements:

I DocsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}
I DocsDevSwFilename MUST be the filename of the software that failed the upgrade
I DocsDevSwServer MUST be the address of the TF1‘ P server containing the software that failed the

upgrade process
DocsDevSw0perStatus MUST be other{5}
DocsDevSwCurrentVer MUST be the current version of software that is operating on the Cab1eHome

device
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11.8.4.6.2 Configuration—ii|e-initiated Software Download

The configuratiomfileeinitiated software download is initiated in a standalone PS by including the Software
Upgrade File Name parameter (TLV~9) AND the Software Upgrade TFTP Server parameter (TLV—2 l) in
its PS Configuration File. An embedded PS MUST ignore TLV—9 and TLV»2l if they are present in its PS
Configuration File, since the software upgrade of an embedded PS is controlled by the cable modern. If the
Software Upgrade File Name parameter (TLV-9) with a valid value AND the Software Upgrade TFTP
Scrver parameter ('l‘LV—2l) with a valid value are present in the standalone PS element’s PS Configuration
File, AND if the value of the Software Upgrade File Name parameter docs not match the current software
image file name, i.e., the value of docsDevSwFilename, the PS element MUST request the specified file,
via TFTP, from the server whose address was provided in the Software Upgrade TFTP Server
parametenm

If a standalone PS receives 21 PS Configuration File in which both the Software Upgrade File Name
parameter (TLV—9) and a TLV—28 setting the docsDevSwFi1ename object are present, AND the values of
TLV—9 and docsDevSwFilcnamc are different. the PS MUST reject the PS Configuration File, report Event
ID 73040102 (Invalid TLV Forrnat/contents), preserve all object values that existed before the attempt to
process this bad configuration file,and reset.

Note: The Software Server IP Address is a separate parameter. If present, the PS element MUST attempt to
download the specified file from this server. If not present, the PS element MUST attempt to download the
specified file from the configuration file server.

In a case where the PS element reaches the maximum number of retrics (max retries = 3) resulting from
multiple loss of powers, or resets during a configuration-file-initinted upgrade, the PS element's status
MUST adhere to the following requirements, after it is registered:

- docsDevSwAdminStatus MUST be al1owProvisioningUpgrade{2}
- docsDevSwFilcnamc MUST be the filename of the software that failed the upgrade process
0 docsDevSwServer MUST be the address of the TFTP server containing the software that failed thc

upgrade process
docsDevSwOperStatus MUST be other{5]-
docsDevSwCurrentVer MUST be the current version of software that is operating on the CableHome

device

If a PS element exhausts thc required number of'I‘l~'1'P retries by issuing a total of 16 consecutive retries,
the PS element MUST fall back to the last known working image, proceed to an operational state, and
adhere to the following requirements:

- docsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}
- docsDevSwFilename MUST be the filename of the software that failed the upgrade process
- d0csDeVSwServer MUST be the address of the TFTP server containing the software that failed the

upgrade process
docsDevSw0perStatus MUST be failed{4}
docsDevSwCun'entVer MUST be the current version of software that is operating on the CableHome

device

After the PS element has completed the configuration—file-initiated secure software upgrade. the PS
element MUST reboot and become operational with the correct software image. After the PS element is
registered the:

I docsDevSwAdminStatus MUST be allowProvisioningUpgrade{2}

my Revised Ihis paragraph and added the following paragraph per ECN Cl-ll 1-N-03 0099-3 by G0 on 12/10/03
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docsDevSwFilename MAY be the filename of the software currently operating on the CableHome
device

docsDevSwServer MAY be the address of the TFTP server containing the software that is currently
operating on the CableHome device

docsDevSw0perStatus MUST be completeFromProvisioning{2}
docsDevSwCurrentVer MUST be the current version of the software that is operating on the

CableHome device

11.8.4.7 Code Verification

For securc software download, the PS element MUST perform the verification checks presented in this
section. If any of the verification cheeks fail, or if any portion of the code file is rejected due to invalid
formatting, the PS element MUST immediately halt the download process, log the error if applicable,
remove all remnants of the process to that step, and continue to operate with its existing code.

The following verification checks can be made in any order. as long as all of the applicable checks
presented in this section are made:

I . The PS element MUST validate the manufacturer's signature information by verifying that the [PKCS
#7] signingTime value is:

a) equa|—to or greater—than the manufacturer's codeAccessStart value currently held in the PS
element.

b) equal-to or greater—than the manufacturer's CVC validity start time.

c) less-than or equal-to the manufacturer's CVC validity end time.

2. The PS element MUST validate the manufacturer's CVC by verifying that the:”°

zt) CVC is exactly the same as it is specified in Table I I-9.

b) CVC subject organizationName is identical to the manufacturer name currently stored in the PS
element's memory.

b) CVC validity start time is equal-to or greater-than the manufacturer's cvcAccessStart value
currently held in the PS element.

3. The PS element MUST validate the certificate signature using the CL CVC CA Public Key held by the
PS element. In turn. the CL CVC CA Certificate signature is validated by the CL CVC Root CA Public
Key held by the PS element. Verification of the signature will authenticate the source of the public code
verification key (CVK) and confirm trust in the key.

4. The PS element MUST verify the manufacturer's code file signature:

a) The PS element MUST perform a new SHA-l hash over the SignedContent. If the value of the
messztgeDigest doesn't match the new hash. the PS element MUST consider the signature on the
code file as invalid.

b) If the signature does not verify. all components of the code file (including the code image), and
any values derived from the verification process, MUST be rejected and SHOULD be

no Revised the following alpha-bullets per ECN CH1 .l-N—03078 by G0 on 1 1/7/03.
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immediately discarded.

5. If the manufacturer signature verifies. and a eo—signing agent signature is required:

a) The PS element MUST validate the co—signer's signature information by verifying that the:

(I) co-signer‘s signature information is included in the code file.

(2) [PKCS #7] signingTime value is equal—to or greater—than the corresponding
codeAccessStart value currently held in the PS element.

(3) [PKCS #7] signingTime value is equal-to or greater—than the corresponding CVC validity
start time.

(4) [PKCS #7] signingTime value is less—than or equal—to the corresponding CVC validity endtime.

b) The PS element MUST validate the co—signer's CVC, by verifying that the:"'

(1) CVC subject organizationName is identical to the co-signer's organization name currently
stored in the PS element's memory.

(2) CVC is exactly the same as it is specified in Table l I-10 orTable ll-ll depending on the
type of co—signer (Cablel_.abs or Service Provider).

(3) CVC validity start time is equal-to or greater-than the cvcAccessStart value currently held
in the PS element for the corresponding subject organizationName.

c) The PS element MUST validate the certificate signature using the CL CVC CA Public Key held
by the PS element. In turn, the CL CVC CA certificate signature is validated by the CL CVC Root
CA Public Key held by the PS element. Verification of the signature will authenticate the source
of the co-signer's public code verification key (CVK) and confirm trust in the key.

cl) The PS element MUST verify the co-signer's code file signature.

e) The PS element MUST perform a new SHA—l hash, over the SignedContent. If the value of the
messageDigest doesn't match the new hash, the PS element MUST consider the signature on the
code file as invalid.

t) if the signature does not verify, all components of the code file (including the code image). and
any values derived from the verification process, MUST be rejected and SHOULD be
immediately discarded.

6. If the manufacturers, and optionally, the co-signer's signature has verified, the code image can be
trusted and installation can proceed. Before installing the code image, all other components of the code
file and any values derived from the verification process, except the [PKCS #7] signingTime values and
the CVC validity start values, SHOULD be immediately discarded.

. if the code installation is unsuccessful. the PS element MUST reject the [PKCS #7] signingTime values
and CVC validity start values itjust received in the code file.

8. When the code installation is successful. the PS element MUST update the manufacturer's time—varying

‘M Revised the following number—bullets per ECN CH l . i—N-03078 by G0 on 11/7/03.
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controls with the values from the manufacturer's signature information and CVC:

it) Update the current value of codeAccessStart with the [PKCS #7] signingTime value

b) Update the current value cvcAccessStart with the CVC validity start value

. When the code installation is successful, and ifthe code file was co-signed, the PS element MUST
update the co- signer‘s time—varying controls with the values from the co-signer’s signature information
and CVC:

a) Update the current value of codeAct:essStart with the [PKCS #7] signingTime value

b) Update the current value of cvcAccessStart with the CVC validity start value

11.8.4.8 Error Codes

Error codes are defined to reflect the failure states possible during the secure software download code
verification process.

1. Improper code file controls:

a) CVC subject organizationName for manufacturer does not match the PS element's manufacturername.

b) CVC subject organizationName for code co-signing agent does not match the PS element's
current code coesigning agent.

c) The manufacturer's [PKCS #7] slgningTime value is less—than the codeAccessStart value
currently held in the PS element.

d) The manufacturer's [PKCS #7] validity start time value is less~than the cvcAccessStart value
currently held in the PS element.

e) The manufacturer's CVC validity start time is less-than the cvcAccessStart value currently held
in the PS element.

0 The manufacturer's [PKCS #7] signingTime value is less-than the CVC validity start time.

g) Missing or improper extended key-usage extension in the manufacturer CVC

h) The co»signer's [PKCS #7] signingTime value is less—than the codeAccessStart value currentlyheld in the PS element.

i) The co—signer's [PKCS #7] validity start time value is less-than the cvcAccessStart value
currently held in the PS element.

j) The co-signer's CVC validity start time is less»than the cvcAccessStart value currently held inthe PS element.

k) The co—signer's [PKCS #7] signingTime value is less—than the CVC validity start time.

I) Missing or improper extended key—usage extension in the co-signer's CVC.
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. Code file manufacturer CVC validation failure.

. Code file manufacturer CVS validation failure.

. Code file eo-signer CVC validation failure.

. Code file co-signer CVS validation failure.

. Improper Configuration File CVC format (e.g.. Missing or improper key usage attribute)

. Configuration File CVC validation failure.

. Improper SNMP CVC format:

21) CVC subject organizationName for manufacturer does not match the CableHome device's
manufacturer name.

b) CVC subject organizationName for code co-signing agent does not match the PS element's
cun‘ent code co-signing agent.

c) The CVC validity start time is less—than or equal-to the conesponding subject's cvcAceessStart
value currently held in the PS element.

d) Missing or improper key usage attribute.

9. SNMP CVC validation failure.

11.8.4.9 Software Downgrade

The Software Downgrade defines the process of removing the upgraded version of the software image
download, thus reverting the Cable Home Device to the exact previous state.

When the PS element receives a code file with a signing-time that is later than the signing—time it has in its
memory, the device MUST update its internal memory with the received value.

Because the PS element will not accept code files with an earlier signing—time than this internally stored
value. to upgrade a CableHome device with a new code file without denying access to past code files, the
signer (e .g., the Manufacturer, the cable operator, CableLabs) can choose not to update the signing—time. In
this manner, multiple code files with the same code signing—time allows an operator to freely downgrade a
CableHome device‘s code image to a past version (that is, until the CVC is updated). This has a number of
advantages for the cable operator, but these advantages will be weighed against the possibilities of a code
file replay attack.

Another approach would be to sign the previous code tile with a signing-time that is equal to or greater
than the signing—time of the last upgrade.

11.9 PS Configuration File Security in DHCP Provisioning Mode

11.9.1 Configuration File Security Infrastructure Goals

The goals for securing the configuration file include:
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I Provide an authenticated tunnel between the PS client device and HTTPS sewer to ensure that
configuration files are secured from the cable operator to the PS. An integrity check is automatically
included when a message is authenticated.

- Encryption ofconfiguration files while in transport to reduce the possibility of eavesdropping on
firewall and PS configuration.

I Reduce the risk of an unauthorized configuration file download to the PS by an unauthorized source.

11.9.2 Configuration File Security System Design Guidelines

Table 11-25 — Security. System Design Guidelines

Security System Design Guidelines
The cable operator will have the ability to authenticate and
optionally encrypt the transport or configuration files for the P5 orfirewall

11.9.3 Configuration File Security System Description ‘

In DHCP provisioning mode. the cable operator can choose to turn on security for the configuration file
download. Within this section. the term configuration file refers to the PS configuration file, or the firewall
configuration file. Security is provided by establishing a TLS session between the PS and the HTTPS
server. CableHorne requires the PS to understand this security option and to use TLS within the
provisioning sequence to provide a secure session between the HTTPS Server and the PS, for the purposes
of downloading the PS configuration file, and the firewall configuration file, in a secure manner. TLS
provides authentication and encryption for the session, as configured by the cable operator. The session is
torn down prior to sending the Cab1eHome Syslog and/or NMS notification provisioning completed
message. The configuration file download trigger, management, and contents remain as industry standards
when TLS is layered under the HTTPS protocol. CableHome specifies the requirements for an [RFC 2246]
complaint TLS session. The TLS options are tightened to create l:l minimum set of interoperable behavior
for the PS. The provisioning flow with HTTP/TLS is described in detail in Section 13.

TLS provides an encrypted and authenticated transport tunnel for any application above TLS in the ISO
stack. The HTTP protocol itself is not affected by the TLS layering. The italicized and underlined layers in
the stack are encrypted for a standard TLS data packet. The HTTP protocol, which normally sits on TCP,
sits directly on TLS.

Table 11-26 — TLS Encryption
Conli uration File D loa
HTFP

11.9.4 Configuration File Security Requirements

The PS MUST implement the Transport Layer Security (TLS) protocol as defined by [RFC 2246],TLS
Protocol Version 1.0. with the exceptions as listed in this specification. The exceptions within this
specification are intended to simplify the requirements necessary for implementation and testing purposes.
Some of the exceptions place a minimum set requirements that already align with other technology used
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within the cable industry. The requirements placed will ensure the PS shall provide a consistent level of
performance for the cable operators. This section also helps remove any ambiguity and define processes
\vhich are not defined in the RFCs. but is needed for CableHome purposes. This is especially true in the
case of failure handling.

Note: The compression algorithm feature of TLS will not be used.

TLS version LO (SSL3, TLSvl) MUST be supported. Earlier versions of TLS MUST NOT be supported
by the PS. The PS MUST reject messages from the server if it attempts to use previous TLS versions.

11.9.4.1 Triggering TLS

To trigger a secure configuration file download in DHCP provisioning mode, the DHCP Ack will contain
the IP address of the HTTPS server in the siaddr field. The DHCP Ack will also contain option 72 with the
IP address of the HTTPS server. If the IP address in the siaddr field and the first IP address in option 72
match, the PS MUST establish a TLS session with the HTTPS server at the [P address listed in the ack,
prior to requesting the configuration file. The PS MUST download the configuration file using HTTP/TLS,
if the first IP address in TLV option 72 matches that IP address in siaddr, of the DHCP Ack message. If the
PS does not receive a match in the DHCP ack, the PS MUST NOT initiate a TLS session, the requirements
in this section are not applicable, and the PS client MUST use DHCP provisioning mode with the specified
TFTP download process. The provisioning flow diagram and description table are specified in Section l3.
If option 66 is included as well as option 72, and the IP address in option 72 matches the IP address in the
siaddr field, the PS MUST initiate a'l'LS session to the HTTPS server and MUST NOT initiate download
frotn the TFFP server listed in option 66.

If the PS receives the necessary information to initiate firewall configuration file download via HTTPS. as
specified in Section 7. then the PS will need to determine ifit needs to continue or set—up aTLS session
with an H’1'l'PS server.m

11.9.4.2 TLS Session Prerequisites

Prior to establishing a TLS session, the PS client MUST synchronize its clock with the TOD server. Details
are specified in Section 13.

Additionally, the PS client MUST establish the TCP/IP connection to the HTTPS server prior to sending
the TLS ClientHel1o. Once the configuration file download is complete, the PS MUST close the TCP/IP
connection. The PS client MUST use TCP port #443, specified by IANA standards, to connect to the
HTTP/TLS server. lfthe TCP/[P connection cannot be made after 5 attempts, with 30 seconds allowed for
each attempt, the PS MUST send event 68002000.

11.9.4.3 TLS Messagesm

Unless otherwise noted, all the messages are [RFC 2246] compliant.

11.9.4.3.1 ClientHe||o

The PS client MUST send a ClientHello to the HTTP/TLS server to initiate the TLS Handshake sequence.
After the initial ClientHe|lo message has been sent to the HTTP/TLS server, ifthe TLS session is not
established after 5 attempts. with 30 seconds allowed for each attempt, the PS MUST fail the session and
send event 68002100.

'31 Revised this paragraph per ECN CH] .l—N—03.0074—3 by Go on 12/5/03.
‘-‘-‘ Deleted section referring to C|ientCcrtiftcate per ECN CH l .l—N—03.0074—3 by G0 on l2/S/03.
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11.9.4.3.2 PS Processing of the Server Messages

The PS MUST be able to process the server messages, as defined in [RFC 2246], with the following
EXCC]3Il0I'lSI

I Hel1oRequest: The PS MUST ignore HelloRequest messages from a server. This protects the PS from
answering rogue requests from HTTPS servers. The H'l'l‘P/TLS process can only be initiated if the
appropriate DHCP options are configured by the cable operator. This assumes DHCP is trusted, even
though it is not secured by CablcHome.

ServerCertificate: The H'l'l‘PS server is expected to send its device certificate to the PS within the
ServerCertificate message. In addition to the [RFC 2246] requirements for this message, the PS client
MUST validate and verify the HTTPS server certificate. If the HTTPS sewer certificate authentication
fails, the TLS session is considered a failure and the PS MUST send event 68002200 with the [RFC
2246] defined error code.

11.9.4.4 TLS Ciphersuites and Compression

Within the ClientHello message, the requested ciphersuite MUST be listed. The required ciphersuite
support for CableHome is a subset of [RFC 2246] to align with the technology already used within the
cable industry. The cable operator will need to select the appropriate encryption and authentication
algorithm on the H'l'l‘PS server to communicate to the PS that meets the security model for that operator.
The ciphersuites required in this specification are a subset of those available and the PS can support
additional ciphersuites.

The following cryptographic algorithms MUST be support by the PS.
~ TLS_NULL_WITH _NULL_NULL
0 TLS _RSA_WITH_NULL_MD5
0 TLS_RS A_WlTH_N U LL_SHA
I TLS_RSA_WITH_DES_CBC_SHA
- TLS_RS A_WlTH_3DES_EDE_CBC_SHA

The compression feature of the TLS protocol is not required for Cab1eHome. Therefore, the PS client
MUST use compressionMethod.null. as the compression type.

11.9.4.5 TLS Session Tear Down

if the P5 is required to download a separate firewall configuration file immediately after the PS
configuration file is downloaded. and the firewall configuration file will be downloaded from the same
HTTPS server as the PS configuration file was downloaded from. the TLS session is expected to remain
active. The PS MUST ensure the TLS and corresponding TCP/IP session is closed with each HTTPS
server after:

The PS configuration file is downloaded, if, and only if there is no firewall configuration file to be
downloaded from the same HTTPS server, immediately after the PS configuration file is
processed

The firewall configuration file is downloaded and processed

11.9.4.6 TLS Eventsm

[RFC 2246] defines an alert protocol to handle closure and errors for TLS. The TLS alerts and errors
MUST be supported and used as defined in [RFC 2246], except the decompression_fai1ure (30) alert will

‘34 Revised Ihe first paragraph per ECN CHl.l-N-03 0074-3 by 00 on l2/5/03
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not be used for Cablel-Iome, since compression is not supported. All TLS alerts MUST be recorded by the
PS using event 68002200 with the appropriate error code defined in [RFC 2246] inserted in the Event Text
<Pl> field. The certificate related errors MUST be treated as critical, since the PS relies on server
authentication.

if the PS client has not received a message from the HTTP/TLS sewer in response to any TLS message
sent after 5 attempts, with 30 seconds allowed for each attempt, the TLS connection is considered a failure,and the PS MUST send event 68002 l00.

11.9.4.7 HTTP Download and Events

The HTTP transfer MUST only be initiated after the TLS handshake has been completed. The PS MUST
communicate to the HTTP/TLS server using standard HTTP, as defined by [RFC 2616]. The PS client
MUST initiate an HTTP version l.l request to the server for the PS configuration File, or the firewall
configuration file. The PS configuration filename used in the HTTP “GET Request" MUST be the same
filenarne the PS received in the DHCP ack. The firewall configuration filename used in the HTTP "GET
Request” MUST be the same filename the PS received in the PS configuration filcnamc, or via SNMP set

The PS client MUST handle all status messages according to [RFC 2616]. If the PS client receives an
HTTP status message indicating that the HTTP download cannot be completed, the PS MUST fail the
session and send event 68003000, with the appropriate error code from [RFC 26 I 6]. If the download
cannot be completed after 5 attempts, with 240 seconds allowed for each attempt, the PS MUST fail the
session and send cvcnt 68003 I00.

Note: A long timeout is given to include the configuration file download, which at times, can unfortunately
be slow. Once the configuration file is downloaded successfully, the PS MUST send event 68003200.

11.10 Physical Security

The PS is required to maintain, in its non—vnlatile memory, keys and other crypto-variables related to
CableHome network security. The PS MUST deter unauthorized physical access to this cryptographic
material.

The level of physical protection of keying material required for the PS is specified in terms ofthc security
levels defined in the FIPS PUBS 140-2. Security Requirements for Cryptographic Modules, standard [FIPS
l40—2]. In particular, the PS MUST meet FIPS PUBS 140-2 Security Level 1 requirements.

FIPS PUBS 140-2 Security Level l requires minimal physical protection through the use of production-
grade enclosures and recommended software practices.

11.11 Cryptographic Algorithms

11.11.1SHA-1

The PS implementation of SHA-1 MUST use the SHA-1 hash algorithm as defined in [FIPS 180-1].
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12 MANAGEMENT PROCESSES

12.1 lntroductionloverview

This section provides examples of processes associated with the use of the tools described in Section 6
(Management Tools), and additional processes that facilitate other required management functions defined
in this specification. PS Database access and other PS operations of the CableHome Management Portal
(CMP) are described in Section 6. Typical CableHome MIB access rules are provided in Section
6.3.3.l.4.2.

Management-related and other descriptive processes are provided for the following scenarios:
- Management Tool Processes
0 CTP Operation

- Connection Speed 'l‘ool
- Ping Tool

PS Operation
PS Database Access

Reconfiguration
— PS Software Download

- PS Configuration File Download
CableHome MIB Access

VACM Configuration
Management Event Messaging Configuration

- CMP Event Notification Operation
— CMP Event Throttling and Limiting Operation

12.1.1 Goals

This section is primarily composed of informative text, intended to aid in understanding, and does not
contain requirements. The examples describe how the Management Tools are used to accomplish typical
management functions. Sequence charts of additional management-rclatcd processes (ie., those not defined
in Section 6) are also provided, including management processes or process steps associated with the use
of required Management Tools. All processes shown involve interaction of the PS element with Headend
systems.

12.2 Management Tool Processes

Management Tool Processes are those associated with the required Management Tools defined in Section6.

12.2.1 CTP Operation

The CableHome Test Portal (CTP) provides Connection Speed Tool and Ping Tool capabilities, described
in Section 6.4.3.l and Section 6.4.3 .2. respectively.
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12.2.1.1 Remote Connection Speed Test

The Remote Connection Speed Test can be useful in validating performance levels, identifying possible
configuration errors, and determining other performance-oriented characteristics:

l. The Network Management System (NMS) starts the test by initializing the test parameters and setting
the Begin Test flag, via SNMP SET Request.

. The CMP SNMP Agent updates the PS Database with the test parameters and notifies the CTP to begin
the test.

. The CTP queries the PS database for the test parameters.

. The CTP issues a burst of UDP packets to port 7 of the specified LAN IP Device. Port 7 is reserved for
the echo service.

. The target LAN [P Device simply echoes the UDP packet payload back to the CTP

. Once all of the packets have been received, or the test timeout period has expired. the CTP updates the
PS Database with the results of the test and sets the Test Complete flag.

. The NMS verifies that the command is complete by checking Status = complete.

. The NMS requests the test results via SNMP GET Request.

. The CMP SNMP agent queries the PS database for the test results and reports them in the SNMP GET
Response. If the test has not completed, the test data will indicate the test is still running. The NMS
must repeat the SNMP GET Request until the test results indicate the test has completed.
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Figure 12-1 — Connection Speed Tool Process Sequence Diagram

12.2.1.2 Ping Tool Process

The Ping Tool can be useful in validating connectivity state, performance levels, and identifying possible
configuration errors.

. The NMS starts the test by initializing the test parameters and setting the Begin Test flag, via SNMP
SET Request.

. The CMP SNMP Agent updates the PS Database with the test parameters and notifies the CTP to begin
the test.

. The CTP queries the PS database for the test parameters.

. The CTP issues an ICMP Echo Request packet to the specified LAN [P Device.

. The target LAN IP Device responds with an ICMP Echo Response.

. The CTP updates the PS Database with the results of the test and sets the Test Complete flag.

. The NMS verifies that the command is complete by checking Status = complete.

. The NMS requests the test results via SNMP GET Request.

. The CMP SNMP agent queries the PS database for the test results and reports them in the SNMP GET
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Response. If the test has not completed. the test data will indicate the test is still running. The NMS
must repeat the SNMP GET Request until the test results indicate the test has completed.

CMP .

| SNMP Agent PS Database LAN IP Device

EIMP Set Request!"D"!
Load / trigger Ping: U.“d.a[E Data.b.a5.5..

. . ..TF=-Jw.l'_s_s.t_..,,.

ENMP Set Respcnsa ‘Query Database
| -IICMP Echo Rertuasl.‘-T . . ...-

ae -<_
Stare Test Results ICMP Echo Response

SrNMP Get Reques’t_‘ """?|-'és"t'D°ne'
Request ‘Fest Results Query Database" .. . ....

t3_ut_Flaspon_5Report Test Re§u|Ts

O 0
Figure 12-2 — Ping Tool Process Sequence Diagram

12.3 PS Operation

The CableHomc Management Portal (CMP) provides access to the PS Database via the PS WAN4Man
interface, as described in Section 6. The message sequence for a typical PS Database access operation from
the PS WAN—Man interface is described below.

12.3.1 PS Database Access

Configuration and management parameters stored in the PS Database are accessed by the NMS via SNMP
MlBs. Parameters are retrieved using SNMP Get—Request, Get-Next—Request. and Get—Bulk messages
issued by the NMS \vith the PS WAN-Man address as the destination address. Parameters can be modified
and actions (such as the Connection Speed and Ping tools), executed by the NMS issuing SNMP Set-
Request messages with the appropriate parameters, to the PS WAN—Man address.

Figure I2-3 describes the management message sequences for a typical PS Database access from the PS
WAN-Man interface. The following message sequences assumes that a secure SNMPV3 link has heenestablished:

. The NMS reads data from the PS database using the SNMP “GET Request” The request lists the
specific objects the NMS wants from the database.

. The CMP SNMP Agent queries the PS Database for the specified parameters.

. The CMP SNMP reports the data to the NMS with the SNMP “GET Response".
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WAN I PS

HeadEnd SNMP Age” (Internal DB)

_ srmp Gal Request

..._9‘.'.'-‘F’! ':.’a."=‘°“5° ..
NMP G5! Response

Flgure12-8 — PS Database Access from the PS WAN-Man Interface Sequence Diagram

12.3.2 Reconfiguration

12.3.2.1 PS Software Download

Figure [2-4 illustrates a software/firmware download process for a PS in SNMP Provisioning Mode, which
is triggered by the NMS, The PS is instructed where to obtain the new software code file. Once download
of the code file is complete, the PS will test the image for any corruption that may have occurred during the
download. Authentication is performed to verify that the code file can be trusted. Following this step, a
system reboot is performed.

Following the reboot, the PS resumes operation on the new software image. The PS may need to be
reconfigured after the software upgrade, and the WAN interfaces may need to be provisioned again (not
shown). If the PS does not accept the new software image, it will revert back to the prior (backup) software
version and report the results to the NMS.
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NMS
‘ CMP ; ‘ PS Database K LAN IP Device |I

. NMS (operator) query . . .on PS SW revision
be current SW revision
we I

NMS (operator) requires
SW upgrade— —- h-

souroe of SW configured5- source ol SW ssl
T .._

Load SW from server new SW image stored
-we in PS non volatile memory— —I-

Verify SW image— —b

Verify SW is
authentic (certificates)II’

system: l‘='bElDl I

successful SW upgrade ,
message SW upgrade I-«IT — I

complete |4S:

Reconfigure (if required)

Figure 12-4 — PS Soltware Download Sequence Diagram

12.3.2.2 PS Configuration File Download

Figure l2«5 illustrates a reconfiguration ofa P5 in SNMP Provisioning Mode. via config file download,
and is triggered by the NMS. The configuration file is given to the PS by writing the fileserver and
filename into the PS, and triggering the PS to download the file. Once the configuration file is loaded, the
commands within it are interpreted. If any of the commands are not understood, or are not applicable, they
are skipped and an event is generated. When the PS has completed processing the config file, it will record
the number of TLV tuples processed and skipped in the appropriate MIB objects.
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| NMS 1 L PS Database LAN IP Device |l

O I O 0
read last Configuration

NMS (operator) query File or read current
on current configuration configuration settingsIn-1— -

Source of Configuration File
and fllename sent (SNMP) Store Source and name

T — in of configuration file

Load Configuration File '_'(mm server Save Configuration file
-QT in temporary storage.

Verify integrity-- :-

lnterpret Configurationtile
-we - .

manipulate PS I»:
Optionally Read 'Configuration File

errors, messages, Saving Errors
and Event log and Messages

4- b-

O O O 0
Figure 12-5 — PS Reconfiguration (Configuration File Download) Sequence Diagram

12.4 Cab|eHome MIB Access

12.4.1 VACM Configuration

Cableflome specifies MSO control of the Cab1eHome management domain. An example of the
configuration of VACM parameters is shown below.
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SNMP PS C“, 1 LAN IP i
Agent (lntemal DE) | Device

SNMP Set Request
Configure VACM Parameters
for MSO Control I

D-

vAr.mConlex1Name _ _ _Up_datE _Da‘_aba5evaemSecuri1yToGraup
vacmsecunlyliliodel
vnemSeI:un'lyNanIe
vacmsecunlyTuGroupS1orageType
vaurnAccessEnlry

D-

SNMP Set Response

. I
i I

Figure 12-6 — PS Configuration (VACM Parameters) Sequence

12.4.2 Management Event Messaging Configuration

12.4.2.1 CMP Event Notilication Operation

CabIeHome events are reported through local event logging, SNMP TRAP, SNMP INFORM messages,
and SYSLOG. The event notification mechanism can be set or modified by the NMS, by issuing an SNMP
Set—Request message to the PS WAN—Man address.

Figure 12-7 illustrates configuring the PS database to store events in local log files. Local log events are of
two types: local non—vo|ati1e and local volatile. The NMS will read the content of the local log and write
that content to the Headend event logging system. A PS reboot causes only the volatile events to be cleared
from the PS database. Nonvolatile events persist across reboots.
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' WAN! _ ' l e ' T." ' T.
Headend ‘ PS-CMP ‘ ‘ database ‘ I PS LAN»s\de | LAN IP Device

O I O I 0SNMP Sel Request
Set Event Notification

local log files update Database
ep-

-we
SNMP Set Response

SNMP Get Requesl

Request local log Query Databaseevent table :4 -- pa.
SNMP Eel Rasoonsa

Report local log I |event table Clear local volatile I PS Reboot:-Celog llle, keep
I‘tIlFNFIlll|lIn loo lull! I

Synchronize and ronppty.
nnnvulalllu lug tile

PS Reboot finished

Resume nptrratlrm

O I 0
Figure 12-7 - PS Configuration (Event Control) Sequence

Figure 12-8 illustrates the download of a configuration file for a PS in SNMP Provisioning Mode. This
process is triggered via an SNMP Set Request. The PS must verify this file before accepting it. In the
example, a TLV error exists and is reported. Since the event notification is set to the SNMP TRAP mode,
the address of the TRAP server is retrieved from the PS database and the event is sent to that TRAP server.
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I ..
f PS I WAN-side

WAN I
, .

Headend PS mama” PS / LAN-side Lan IF‘ Device._ database . I
0

SNMP Set Reggesl I .Set Event Notification
TRAP Update Database

4-jg
SNMP Set Response

SNMP Set Requester»-
Set configuration flle

Update Database{+-
SNMP Set Response

Verifying Configuration file
TLVs generated errorsea-

Reirieve trap SewerAddress .
SNMP Trap

I" Flepnfl to trap Sewer

"O 0 I 6 0
Figure 12-8 — PS Configuration File Download (with Invalid TLVs) Sequence

Figure 12-9 illustrates the process of a LAN IP Device trying to obtain an IP address from the local DHCP
server (CDS). The CD3 function checks the PS database for an available IP address. In this case, the CDS
detects that no IP address is available from the address pool, and generates an event to SYSLOG.
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l NMS I Daglfase l 1 cop 1 ‘LAN|PDevice
SNMP Set Request

Set Event Nolificelion
SYSLOG Update Database

SNMP Set Response Client aequlnng anIP Address

Accessing Address Cw rll
generates parametersexceeded

Reineve SYSLOG Sewer
Address

Report to SYSLOG Slenie

Figure 12-9 — Address Acquisition (Request Exceeds Provisloned Count) Sequence

12.4.2.2 Example CMP Event Throttling and Limiting Operation

Cableflome provides an event tlimltling sneehnnism Vill the CMP ftlltctitillttlity of the PS. Event throttling
and limiting is very flexible untl um include case»: in which nil events are rcpnrted, and cases in which no
events are reported to the NMS. Enter to Section f1.3..l,1'.:l,R for u Li€!?C[i]J'li(|ll of the CMP Event Throttling
and Limiting mechanism.

Figure l2—ll’I illunrtmtes coitfigiiririg Lhc PS I.i|Ii:1|:l.u!tl.' lu rclum events via the SNMP INFORM mcthod,
Initially. several INFORM It:c.~:s.iJ.guu are written in the Iun.‘:t1 log file and delivered to the NMS. The event
throttling imulttitiieaiai 21!.‘-l_‘i ihe limit of lht: numlu.-r of warm! that can be sent to the NMS within a given time
frame. When that limit is reached, the PS will stop sending INFORM messages to the NMS. In order to
restart the event notification, the NMS SHOULD re-enable the event reporting.
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inbound traffic
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Inbound lramc
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Repnrl in Iran Sewer
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Figure 12-10 — CMP Event Throttling and Limiting Operation
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13 PROVISIONING PROCESSES

This chapter describes the processes involved when using the Provisioning Tools. described in Section 7.
for initial provisioning of LAN IP Device and the PS element. C21hleHome specifications refer to
provisioning as the following three tasks:

1 . Acquiring network addresses

2. Acquiring sewer information

3. Secure download and processing of the PS Configuration File

Provisioning processes are described in this section for each of the following relevant CableHome cases:

I PS WAN-Man - Provisioning of the PS WAN based management functionality
0 PS WAN Data — Provisioning of PS WAN-Data IP addresses to be used for creating CAT Mappings to

LAN IP Devices in the LAN-Trans address realm

0 LAN IP Device in the LAN-Trans Realm - Provisioning ofa LAN [P Device with a translated IP
address

- LAN [P Device in the LAN-Pass Realm — Provisioning of a LAN IP Device with an [P address that is
passed through to the WAN

Provisioning of the DOCSIS cable modem element of an embedded PS is separate and distinct from
CableHomc provisioning, and is out of scope for CableHome. The reader is referred to DOCSIS
specifications for descriptions of cable modem provisioning.

The functional elements with which the CableHome Portal Services element interacts during the
provisioning processes listed above are identified in Figure l3—l.The Key Distribution Center (KDC)
functional element is shown with a hroken outline, since it is used in SNMP Provisioning Mode. but not in
DHCP Provisioning Mode.The other functional elements are used in both provisioning modes.

SNMP
Manager

I NMS

LAN IP Device LAN IP Device
LAN-Trans LAN-Pass

Figure 13-1 — CableHome Provisioning Functional Elements

The Trivial File Transfer Protocol (TFTP) server or the HyperText Transfer Protocol (HTTP) server
provides access to the PS Configuration File for the PS and follows rules described in [RFC 1350]. The
Time of Day (ToD) server provides the means for the PS to acquire the cun'ent time in UTC format as
described in[RFC 868]. The Dynamic Host Configuration Protocol (DHCP) server provides the PS with

Cab|eL<:bs® 04/o9/04
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private and/or global IP addresses following [RFC 2 [3 l], as well as providing other information via DHCP
options in accordance with [RFC 2|32j. The Network Management System (NMS) complies with the
Simple Network Management Protocol (SNMP) versions SNMPVI. SNMPv2, and SNMPv3 as described
in [RFC 2576]. The System Log (SYSLOG) server handles event mcssages generated by the PS and by
LAN [P Devices in the home. The PS implements clients for these cable data network-based servers. and
uses these client functions during the provisioning processes described in this section to accomplish the
tasks listed at the beginning of this section.”

13.1 Provisioning Modesm

Section 5.5 and Section 7.2.1 introduce two valid provisioning modes supported by the Portal Services
element: DHCP Provisioning Mode and SNMP Provisioning Mode. The PS operates in a third mode,
Dormant CableHome Mode, if it is not configured to operate in either of the two valid provisioning modes.
In this section the two valid provisioning modes are presented in more detail. Figure l3—2 illustrates a
possible event flow for the two provisioning modes and the Dormant CablcHome Mode. The key point of
Figure 13-2 is the switch used by the PS to determine the mode in which it is to operate.

The PS operates in DHCP Provisioning Mode (DHCP Mode) if the DHCP server in the cable network
provides a valid [P address for the TFTP or HTTP server in the DHCP message ‘siaddr' field, provides a
valid file name for the PS Configuration File in the DHCP message 'file' field, and does NOT provide
DHCP option 177 sub—options 3,6, and 5l to the PS CDC, during the DHCPACK phase of the
initialization process. DHCP Provisioning Mode is intended to cnable the PS to operate on it DOCSIS 1.0
or a DOCSIS l.l infrastructure, with little or no changes to the DOCSIS network.

SNMP Provisioning Mode in the PS is triggered when the DHCP server in the cable network does NOT
provide values for 'siadrlr' and ‘file’, and when the cable network DHCP server DOES send DHCP option
177 sub-options 3, 6. and 5 l. SNMP Provisioning Mode is intended to enable the PS to take advantage of
advanced features of a Packetcable infrastructure.

The PS defaults to Dormant CableHome Mode if it receives none of the fields or sub-options defined as
triggers for DHCP Provisioning Mode and for SNMP Provisioning Mode, or if it receives an invalid
combination of the fields and sub—options.

The PS defaults to Dormant Cablel-lorne Mode if it receives none of the fields or sub-options defined as
triggers for DHCP Provisioning Mode and for SNMP Provisioning Mode, or if it receives an invalid
combination of the fields and sub-options.

Not all error conditions are shown in Figure 13-2 and Figure 13-3. Refer to Section 7.2.2 for it description
of PS behavior in the event of incorrect Provisioning Mode decision criteria.

‘*5 Revised this paragraph per ECN CH I . l»N-03056 by G0 on 10/23/03.
W’ Revised Figure 13-2 and added Figure 13-3 (as Part 2) per ECN CHl.l—N—03.UU‘)*)—3 by G0 on I2/9/03.
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13.2 Process for Provisioning the PS for Management: DHCP Provisioning
Mode

The PS requests, from the Headend provisioning system. an IP address to be used for the exchange of
management messages between the NMS and the PS. The PS parses the DHCP message returned in the
DHCP OFFER and makes a determination about the provisioning mode in which it is to operate (ref.
Section 7.3 .3 2.4). Section 7.3 .3 2.3 .2 describes three WAN Address Modes supported by CablcHome for
the acquisition of IP addresses by the PS from the DHCP server in the cable network.

If the PS makes the determination that it is to operate in DHCP Provisioning Mode. it will use the PS
Configuration File information passed in the DHCP message as a trigger to download the PS Configuration
File, as described in Section 7.3. PS Configuration File download is a requirement for the PS operating in
DHCP Provisioning Mode, but is optional for the PS operating in SNMP Provisioning Mode.

In DHCP Provisioning Mode, the PS (CMP) defaults to using NmAccess mode for management message
exchange with the NMS, but the NMS can optionally configure the CMP for Coexistence Mode. These
management messaging modes are described in Section 6.3.3.

Figure I3-4 and Figure 13-1 describe the sequence of messages needed to initialize a PS operating in
DHCP Provisioning Mode. The process for provisioning for management ofa PS operating in DHCP
Provisioning Mode is the same for the PS embedded with a DOCSIS cable modem, as it is for the stand-
alone PS. The provisioning for the Embedded PS MUST NOT occur before the cable modem provisioning
process. The stand—alone PS management provisioning SHOULD occur immediately after power-up/reset.

The optional process of downloading a Firewall Configuration File is shown with shading in Figure l3—4.
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Flow

CHPSWMD-1
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Services Server Sewer
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Sewer (NMS)

SYSLOG TFTP
Server Server

Portal DHCP TOD
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DHCP Elr . dcast Disc er (inc|udes?a0|eHome I evice identifr)
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' ICHPSWMD-3 l

CHPSWMD-4

CHPSWMD-5

CHPSWMD-6

CHPSWM D-9

CHPSWMD-11
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CHPSWM D-8
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CHPSWMDM CableHom-.iguration file (optional) I
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1
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I
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13-4 — Provisioning Process for PS Management — DHCP Provisioning Mode

Table 13-1 describes the individual messages CHPSWMD-1 - CHPSWMD-l2 shown in Figure 13-4!”

W Revised Table
G0 on 07/03/03 a

04/09/04

[3-l and deleted text at the end ofTable [3-I per ECN CH1 I-N-03046 and CH1.1-N-03.0099-3 by[Hi 12/9/03 .
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Table 13-1 — Flow Descriptions for PS WAN-Man Provisioning Process lor DHCP Provisioning Mode

CHPSWMD-1

PS WAN-Man Provislonlng: DHCP ProvisioningMode
DHCP Broadcast Discover

The CDP (CDC) sends a broadcast DHCP
DISCOVER message to acquire the WAN-Man IP
address as described in Section 7 3.3.2.4 The
DHCP DISCOVER broadcast by lhe CDP (CDC)
includes mandatory options listed in Table 7-10,
CDC DHCP Options in DISCOVER and REQUEST
Messages The PS sets Q-1bhPsDevProvStatelo
status ‘inProgress' (2) when the CDC sends abroadcast DHCP DISCOVER.

Normal
Sequence

Begin
provisioning
sequence.

Failure Sequence

If unsuccessful per DHCP
protocol report an error and
continue to retry DHCP
Broadcast Discover until
successful (return to step
CHPSWMD-1). If
unsuccessful on the first
attempt to acquire a WAN-
Man IP address, the PS
initiates operation of the CDS
es specified in Section
7 3.3.2.4

CH PSWMD-2 DHCP OFFER CHPSWMD-2
MUST occur
after
CHPSWMD-1
completion

if failure per DHCP protocol
return to CHPSWMD-1 and
report an error

CH PSWMD-3 DHCP REQUEST

The CDP MUST send the appropriate DHCP sewer
a DHCP REQUEST message to accept the DHCP
OFFER

CHPSWMD-3
MUST occur
after
CHPSWMD-2
completion

If failure per DHCP protocol
return to CHPSWMD-1 and
report an error.

CHPSWMD—4

CHPSWMD-5

CHPSWMD-S

DHCP ACK
The DHCP server sends the CDP a DHCP ACK
message which contains the IPv4 address or thePS. The PS modifies cabhPsDevProvMode based
on information received in the DHCP ACK (rel.:
Section 7.3.3 2 4). The PS stores the Time of Day
server address in cabhPsDevTimeServerAddr.
The PS modifies cabhPsDevPrcvMode based on
lnlormation received in the DHCP ACK (ref. Section
7.3 3.2 4).

CH PSWMD-4
MUST occur
after
CHPSWMD-3
completion.

If failure per DHCP protocolretum to CHPSWMD-‘i and
report an error

Time of Day (TOD) Request per [RFC 568]
The PS issues a ToD Request to the Time Sewer
identified in Option 4 of the DHCP ACK message.

CH PSWMD-5
MUST occur
after
CHPSWMD-4
completion

Continue with CHPSWM D-6.

TOD Response
The ToD sewer is expected to reply with the currenttime in UTC formal.

CHPSWMD-5
MUST occur
after
CHPSWMD—5
completion.

Attempt synchronization with
the next Time of Day sewer
listed in DHCP Option 4 of
the DHCP ACK. If an
unsuccessful synchronization
attempt has been made with
each ToD sewer as part of
an initial attempt to
synchronize Time of Day, set
cabhPsDevTodSyncStatus =
false(2), attempt to acquire
system time lrorn the cable
modem (embedded PS only).
update
cabnPsDevDateTime.
update CDS lease times, and
continue with CHPSWMD-7
Refer to Section 7.5 4 for
additional details
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Flow Step

CHPSWMD-7

CHPSWMD-B

PS WAN-Man Provisioning: DHCP ProvisioningMode

TFTP Request
The PS operating in DHCP Provisioning Mode
sends the TFTP Server a TFTP Get Request to
request the specified configuration data file as
described in Section 7.4 4

Normal
Sequence

CHPSWMD-7
MUST occur
atter
CH PSWMD-5
completion
CHPSWMD-7
MAY occur
before
CHPSWMD-G
completion

Failure Sequence

Continue to CHPSWMD-B.

TFTP server sends PS Configuration File
After the PS Configuration File is received, the hashis checked. Refer to Section 7 441. The PS
Configuration File is then processed. Refer to
Section 7.4.4 for PS Configuration File contents.
Optionally, the IP Address of the firewall
Configuration File TFTP server, the firewall
Configuration File filename and the hash of the
firewall Configuration File are included in the PS
Configuration File if there is a firewall Configuration
File to be loaded, and this is the method selected to
specify it,

CHPSWM-B
MUST occur
after
CHPSWM-7
completion

If the TFTP download fails,
take action, depending upon
the nature of the error, as
described in Section 7 4 4 4

CHPSWMD-9 TFTP Request - Firewall Configuration File
(optional)
If the PS receives Firewall Configuration File
information (Firewall TFTP server and Firewall
Configuration File name) in the PS Configuration
File, the PS sends the Firewall Configuration TFTP
Sewer a TFTP Get Request to request a Firewall
Configuration File (see Section 11 6 4.2). if the PS
does not receive Firewall Configuration File
Infonnation in the PS Configuration file, the PS
provisioning process (DHCP Provisioning Mode)
MUST skip steps CHPSWMD-9 and CHPSMWD-10
and continue with step CHPSWMD-11.

If CHPSWMD-
9 occurs, it
MUST occur
after
CHPSWMD-B
completion.

if TFTP fails, continue with
P5 operation but report an
error and continue to retry
CHPSWMD-9

CHPSWMD-10 TFTP server sends firewall configuration file
(optional)
If step CHPSWMD-9 occurs, the TFTP Server
sends the PS a TFTP Response containing the
requested file, After the firewall configuration file is
received the hash of the configuration file is
calculated and compared to the value received in
the PS Configuration File. The file is then

CHPSWMD-10
MUST occur
after
CHPSWMD-9
completion

if the TFTP fails. continue
with P5 operation but report
an error and continue to retry
CHPSWMD-9 Ii processing
of the firewall configuration
file produces an error,
continue and report the error
as an event

04/09/04
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PS WAN-Man Provisioning: DHCP Provisioning Normal Fanure sequel“;Fl°w Sup Mode sequence
CHPSWMD-11 Provisioning Complete CHPSWMD-11 If the SNMP trap fails, the

MUST occur provisioning sewer may not
after know the provisioning
CHPSWMD-10 process has completed
completion. unless it polls the

cabhPsProvState object

if requested by the provisioning system the P5 is
required to intonn the provisioning system oi the
status of PS provisioning. The provisioning system
could request the PS to send a SYSLOG message
or an SNMP trap, or both.
If the PS successfully completes all required steps
from CHPSWMD-1 through CHPSWMD-10 and the
PS received a SYSLOG server address in the
DHCP OFFER, the PS MUST send a provisioning
complete message to the SYSLOG serverwith
provisioning slate set to PASS.
If the PS successfully completes all required
provisioning steps from CHPSWMD-1 through
CHPSWMD-10 end the PS received valid
parameters the Notification Receiver, the PS MUST
send a provisioning complete notification
(cabhPsDev|nitTrap) with appropriate parameters to
the Notification Receiver

The PS MUST update the value of
cabhPsDevProvState with status ‘pass’ (1) when
provisioning flow steps CHPSWMD-1 through
CHPSWMD-11 complete successfully

13.3 Process for Provisioning the PS for Management: DHCP Provisioning
Mode with HTTPITLS

The PS requests from the Headend provisioning system, an IP address to be used for the exchange of
management messages between the NMS and the PS. The PS parses the DHCP message returned in the
DHCP OFFER and makes a determination about the provisioning mode in which it is to operate (ref.
Section 7.3 .3 .2 .4). Section 7.3 3.2.3.2 describes three WAN Address Modes supported by Cab]eHome for
the acquisition of IP addresses by the PS from the DHCP server in the cable network.

if the PS makes the determination that it is to operate in DHCP Provisioning Mode, it will use the PS
Configuration File information passed in the DHCP message. as a trigger to download the PS
Configuration File. If DHCP option code 72 is present in the DHCP ACK message. and ifits contents
match the [P address in the siaddr field, the download will occur, using HTFP over TLS, as specified in
Section H9.

in DHCP Provisioning Mode, the PS (CMP) defaults to using NmAccessTahle mode for management
message exchange with the NMS, but the NMS can optionally configure the CMP for Coexistence Mode.
Thesc management messaging modes are described in Section 6.3 .3.

Figure B-5 and Table 13-2 describe the sequence of messages needed to initialize at PS operating in DHCP
Provisioning Mode with HTTPFFLS. The process for provisioning and management of the PS operating in
DHCP Provisioning Mode is the same for the PS cmbeddcd with a DOCS [S cable modem as it is for the
stand-alone PS. The provisioning for the Embedded PS MUST NOT occur before the cable modem
provisioning process. The stand-alone PS management provisioning SHOULD occur immediately after
power~up/reset.

The optional process of downloading a Firewall Configuration File is shown with shading in Figure 13-5.
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Provisioning Process for I]-ICP Provisioning Mode using HTTPITLS

Cableflome New ark
Penal DHCPServ er TDDServer SYSLOG Management

Serv er(NM 5)
Begin Cable Home Initialization and configuration

CHPSWMT-1

OH PSWMT—2

CHPSWMT-3

CHPSWMT-4

CHPSWMT5

CH p5wMT.§ TOD Response

cH,,swMT_, TCP/IP for H'|TP/TLS

cH,,swMT_,, TLS Handshake includes Certificale Exchange

CHPSWM-I-_9 H'|'|'P PS Configuration File Requesi

PS Configuration File Dow nload

I-i'|TP Firewall Configuration File Request
Flrew d (hnfiguration He Download (Optic
TLS Alert Ciosure Handshake I

cHpswwrr.14 TCP/IP Connection Tear Dow n

N Cabiei-iorne SYSLOG andlnr NMS notification of provision g completed
4

CHPSWMT-10

CH PSWMT-13

Figure 13-5 — Provisioning Process DHCP Provisioning Mode using HTFPITLS

Table 13-2 describes the individual messages CHPSWMT-1 - CHPSWMT-I2 shown in Figure 13-4. Refer
to Section 11.9 PS Configuration File Security in DHCP Provisioning Mode for more information.“ W’

'3" Revised this paragraph and the following Table 13-2 per ECN CHl.l-N-03046 by CO on 07/07/03.
”“ Revised Table 13.2 per ECN CH1 .1-N-03.0099-3 by G0 on 12/9/03

04/09/04 Cub|eLobs@



731

CH-SP-CH1.1-I04-040409 cabieHome""‘ Specifications

CHPSWMT-1

PS WAN-Man Provisioning: DHCP ProvisioningMode
DHCP Broadcast Discover

The CDP (CDC) sends a broadcast DHCP
DISCOVER message to acquire the WAN-Man IP
address as described in Section 7 3 3.2.4 The DHCP
DISCOVER broadcast by the CDP (CDC) includes
mandatory options listed in Table 7-10, CDC DHCP
Options in DISCOVER and REQUEST Messages.
The Ps sets cabhPsDevProvState to status
'inProgress‘ (2) when the CDC sends a broadcastDHCP DISCOVER.

Nonnal
Sequence

Begin
provisioning
sequence.

Table 13-2 — Flow Descriptions for DHCP Provisioning Mode usin HTTFITLS
Failure Sequence

If unsuccessful per DHCP
protocol report an error and
continue to retry DHCP
Broadcast Discover until
successful (return to step
CHPSWMT-1) If
unsuccessful on the first
attempt to acquire a WAN-
Man iP address, the PS
initiates operation of the
CDS as specified in
Section 7 3.3.2.4

CHPSWMT-2 DHCP OFFER CHPSWMT-2
MUST occur
after
CHPSWMT-1
completion

it failure per DHCP
protocol return to
CHPSWMT-1 and reportan error

CHPSWMT—3

CHPSWMT-4

CHPSWMT-5

DHCP REQUEST
The CDP sends the appropriate DHCP server a
DHCP REQUEST message to accept the DHCP
OFFER

DHCP ACK
The DHCP sewer sends the CDP a DHCP ACK
message which contains the IPV4 address of the PS
The PS stores the Time of Day server address in
cabhPsDevTirneServarAddr.
If the IP address in the siaddrfield of the DHCP ACK
matches the first IP address in option 72, the PS
initiates a TLS session and downloads the
configuration file from the HTTP server. The PS
modifies cabhPsDevProvMode based on inlonnation
received in the DHCP ACK. Reter to Table 11-9 PS
Configuration File Security in DHCP Provisioning
Mode.

Time at Day (TOD) Request per [RFC 868]
The PS synchronizes its time with the time sewer
selected from DHCP Option 4 (Time server Option)
in the DHCP ACK. Refer to Sedlon 7 5.4 Time of Day
Client Function Requirements.

CobleLobs@

CHPSWMT-3
MUST occur
after
CHPSWMT-2
completion
CHPSWMT4
MUST occur
after
CHPSWMT-3
completion.

CH PSWMT-5
MU ST occur
aher
CHPSWMT-4
completion.

if failure per DHCP
protocol return to
CHPSWMT-1 and reportan error

it failure per DHCP
protocol return to
CHPSWMT-1 and reportBI’! SITUF.

Continue with CHPSWMT-
6
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CHPSWMT-6

PS WAN-Man Provlslonlng: DHCP ProvisioningMode

TOD Response
The ToD server is expected to reply with the current
time in UTC format

Normal
Sequence

CHPSWMT-6
MUST occur
aner
CHPSWMT-5
completion '

Failure Sequence

Attempt synchronization
with the next Time of Day
sewer listed in DHCP
Option 4 of the DHCP
ACK. If an unsuccessful
synchronization attempt
has been made with each
ToD server as part of an
initial attempt to
synchronize Time of Day,set
cabhPsDevTodSyncSIatus
= fa|se(2), update
cabhPsDevDeteTime,
update CDS lease times,
and continue with
CHPSWMT-7 Refer to
Section 7.5.4. for additional
details

CHPSWMT-7 TC PIIP Setup
The PS operating in DHCP Provisioning Mode
establishes a TCPIIP session to exchange HTTP
messages with the HTTP sewer in the cable
operators provisioning system

CHPSWMT-7
MUST occur
after
CHPSWMT-5
completionCHPSWMT-7
MAY occur
before
C HPSWMT-6
completion.

If failure per TCPllP retry
per the specification ifretries all Tail return to
CHPSWMT-1 and reportET] BTTDI’

CHPSWMT-B TLS Handshake
The PS operating in DHCP Provisioning Mode
establishes a TLS session with the HTTPS server

CHPSWMT-8
MU ST occur
after
CHPSWMT—7
completion

If failure for TLS retry per
the specification. If retries
all fail return to
CHPSWMT-1 and reportan error.

CHPSWMT-9 HTTP Configuration File Request
The PS operating in DHCP Provisioning Mode
requests the configuration file from the HTTP sewer

CHPSWMT-9
MUST occur
after
CHPSWMT-B
completion.

If failure for HTTP retry per
the specification. If retnes
all fail return to
CHPSWMT-1 and reportan error

CHPSWMT-10 HTTPS sewer sends PS Configuration File
The PS Configuration File is processed. Refer to
Section 7 4 4 for PS Configuration File contents
Optionally, the IP Address of the firewall
Configuration File HTTP sewer and the firewall
Configuration File filename of the firewall
Configuration File are included in the PS
Configuration File

CH PSWMT-10
MUST occur
after
CHPSWMT-9
completion.

if the HTTP download fails.
report an en'or and return
to CHPSWMT- 9 (continue
to retry PS Conlig File
download).
If processing of the PS
Config File produces an
error, continue with
CHPSWMT-13 and report
the error as an event.

 .7
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Flow Step

CHPSWMT-11

CHPSWMT-12

PS WAN-Man Provisioning: DHCP ProvlslonlngMode

HTTP Request - Firewall Configuration File (Optional)
if the PS receives Firewall Configuration File
information (Firewall TFTP sewer and Firewall
Configuration File name) in the PS Configuration File,
the PS requests the Firewall Configuration File from
the HTTP Server. if the PS does not receive Firewall
Configuration File information in the PS Configuration
file. ihe PS provisioning process (DHCP Provisioning
Mode) MUST skip steps CHPSWMT-11 and
CHPSMWT-12 and continue with step CHPSWMT-13.

Normal
Sequence

if CHPSWMT-11
occurs, it MUST
occur after
CHPSWMT-10
completion.

Failure Sequence

If H'|TP rails. continue with
PS operation but report an
error and continue to retry
CHPSWMT-13

H'l'l'P sewer sends firewall configuration file
(Optional)
If step CHPSWMD-11 occurs, the HTTP Sewer
sends the PS :1 HTTP Response containing the
requested firewall configuration file.

CHPSWMT—1 2
MUST occur
after
CHPSWMT-11
completion.

If the HTTP fails‘ continue
with PS operation but
report an error and
continue to retry
CHPSWMD-11. if
processing of the firewall
configuration file produces
an error, continue and
report the error as an
event

CHF'SWMT—1 3

CHPSWMT-14

TLS Alert Closure Handshake
The PS tears down the TLS session immediately
prior to sending the provisioning complete message.

TCP/IP Tear Down
The TCP/IP session between the PS and the HTTP
Sewer is torn down.

CHPSWMT—13
MUST occur
after
CHPSWMT-12
completion

CHPSWMT—14
MUST occur
after
CHPSWMT-13
comnletion.

Continue to CHPSWMT-
14
It failure for HTTP retry per
the specification. ii retries
all fail report an error.
If the TCPIIP tear down
fails report an error‘
Continue to 15.
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CHPSWMT-15

PS WAN-Man Provisioning: DHCP ProvisioningMode

Provisioning Complete
It requested by the provisioning system the P5 is
required to infonn the provisioning system of the
status of PS provisioning. The provisioning system
could request the PS to send a SYSLOG message or
an SNMP trap, or both.
if the PS successfully completes all required steps
from CHPSWMT-1 through CHPSWMT-14 and the
PS received a SYSLOG sewer address in the DHCP
OFFER, the PS MUST send a provisioning complete
message to the SYSLOG sewer with provisioning
state set to PASS.
it the PS successfully completes all required
provisioning steps from CHPSWMT-1 through
CHPSWMT-12 and the PS received valid parameters
for docsDevNmAccessGroup identifying the Trap
Receiver (docsDevNmAcoesslP) and configuring the
provisioning complete trap icabhPsDevInitTrap) for
‘read only with Traps‘ (set docsDevNmAccess control
to '4' Refer to [RFC 2669]), the PS MUST send a
provisioning complete trap (cabhPsDevlnitTrap) with
appropriate parameters to the Trap Receiver.
If the PS provisioning timer expires before all
required steps from CHPSWMT-1 through
CHPSWMT-14 are completed and the PS received a
SYSLOG server address in the DHCP OFFER, the
PS MUST send a provisioning complete message to
the SYSLOG sewer with provisioning state set to
FAiL.

If the PS provisioning timer expires before all
required steps from CHPSWMD-1 through
CHPSWMD-14 are completed and the PS received
valid parameters for docsDevNmAccessGroup
identifying the Trap Receiver (docsDevNmAccess|P)
and configuring the provisioning complete trap
(cabhPsDev|nitTrap) for ‘read only with Traps‘ (set
docsDevNmAccess control to ‘4‘ Refer to [RFC
2669].), the PS MUST send a provisioning failed trap
(cabhPsDevlnitRetryTrap) to the Trap receiver,
The PS updates the value of :2-abhPsDevProvState
with status 'pass' (1) when provisioning flow steps
CHPSWMT-1 through CHPSWMT-14 complete
successfully Refer to Section 7 5.4.

Nonnal
Sequence

CHPSWMT-15
MUST occur
after
CH PSWMT-14
completion

Failure Sequence

lithe SNMP trap fails, the
provisioning sewer may
not know the provisioning
process has completed
unless it polls the
cabhPsDevProvStaie
object‘

13.4 Provisioning the PS for Management: SNMP Provisioning Mode

The PS requests 21 WAN-Man network address from the l-{cadcnd DHCP server to be used for the
exchange of management messages between the PS management functions and the cable network NMS. if
the PS determines based on the procedure described in Section 7.3 .3 2.4 that it is to operate in SNMP
Provisioning Mode. the PS will secure its management messages using SNMPV3, following the
authentication procedure described in Section I l.3.2.

The cable network N.\/IS may optionally instruct the PS (CMP) operating in SNMP Provisioning Mode to
download a PS Configuration File from the TFTP server. Notification of completion of the provisioning
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process is provided through the Event Reporting process described in Section 6.3.3.2. The PS will operate
without a PS Configuration File if it is not triggered to download the file.

Figure 13-6 illustrates message flows that are to be used to accomplish the provisioning of the PS when it
operates in SNMP Provisioning Mode. The provisioning process for the PS WAN-Man interface is the
same for the Embedded PS as it is for the Stand-alone PS. The Standalone PS provisioning SHOULD
occur immediately after power-up/reset.

The provisioning process for the WAN—Man interface of 21 PS operating in SNMP Provisioning Mode
MUST occur via the sequence depicted in Figure 13-6 and described in detail in Table 13-3. Optional steps
are shown with a shaded background in Figure 13-6. These optional steps may be done immediately
following step CHPSWMS-13, at a later time, or not at all.
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_ Pfiisioning Process for PS Management: SNMP Provisioning Mode

_Cah-|eHome I '
Portal DHCP TOD Management SVSLOGServices Server Sewer Server

Elemam Sewer [NMS) I

Begin CabIeHome Initialization and Configuration I
CHPSWMS-1 DHCP = dcaamiscover (include CableHome devioe ldenti er) i

I. 

DHCP Of_f'r (includes ub—options l- configure CbleHome s vioe; no PS
_ on File infor nation in sia dr angfile fl ds at DHCP essage_)_

_ CHPSWMS‘, "Dl-l-CP Request

Network
Flow

TFTP Sewer I KDC

CHPSWMS-2

CHPSWMS-4 DHCP Adi‘

cripswmsa T‘S Req“
st '

CHPSWMS-6 A3 Reply _
_ _ estres Rea 11

I CHPSWMS-ll " ‘-1-GS Rem
CHp5wMs_3 AP Requestl ey Mgmt Prol ers., KRE_AP E0, Ciphersuilus, SHA-’l HMAI [RFC 2104])

Mgmt ProtVe 3.. KRB_AP_R i5, Cipliersuites Aok Req. HMA [RFC 2104])CHPSWMS-10

CHPSWM 5-11 ' Enrulirnan SNMPln1'o

cHPswMs-11 ‘'
cHpswM5_13 mplelion at ablel-tome pr visioning - ca F'5EJauProv5Iate (passlfail)
cHPswMs.14 SNMP Ga Requestlsl or logical iu ctlon capabil ties (optional erative)

HCHPSWMS45 SNMP -- Response( )containin ogicalfundicrn capabilities tapllonaillterive)

cH,,swMs_,5 Cabl ome l'-‘S7 Configuration File (optional)

cHpsWMs_11 SNMP Set request with address a d pathlfielna e of PS Configuration Fll (opt.)“

CHPSWMS4, TFTP con. lguration file request (opt onal)

~ —am$CHPSWMS“ 'll .- I TP 0 ‘on

‘I cHpswMs_zo CableHom firewall co llguratlon til reuest (opt
I CHPSWMSJ1 ableHom firewall con. uration file optional) _

Figure 13-6 — Provisioning Process for PS Management - SNMP Provisioning Mode

Table 13-3 describes the individual steps of the provisioning process depicted in Figure 13-6.”)

M Revised Table l3-3 per ECN CHI .l-N-03046 and CH1 .1-N-03 0099-3 by G0 on 07/07/03 and I2/10/03
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Table 13-3 — Flow Descriptions for PS WAN-Man Provisioriln Process for SNMP Provisioning Mode

CHF’SWMS~1

PS WAN-Man Provisioning: SNMP ProvisioningMode
DHCP Broadcast Discover

The CDP (CDC) broadcasts a DHCP DISCOVER
message to acquire the WAN-Mari IP address as
described in Section 7.3 3 2 4 CDC Requirements.
The DHCP DISCOVER broadcast by the CDC
includes mandatory options listed in Table 7-10, CDC
DHCP Options in DISCOVER and REQUEST
Messages.
The PS starts monitoring time elapsed AND sets
cabhPsDevProvState to status 'inProgress' (2) when
the CDC broadcasts its initial DHCP DISCOVER
message

Nonnal
Sequence

Begin
provisioning
sequence.

Failure Sequence

If failure per DHCP
protocol report an error and
continue to retry DHCP
Broadcast Discover until
successful (reium to
CHPSWMS-1]. if the first
attempt to acquire an
address lease from the
cable operators DHCP
sewer fails‘ initiate
operation of the CDS as
specified in Section7 3.3 2 4 CDC
Requirements

- CHFSWMS-2 DHCP OFFER CHPSWMS-2
MU ST occur
after
CHPSWMS—1
completion‘

if failure per DHCP
protocol reium to
CHPSWMS-1 and reportan error,

CHPSWMS-3 DHCP REQUEST

The CDP sends to the appropriate DHCP sen/era
DHCP REQUEST message to accept the DHCP
OFFER,

CHPSWMS-3
MUST occur
afler
C HPSWMS-2
completion‘

Ii failure per DHCP
protocol reium toC HPSWMS-1

CHPSWMS- 4 DHCP ACK
The DHCP server sends the CDC a DHCP ACK
message whidi contains the IPv4 address of the PS
WAN-Man Interface and is expected to include the
CabieHome option code 177 with sub-options 3. 6. 8.
51 AND no PS configuration file infomiation in the
siaddr and tile fields of the DHCP message The PS
modifies cabhPsDevProvMode based on information
received in the DHCP ACK (ref.: Section 7.3 3.2 4).
The PS stores the Time of Day server address in
oabhPsDevTimeServerAddr

C HPSWMS-4
MUST occur
after
CHPSWMS-3
completion.

If failure per DHCP
protocol return to
CHPSWMS-1 and reportan error.

CHPSWMS- 5 Time of Day (TOD) Request per [RFC 868]
The PS issues a ToD Request message to the Time
Server identified in the DHCP Option 4 of the DHCP
ACK message

C H PSWMS-5
MUST occur
after
CHPSWMS-4
completion.

Continue with CH PSWMS-
6.

CH PSWM 8- 6 TOD Response
The ToD sewer is expected to reply with the current
time in UTC format

CHPSWMS-6
MUST occur
after
CHPSWMS-5
completion.

Retry Time Sewer
synchronization up to a
total 01 four attempts, if not
successful in four attempts‘
attempt synchronization
with the next Time Sewer
listed in Option 4 of DHCP
ACK; if not successful after
four attempts with each
Time Sewer report an
error, and return to
CHPSWMS-1
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CHPSWMS-7

PS WAN-Man Provisioning: SNMP ProvlslunlngMode

AS Request‘
The PS sends the AS Request message to the M80
CableHome KDC provided in DHCP Option 177
suboption 51. to request a Kerberos ticket.

Nonnal
Sequence

CHPSWMS-7
MUST occur
after
CHPSWMS-6
completion

Failure Sequence

Retum to CHPSWMS-1

PS initiates operation of
ODS

CHPSWMS- 8 AS Reply
The A5 Reply Message is received from the MSO
CableHorne KDC containing the Kerberos ticket

CHPSWMS-6
MUST occur
after
CHPSWMS-7
completion.

Return to CHPSWMS-1

PS initiates operation of
CDS

CHPSWMS- 9 TGS Request
If the PS obtained a Ticket Granting Ticket (TGT)
during step CHPSWMS-8. the PS sends the TGS
Request message to the MSO KDC sewer whose
address was passed to the PS (CDC) in DHCP Option
177 sub-option 51.

CHPSWMS-9
MU ST occur
after
CHPSWMS-8
completion.

Retum to CHPSWMS-1.

PS Initiates operation or
CD5,

CHPSWMS-
10

TGS Reply
The TGS Reply message containing the ticket is
received from the MSO Cab|eHome KDC

CHPSWMS-10
MU ST occur
afler
CHPSWMS-9
completion

Return to CHPSWMS-1.
PS initiates operation of
ODS,

CHPSWMS-
1 1

AP Request
The PS sends the AP Request message to the NMS
(SNMP manager) to request keying infonnation for
SNMPv3, as described in Section 11 3 PS
Authentication Infrastructure.

C H PSWMS-1 1
MU ST occur
after
CHPSWMS-10
completion.

Return to CHPSWMS-1

PS initiates operation of
CDS

CHPSWM S-
12 AP reply

The AP Reply message is received from the NMS
containing the keying infonnation for SNMPv3.Note:
The PS MUST establish SNMPVS keys AND populate
the associated SNMF'v3 tables before it sends an
SNMPV3 Infon'n message The keys and tables are
established using the information in the AP Reply.
Refer to Section 11.3 PS Authentication Infrastructure.

CH PSWM S-12
MUST occur
atter
CHPSWMS-11
completion.

Return to C HPSWMS—1
P5 initiates operation of
CD8

CHPSWMS-
13

SNMP Inform

After the PS operating in SNMP Provisioning Mode
establishes SNMPv3 keys, it MUST send an SNMPV3
INFORM (cabhPsDevProvEnro||Trap) requesting
enrollment to the SNMP ENTITY whose IP address
was provided in Option 177 suboption 3 in the DHCP
ACK message.

CHPSWMS-13
MUST occur
after
CHPSWMS-12
completion.

Return to CHPSWMS-1.

CHPSWMS-
14

 j

04/09/O4

SYSLOG message
If the PS received a SYSLOG server address in the
DHCP ACK. the PS MUST send the SYSLOG a
"provisioning complete" message This notification will
Include the pass-tail result of the provisioning
operation. The general format of this message is
defined in Table ll-1 Defined Events for CableHome,
Event ID 73001100 (see Message Notes and Details).

CHPSWMS-14
MUST occur
after
CH PSWMS-13
completion
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CHPSWMS-
15

PS WAN-Man Provisioning: SNMP ProvisioningMode

SNMP Inform
The PS MUST send the NMS an SNMP INFORM
(cabhPsDevInitTrap) containing a "provisioning
complete" notification. FAIL occurs when the
Configuration File processing fails. Otherwise the
provisioning state is PASS
The PS MUST update the value of
cabhPsDevProvState with status ‘pass’ (1 i when
provisioning flow steps CHPSWMS-1 through
CHPSWMS-15 complete successfully
The PS MUST update the value or
cabhPsDevProvState with status Tail‘ (3) and report an
event indicating provisioning process failure if the PS
Provisioning Timer expires before the value of
cabhPsDevProv5teta is updated with status 'pass‘

Optional Steps

Normal
Sequence

CHPSWMS-15
MU ST occur
alter
CHPSWM S-1 4
completion.

Failure Sequence

if the PS does not receive
a response to the
Provisioning Complete
inform, the PS MUST retry
to send the
cabhPsDevlnitTrap inform,
for a total of 5 attempts, at
an interval of 10 seconds.
If all 5 attempts to send
the cabhPsDev|nitTrap fail.
the P5 MUST re~eIan the
initialization process: return
to CHPSWMS-1 and reportan error

CHPSWMS-
16

SNMP Get

It any additional device capabilities are needed by the
provisioning system, the provisioning system requests
these from the PS via SNMPV3 Get Requests.
Iterative.
The NMS sends the PS one or more SNMPv3 GET
requests to obtain any needed PS capability
information The Provisioning Application may use a
GETBu|k request to obtain several pieces of
Information in a single message

CHPSWMS—16
is not expected
to occur before
CHPSWMS-15
completion

Return to CHPSWMS- ‘l

CHPSWMS-
17

SNMP Get Response
iterative,

The PS replies to the NMS Get-request or Get-bulk
request messages with a Get Response for each Get
Request Alter all the Gets, or the GetBu|k, finish. the
NMS sends the requested date to the provisioning
application

If CHF'SWMS-
16 occurs,
CHPSWMS-17
MUST occur
after
CHPSWM5-16
completes

CHPSWMS-
18

CHPSWMS-
19

Configuration File Create
Optional:
The provisioning system uses information from P5
provisioning steps CHPSWMS-16 and CHPSWMS-17
to create at PS configuration file, The provisioning
system runs a hash on the contents of the
configuration file. The hash is sent to the PS in the
next step.
SNMP Set
The provisioning system might instruct the NMS to
send an SNMP Set message to the PS containing the
IP Address of the TFTP sewer, me PS Configuration
File filename and the hash of the configuration file as
described in Section 7 4.41 Configuration File Format
Requirements (SNMP Provisioning Mode) Optionally,
the IP Address or the Firewall Configuration File TFTP
server, the Firewall Configuration File filename and the
hash of the firewall Configuration File are included in
the SNMP set if there is a firewall Configuration File to
be loaded, and this method is selected to specify it

If CHPSWMS-
17 occurs,
CHPSWMS-16
MUST occur
after
CHPSWMS-17
completes.

if CHPSWMS-
18 occurs,
CHPSWMS-19
MUST occur
after
CHPSWMS-18
completes

Return to CHPSWMS-1 ii
the set was received, but
there was a processingerror

 e..
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Flow Step

CHPSWMS-
20

CH-SP-CH1.1-I04-040409

PS WAN-Man Provisioning: SNMP ProvisioningMode

TFTP Request
if the NMS triggers the PS to download a PS
Configuration File as described in Section 7 4 41, the
PS sends the TFTP Server a TFTP Get Request to
request the specified PS Configuration File

Normal
Sequence

if CHPSWMS-
19 occurs.
CHPSWMS—20
MUST occur
afler
CHPSWMS-19
completes.

Failure Sequence

Continue with CHPSWMS-
19

CH PSWMS-
21

TFTP server sends Configuration File
After the PS receives the PS Configuration File, the
PS calculates the hash of the PS Configuration File
and compares it to the value received in step
CHPSWMS-19 The PS then processes the PS
Configuration File. Optionally, the IP Address or the
Firewall Configuration File TFTP server, the Firewall
Configuration File filename and the hash of thefirewall
configuration file are included in the PS Configuration
File if there is a firewall Configuration File to be
loaded, and this is the method selected to specify it.

if CHPSWMS-
20 occurs,
C H PSWMS-21
occurs after
CH P SWMS-20
completes

It the TFTP download fails,
report an error, proceed to
CHPSWMS-22, and
continue to retry
CHPSWMS-20 [continue to
retry PS Configuration File
download)
if processing of the
Configuration File
produces an error.
continue and report the
error as an event

CH PSWMS-
22 TFTP Request - Firewall Configuration File (optional)

The PS sends the Firewall Configuration TFTP Sewer
a TFTP Get Request to request the specified firewall
configuration data file,

it CHPSWMS-
22 occurs, it
MUST occur
after
CHPSWMS-21
completes

Retum to CHPSWMS— 1

CHF'SWMS-
23 TFTP server sends Firewall Configuration File

The TFTP Server sends the PS a TFTP Response
containing the requested file. After the PS receives the
Firewall Configuration File the PS calculates the hash
oi‘ the Firewall Configuration File and compares it to
the value received in step CHPSWMS-21 The file is
then processed Refer to Section for description of PS
configuration file contents

If CHPSWMS-
22 ocours,
CHPSWMS-23
MUST occur
after
CHPSWMS-22
completes

If the TFTP download fails.
continue with P5 operation
but report an error and
continue to retry
CHPSWMS-22 If
prooessing of the firewall
configuration file produces
an error, continue and
report the error as an
event.

Notes to Table 13-3:
1 Steps CHPSWMS-5-CHPSWMS-B are optional in some cases Refer to Section 11 for details.
2 The SNMP Get and following SNMP Get Response operations are optional, depending on whether additional

infonnation is required to form a PS Configuration File, and also depending on whether a P5 Configuration File isneeded.

13.4.1 PS WAN-Man Configuration File Download

The PS operating in SNMP Provisioning Mode might contain sufficient factory default information to
provide for operation of either or both LAN and WAN sides without a PS Configuration File being
downloaded. If the PS is operating in SNMP Provisioning Mode the NMS might trigger the download ofa
PS Configuration File for initial provisioning to replace the factory defaults or to provide additionalinformation.

Hi

The firewall Configuration File contains information to provision the firewall function. The indication to
download a firewall Configuration File will come in either the PS Configuration File or via an SNMP Set
during initialization.

"‘ Revised this paragraph per ECN CH I .|-N-03046 by G0 on 07/07/03,
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13.4.2 PS Provisioning Timer

A provisioning timer is provided to ensure that the PS will continue to cycle through the provisioning
process should any operation not complete. The timer object, cabhPsDevProvTirner, has a default
initialization of5 minutes.”2

13.4.3 Provisioning EnrollmentJProvisioning Complete Informs

For the PS operating in SNMP Provisioning Mode only, the provisioning enrollment inform
(cabhPsDevProvEnroliTrap) enables the Provisioning Server to determine that the PS is ready for the PS
Configuration File.

In either DHCP Provisioning Mode or SNMP Provisioning Mode. the provisioning complete trap
(cabhPsDevlnitTrap) indicates whether the provisioning sequence has completed successfully or not.

13.4.4 SYSLOG Provisioning

The syslog server IP address MUST be provisioned through the DHCP process. The syslog event will not
be sent if the syslog server [P address is not configured.

13.4.5 Provisioning State and Error Reporting

As indicated in Table 13-1 and Table 13-3, failure of the steps in the provisioning process generally results
in the process restarting at the first step, CHPSWMD-i or CHPSWMS-1.

13.5 PS WAN-Data Provisioning Process

The PS requests zero or more WAN—Data network addresstes) from the DHCP server in the cable network
to be used for the exchange ofdata between elements connected to the lntemet and LAN [P Devices.

There is no difference in PS WAN-Data operation between the DHCP and SNMP Provisioning Modes.

The following diagrams illustrate the message flows that are to be used to accomplish the provisioning of
PS WAN—Data addresses. The provisioning process for the PS WAN—Data addresses is the same for the PS
embedded with a DOCSIS cable modem as it is for the stand-alone PS.

If the provisioning process for the PS WAN—Data addrcsstes) occurs. it MUST follow the sequence
depicted in Table 13-6 and described in detail in Table I3-4.”-‘

"1 Deleted two parzigrziphs below per ECN Cl-ll.l-N-03046 by G0 on 07/07/03
"3 Revised Table 13-4 per ECN CH l .1-N-03046 by G0 on 07/07/03.
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PS WAN-Data Interface Provisioning
CableHome Portal Services

I Heme” (CDC) Cable Network DHCP Server

Z Begin WAN-l3_ata DHCP Client (coc) initialization

cHp5wD_1 DHCP Broadcast Discover

cHPsWD_2 D P OFFER with requested options _

cHpSwD_3 I Client ac opts Offer and sends DHCP RE EST

cHpswD_4 DH WP ACK sent to client with IPaddres

Cab|eHome lnitialization/Registration Completed

7 Figure 13-7 —_PS WAN—Data Provisioning Process

Table 13-4 — Flow Descriptions for PS WAN-Data Provisioning Process
PS WAN-Data Address Provisioning Nonnal Sequence Failure Sequence

CHPSWD-1 DHCP Broadcast Discover Proceed to If failure per DHCP

The PS broadcasts a DHCP DISCOVER message °"‘F'5""°'2' 2'.‘_°"P"§3:n’3°l:5a‘including the mandatory options listed in Table 7-10, CDC ' ’
DHCP Options in DISCOVER and REQUEST Messages

CHFSWD-2 DHCP OFFER Proceed to If failure, the dienl

The DHCP Sewer at the Headend receives the DHCP C"”°5WD'3- ‘”"' "me °”' 9°’
DISCOVER packet, assigns an IP address from the WAN- DHCP P'°‘°°°' 5"“
Data pdoi, builds a DHCP OFFER packet, and transmits CHPSWD“ W''' ‘"3
the DHCP OFFER to the DHCP Relay Agent [RFC 3045} “Peale”in the CMTS.

CHPSWD-3 DHCP REQUEST CHPSWD-3 MUST If failure per DHCP

The cop sends a DHCP REQUEST message to the °°°‘““°’ l"°‘°°°' ""“'” ‘“
selected once server to accept the DHCP OFFER in °”'°5"‘,’D'2 C""°S""D"
accordance with client requirements of [RFC 2131] wmplellon

CHPSWD-4 DHCP ACK CHPSWD-4 MUST If failure per DHCP

The DHCP server sends the CDP a DHCP ACK message “cur after pr°‘°°°‘ return to
which domains the IPv4 address tor the PS WAN Data °HP5WD'3 CHPSWD4
inleflaca completion.Provisioning

complete with
completion of
CHPSWD4.

13.6 Provisioning Process: BP in the LAN-Trans Realm

CableHome Boundary Point (BP) logical elements are required to implement two protocols used during
their provisioning process: DHCP [RFC 2131] and BP_[nit messaging, defined in Section 6.5.3.2 MBP
LAN Messaging Function.

The CDP (CDS) function of the PS element responds to DHCP messages issued by BPs in the LAN—Pass
realm according to the requirements defined in Section 7.33.1.4 CDS Function Requirements. The PS

04/09/04 cabIeLobs°
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CMP function responds to the BP_lnil message received from BPs. This is described in Section 6.3.3 .4
CMP LAN Messaging Function.

This section describes the provisioning process for the case where the NMS has provisioned the PS to
operate in C—NAT or C—NAPT Primary Packet Handling mode (see Section 8). There is no difference in
LAN-Trans realm BP provisioning process between the DHCP and SNMP Provisioning Modes.

The provisioning process for a BP in the LAN-Trans realm MUST occur via the sequence depicted in
Figure 13-8 and described in detail in Table l3—5.'“ ‘45

LAN-Trans BP Provisioning

Cab|eHome
Portal Services
Element (PS)

CHBP LT-1

CHBPLT-2

CHBP LT—3

CHBP LT-4

BP receives DHCP Option 43 sub-option 101 w ith string"Cab|eHome1.1LAN-Trans"

CHBP LT-5

CHBP LT-6

Figure 13-8 - Provisioning Process for a BP in the LAN-Trans Realm

'4‘ Revised Figure 13-8 and Table 13.5 per ECN CHl.l-N-03046 by G0 on 07/07/03.
"5 Revised Table 13.5 per ECN CH l .1-N-03.0091 .1 by Go on I2/5/03.
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CH BPLT-1

CH-SP-CH1.1-I04-040409

Table 13-5 — Flow D€‘SCl'l|2I|lDl'!S for LAN-Trans BP Provisioning Process
Client LAN-Trans Address Provisioning

DHCP Broadcast Discover
The DHCP client‘ sends a broadcast DHCP DISCOVER
message on its local LAN’ The BP is required to include
DHCP Option 60 containing string "Cati|eHome1 1BP“

Normal Sequence
Proceed to
CH BPLT-2.

Failure Sequence

If failure per DHCP
protocol repeat
CH BPLT -1.

CHBPLT-2

C H BP LT-3

CHBPLT-4

CHBPLT-5

DHCP Offer
The PS receives the DHCPDISCOVER message on its LAN
interface and examines the chaddr field. If:
- there is a LAN-Trans address available. and
- there is no administrative consideration which motivates
denying the LAN-Trans address to the client then the PS
sends a DHCP OFFER message to the client to offer it the
LAN-Trans address as either unicast or link-specific
broadcast (according to the BROADCAST bit of the flags
field of the DHCP DISCOVER]. If the DHCP discover
included DHCP Option 60 containing the
strlng“CableHcmei 1BP" the P8 is required to include
DHCP Option 43 sub-option 101 containing the
string“Cab|eHome1.1LANTrans" in the DHCP Offer
message

DHCP Request
The LAN IP Device‘s DHCP client receives the DHCP
OFFER message. When a LAN IP Device‘s DHCP client
wishes to accept a DHCP OFFER, it is expected that it will
format and send a DHCP REQUEST packet using link-
specilic broadcast according to [RFC 2131].
DHCP ACK
The PS receives the DHCP REQUEST on its LAN interface.
if the indicated LAN-Trans address is still assignable. the PS
then sends DHCP ACK to the client as either unicast or link-
specific broadcast (according to the BROADCAST bit of the
flags field of the DHCP REQUEST) The DHCP ACK
includes DHCP Option 43 sub-option 101 with the string
“CableHome1.1LAN-Trans". This is an indication to the BP
that it is in the LAN-Trans address realm and received the
PS Server Router IP address in DHCP Option 3. The BP is
therefore required to send its BP_lnit messages to the PS
Sewer Router IP address.

BP_|nit
The HP sends a BP_|rtit SOAPIXML message with its
Device and Q05 Profiles to the PS Sewer Router IP
address

Proceed to
CHBPLT-3

Proceed to
CHBPLT-4.

Proceed to
CHBPLT~5

Proceed to
CHBPLT-6.

if failure, the client
will time out per
DHCP protocol and
CHBPLT -1 will be
repeated.

If failure, the client
will time out per
DHCP protocol and
CHBPLT -1 will be
repeated

If failure, the client
will time out per
DHCP protocol andCHBPLT -1 will be
repeated.

If the BP does not
receive
BF'_lniI_Response,
it retries BP_|nit for
a total of three
attempts

CHBPLT-6 BP_lnit_Response
The PS sends a BP_|nit_Response SOAPl)(ML message tothe BP

Provisioning
Complete.

if the client is aware of its previous IP address (e.g., following reboot), it may omit the DHCPDISCOVER and proceed
with step 3.
It the client is located on a non—l:>roadcast network it is expected to unicast the message to the DHCP Sewer

e 
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13.7 Provisioning Process: LAN IP Device in the LAN-Pass Realm

Some home LAN applications will not function properly with a translated network address. To
accommodate these applications CableHome enables the PS to operate in Passthrough (transparent
bridging) mode. As described in Section 8.3.3.1 Packet Handling Modes, bridging occurs when the cable
network NMS sets the Primary Packet-handling mode (cabhCapPrimaryMode) to Passthrough, or by
writing individual LAN [P Device MAC addresses into the Passthrough Table
(cabhCapPassthroughTable). Figure 13-‘) describes the process for the request and assignment of a network
address to LAN lP Devices for which the PS has been pre-provisioned to bridge traffic. When the PS has
been configured to bridge traffic for a LAN [P Device, DHCP DISCOVERs and DHCP REQUESTs issued
by that LAN JP Device will be served by the cable network DHCP server. not by the CDS.

A non—CableHome compliant LAN [P Device is assumed to implement a DHCP client and request an [P
address lease using DHCP [RFC 213 I]. A CableHome compliant LAN IP Device, i.e., one that implements
BP Functionality defined in this specification. is required to implement 21 DHCP client and request an IP
address lease via DHCP. The BF logical element ofa CableHome compliant LAN IP Device is also
required to exchange BP_lnit messaging with the PS, as described in Section 6.5.3.2 MBP LAN Messaging
Function. This section describes the required BP messaging. The DHCP messaging assumed to occur
between a non-compliant LAN IP Device and 21 DHCP server will typically follow the first four steps of
the required BP DHCP messaging. However, a non—c0mpliant LAN IP Device is not likely to include the
DHCP Option 61 string “CableH0me l.l BP <Imrdwure uu'dI'e.is>".

The provisioning process for a BI" in the LAN-Pass realm is required to occur via the sequence depicted in
Figure 13-9 and described in detail in Table [3-6."“’

LAN-Pass BP Provisioning

Cable Network cab'°H°"‘° BP
DHCP server Portal Services DHCP

Element (PS) client
Begin LAN-Trans DHCP Client Initialization

"'''
‘. - . . --ca1;|eH

CHBPLP-2 DHCP °"e"” ““
_

CHBP LP -1

CHBPLFL3 Cilenr accepts Offer ncl sends Di-lCF' Re I uest

CHBPLP4 DHCPACK sent to %i3e|"|l w ilh IF’ address
DHCP ACK does not include Option 43 sub-option 101 w ith string

"Cab|eHorne1.1LAN-Trans"

Sentto I92.15.L'H
:L_Flnspunsa Vl'EB§E e w ilh ODS Ffiuriiies

CHBPLP-5

CHBPLP-6

Figure 13-9 — Provisioning Process for BP in the LAN-Pass Realm

"° Revised Figure 13.9 and Table 13-6 per ECN CH1 .l-N-03046 by G0 on 07/07/03
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Table 13-6 — Flow Descriptions for LAN-Pass BP Provisioning Process
client Pass Thru Address Provlslonlng Normal Sequence Failure Sequence

CHBPLP-1 DHCP Broadcast Discover Proceed to CHBPLP Iftallure per DHCP

The BP or non-Cab|eHome compliant LAN IP Device '2 Erfilafigfilprefeatbroadcasts a DHCP DISCOVER message on its local ' '
LAN.‘
The PS receives the broadcast DHCP DISCOVER packet
on its LAN interface and is required to transparently bridge
the packet to the WAN interface without changing the
content of the packet Refer to Section 8 3.4 CAP
Requirements

CHBPLP-2 The DHCP Server in the cable operators network receives Proceed to CHBPLP lf tailure. the LAN
the DHCP DISCOVER packet and assigns an externally -3 IP Device will time
addressable IP address and other options. builds a DHCP out per DHCP
OFFER packet. and transmits the DHCP OFFER to the protocol and
LAN IP Device. CHBPLP-1 will be

The P5 is required to transparently bridge the DHCP repeated‘OFFER from its WAN interface to its LAN interface without
changing the content of the IP packet Refer to Section
8.3.4 CAP Requirements

CHBPLP-3 DHCP REQUEST Proceed to CHBPLP ll failure per DHCP

The LAN IF‘ Device receives the DHCP OFFER and issues “‘~ g'::3"F°,‘L"P'°f°a‘a DHCP REQUEST message '
The P5 is required to transparently bridge the DHCP
REQUEST from its LAN interface to its WAN interface
without changing the content of the IP packet Refer to
Section 3.3.4 CAP Requirements

CHBPLP-4 The DHCP server in the cable operators network receives Proceed to CHElPLP- ll failure, the LAN
the DHCP REQUEST and sends the DHCP ACK to the 5. IP Device will time
LAN IP Device with the LAN IP Device's IPv4 address out per DHCP

The PS is required to transparently bridge the DHCP ACK pmmcd and _
from its WAN interface to its LAN interface without CHEF”-P “ ‘”'" be
changing the content of the IP packet Refer to Section repeated3 3 4 CAP Requirements. The DHCP ACK is expected to
not include DHCP Option 43 sub-option 101 with the string
"Cab|eHcme 1.1 LAN-Trans".

This signals the BP that it is in the LAN-Pass address
realm and did not receive the PS Server Router address in
DHCP Option 3, so it is required to send its BP_lnit
messages to the "well known“ PS IP address 192.168 0 1.
Relerto Section 6.5.3.2 MBP LAN Messaging Function.| 

CHBPLP-5 BP_|nit Proceed to CHBPLP- If the BP does not

The BP sends a BP_lnit SOAP/XML message with its 5' "’°°"’e
Device and cos Profiles to the PS. .BP—"_“‘-R°‘p°.”5e'it retnes BP_|nit1or

a total of three
attempts

CHBPLP-6 BP_|nit_Response Provisioning

The PS sends a BP_lnit_Respcnse SOAP/XML message °°"”P'°‘e-to the BP.
1 If the client is located on a non-broadcast network it must unicast the message to the DHCP Sewer or DHCP
Relay Agent [RFC 3046] in the cable network

04/09/04 CobleLcibs®
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Appendix 1 MIB Objectsm

This appendix lists all MIB objects required by CableH0me l.l, as indicated in Section 6.3.3.1 .4.l . SNMP
Protocol Requwements and Section 6.3.3.l.4.7, Ca/>IeHame MIB Requirements, and indicates requirement
for persistence of each listed object.

The term ‘persistent’ as it applies to this Appendix is defined below:

Permtunl: The requirement for the PS to retain the value of a configurable (by the manager or by
the PS itself) MIB object across :1 PS reboot or reset.

For MIB objects with entry ‘Yes’ in the Persistent column, the objects value immediately following a P5
reboot or reset, MUST be the same as its value immediately preceding the reboot or reset.

For MIB objects with entry ‘No’ in the Persistent column, the object's value MUST be set to its factory
default value (DEFVAL) or, if it has no default value, it MUST be set to zero or null as appropriate.
immediately following at PS reboot or reset.

For MIB objects with entry “-” in the Persistent column. one of the following apply:

0 the value of the object immediately following PS reboot, or reset is left to vendor implementation
because there is no specific requirement for its value following PS reboot or reset, or

- the value of the object is deterministic, based upon the MIB description. (the object's value is fixed or
can be derived from known values after the PS reboot or reset)

# of Persistent
MIB NAllalEJFarImi:Ii:r Max-Access Persistent Emfies

mlb-2[RFC 1213]
system

5ysDescr read-only
sysObject|D read—anly
sysUpTime read-only
syscontacl read~wnta
sysName read-wrile
sysLocation read-write
sysserviees read-only

Interfaces [RFC 2863]
ifNurnber read-only

ifTabIeffEntry
irlndex read-only
ifDescr read-only
ifrype read-only
ifMlu ' read-only

'4’ Revised matrix per ECN CH1. l-N—03[J35, CH1 1-N-0305l,CHl.|«N~03059, and CHl.I—N—03.U10S-2 by CO on
07/3/03 , o7/7/03, 07/31/03. and 1215/03.
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MIB NAMEIParameIer

itspeeu
ilPhysAddress
ifAdminStatus
ifoperslatus
i1LastCnange
iflnoctets
ir|nUcastPkIs
iflnDiscards
i1lnErrors
iflnUnKnownPrutos
IfOu!0c\ets
i10utU cas!Pkts
iloulniscards
if0utErrors

Ip [RFC zo11]
ipForwarding
ipDefauI!T‘l‘L
ip|nRece‘rves
ipInHdrErrors
ip|nAddrErrors
ipForwDalagrams
ipInUnknownProlus
lplnblscards
ip|nDe|ivers
IpOutRe-quests
ipOutDiscards
ipOutNoRoutes
ipReasmTimeout
IpReasrnReqds
ipReasmOKa
IpReasmFai|s
ipFrsgOKs
|pFragFa||s
ipFragCreales

ipNetToMed|aTab|e/ipNekToMedlaEnrry
ipNe!ToMedia|f1ndex
ipNetToMediaPhyAddress
ipNetToMediaNetAddress
ipNetTuMediaType

lamp
icmpInMsgs
icmp|nErrors
icmp|nDeslUnread1s
icmp|nTimeExcds

CubleLc1bs°

Max-Access

read-only
read-only
read-write
read-only
read-only
read-only
read-only
read—on|y
read-only
read—on|y
read-only
read-only
read-only
read-only

read-write
read-write
read-only
read-cm|y
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read—on|y
read-only
read—unIy
read-only
read-only
read-only
read—on|y

read—on|y
read-only
read-only
read-only

read-only
read-only
read-only
read-aniy

CH-SP-CH1.1-I04-040409

# of Persistent
Persistent Enmes

N/A
N/A
NIA
N/A
NIA
NIA
NIA
N/A
NIA
N/A
NIA
N/A
N/A
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MIB NAM E«‘Pnri meter

icmp|nParmProbs
icmplnsrcouenchs
icmplnRedirects
icmp|nEchos
icrnp|nEchosReps
icrnplnTimestamps
icmp|nTimestampsReps
iz:mplnAddrMasks
rcmplnAddrMaskReps
\'cmpOulMsgs
\cmpOulErrors
icrnpOutDastUnrea:hs
icmpOutTimeExods
icmpOutPannF‘rotxs
icmpoutsrcouenchs
in:mp0utRedirects
icmpOutEchos
icmpOuIEn:husReps
iompoufiimestamps
icmpOulTimeslampReps
icmpOu1AddrMasks
icmpOulAddrMaskReps

udp [RFC 2013]
udp|nDakagrams
udpNoPor1s
udp|nErrors
udpOutDatagrarns

udpTable/udpEnlry
udpLoca|Address
udpLoca|Port

transmlsslon [drafl-letf-lpcdn-bpiplus-mlh-D5]docsIfMIb
docsBpl2M|B
docsBpI2MlBOb]ects
docsBp|2CmOb]e::ts
docsBpIZcmcert_0h]ects

donsaplzcodanownloaderoup
docsBpi2Codenownloadstatuscoda
docsBpi2CodeDown|oadSlatusSlring
docsBpi2CodeMI‘g0rgName
docsBpi2CodeMfgCodeAccessStart
docsBpi2CodeMfgCvcAccessS!ar1
docsBpi2codeCoSignerOrgName
docsapi2Codecoslgnercodemzoessslan

Max-Access

read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read—on|y
read-only
read—on|y
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read—on|y
read-only
read-only

read-only
read-only
read-only
read-only

read-only
read~on|y

read-only
read-only
read-only
read-only
read-only
read-only
read-only

Persistent it of Persistent
Entries

N/A

N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
NIA
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
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MIB NAME:|'F'aramaIor MIx-Access '1 °f;I°‘r::t°"'

docsapi2CndeCosrgnercvcakccessslan read-only N/A
docsEpi2CodeCvcUpdate read-write 1

enmp [RFC 3418]

snmplnPkts read-only
snmplnaadverslons read-only
snmpln BadCommunityNames read-only
snmplnfiadcommunilyuses read-only
snmp|nASNParseErrs read-only
snmpEnab|eAuthenTraps read-wnte
snmpSi|entDropa read-only

lfMIB [RFC 235:]
lfM|BO]sI:ts

ilXTab|e/i!XEntry
ilName read-only
itlnMu|ticastPk1s read-only
if|nE!raadcaslPkts read-only
ifOutMu|ticastPkts read—only
ifOu!Brcad::es\F'kls read-only
i1LinkUpDovmTrapEnab|e read-write
ifHighSpead read-only
ifPromiscuousMode read-wn'le
ifConnectorPrasent read-only
ifAlias read-write
ifCaun(erDiscontinuityTime read-only

ifStackTableliIStackEnlry
ifS1ackHigherLayer read-only
ifStackLowerLayer read-only
ifstackslalus read-only

docsbev [RFC 2669]
docsDeVMIBObjocls

docsDevNrI1AccessTabIeIdocsDevNmAccassEntry
docsDevNmAccess|ndex not-accessible
docsDevNmAccess|p read-create
docsDevNmAccess|pMask read-create
docsDevNmAccessCommunity read-create
do::sDevNmAccessCon!ro| read-create
doI:sDevNmAcc.ess|nler1‘aces read-create
do::sDevNmAccessS!aIus read-creale
duusDevNrnAccessTmpVersion read-create

g_ 

04/09/04 cubIeLobs°



751

CH-SP-CH1.1-I04-040409 C-abIeHome"‘ Sgecifications

MIE NAMEdParInwter

docsnevsoftware
dor:sDevSwServer
docsDevSwFilename
docsDevSwAdminSta!us
da::sDevSwOperSta1us
duz:sDevSwCurrenlVers

docsDevEvent
dm:sDevEvContro|
docsDevEvSys|og
dut:sDevEvThroItleAdminSlalus
docsDevEvThron|e|nhibited
doczsDevEvThmllleThresho|d
docsDevEvThrome|nlervaI

docsDevEvContto|Tab|e/docsDevEvContro|Entry
docsDevEvPriority
docsDavE\iReparting

docsDevEven[Table/docsDevEvenkEnlry
docsDevEv|ndex
docsDevEvFirslTime
docsDevEvLas!Time
docsDevEvCounts
docsDevEvLeve|
docsDevEv|d
docsDevEvText

dacsDevF|Iter

docsDevFl|lar|pTab|e/docsDevFi|ter|pEnlry
docsDevFi|terIplndex
ducsDe\/Fillerlpslalus
docsDevFi|terlpControI
dur.sDevFilleIlp|flndex
docsDevFillerlpDiraction
ducsDevFillerlpBroadcas|
doc,sDevFillerlpSaddr
ducsDevFi|terlpSmask
docsDevFiIlerlpDaddr
ducsDevFi|ter|pDrnask
docsDevFi|!erlpProloco|
docsDevFillerlpSnumePur1Lnw
docsDevFilterIpSourcePor!High
ducsDevF‘\Iter|pDestPurtLuw
docsDevFi|ter|pDeslF'ortHigh
dcIcsDevFilterlpMatches

Cab|eLcbs°

M Ix-Access

read-wri le
read-write
read-wri te
read—on|y
read-0 nly

read-wri le
read-wri le
read-write
read-only
read-wrile
read—write

not-accessible
read-write

not-accessible
read-only
read—on|y
read-only
read-only
read-only
read-unly

not-accesslble
read-creale
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-create
read-only

Perslstenl # of Perslslent
Enlrlas
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Cab|eHome 1.1 specification

MIB NAMElParametsr

docsDevFl|terlpTos
docsDevFi|ter|pTosMask
docsDevF(lterlpCunlinue
docsDevFi|ler|pPo|icy|d

private
enterprisescableLabs
clabPro]ect
cIabPro]CabIaHomecahhPsDevM|h
cabhPsDevBase

cabhPsDevDateTime
cabhPsDevRese1Now
cahhPsDevSeriaINumber
cabhPsDevHardwareVersion
cabhPsDevWsnManMacAddress
cabhPsDevWanDalaMacAddress
t‘abhPsDevType|dentifier
cabhPsDevSetToFactory
cabhPsDevTodSyncSta(us
::abhPsDevProvMode
cabhPsDevLaslSe1ToFac1ory

cabhPsDevFrov

oabhF'sDevProvisioningTimer
cabhPsDevProvConflgF|le
cabhPsDevProvConfigHash
cabhPsDevProvConflgFi|eS|ze
::abhPsDevProvConfigFileStalus
cabhF'sDevProvConflgTLVProcessed
cabhPsDevProvConflgTLVRejacted
cabhPsDevProvSoI|c|ledKeyTimeou1
cabhPsDevProvS1ate
cabnPsDevProvAuthStaIe
cabhPsDevTimeServerAddrType
z:abhF'sDevTimeServerAddr

cabhPsDevAttr1b
cabhPsDevPsAnrib

cabhPsDevPsDeviceType
cabI1PsDevPsManufscturerURL
cabhPsDevPsModelURL
cabhPsDevPsModeIUF'C

cabhli-‘sDevAtIrlb
cabhPsDevBpAm1b

Max-Access

read-create
read-create
read-only

read-create

rea d«wrile
read-write
read-only
res d-only
read-only
read-only
read-on|y
read-wn'le
read-only
res d-only
read—on|y

read-write
read-write
read-write
read-only
read~on|y
read-only
read-rmly
read-write
read»nn|y
read-only
read-only
read-only

read—on|y
read-only
read-only
read-only

CH-SP-CH1.1-I04-040409

# of Persistent
Entries

N/A
NIA
N/A
N/A

 —
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CH-SP-CH1.1-I04-040409 cab|eHome”‘ Sgecifications EXHIBIT A

N of Persistent
MIE NAMEJPIr|tI1otnr Max-Access Entries

cabhPsDevBpProfi|eTabIe/
cabhPsDevBpProfi|eEntry
cabhPsDew/Bplndex nobaccesswble
cabnPsDevBpDevir:eTypa read-only
cabhPsDevBpManufac1urer read-only
cabhPsDevBpManufacturarURL read-only
cabhPsDevBpSeria|Number read-only
cabhPsDevBpHardwareVersion read-only
cabhPsDevBpHardwareOp!ions read-only
cabhPsDevBpModeIName read-only
cabhPsDevBpMode|Number read-only
cabhPsDevBpMode|URL read-only
cabhPsDevBpMode|UPC read-only
cabhPsDevBpModelSofIware0s read-only
cabhPsDevE!pMode|Softwarevarsion read-only
cabhPsDavBpLan|nterfaoeType read-only
cabhP5DevBpNumber|nterfacePriorilies readnnly
cabhPsDevBpPhys|ca|Location read-only
cabhPsDevBpPhysicalAddress read-only

Gabhr-‘SDEVFSSIBIS

cabhPsDevLan|pTrafficCounlersReset read-wnla
cabhPsDevLanlpTrafficCountersLas!Reset read-only
cabhPsDevLan|pTrafficEnab|ed read-wnte

cabhPsDevLanIpTraf1icTabIe/cabhPsDevLanIpTrafficEntry

cabhPsDevLan|pTraffic|ndex not-accessible
cabhPsDevLan|pTraffic|netAddressType read-only
cabhPsDevLanlpTraffic|netAddress read-oniy
cabhPsDevLan|pTrafficlnOctets read-only
cabhPsDevLan|pTrafl'icOulOcleIs read-only
cabhSecM|b

cabhseccsrlobjacts
cabhSecCertPsCerl

cabhSec2FwOb]ects
cabhSeI:2FwBase

cabhSec2FwEnab|e read-write
cabhSec2 FwPo|icyFi|eURL read-write
cabhSec2FwPo|icyFi|eHash read-write
cabhSec2FwPo|IcyFI|e0perSlatus read-only
cabhSec2 FwPo|icyFi|eCurrenlVersion read-write
cabhsec2FwCIearPreviuusRuIeset read-write
cabhSec2FwPo|icySe|ection read-write
cabhSec2FwEvemSetToFaclory read-write

cabIeLobs° 04/09/04
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MIB NAMEJParan1ater

cabhsec2FwEventLas1SetTuFac1ory
cabhSec2FwPo|icySuocessfu|Fi|eURL

cabhSecZFwEvent
cabhSec2FwEventCon!ro|Tab|e/
cabhSec2FwEvsnlConlrolEnlry/

cabhSec2FwEvenlType
cabhSec2FwEvenlEnabIe
cabhSec2FwEvenlThreshn|d
caDhSec2FwEvenl|nlerva|
cabhSec2FwEventCoun!
cabhSec2FwEvenlLogRese1
cabhSer:2FwEvenlLogLas|Reset

cabhSeL:2FwLogTab|el
cabhSec2FwLogEntry
cabnSec2FwLog|ndex
cabhseczFwLogEventType
cabhSec2FwLogEvenIPriority
cabhSec2FwLogEvenlld
cabhSac2FwLogTime
cabhSec2FwLog|pPro1ocol
cabhSec2FwLog|pSourceAL1dr
cabhSec2FwLog|pDestAddr
cabhSec2FwLoglpSourcePort
oabhSeI:2FwLog|pDestPon
cabhSec2FwLogMessageType
cabhSec2FwLogRep|ayCount
cab|1Sac2FwLogM!BPointer

cabhSec2FwFllter
cabhsec2FwF|I1er$cneduleTabIe/
cabhSe::2FwFi|terSchedu|eEntry

calmSec2FwFi|terScnedu|eStanTime
cabhSec2FwFi|!erSchedu|eEndTime
cabh Sec2FwFi|!erSz:heduIeDOW

cabhSec2FwFac’toryDefault

cabhse<2FwFactoryDefau|\Tab|el
cabhSec2FwFactoryDefau|tEnlry

cabhsec2FwFac1uryDefau|t|ndex
cabhsec2FwFactoryDefaullconlrol

04/09/04 Cub|eLc1bs°
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it of Perslstent
MIX-ACCESS Ernnss

read—nnIy NIA
read-only 1

no!~accass1'b|e
read-wrile
read-write
read-write
read-only
read-write
read-only

not-accessible
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-only
read-uniy
read-only
read-only

read-create
read-create
read-create

nat~accessib|e

EXHIBIT A
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H of Persistent
MIE NAMEJ‘PlIl'Il'I‘Ie'I.fl? Max-Access Enmas

cabhSec2FwFacloryDefaultlflndex N/A
cabhSer:2FwFactoryDefaulmireclion NIA
cabhSec2FwFacloryDefaultsaddr N/A
cabhSec2FwFactoryDefauItSmask NIA
cabhsev:2FwFactoryDefau|tDaddr N/A
cabhSec2FwFactoryDeraultDmask N/A
cabhsec2FwFactoryDe1‘au|tPro!oco|
cabhsec2FwFactoryDefau|tSuurr:,ePortLow N/A
cabhSec2FwFactoryDefau|tSourcePor!High N/A
cabhsec2FwFactoryDefauItDeslPor1Low
cabhSec2FwFactoryDefauItDeslPurtHigh NIA
cabhSec2FwFactoryDefau|t|Fi|terCorIlinue NIA

cabhSecKerbBase
cabhSeL:KerbPKlN|TGracePefiud
cabhSecKerbTGSGracePeriad
cabhSecKerbUnsnliciledKeyMaxTimeout
cabhSecKerbUnso|ic\IedKeyMaxRelries
cabhCapMib
cabhcapobjects
cabhcapsase
cabhCapTcpTimeWait read-wnte
cabnCapUdpTimeWait read-write
cabhCap|cmpTimeWai( read-wnte
cat-hCapPrimaryMode read-write
cabhCapSetToFactory read-wnte
cabhCapLaslSelTuFactary read-only

cabhCapMap
cabhCapMappingTahlslcabhCapMappingEntry
cabhCapMapping|ndex not-accessible
cabhCapMappingWanAddrType read-create
cabhCapMappingWanAddr read-create
cabhCapMappingWanPor1 read-create
cabhCapMappingLanAddrType read—u'eale
cabhCapMappingLanAddr read-create
cabhCapMappingLanPort read—creete
cabhCapMappingMetnod read—onIy
cabhCapMappingProtoco| read-create
cabhCapMappingRowS!alus read-create

cabhCapPasslhroughTab|e/cabhCapPassthroughEntry
cabhCapPassthrough|ndex not-accessible
cabhCapPasslhroughMacAddr read-create
cabhcapPassthrougnliowslalus read-create
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# of Persistent
MIB NAME/Parameter Max-Access Perslstem Emflas

1 cnhhC.1pMuppingEnlry objects are persislenl if provisiunad by Ihe
NMS and non-pcrsistcnl ifcrealed dynamically based on outboundlmffic Refer lo Secliun 8 3.4.4.

cubhCdpM|b
cabhcdpobjects
cabhcdpfiase
cabhCdpSetTuFan:tury read-wnte
cabhCdpLanTransCurCcunl read-only
cabhCdpLanTransThrashold read-write
cabhCdpLanTransAction read-write
cabhCdpWanDaIa|pAddrCount read-write
cabhCdpLastSetToFactory read-only

cabhcdpfllddr

cabhCcIpLanAddrTable/cabhCdpLanAddrEntry
cabhCdpLanAddrlpType not-accessible
cabhCdpLanAddrlp not-accessible
cabhCdpLanAddrC|ientlD read-create
cabhCdpLanAddrLeaseCreateTime read-only
cabhCdpLanAddrLeaseExpireTime read-only
cabhCdpLanAddrMethod read-only
cabhCdpLanAddrHostName read-only
cabhCdpLanAddrRowstalus read-create

cabhCdpWanDalaAddrTab|e/cabhcdpwanDalaAddrEnlry
CabhCdpWanDalaAddr|ndex not-accessible
CabhCdpWanDa!aAddrCl|ent|d read-create
CabhCdpWanDataAddrIpType read-only
CabI1CdpWanDataAddr|p read-only
CabhCdpWanDataAddrRowSta|us read-create
CabhcdpWanDataAddrLeaseCreate'fime read-only
CabhCdpwanDataAddr1.easeExpireTirne read-only

cabhCdpWanDn5ServerTab|elcabhCdpWanDnsServerEnlry
cabhCdpWanDnsServerOrder not-accessible
cabh CdpWanDnsServerlpType read-only
z:abhCclpWanDnsServerlp read-only

cabhcdpserver

cabhCdpLanPoo|5tar1Type read-write
caDhCdpLanPoo|Stan read-write
cabhCdpLanPuo|EndType read—wn'te
cabhCdpLanPooIEnd read-write
cabhCdpServerNetwnrkNumberType read-wrile
cabhCdpServerNelworkNumber read-write
cabhCdpServerSubnelMaskType read-write

T 
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M13 NAMEJPar:rnetet

cabhCdpServerSubnelMask
cabhCdpServerTimeOf1set
cabhCdpServerRuuterType
cabhCdpServerRouler
cabhCdpServerDnsAddressType
cabhCdpServerDnsAddress
cabhCdpServerSyslogAddressType
cabhCdpServerSys|ogAddress
cabhCdpServerDornainName
cabhCdpServerTl'L
cabhCdpServer|nler1aceMTU
cabhcdpservervendorspecific
cabhCdpServerLeaseTime
cabhcdpServerDhcpAddressType
cabhCdpServerDhr:pAddress
cabhcdpservercontrol
cabhcdpservercommitstatus

cabhctpmb
cabhclpobjects
cahhctpfiase
cabhCtpSetToFactury
cabhCtpLaslSetTuFactory

cahpclpconnspead
cabhC!pConnSrclpType
cabhclpconnsrclp
cabnC!pConnDestlpType
cabhC|pConnDesl|p
cabnClpConnPrmo
cabhC!pConnNumPkts
cabhClpConnPktSize
cabhCtpConnTime0ut
cabhctpconncontrol
cabhctpconnslatus
cabhCtpConnF'k!sSem
cabhCtpConnPktsRecv
::abhCtpConnR‘|'|'
cabhCtpConnThroughput

cahrIC!pPing
cabhClpPingSrc|pType
::abhCtpPIngSrcIp
r:abhCtpPingDest|pType
cabhClpPing Destlp
cabhC!pP\ngNumPkls
cabh CIpPIngPk!Size
cabh CtpF'ingTimeBetween

Max-Access

read-write
read-write
read-write
read-write
read-write
read-write
read—write
reed-write
read-write
read-write
read-write
read-write
read-write
read-only
read-only
read-write
read-only

read-write
read~write
read-write
read-write
read-write
rea d~wr1'te
read-write
read-wri te
read-wri le
read-on ly
re ad-only
read»on ly
read-only
read—on|y

read-write
read-wri te
read-wri te
rea cl-wri la
rea d-wri le
read-wri le
read-wn'1e

Persistent

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

No

No
No
No
No
No
No
No

it of Persistent
Entries
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MIB NAMEParamatar Max-Access Pelsistent # °fEP:t:I5:'e"'

cabhCtpFingTimeOut readdwrite No N/A
cabhC!pPingControI read-wn’te N/A
cabhClpPingStatus read-only N/A
cabhClpPingNumSem read-only N/A
cabhCtpPingNurnRecv read-only N/A
cabhCtpPingAvgR‘|‘I' read-only N/A
cabhCtpPingMaxR‘|'|' read-only N/A
cabhCtpPingMinR‘lT read-only N/A
cabhCtpPingNum|cmpError read-only N/A
cabhC!pPing|cmpError read-only N/A

cabh0osM|h
cabhPI1omyQosMIbObjects
c:abhPI1arItyQosBase
cabhF'r|or|lyQosMasterTab|e/ cabhPriurilyQosMastsrEntry

cabhPriorilyoosMastempplicatlnnld not-accessible
oabhPriorityQosMasterDefau|tCHPriority read-create
cabhPriorilyQosMasterRowStatus read-create

cabhPriorityQosSelToFactory read-write
z-abhPrior1'lyQosLaslS.elTuFac1ory read-only

cabhPrIor|tyQosBp

cabhF'riorilyQosBpTeIb|eIcabhPriorityQosBpEn|ry
cabhPn'orilyQosE!p|pAdc1rType read-only
cabhPriorilyOosBp|pAddr read-only
cabh Pr1'crityQosEpAppllcatIunld read-only
cabhPrion'\yQosBpDefau|!CH Priority read-only

cabhPriorityQosEpDestTablelcabhPriorItyOosBpDes|Entry

cabhF'riorityQosBpDesllndex nol-accessible
cabhPriorityOosE!pDes!lpAddrType read-only
cabhF'riorityQosBpDasl|pAddr read-only
cabhPriorilyQosBpDestPor1 read-only
cabhF'riorityQusBpDesl|pPor1Pri0rity read—on|y

cabhPriorItyQosPs

cabhPriorl!yQosPs|fAttribTab|e/cabhPriorityQosPs|fAt!r|bEnIry
cabhPriorilyoosPs|IAttribIfNumPrior'ities read-only
cabhPriorityQosPs|fAnrib|1Nurn Queues read-only

o4/09/o4 cabIeLobs“’
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MIB NAMEIParImeler Max-Acu:ass '1 °fEPn°l'::t°m

experimental
snmpUSMDHOb]eclsMlB [RFC 27:16]
usmDHKey0b]ects
usmDHPub|lK:Oh]ects
usmDHPararnaters read-write
usmDHUserKeyTab|e/usmDHUserKeyEnlry
usmDHUserAu!hKeyChange read-create
usmDHUserOwnAuthKeyChange read-create
usmDHUserPrivKayChange read-create
usmDHUserOwnPrivKeyChange read-create

usmDHKlckstartGroup

usmDHKickstartTab|e/usmDHKickslanEnlry
usmDHKickslartlndex nul-accessible
usmDHlGckstartMyPub|ic read-only
usmDHKickstartMgrPub|ic read-only
usmDHKickstarlSecurilyName read-only

snmpV2
snmpMbdulas
snmpMlB
snmpMlB0b]ects
snmpset
snmpSetSerialNo

snmpFrameworkMlB [RFC 3411]
snmpEng|ne
snmpEnginsID read-only
snmpEngineBoots read-only
snmpEngineTirne read-only
snmpEnginaMaxMessageSize read-only

snmpMPDMlB [RFC 3412]
snmpMPDOb|eu:ts
snmpMPDStaIs
snmpUnknownSecun‘tyMode|s read—on|y
snmplnvalidmsgs read-only
snmpUnkncMmPDUHand|ers read—on|y

snrnpTargetMIB [RFC 3413]
snmpTargetOb]ects
snmpTarge!SpinLock

snmpTarge|AddrTab|e/snmpTargetAddrEnlry
snmpTarge!AddrName not-accessible
snmpTargetAddrTDomain read-create
snmpTargetAddrTAddrass read-cleats
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MIB NAl'|oIE.I'Fararnater Max-Accass Persistent # °fE|:1°|';::t°"t

snmpTargetAddrTfmeout read-create No N/A
snmpTarge!AddrRetryCount read»creale No N/A
snrnpTargetAddrTagList read-create No N/A
snmpTargetAddrPararns read-create No
snrnpTarge!AddrStorageType read-create No N/A
anmpTargetAddrRowS!alus read-crsale No N/A

snmpTargatF'aramsTab|e/snmpTargetParamsEntry
snmpTarge!Param sName not-accessible
snmpTargetParamsMPMudel read-create
snmpTargetParamsSecun'tyMode| read-create
snmpTargatParamsSecuv1tyName read-create
snmpTarge!ParamsSecurityLeve| read-create
snmpTargetParamsSlorageTypa read-create
snmpTargetParamsRowSta!us read-create

snmpunavailableconlexts read-only
snmpunknowncontexts read-only

snmpNotlflcationMIB [RFC 3413]
snmpNo\lfyOh]ecms
snrnpNotifyTable/snmpNolifyEntry
snmpNolifyName not-accessible
snmpNutifyTag read-create
snmpNotifyType read-create
snrnpNalifySlorageType read-creale
snmpNotifyRowS!atus read-create

snmpNolifyFi|lerProlileTab|e/snmpNoli|‘yFi|terProlileEntry
snmpNo!iryFi|!erPro1iIaName read-create
snmpNol\'fyFi|1erProfi|eStorType read—create
snrnpNo!ifyFillerProfl|eRowSta\us read-create

snmpNoliIyFi|lerTablelsnmpNoIifyFi|terEnlry
snmpNolifyFilterSublree nol—accz-Jssihle
snmpNotifyFi|lerMa sk read-create
snmpNoufyFi|terType read-create
snmpNotifyFi|larSlorageType read-create
snmpNot|1yFillerRowSta!us read-create

snmpUsmMlB [RFC 3414]
usmslals

usmSlatsUnsupportedSecLeve|s read-only
usmS1atsNmInTime\/wndows read-only
usmSta1sUnknownUserNames read—on|y
usmS!alsUnknownEngine|Ds read-only
usmStatsWrongDiges!s read—only
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MIB NAmE.rPnran1a:ut Max-Access # °fEF:t:::'e"‘

usmStatsDecryplionErrors read-only NIA

usmuser

usmUserSpinLor.k

usmUserTaDIeIusrnUserEntry
usmUserEngina|D not-accessible
usmUserName nol-accessible
usmUserSecurityName read-only
usmUserC|oneFrom read-create
usmUserAuthPrutocu| read-create
usmUserAuthKeyChange read-create
usmUser0wnAulhKeyChange read-create
usmUserPrivProtocol read-create
usmUserPrivKeyChange read-create
usmUser0wnPrivKeyChange read-create
usmUsarPubIic read-create
usmUserStorageType read-create
usmuserslalus read-create

SNMP-VIEW-BASED-ACM-MIB [RFC 3416]
snmpVacmMlB
vacmMlB0b|ects
VacmContexfrablelvacrnContaxtEntry
vacmContextName read-only

vacmSecurilyToGroupTablsNacmSecuri|yToGmupEnlry
vacmSecurilyMode| not-accessible
vacmSecuri!yNarne nut-accessible
vacmGroupName read-create
vacm SecurityToGroupSlorageType read-create
va cm SecurityToGruupSka!us read-create

vacmAccessTable/vacmAcoessEntry
vacmAccessContextPrefix not-accessible
vacmAccessSecurItyMode| nut-accessible
vacmAccessSecurityLeveI not-accessible
vacmAcoessContextMatch read—create
vacmAccessReadViewName read-create
vacmAccessWr‘IteVIewName read-create
vacmAc<:essNo!ifyViewName read-create
vacmAccessStorageType read-create
vacmAccessStatus read-create

vacmM|BV|aws

vacmViewSpinLock
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# of Perslstent
MIB NAMEIParameter Max-Access Em'1 Gs

vacmViewTreeFami|yTab|e/vacmViewTreeFaml|yEntry
var:m\/ie'wTreeFamilyViewName not-accessible
vacmViewTreeFami|ySubtree not-accessible
vacmViewTreeFamilyMask read-create
vacmViewTreeFami|yType read-create
vacm\/iewTreeFami|yStnrageType read-create
vanmViewTreeFamI|yS!a!us read-create

snmpCommunityMIB [RFC 2576]
snmpCommunltyMIBObjects
snmpcommuni|yTab|e/snmpCorI1munityEntry
snmpcommunitylndex nobaccessible
snmpCommuniIyName read-create
snmpCommunitySecurilyName read-create
snmpcornmunilyConlex(Engme|D read-meats
snmpCommunityConlextName read-create
snmpCommunIIyTransportTag read-create
snmpCommunityStnrageType read-create
snmpcommunnystalus read-creala

snmpTargetAddrExtTabIe/snmpTargetAddrExtEnIry
snmpTargetAddrTMask read-ueate
snmpTargetAddrMMS read-create

clabseccertobject
clabSrvcPrvdrRoolCACert
clabCVC RDotCACert
c|abCVCCACert
clabMfgCVCCert
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Appendix 11 Format and Content for Event, SYSLOG and SNMP

Trapms

The table in this appendix summarizes the format and content for local log event entries, syslog messages,
and SNMP traps.

Each row in the table specifies an event that the PS must be capable of generating. These events are to be
reported by the PS by any or all of the following three means: local event logging as implemented by the
local event table in [RFC 2669], SYSLOG, and SNMP trap. The SYSLOG format is specified in Section
6.3.3 .2 .4.4 of this document and SNMP trap format is defined in this appendix, following Table II- I.

The first and second columns of Table ll—| indicate in which stage the event happens. The third column
indicates the priority assigned to the event. These priorities are the same as reported in the
docsDevEvLevel object in [RFC 2669] and in the LEVEL field ofa syslog message.

The fourth column specifies the event text, which is reported in the doCsDevEvText object of the [RFC
2669] and the text field of :1 syslog message. The fifth column provides additional information about the
event text of the fourth column. For example, some of the event text fields are constants and some event
text fields include variable information. Some of the variables are only required in the SYSLOG, as
described in the fifth column. The sixth column specifies the error code set.

The seventh column indicates an unique identification number for the event, which is assigned to the
d0csDevEv1d object and the <eventId> field of a syslog message. The eighth column specifies the SNMP
trap, which notifies this event to a SNMP event receiver.

The rules to uniquely generate an event ID from the error code are described in Section 6.3 3.2.4.4. Theevent lDs in the table are in decimal format.

To better illustrate the table. the following is an example using the first row in the section of Software
Upgrade events.

The first and second columns are “SW Upgrade" and "SOFTWARE UPGRADE INIT". The event priority
is “Notice." The event text is “Software Download [NIT - Via NMS". The fifth column reads "For
SYSLOG only, append: MAC addr: <Pl> Pl = PS Mac Address”. This is a note about the SYSLOG. That
is to say, the syslog text body will be like “Software Download lNlT — Via NMS — MAC addr: xl x2 x3 x4X5 x6”.

The last column “TRAP NAME" is cabhPsDevSwUpgrzu.lelnitTrap, the format for which is given at the
end of this appendix.

"" Revised Table at per ECN CH 1 .l-N-03.0103-3 and CH1 l-N-03.0097-5 by G0 on 12/5/03 and 12/9/03.
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PROCESS

CH-SP-CH1.1-I04-040409

Table ll-1 — Delrneci Events for Cab|eHome
SUB-

PROCESS PS FRIORITY

IEEEEEEEEEEN

MESSAGE NOTES AND
EVENT TEXT DETAILS

DHCP Errors before provisioning complete
DHCP FAILED - Discover
sent, no offer received

Error Code
SET

68000100

EXHIBIT A

TRAP NAME

DHCP FAILED - Request sent.
No response

63000200

DHCP FAILED - Requested
Info not supported.

68000300

DHCP ERROR - Response
does not contain ALL the valid
fields OR the PS is unable to
determine provisioning mode

66000301

DHCP ERROR - Unable to
obtain all WAN-Data IP
addresses the P8 was
configured to obtain

TOD Errors before provisioning complete
TOD Request sent - no
response received

68000302

60000401

oabl1PsDevCdpWanDa
ta|pTrsp

cabnPsDev|nilTrap

TOD Response received -invalid data fomrat

TFTP Errors before provisioning complete

TFTP failed - Request sent -
No Response

63000402

68000500

cabhPsDev|nitTrap

cabhPsDev|nitTrep
(Trap is relevant forSNMP Prov Mode
only )

For SYSLOG only: append: Filename = <P1>TFTP failed - configuration fileNOT FOUND

P1 = requested file name

60000600 cabhPsDev|nitTrap
(Trap is relevant forSNMP Prov Mode
only )
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PROCESS SUB-
PROCESS

TFTP

PS PRIORITY EVENT TEXT

TFTP Failed - OUT OF
ORDER packets

MESSAGE NOTES AND
DETAILS

Error code
SET

68000700

TRAP NAME

cabhPsDevlnilTrap
(Trap is relevant forSNMP Prov Mode
only.)

TFTP file complete - but failedSHA-1 hash check
For SYSLOG only: append: Filename = <P1> P1= filename or
TFTP file

68000800 cabhl=sDevlnitTrap
(Trap is relevant forSNMP Prov Mode
only.)

nil TCPIIP Critical

TFTP Failed Exceeded
maximum number of retries

"failed to conneu to
' TTP/TLS sewer

For Syslog only:
append: Retry |imit= <P1>
P1 = maximum number ofretries

TLS

20.0

68000900

. 8002000

TLS Critical LS Connection timed out
-:nd maximum number of
etries exceeded

56002100

cahhPsDevInitTrap
(Trap is relevant forSNMP Prov Mode
only )

LS FATAL ERROR <P1> P1= Error code from [RFC 2246] D22.D 58002200

Configuration File Download
ailed. but will retry. H‘|‘|'P
rror. <P1>

HTFF‘

'1= Status codes from [RFC
I 616]

30.0 3003000

Configuration file download
ailed. Due to connection
imed out and maximum
umber of retiies. Operation
boned.

8003100

cubieLoios° 04/09/04
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SUB-
""°°Ess PROCESS

lnit HTTP

P5 PRIORITY

Critical

EVENT TEXT

Secure Configuration file
download successfully
completed.

CH-SP-CH1.1-I04-040409 EXHIBIT A

MESSAGE NOTES AND
DETAILS

Error Code
5 ET Event|D

TRAP NAME

D320 8003200

lnit

TLV
PAR SING
TLV

PAR SING J

Warning

Warning

TLV-27 or TLV-26 -
unrecognized OID

TLV Parsing
73040100 cabhPsDevlnilTLVUnk

nown'l'rap
Unknown TLV <P1> For SYSLOG only, <P1> = lhe

complete TLV in hexadecimal
73040101 cabhPsDev|ni!Tl.VUnk

nnwnTrap
Inil TLV

PAR SING

Provisioning
Complele

Error invalid TLV Format/oonlenis
<P1 >

Provisioning complete

For SYSLOG only, <P1> = the
complete TLV in hexadecimal

Provisioning

For SYSLOG only, append MACAddr: <P1> P1 = PS MAC
address

73040102

73001100 cabnPsDevlnilTrap

SW UPGRADE
INIT‘

SW Upgrade SW
UPGRADE
INIT

SW Upgrade SWUPGRADE
INIT

SW Upgrade SWUPGRADE
GEN ERAL
FAILURE

SW Download INIT - Via NMS For SYSLOG only, append: SW
file: <P1> « SW sewer: < P2>. P1
= SW file name and P2 = Tftpserver IP address

69010100 cabhPsDevSwUpgrade
|nitTrap

SW Download INIT - Via
Config file <P1>

SW UPGRADE

SW Upgrade Failed during
download - Max retry exceed
l3)

P1 = CM config file nameFor
SYSLOG only, append: SW file:<P2> - SW sewer < P3> P2 =
SW file name and P3 = Tflp sewer
IP address

GENERAL FAILURE‘

For SYSLOG only, append: SWfile: <P1> — SW sewer, < P2>_ P1
= SWfi|e name and P2 = Tflp
sewer IP address

SW Upgrade SWUPGRADE
GENERAL
FAILURE

SW Upgrade Failed Before
Download - Sewer not Present

For SYSLOG only, append: SWfile: <P1> - SW sewer < P2> P1
= Swfile name and P2 = Trip
sewer IP address

69010200 cabhPsDevSwUpgrade
lnitTrap

69010300 cabnPsDevSwUpgrade
FailTrap

69010400 cabnPsDevswUpgrade
FaiITrap
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PROCESS

SW Upgrade

SUB-
PROCESS

SWUPGRADE
GENERAL
FAILURE

PS PRIORITY

Error

EVENT TEXT

SW upgrade Failed before
download - File not Present

MESSAGE NOTES AND
DETAILS

For SYSLOG only, append: SW
file: <P1> - SW sewer: < P2>. P1
= SWfiIe name and P2 = TFTP
sewer IP address

E"°srE(.:‘.°de Evenl|D
E105 0 69010500

TRAP NAME

oabhPsDevSwUpgrade
FaiITrap

SW Upgrade SW
UPGRADE
GENERAL
FAILURE

SW upgrade Failed before
download —TFTP Max Retry
Exceeded

For SYSLOG only. append: SWfile: <P1> - SW sewer: < P2>. P1
= SWfile name and P2 = TFTP
sewer IP address

69010600 cabhPsDevSwUpgrade
Fai|Trep

SW Upgrade SW
U PGRADE
GENERAL
FAILURE

Swupgrade Failed after
download -Incompatible SW
llle

For SYSLOG only, append: SW
file: <P1> - SW sewer: < P2>_ P1
= SWfi|e name and P2 = Tflp
sewer IP address

69010700 cabhPsDevSwUpgrada
FailTrap

SW Upgrade SW
U PGRADE
GENERAL
FAILURE

SW upgrade Failed afler
download - SW File corruption

For SYSLOG only, append: SWfile: <P1> - SW sewer: < P2> P1
= SW file name and P2 = TFTP
sewer IP address

69010800 cabhPsDevSwUpgrade
FailTrap

SW Upgrade

SW Upgrade

SW
UPGRADE
GENERAL
FAILURE

SW
UPGRADE
SUCCESS

Dismption during SWdownload - Power Failure
For SYSLOG only, append: SW
file: <P1> - SW sewer: < P2>. P1
= SW file name and P2 = Tflp
sewer IP address

SW UPGRADE SUCCESS‘

SW download Successful - Via
NMS

For SYSLOG only, append: SW
file: <P1> — SW sewer: < P2>. P1
= SW file name and P2 = Tflpsewer IP address

69010900

69011100

cabhPsDe\/Swupgrade
Fai |Trap

cabhPsDevSwUpgrade
Su n:oessTra p

SW Upgrade SW
UPGRADE
SUCCESS

SW download Successful - Via
Config file

For SVSLOG only. append: SW
file: <P1> - SW sewer: < F'2>. P1
= SW file name and P2 = Tltp
sewer IP address

DHCP failure after provisioning complete
DHCP RENEW sent - No
response

6901 1200

D101.0 63010100

cabhPsDevSwUpgrade
Sucr:essTrap

oabhPsDevDHCPFallT
rap

DHCP REBIND sent - No
response D‘l02.0 l 68010200

cabh PsDevDHCPFailT
rap
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SUB- MESSAGE NOTES AND Error Code
PROCESS PS PRIORITY EVENT TEXT DETAILS SET EvenllD TRAP NAME

PROCESS

DHCF‘ CDC Error DHCP RENEW sent - Invalid 66010300 cabhPsDevDHCPFaiIT
DHCP option rap

DHCP CDC Error DHCP REBIND sen1- Invalid 68010400 cabhPsDevDHCPFai|T
DHCP option rap

TOD failure after provisioning complete

TOD Request sent - no 68000403 cabhPsDevTODFaiITra
response received p

TOD Response received - 66000404 cabhF'sDevTODFailTrainvalid data format p

VERIFICATION OF CODE FILE

SW Upgrade SW Improper Code File Controls For SYSLOG only. append. Code 69020100 cabhPsDevSwUpgradeUPGRADE File: <P1> - Code File Server: FailTrap
GENERAL <P2> P1= Code file name. P2 =
FAILURE code file server IP address

SW Upgrade SW Code File Manufacturer CVC For SYSLOG only. append: Code 69020200 cabhPsDevSwUpgradeUPGRADE Validation Failure File: <P1> — Code File Sewer: FeiITrap
GENERAL <P2> P1= Code file name. P2 =
FAILURE code file server IP address

SW Upgrade SW Code File Manulaclurer CVS For SYSLOG only. append. Code 69020300 cabnPsDevSwUpgredeUPGRADE Validation Failure Flle: <P1> — Code File Server, FailTrap
GENERAL <P2> P1= Codefile name. P2 =
FAILURE code file sewer IF‘ address

SW Upgrade SW Code File Co-Signer CVC For SYSLOG only. append: Code 69020400 cabhPsDevSwUpgradeUPGRADE Validation Failure Flle: <P1> - Code File Sewer: FaiITrap
GENERAL <P2> P1= Code file name, P2 =
FAILURE code flle server IP address

SW Upgrade SW Code File Co-Signer CVS For SYSLOG only. append: Code 69020500 caDnPsDevSwUpgradeUPGRADE Validation Failure File: <P1> - Code File Server‘ FailTrap
GENERAL <P2>: P1= Code file name: P2 =
FAILURE code Iile server IP address

VERIFICATION OF CVC

SW Upgrade VERIFICATIO Error Improper Configuration File P1 = TFTP Sewer IP Address P2 69020600 cabhPsDevSwUpgradeN OF CVC CVC For1nal- TFTP Server: = Config File Name CVCFai|Trap
<P1> - Conflg File: <P2>

e 
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MESSAGE NOTES AND Error Code
DETAILS SET

SU B-
ranocess E"”“"°

PROCESS PS PRIORITY EVENT TEXT TRAP NAME

VER|F|CAT|0 Error P1 = TFTP Sewer IP AddressP2 = 69020700 cabhPsDevSwUpgradeSW Upgrade N OF CVC Configuration File CVCValidation Failure - TFTP
Server. <F"I> - Config File:<P2>

Config File Name CVCFaiITrap

SW Upgrade VERlFiCAT|O
N OF CVC Improper SNMP CVC Format -

Snmp manager <P1>
P1: IP Address of SNMF'
Manager

69020800 cabhPsDevSwUpgrede
CVCFai|Trap

SW Upgrade VER IF ICATIO
N OF CVC

SNMP CVC Validation Failure
- Snmp manager: <P1>

P1=|F Addr of SNMP manager

CDF’ Events

Attempt to allucate more LANTRANS IP addresses than
allowed

69020900

80000100

caphPsDevSwUpgrade
CVCFailTrap

cabhPsDevCDPThresh
old Trap

Unable to provision DHCP
LAN rJient- IP address poolexhausted

CSF Events

Change in state forcabhSec2FwEventEnable for
Type 1‘ The new value is<P1)

P1 =value of
cat:hSec2FwEvenlTypeEnab|e for
Type 1

80000300 cabhPsDevCdpLan|pP
oo|Trap

cabhPsDevC SPTrap

Change in stale forcabhSeczFwEventEnab|e fur
Type 2. The new value is<P1>

P1 .=vaiue of
cabhSec2FwEvenlTypeEnab|e for
Type 2

30010102 i:abhPsDevCSPTrap

Change in state for
cabl'ISec2FwEven!EriabIe for
Type 3 The new value is<P1>

P1 =value of
cabhSec2FwEvenlTypeEnable for
Type 3

80010103
cabhPsDevCSPTrap

Change in state forcabhSec2FwEventEnab|e for
Type 4, The new value is<P1>

P1 =value of
cabhSec2FwEventTypeEnab|e for
Type 4

500101 04 cabhPsDevCSPTrap

_ 
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PROCESS SUB-
PROCESS

CH-SP-CH1.1-I04-040409 EXHIBIT A

PS PRIORITY EVENT TEXT

Change in state forcabl-lSec2FwEventEnable for
Type 5. The new value is<P1>

MESSAGE N OTES AN D
DETAILS

P1=value of
cabhSec2FwEventTypeEnable for
Type 5

Error Code
SET

80010105

TRAP NAME

cabhPsDevCSF'Trap

Change in state forcabhSec2FwEventEnable for
Type 6 The new value is(P1)

P1 =value of
cabhSec2FwEventTypeEnable for
Type 6

80010106 cabhPsDevCSPTrap

Firewall Type 1 event
threshold exceeded

0010201 cabhPsDev CSPTrap

Flrewall Type 2 eventthreshold exceeded
00010202 cabhPsDev CSPTrap

Firewall Type 3 event
threshold exceeded

80010203 cabhPsDev CSPTrap

Firewall Type 4 event
threshold exceeded‘ Set of
<P‘l> failed, <P2>

P1 = MIB obiect attempted to be
changed (e.g..
‘cabhSec2FwPolIcyFlleURL")
P2 = Textual description of fallure1|...

Firewall Type 5 event
threshold exceeded

80010204

80010205

cabhPsDev CSPTrap

cabhPsDev CSPTrap

Firewall Flrewall Type 6 event
threshold exceeded - 80010205 cabhPsDev CSPTrap

Firewall TFTP TFTP download offirewall
policy file failed: request sent,no response

P1 = requested firewall policy tileURL
60013000 cabl1PsDevCSPTrap

Firewall TFTP TFTP failed - firewall policy filenot found
P1 = requested firewall policy fileURL

80013100 cabhPsDevCSPTrap

Firewall TFTP TFTP failed - invalid firewall
policy lile

P1 = requested firewall policy fileURL
50013200 cabl'lPsDevCSPTrap

Firewall TFTP Firewall policy file download
complete but failed SHA-1 hascheck

P1 = requested firewall policy file
URL, P2 = firewall policy lile hasvalue

80013300 cahhPsDevCSPTrap

Firewall TFTP Firewall pollcy file download
exceeded maximum allowable
number ofTFTP retnes

P1 = requested firewall policy fileURL
80013400 cat)hPeDevCSPTrap

‘*9 Revised this row per ECN CH1 1-N-04.01l5«l by KB on 4/5/04
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MESSAGE NOTES AND Error Code
DETAILS SET

SUB-
PROCESS EVenllD TRAP NAME

PROCESS PS PRIORITY EVENT TEXT

CSP Firewall TFTP Firewall policy tile TFTP P1 = requested firewall policy file P135 0 80013500 cabhPsDevCSPTrapdownload success URL

For SYSLOG only: append. Retrylimit = <P2>
P2 = maximum allowable number
of retry attempts

CAP unable to make C-NAT P201 0 80020100 caol-iPsDevCAPTrap
mapping. No WAN-data IPaddress available

CAP unable to make C-NAPT 80025000 calanPsDevCAPTrap
mapping. No WAN IP addressavailable

CTP Events

Connection Connection Speed Tool test P1 = IP address of source 80030100 cabhPsDevCtpTrap
Speed Tool completed successfully P2 = IP address of destination

P3 = protocol
P4 = throughput

Connection Connection Speed Tool test P1 = lP address of source 80030200 cabhPsDevCtpTrapS d I '
pee TDD “med out P2 = IP address of destination

P3 = protoool
P4 = value of timer (millisec)

Connection Connection Speed Tool test P1 = IP address at source 80030300 cabhPaDevCtpTrap
Speed Tool aborted P2 = IF’ address of destination

P3 = protocol
P4 = value oftimer (millisec)

Ping Tool test completed P1 = IP address of source 80032000 oabhPsDevCtpTrap
successfuuy P2 = IP address 01 destination

P3 = average round trip time

cabiembs“ 04/09/04
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MESSAGE NOTES AND Error Code
DETAILS SET

SUB-
PROCESS TRAP "ME

PROCESS PS PRIORITV EVENT TEXT

Ping Tool test timed out P1 = IP address of source 60032100 cabhF'sDevCtpTrap
P2 = IP address of destination

P3 = number of requests sent
P4 = number of responsesreceived

Ping Tool Ping Tool test aboned P1 = IP address of source 80032200 cahhPsDevCtpTrap
P2 = IP address of destination

P3 = number of requests sent
P4 = number of responses
received

Notes to Table ll-1:
‘ Software upgrade (secure software download) events apply to stand-alone Portal Services only, Software upgrade

is controlled by the DOCSIS cable modem in an embedded PS, so software upgrade event reponing is managed
by the cesble modem in an embedded PS. For more infonnation, refer to Section 11.8, Secure Software Download forthe PS.

'5" Revised the Notes to Table 11.1 per ECN CH I .1.n3 0091-1 by G0 on 12/5/03.
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11.] Trap Descriptions

All traps specified by CableHome l.l arc defined in the PS DEV MIB specification, [CH5].
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Appendix III Security Threats & Preventative Measures

When developing a security technology, it is important to understand what the primary threats for a given
application or environment. This information can then be used to select the most effective security tools
and technologies for protection and prevention against malicious attacks.

The following primary home networking security threats to subscribers and multiple system operators
(MSOS) have been identified:

Theft of Service: Theft of service comes in two forms; unauthorized access to cable services and
unauthorized duplication of service content.

Unauthorized access involves a subscriber or 3rd party (such as a neighbor) having access to cable
services for which they have not paid. Devices could be “cloned" or modified to appear as a
qualified device on the subscriber's home network. This could also degrade service delivery
performance as these devices consume additional transport resources on the HFC and homenetworks.

Unauthorized duplication usually involves a subscriber or 3rd party (such as a neighbor) making
illegal copies of service content. ln some cases. these copies are distributed to other consumers
without the approval of the MSO or content provider.

Denial of Service (DOS) Attacks: Denial of service attacks can occur when a 3rd party entity
(attacker, disgruntled customer, etc.) disrupts the normal communication and delivery of services
between M505 and their subscribers. Offending data transmissions coming from what appears to
be a valid deviee/ source, could be injected into the home network and severely degrade its normal
functions. These offending data transmissions could also extend to the MSO's HFC network
causing performance problems there.

Service Con fidentiality: The service confidentiality threat involves a 3rd party (neighbors.
attacker, etc.) monitoring/receiving information about a subscriber and the services they use. This
could result in passwords or device configuration information being stolen. allowing attackers to
gain further access to a subscriber's network resources and confidential files/data.

There are a number of different methods that can be used to prevent the home network security threats
mentioned above. Unfortunately. one method cannot prevent them all. but a combination may be the best
line of defense. The following preventative measures can be used:

Authentication: Authentication involves the verification that the sending and receiving entities
are as claimed. This includes the service source, the receiving device, and the subscriber.

Authentication helps prevent theft of service by validating end devices and users, but it does not
prevent content from being illegally copied or, prevent unauthorized access by 3rd parties who are
monitoring the link. It does do a good job at preventing DOS attacks because traffic can be
rejected if it does not come from a valid source. By itself, authentication does not provide any
service confidentiality support, encryption must be used.

Copy Protection: Copy protection methods limit the ability of a receiving device to make
unauthorized copies of service content.

Copy protection helps prevent theft of service by limiting how many copies can be made, but it
does not prevent unauthorized access to services. It also does not prevent DOS or service
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confidentiality protection. In general. this preventive measure is implemented at higher application
layers.

Data Encryption: Data encryption prevents the unauthorized disclosure/access of data.

Data encryption does an excellentjob at providing data confidentiality and protection against theft
of service. Encryption prevents making data unable to read without the conect decrypting key.
However, it does not validate the source/receiving entities and it does not provide copy protection
after the data has been decrypted. It also does not prevent DOS attacks.

Firewall: Firewall applications prevent network traffic from passing from one domain to another.
unless it meets certain criteria set by the subscriber or MSO. In home networks, firewalls are
typically located on residential gateway devices that connect the HFC network to the homenetwork.

A firewall application helps prevent DOS attacks and confidentiality attacks from the wide-area
network (WAN) side of the firewall, but it does not prevent these kind of attacks coming from the
home network side of the firewall. It also does not provide theft of service protection.

Management Message Security: This method of prevention involves authentication and
encryption of network management messages only. Network management messages are used for
device configuration, network monitoring/control, service provisioning, and Quality of Service
(Q05) reservations.

Management message security provides a good mechanism to prevent DOS attacks by
authenticating and encrypting management messages. Subscriber's personal and network
configuration information is also protected from confidentiality attacks, but service content is not.
Also. management message security does not prevent theft of service content by unauthorizedentities.
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Appendix IV Applications Through CAT and Firewall

[:1 the normal operation of address translation and firewall functionality,a number of protocols and
applications may be prohibited from working as expected. Firewalls may purposely filter out certain
applications and protocols for security purposes. The firewall policy can be explicitly set by the cable
operator to allow as many ports to be opened as needed by the customer without opening ports that are not
needed for communication between the LAN and WAN. Limiting the open ports and session initiation
between the LAN and WAN may provide protection to the home LAN from attacks. If the ports are not
allowed to be opened by the firewall policy, an attacker can not use these ports to attack the LAN. The
purpose of this appendix is to provide a minimum level of support for commonly used applications under
specific scenarios, and to assist the cable operator with common port configuration.

[RFC 3235]. Network Address Translator (NAT)—Fr-iendly Application Design Guidelines, outlines a
number of guidelines for creating applications in such a manner that they will not be compromised when
running in the presence of Network Address Translation functionality. It is strongly recommended that
developers of applications that will run within a CableHome environment adhere to these guidelines.

The existence of NAT and Firewall functionality are known to disrupt a number of protocols and
applications when the end nodes/hosts are not in the same address realm and must traverse an IP Network
Address Translator (NAT/CAT) and/or Firewall enroute to bridge the realms. In many cases, the CAT and
Firewall can not provide the application and protocol transparency desired \vithout the assistance of an
Application Level Gateway (ALG). CableHome 1.1 assumes an ALG is implemented in the CableHome
Residential Gateway that enables applications listed within this appendix to work through the CAT.

Applications though the firewall are described in terms of protocol. specific port numbers. LAN—WAN
relationship scenarios and addressing realms. The protocols are divided into two tables; one table is to list
the protocols which can be managed by policy alone and is labeled Applications Requiring Firewall Policy
Exclusively; the second table is to list the protocols which can only be managed with the combination of
policy and ALGs and is labeled Applications Requiring Firewall Policy and an ALG.

According to the policy specified within Section ll of this document, the tables contain information
comments for the reader to be able to map the required applications to those with particular policy
requirements for CableHome and Packetcable. CableHome requires factory default settings for the ports to
be opened through the firewall for normal CableHome Residential gateway operations. The items marked
with PaeketCabie in the comments column will be included, in addition to the factory defaults in enable
PacketCable through the firewall. The firewall settings to enable PacketCable are listed in the comments
column ofeach table and are specified within Section 1 I in the configuration file section.

in addition to the specified applications. the PS SHOULD support online gaming applications through the
CAT and CableHome firewall. Online gaming is considered atypical user application. However,
CableHome does not specify games, as gaming is a dynamic industry and the online game ports depend
upon the current popularity of particular games.

IV.l Relationship Scenarios

The specific scenarios may define the number of hosts communicating with each other through the PS,
along with the requirements for each protocol and application. Each application/protocol and specific
scenario requires support of the CH CAT and firewall to function correctly. The scenarios include an “xxx
to xxx” definition that indicates the number of LAN hosts communicating to WAN hosts (ex. “One to
Many" defines One LAN host communicating with Many WAN hosts concurrently.). These scenariosinclude:
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“One to One” relationship for a single instance
“One to One" relationship for multiple instances (the number of required instances may be
identified)
“One to Many" relationship for a single instance

“One to Many” relationship for multiple instances (the number of required instunces may be
identified)
“Many to One” relationship for a single instance

“Many to One" relationship for multiple instances (the number of required instances will be
identified if necessary)

Note: The "Many to Many” scenario will be the same as a “One to One“ relationship for multiple
instances, a “One to Many" relationship for multiple instances, and/or zi "Many to One" relationship for
multiple instances.

WAN Address Realm

WAN
IP-DeVice

WAN
IP-De vice

WAN
IP-De I/ice

LAN Trans Realm

LAN
IF-Device

LAN
IP-Device

LAN
IP-Device

Figure IV-1 - “One to One" Scenarios
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LAN Trans Address RealmWAN Add ress Realm

I P-De vice
LAN

/P-Device

WAN
IP-De vice

WAN
IP-Device

LAN
IP-Device

WAN
IP-Dev/ca

LAN
IP-De Vice

IP-Device
LAN

IP-De vice

WAN
IP-Dev/cs

LAN
/P-Device

Figure IV-3 — “Many to One" Scenarios
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IV.2 Applications Requiring Firewall Policy Exclusively

Table lV—l and Table lV—2 identify the applications and protocols that MUST be supported through the
CAT and Firewall. This does not preclude the support of additional applications and protocols. A
CAT/Firewall that can support these applications and protocols will be able to support most other
applications and protocols that do not embed address,port, or other information affected by network
address translation, and do not negotiate inbound sessions.

The following list of protocols and applications in Table IV-i MUST work through CAT and CableHome
Firewall implementations. The firewall MUST NOT begin operations until after the provisioning complete
message is sent by the PS. therefore the protocols needed for the PS to provision are not noted in this table.

Note: Applications only requiring Firewall policy configuration exclusively MUST be supported in all six
(6) relationship scenarios unless noted in the comments column.

Table IV-1 - Protocols required to work litrl:lu_gh CAT and CH Firewall
Application I Protocol Ports Comments

TCF’I5190, 5191, 5192, 5193 5.13784 Internet Default
TCP/7645, 7649; UDPl764B, 7649 24032

Internet Default

IJDP/53 Packetcable and Cab|eHome
989 & 990

TCP/50 Internet Default

TCP/443 lntemet Default

IGMP and IP Multicast CH 1 CI appendix requirement

map 143
irnap3 220
|PSec IKE > UDP/500 - ESP > raw lPl50 IKE key exchange, Tunnel made, one to one

single Instance (CAT support key)
IKE key exchange, Transport mode, one to one
single instance (Passthrough mode)
Packelcable 8. LAN Peer Pessthraugh mode

IRC TCP/6665-6669
Kerberos 1293 Packelcable and Cab|eHome PS Address

Realm

i_2TP UDPI1701

MediaPlayer (Vi/inflows) TCPI B01755

Microsoft Messenger 3330 - 3332 Internet Default
mcs-eaiypsolcf 3330
mes-messaging 3331
mcs-mailsvr 3332

MGCP 2427. 2727 Packetcable

Peer to Peer (enonkey) TCPI4662 eDonkey

UDFV4565 I

cubtembs” 04/09/04
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Application I Protocol

Peer to Peer (FastTrack
P2P Protocol)

TCP/1214 KaZaA. Grokster‘ etc

Peer to Peer (Gnutella
P2P Protocol)

TCF’/6346 Gnutella, Limevifire, Bearshare, Morpheus,
etc

Peer to Peer (WinMX)

PING ICMP Echo Request

POP3

TCPISSBQ
UDP/6257

V\finM>(

raw IPI1 Cab|eHome

TCPl110 Internet Default
PPTP Conlrol Port > TCP/1723 8. GRE > raw

IP/47
RealAudio/RealMedia TCF’. 80.443554
RSVP Packetcable
RTS P TCPl554

Paeketcable
Paokelcable

TCPl25 lntemet Default

TCPI161
UDP/151

Cab|eHome PS Address Realm and
Packetcable

SNMP trap TCPI162
UDP/162

Cab|eHome PS Address Realm and
Peckelcable

TCPI22
UDP/22

Internet Default

UDPl514 Cab|eHome PS Address Realm and
Paekelcable

UDPl23 Outbound session requests. lntemet Default

UDP/69 Packetcable

Yahoo Messenger

raw IPI1 Internet Default

Reply from all hops between source and
destination must be supported

TCP' 5050. 80 or any available lntemel Default

Note: Some port numbers listed in this section were previously unassigned by [AN/\, but have been
recently assigned and now belong to another application. RTP & Quicktime both list 6970 - 6999. [ANA
has now assigned 6998 & 6999 to iatp—highpri and iatp-nonnalpri. CableHome makes no attempt to correct
his conflict.

IV.3 Application Requiring Firewall Policy and an ALG

There are many cases in which the CAT and Firewall can not provide the application and protocol
transparency desired. Since CAT modifies end node addresses (within the 1P header ofa packet) en-route,
some applications are unable to function through the CAT without the assistance of an ALG.. Where
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possible, application specific ALGs MUST be used in conjunction with CAT and the appropriate Firewall
policy to provide the desired application level transparency. The function of an ALG is upplication
specific, so a list of applications, protocols and the scenarios that MUST he supported is found below.

Table lV—2 — Apps requiring Firewall policy and an ALG

(1)OnetoOneSingle (2)OnetoOneMulti (3)OnetoManySingle (4)OnetoManyMulti (5)ManytoOnesingle [6]ManytoOneMulti
Application I

Protocol

FTP 20Itop, 21/Icp

Microsoft Nelmeeling TCPl389 ILS
(H 323) 522 ULS

1503 T.120

1720 call setup
1731 audio call ctrl

Dynamic TCP call control
Dynamic UDP 1024-
65535 RTP over UDP

MSN Messenger 1863llcp lntemet Default
(H.523)

Net2Phone 6801/udp (also calls for
opening 2 additional
unspecified ports
UDF’PORT=68U1
U DPPORT=XXXX
TCPF’ORT=XXXX

The Network
Administrator needs lo
make sure UDPPORT
6801 is open. For the
other UDPPORT and
TCPPORT, the
administrator can use
anything in the range
from 1 - 30000.)

Quicktime 5 RTSP/TCPI554 Supporting Quicktime without an

R1-PIUDP 697045999 ALG via port 50 provides less thanoptimal performance

Vlnndow Messenger Available on Vwndows XP only
(SIP)

Coblelnbsg D4I09I04
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Appendix V CableHome Media Access Priority Mapping
Examples

CableHome l.l defines a prioritized QoS system in which traffic over the shared media is prioritized based
on the assigned packet priority. Since different shared media technologies support varying numbers of
media access priorities, CableHomc l.l defines a mapping scheme to translate Generic CableHome
Priorities to a set of values called CableHome Media Access Priorities. CablcHome Media Access Priority
values describe the level of preference that a packet should get when accessing the shared media. The
number of preference levels conespond to the available number of media access priorities supported by a
given media technology. The higher the CableHome Media Access priority value for the packet, the higher
the preference it should get to access the shared media. CableHome Media Access Priority mapping is
separate and distinct from native media access priority mappings defined for the shared media
technologies. These native mappings are accomplished at layer—2 of each device. Therefore, regardless of
the shared media technology. the packets must be given the desired relative preferential access to the
shared media, as requ Lrerl by the Cah|eHome Media Access Priority mapping. Table V—l .Table V-2, and
Table V-3 provide mapping examples for a few of the shared media access technologies.

V.l Ethernet

Ethernet does not provide differentiation between packets and hence only supports one priority.

Table V-1 — Ethernet Mappings

Generic Cableflome cableflome Media Access Natlve Ethernet Media
Priority Priority mapping Access prlortty mapping

ioooooooo 00000000
As shown in Table V-l, no special mapping adjustments are required.

V.2 HomePlug

HomePlug supports 4 media access priorities.

Table V-2 — HomePIug Ma lugs
Generlc Cahleflome Cab|eHume Media Access Natlve HomePlug Medla

Priority Prlorlty mapping Access prlnrlty mapping

04/09/o4 Cab|eLobs°
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Generic cahleflume t.‘.abIeHome Media Access Native HomePlug Media
Priority Priority mapping Access priority mapping

As shown in Table V-2, HomePlug mapping gives channel access preference to Generic CableHome
Prinrily f I. mlitiivc to GL'IlI:I'iC (‘at-iieHumc Priuruicza I and 2. However, CableHome Media Access Priority
mapping n:r.|i1irc» Ilnu Generic Cai|Jiu:Hnrns: l’riuri1.y 2 be given higher access. relative to Generic
Cab];-H-arm: Priori1ic.-.-e (I and I , rind Lien:-ric Cn|11::I-lnrnc Priorities 0 and 1 be given equal access rights.
Hence. the vendor must insure that the packets are given the desired relative preferential access to the
shared media as required by the Cableflome Media Access Priority mapping.

V.3 HomePNA

HomePNA supports 8 media access priorities.

Table V-3 — HomePNA Mappings
Generic Cableflorne Cableflome Media Access Native Hamel‘-‘NA Media

Priority Priority mapping Access priority mapping

As shown in Table V-3, HomePNA mapping gives channel access preference to Generic CableHome
Priority 0 relative to Generic CableHome Priorities 1 and 2. However. C'iii1IdHi)i't'tt.’ Nlcdiai Access Priority
mapping requires that Generic CableHome Priority 2 be given higher access ruliliivc in Generic
Cableflome Priorities 0 and Land Generic Cab1eHome Priority i be given higher J.IL'i.'(:_|-‘-K‘ reisiiive to
Generic Cab1eHome Priority 0. Hence, the vendor must insure that the packets are given the desired
relative preferential access to the shared media as required by the CablcHome Media Access Priority
mapping.
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Appendix VI LAN Management Message Examplem

This appendix shows examples of BP_lnit and BP_lnit_Response messages. The format of BP_lnit and
BP_lnit_Response messages is defined in Section 6.3 .3 .4.4.2.l BP_lnit Message Format and Section
6.3 .3 .4.4 .2 .2 BP_lnit_Response Message Format respectively. The examples in this appendix are created
according to the format definitions,

VI.l Initial LAN Message

This section illustrates BP_lnit and BP_lnit_Response messages exchanged between it PS and a BP just
after the BP receives DHCP ACK. Figure VI—l describes the parameters used for the examples of BP_Init
and BP_Init_Response messages. In Figure V[—l, BPl sends the BP_lnit message described in Section
Vl.l .l after receiving DHCP ACK sent by PS, and PS sends the BP_[nit_Response message described in
Section VI.1.2 after receiving the BP_lnit message sent by BPl . The BF can set any value for
DefaultCHPriority tags in a BP_Init message. However, the PS overwrites this value set for
DefaultCHPriority in the BP_Init_Response message after consulting with the priority master table. The
values for DeFaultCHPriority tags are left blank in the following example of a BP_Init message in SectionVI . I .l.

005 Master Table
TM _‘

Application ID Default CH Application ID Default CH ;
Priority Priority

4 | NIA

7 l 51 N/A

192.168.0.1 LAN Message Exchange 192.‘l68.0.10

P: ‘T T '5 BPfl
Figure V|—1 — Initial LAN Message Exchange

Vl.l.l Initial BP_lnit Message

POST /DevQoSProfileService HTTPI l .l
HOST: l92.l68.0.l
Content-Type: text/xml; charset="ul1‘-8"
Content—Length: 1584
SOAPAction: "/DevQoSl-’rofileService"

<SOAP—EN\/:Envelope
xmlns:SOAP—ENV="http://schemas.xmlsoap.org/soap/envelope/"
SOAP—ENV:enc0dingStylc=" http://schemas.xmlsouporglsoaplencodingl">

<SOAP—ENV:Body>
<ch:BP_lnit xmlns:m=" l92.l63.0.l">

<ch:BP_lP>

'5‘ Added this new Appendix per ECN CHl.l-N~0306B by G0 on I0/31/03.
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l92.l68.0.l0
</ch:BP_lP>
<ch:DcviceProfile>

<ch:deviceType>CableHome Host</ch:deviceType>
<ch:manufacrurer>ABC CorporaLion</ch:manufacturer>
<ch:manufaclurerURL>www.xyz.com<Ich:manufacturerURL>
<chzhardwareRevision>Sccond</ch:hardwareRevision>
<ch:hardwareOptions>302.l l a/b/g</ch:hz1rdwarcOptions>
<ch:serialNumber>CH 1 234<lch:serialNumber>
<ch:modelName>ABC IP Camera</ch:modelName>
<ch:mode1Numbcr>ABC7463</ch:modclNumber>
<ch:mode1URL>www.xyz.com/abcipcamcra/</ch:m0dclURL>
<ch:mode1UPC>3838XZAYS</ch:modeIUPC>
<ch:modelSoftwareOS>VS Works</chzmodelSoflwa.reOS>
<c h: modelSoftwareVcrsion>1 .2</ch :modeISoftwareVersion>
<ch:lanlnlerfaceType>7 l</ch:lanInterfaoeTypc>
<ch:numberMediaAccessPriorities>4</ch:numberMediaAccessPrioritics>
<ch:physica1Location>L.iving Room</ch:physicalLocation>
<ch:physica1Address>O I :02:03:45:67:CD4ch:physicalAddress>

</ch:DeviceProfile>
<ch:QoSProfi1e>

<ch:QoSApp1icationListEntry>
<ch:BpIpAddress>192.168.0.l0</ch:BpIpAddress>
<ch:ApplicationId>400</ch:ApplicationId>
<ch1Defau1tCHPriority></ch:DefaultCHPriority>

</ch:QoSApplicationListEntry>
<ch:QoSApplicationLisIEntry>

<ch:BpIpAddress>l92.l6B.0.10</ch:BpIpAddress>
<ch:App1icationId>6 l</ch:ApplicatiunId>
<ch:Defau1lCHPriority><lch:Defau1tCHPriority>

</ch:QoSApp1icationListEntry>
</ch:QoSProfi1e>

</ch:BP_Init>
</SOAP—ENV:Body>

</SO/-\P—ENV:Enve1opc>

V|.1.2 Initial BP_Init Response Messagem

H'l'1‘P/1.l 200 OK
Connection: close
Content—Type: textlxml; charset="utf-8"
Content—Length: S17

<SOAP-ENV:Enve1ope
xmlnszSOAP—ENV="http://schemas .xmlsoap .org/soap/envelope/"
SOAP-ENVzencodingslylc="http://schemus.xmlsoap.org/soap/encoding/">

<SOAP-ENV:Body>
<ch:BP_Init_Respo nse xmlns:m=" 192. 168.0. 1 ">

<ch:BPInitConfirmationCode>0</ch:BPlnitconfirmationcode >
<ch:QoSProfiIc>
<ch:QoSApp1icationListEnkry>

<ch:Bp1pAddress>192.168.0.l0</ch:BpIpAddress>
<ch:ApplicationId>400</ch:App1icationId>

“’ Revised this section per EJCN CH1.l-N-03.0087-4 by G0 on 12/8/03
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<ch:DefaultCHPriority>4<lch:DefaultCH Priority>
</ch:QoSApplicationListEntry>
<ch:QoSApplicationI_.istEntry>

<ch:BpIpAddress> I92. l68.0. l0</ch:BplpAddress>
<ch:ApplicationId>6 l</ch:Applicationld>
<ch:Defau ltCHPriority>7<lch:Defau|tCHPriority>

</Ch:QoS App1icationListEntry>
</ch:QoSProfile>

</ch:BP_Init,Response>
</SOA P-ENV:Body>

</SOAP—ENV:Envelope>

V1.2 LAN Message on Session Establishment

This section illustrates BP_[nit and BP_Init_Response messages exchanged between :1 PS and 21 BP when
the BP establishes a session with another host. Figure VI—2 describes the parameters used for the examples
of BP_Init and BP_lnit_Response messages. In Figure V[«2, BPI sends the BP_[nit message described in
Section Vl.2.l after BPl establishes sessions with BP2 and BP3, and PS sends the BP_Init_Response
message described in Section Vl.2.2 after receiving the BP_Init message sent by BP l . The BF can set any
value for Tpl-'m‘tI'rinri[y riigs In L: Bl'_lmt mueaange. Hnwever, the PS overwrites this value set for
lp|’url[‘rluriIy in the |3i’_lnii_Rcspons'r: IllC!l5.'1gG after consulting with the priority master table. The values
for 1pPnrIPriori|y tags 15.11.‘ left blanl-c in the lullowing example of a BP_Init message in Section Vl.2.l.

— 005 Master Table

Default CH Application ID ‘ Default CH
Priority Priority

4 4
7 7

4 

04/09/o4 Cab|eLc:bs°
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192.1ea.o.1 LAN Message Exchange 192.1ee.o.1o

PS s BP1
—a-

Session Establishment
for Application ID 400

192.16a.o.11

port 401

BP2

192.1e3.o.12

n- ' port 402

} BP3
I

Figure V|—2 — LAN Message Exchange on Session EsIab_Ii§{ment

VI.2.J I BP_Init Message on Session Establishment

POST /DevQoSProfiIeService HTTPI l .|
HOST: l92.l68.0.l
Content-Type: text/xml; charset="utf—8"
Content-Length: 1920
SOAPAclion: "/DevQoSProfileScrvice"

<SOAP—ENV:Envelope
xmlns:SOAP-ENV="http://schemas.xmlsoap.orgIsoap/envelopel"
SOAP-ENVzenvodingslylc="http://schemasacmlsoaporg/snap/encoding/">

<SOAP-ENV:Body>
<ch:BP_Init xm1ns:m=" l92.168.0.l">

<ch:BP_lP>
l92.168.0.l0
</ch:BP IP>
<ch:DeviceProfile>

<ch:deviceType>Cab|eHomc Host</ch:deviceType>
<ch:manufaclurer>ABC Corporation</ch:manufaclurer>
<ch:manufacturerURL>www.xyz.com</ch:manufa/;turerURL>
<ch:hardwareRevision>Second</ch:hardwareRevision>
<ch:hardwareOptions>802.l 1 a/b/g</ch:hardwareOptions>
<ch:serialNumber>CHl234</ch:seria|Number>
<ch:modelName>ABC IP Camera<Ich:mode:lName>
<ch:modelNumber>ABC7463</ch:modeINumber>
<ch:mode1URL>www.xyz.com/abcipcamcra/</ch:mode1URL>
<ch:modc1UPC>3B38XZAYS</ch:modelUPC>
<ch;modelSoftware0S>VS Works</ch:mode1SoftwaxeOS>
<ch:modelSoftwareVersion> I .2</ch:modelSoftwa.reVersion>

Cable Labs!’
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<ch:lanlnterfaceType>7 l</ch:lanInterfaceType>
<ch:numberMcdiaAccessPriorities>4<Ich:numberMediaAccessPriorities>
<ch:physicalL0cation>LiVing Room</ch:physicalLocation>
<ch:physica|Address>0 1 102203 :45:67:CD</ch:physicalAddress><lch:DevicePr0file>

<cl1:QoSProfile>
<ch :QoS App1icationListEntry>

<ch:EpIpAddress>l92.16S.0 . l0</ch:BpIpAddrcss>
<ch:App|icationId>400</ch:ApplicationId>
<ch:Dcfau1tCHPriority>4</ch:DefaultCHPrioriry>
<ch:DestPriority ListEntry>

<ch:DesLIp>l92.168.0.ll</r:h:DestIp>
<ch:DestPort>40l </ch:DestPon>
<ch: lpPortPriority></ch: IpPortPriority>

</ch:DestPriorityListEntry>
<ch:DestPriorityLis(Enlry>

<ch:DesL[p> l92.l68.0.l 2</ch:DestIp>
<ch:DestPorl>402</ch:DestPort>
<ch:IpPortPriority></ch:IpPortPriority>

</ch:DestPriorilyLisLEnlry>
</ch:QoSApplicationLisrEnn-y>
<ch:QoSAppIicationListEntry>

<ch:BplpAddress>l92.168.0.10</ch:BplpAddress>
<ch:App1icationld>6 l</ch:App1icationId>
<ch:Defau1tCHPriority>7</ch:DefaulICHPriorily>

</ch:QoSApp1icationListEntry>
</ch:QoSProfi|e>

</ch:BP_lnit>
</SOAP—ENV:Body>

</SOAP-l:'NV:Envelope>

Vl.2.2 BP_[nit_Response message on Session Eslablishmenlm
HTTP/1.1 200 OK
Connection: close
Content-Type: text/xml; charset="utf-8"
Content—Length: 1153

<SOAP-ENV :En velope
xmlns:SOAP—ENV="http://schemas.xm1soap.org/soap/envelope/"
SOAP-ENV:encodingSty1e="http://schemz1s.xmlsoap.org/soap/encoding/">

<SOAP-ENV:Body>
<ch:BP_Init_Response xmlns:m=" I92. I63 .0. l ">
<ch:BPInitConfirmationCode>0</ch:BP1nitConfinnationCode >
<ch:QoSProfile>

<ch:QoSApplicationListEntry>
<ch:BplpAddress> 1 92. 1 68 .0. l0</ch:BplpAddrcss>
<ch:App1icationId>400</ch:App1icationId>
<ch:DefaultCHPriority>4</ch:Defau1tCHPriority>
<ch:DcstPriorityListEntry>

<ch:Destlp>l92.l68 .0.l l</ch:DcstIp><ch:DestPon>40 l</ch:DestPon>

<ch:IpPortPriority>4</ch:IpPortPriority>

'5’ Revised this section per ECN CH 1 .1.N—o3.oos7.4 by so on 12/8/03.
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</ch:DcstPriorityListEntry>
<ch:DestPriorityListEntry>

<ch:DestIp>1 92.1680. l2</ch:DestIp>
<ch:DestPon>402</ch:DestPort>
<ch:IpPortPriority>4</ch:IpPortPriority>

</ch:DestPriorityListEntry>
</ch:QoSApplicationListEntry>
<ch:QoSApp1icationListEntry>

<ch:BpIpAddress>l92.168.0.10</ch:Bp[pAddress>
<ch:App1icationId>6 1 <lch:App1icaIionld>
<ch:Defau1lCHPriority>7</ch:DefaultCHPriority>

</ch:QoSApplicationListEntry>
</ch:QoSProfi1e>

</ch:BP_Init_Response>
<lSOAP-ENV:Body>

</SOAP-ENV:Enve1ope>
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CH-SP-CH1. 1-|U4~U4U4D9 Cablei-iomem Specifications EXHIBIT A

Appendix IX Revisions (in formative)

IX.l ECNS Incorporated into CH—SP—CHl .I—I02-030801

Table IX-1 — ECNS incorporated into CH—SP-CH1.1-I02-030801
Date

Accepted

H l.l—N—D3029 5/29/03 orrect reference to Table 7-7 and remove duplicate PICS in Section
7.3.3.2.4

I-II.l-N-03030 5/29/03 Remove DHCP DISCOVER retry description

I-lI.l-N-03032 6/5/03 Remove duplicate CVC configuration file_ requirements
H l .1-N-03035 7/3/03 Fhis ECR further clarifies how the cabhSec2FwPolicyFileURL mib

should be handled when a firewall conlig file download fails. To
support this clarification, the conditions that trigger a firewall uonfig
File download were also changed.

Hl.l—N-03039 Update ‘Type’ field for DHCP Option I77 sub-option 3.
Remove PICS duplication in Section l3

larification on how different DHCP options need to be included in
he DHCP DISCOVER and DHCP REQEST messages by the CDC.
Addition of two new QoS MIB objects and changes to reflect the new
PsDev MIB in the Appendix I.

‘CH l—N—O2070 |l/30/03 Change #3 correctly implemented in this iteration ofthe specification

Cl-Il.l—N—03059 7/3 [/03 Update Appendix I MIB list to incorporate changes in CableHome -|

Description

MIBs

IX.2 ECNS Incorporated into CH-SP-CH l .1-I03-040123

Tabla IX-2 — ECNS Incorporated into CH—5P—CHl.1-I03-040123
Date

Accepted Description
I-Il.l—N-03044 7/10/03 Spec out format and encoding of DHCP option 43 suboptions

HI .l—N—03U56 _|l_3/_7/03 The string "I-‘SE1ement" is too long in the PS Element principal name.
H l .l-N—O3060 l0/23/03 This ECR defines the transport to be used for the device discovery

message exchange.
I-{l.I—N-03061 l0/2/03 Fhis ECR defines the identifier for an ICMP session.

Hl.l—N—03063 Fhis ECN addresses various editorial changes needed in Section 7 to
Improve the document.

I-ll.l—N—03065 [‘he inclusion of option (50) ,Requested lp Address should not be
mandatory to be sent in the CDC DHCP DISCOVER.

CHI .I—N-03068 I0/23/03 Fhis ECR adds more clarification on Device Profile and QoS Profile
XML schema. Add new Appendix VI, LAN Management Message
Example.

 

Cob|eLobs® 04/09/04
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.1-N-03069

Date
Accepted

Description

larifies specification text for the following items: TLV format;
ipNetToMediaTable; Evcnt Priority Table; DHCP Option 43.101
string; Firewall Configuration File download success Event ID: BF
DHCP Option 60 string.

.1-N-0307i IO/23/O3 Inconsistency of encapsulating tag of device profile. lnconsistancy of
XML schema sections header.

.1-N-03070 1 l/13/03 Update references and add requirement for PS to pass all OSI Layer 2
frames that a DOCSIS cable modem is required to pass.

.l-N-03 .0074-3 l2/4/03 S Element Certificate and HTFPS Server Certificate modification for
TLS.

.1-N-03 .0077 -4 l l/26/03 larifies the specification to indicate that the PS must only support a
“ingle [P address assigned to its LAN-side TCP/IP stack. Clarifies
what is expected to be represented in the PS‘s ipNetToMediaTable.

.l-N-03078 orrect CableLabs CVC CA certificate references and typographical
rrors, remove table that duplicates CVC spec text, and clarify CVC
tructure requirements.

.l-N-03 .0087~4

.l—N-O3 .0089-2

.l-N-03 .0090-2

larification on the content of BP_lnit messages and the use of
onfirmation codes.

orrect BP_Init and BP_Init_Response message formats.

larify usage of vendor specific graphical user interfaces.
.l-N-03 .009 1-1 orrect inconect references to Software Download section and remove

unused footnote reference.

,l—N—03 .0092-4 Adding specification text requiring the PS to create an IP address lease
reservation when a DMZ entry (wild-card static port forwarding entry)
is created in the CAP table for a dynamically assigned IP address only
and clarifying the DMZ functionality text.

.l-N-03 .0093~2 larification of the format of Vendor—specific TLV information and
how the PS handlcs them.

,l—NA03 .O097~5
.l-N-03 .0099-3

odifications to the Cab1eHome Firewall

orrect and clarify Time of Day requirements, remove references to
nused Provisioning Timer. clarify PS behavior for IP address lease
enewal, clarify conditions for PS configuration file download trigger
nd for software upgrade trigger, remove redundant TLS Session
eardown requirement, and correct typos.

CHl.l-N-03.0l00-1

CH l . I —N-03 .0103-3

Clarification on DefaultCHPriority and IpPortPriority elements in a
Q_oS Profile.
Define a new TLV Type for SNMP Sets to be processed before TLV—
28.

CHI . l—N—03 .0104-2

EHIJ-N-03.0105-2

04/09/04

Clarification to the specification text regarding cabhCdpServerRouter,
CabhCdpServerDnsAddress, cabhCdpServerDhcpAddress in various
‘ections due to the changes proposed in the CDP MIB ECR, CH-MIB-
R—03076.

pdate MIB objects listed in Appendix 1

Cub|eLcJbs®

EXHIBIT A



795

CH-SP—CH1.1—|fl-$040405] C:ab|eHon'Ie"'l Speclfigatlcms

IX.3 ECNs Incorporated into CH—SP-CH1.l-I04-040409

Table DH! — ECNS Incorporated into CH-SP—CH1.1-I04-040409

Description

odifications to CTP Ping Tool requirements

E§H1.l-N-03.0106-2Hl .1-N-03.0107-l odifications to CTP requirements: Connection Speed Tool
CH1.l-N-03.0109-l larify that the Applicalionld in the QoSProfile can be other than a

well—known port number assigned by [ANA and related clean-up
CH1.l-N-03.0112-l
CHl.l—N~04.0l l5—l

CH1 .l-N-04.0 l 20-2

5/ll/04

3/l 1/04.1

Add RFC 3396 to References section

dd parameters to the firewall Type 4 event to specify the reason for
failure

lAddition of Central CA Option
CH1,l-N-04.0123-2 3/1 1/04

|Misc Firewall Corrections

cabIeLobs° 04/09/04
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Cab1eHome - News and Events

EXHIBIT A

Hr.-me P.-1ernberLo-Jun Elr-:-9-ibar-d §li[\pi1*.ILD!]|TI C,gi.*.ait|.|;' Stable,

CableLabs'...RevoIuti'onizing Cable Technology’

About Cahlelabs Members’ Av; Luuw-. Pu-.-ir--1-. Cerllfluuun 5 Qualification laln (ableubs News Room Conferences Cableflifa
Cable Modem/DOCSIS® CableHome® Packetcablem 0penCable'" Gozaroadbands" VOD Metadata

News and Events 12/09[O4 Cab|eLabs® Certifies Four Cab|eHome® 1.1
Devices » Project Home

Ciick here to go to the Cab|eHome archived—"' ' » Specifications
press releases. 11[29[04 CabIeLabs® Issues RFP for Cab|eHome®

Residential Gateway » D°°”me"t5)) Certification Testing

08[16[O4 Cab|eLabs® Certifies Two Cab|eHome® 1.1 » News 5‘ Events
De‘/mes D How to Participate

06{25[O4 Cab|eLabs® Certifies Two Cab|eHome‘” 1.1 ” FAQDevices D Glossary
)) Careers

04 16 [)4 Milestone CabIeHome"" 1.]. Certification Issued » Contact cablemme

Cogxright | Privacx Policx | Site Mag [ Contact

http://web.archive .org/web/20050206034548/http://www.cab1e1abs.com/projectslcablehomelnewsl
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H '2 ll-mi-ii l -illl it i-’«1t-.:r~-1 Eur-{liar lnqin

CableLabs‘..,R9VOlUTiDfliIfH9 Cable Technology’

Abuul (ablctabs Mcmbc-i>'An:.1 Cuuent Pioic-tls (uvulicailon I. Qualification luin (ablt-Labs News Room Cunlurtnces (_ab|t-NET"
Press Releases Who's CableLabs Certified? Newsletters

PRESS RELEASES CabIeLabs® Issues RFP for CableHome® Residential Gateway

Louisville, Colorado, November 29, 2004 - Key cable operators have teamed with
CableLabs® to issue a re uest for ro osal RFP that identifies a common set of product
requirements for a CabIeHome®-based residential gateway (integrated cable modem and
router/wireless access device). The deadline for responses is January 31, 2005.

Contact:

Mike Schwartz
CableLabs

858 c°a| Creek Orcle CableLabs and its member companies are working to gather information about a residential
L°“i5"'”eI Co 800279750 gateway that will comply with CableHome 1.1 specifications. The gateway will enable the
303-551-9100 delivery of value-added services for home networking and high—speed data service
Contact Mike 5ChWa|‘tZ subscribers, including but not limited to, services requiring quality of service (Qos)

guarantees.

2004 press Releases By providing a common set of technical requirements for a residential gateway, CableLabs
anticipates that enough scale will be provided to enable suppliers to offer this product
economically and in a timely manner. Any questions or comments should be directed to
Cynthia Metsker in the Broadband Access Department at CableLabs.

2003 Press Releases
2002 Press Releases
2001 Press Releases
2000 Press Releases

Consistent with CableLabs’ participation in the Universal Plug and Play (UPnP’”) Forum1999 Press Releases
Steering Committee, and with the adoption of UpnP functionality as part of the CableHome

 E 1.1 specification requirements, the RFP includes requirements for residential gateways to
E implement discovery, prioritized Qos, and Network Address Translation configuration
1996 Press Releases features as defined by UPnP specifications.
1995 Press Releases

1994 Press Releases “Cab|eHome is one of the ways the cable industry continues to differentiate itself — by
enabling seamless connectivity among multiple devices in the home, while also making the
experience easy and intuitive for the consumer,” said Jeff Austin, Senior Director of New
Product Deployments at Comcast Online, the high—speed Internet division of Comcast Cable.
“The industry recognizes the importance of CableHome and its key role in positioning cable
as the ‘p/atform of choice for the connected home. ’This industry—supported RFP is
testament to this and comes at a key moment in the evolution of broadband service
delivery,” Austin added.

“As cable moves into this new business, having a set of gateways that adhere to our unique
requirements will facilitate innovation that will drive a new way of serving the cable
consumer in their home,” said Mark Bell, Director of Product Development at Cox
Communications.

About CableHome
CableLabs and the cable industry have developed the CableHome specification based on
consumer research, which identified the need for an interoperable platform that would:

' Enable cable service providers to take care of the technology part of the home
networking equation, giving customers the choice to simply focus on enjoying the
experience.

0 Help speed the development of advanced broadband applications and devices for thehome.
0 Ensure true seamless integration among these devices.

Founded in 1988 by members of the cable television industry, Cable Television Laboratories
is a non-profit research and development consortium that is dedicated to pursuing new
cable telecommunications technologies and to helping its cable operator members integrate
those advancements into their business objectives. Cable operators from around the world
are members. CableLabs maintains web sites at www.cab|elabs.com;

www.Qacketcable.com; www.cablemodem.com; www.cablenet.org; and
www.ogericab|e.com.

CableLabs®, DOCSIS®, CableHome"", Packetcablel”, 0penCable"", OCAP"", Cab|eCARD"",
Go2BroadbandSM and CableNET® are marks of Cable Television Laboratories, Inc. All other
marks are the property of their respective owners.

UpnP is a certification mark owned and managed by the UpnP1mp|ementers Corp.

http://web.archive.org/web/20041208190851/http://cablelabs.com/news/pr/2004/04_pr_ch_gateway_rfp_l 12904.htm1
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http://web.archive.org/web/20041208190851/http://cablelabs.com/news/pr/2004/04_pr_ch__gateway_rfp_1 12904.htm1
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http://web.archive.org/web/20041 222 13 5053/http://cable1abs.com/proj ects/cab
lehome/downloads/CH_RG_RFP.pdf
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Cab|eL<:1bs®

CableHome® Residential Gateway

Request For Proposal

November 24, 2004

Cable Television Laboratories, Inc.
858 Coal Creek Circle

Louisville CO 80027-9750

Phone: (303) 661-9100

Fax: (303) 661-9199

http://www.cable1abs.com
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DISCLAIMER

This document is published by Cable Television Laboratories, Inc. (“CableLabs®”). CableLabs®
reserves the right to revise this document for any reason including, but not limited to, changes in laws,
regulations, or standards promulgated by various agencies; technological advances; or changes in
equipment design, manufacturing techniques or operating procedures described or referred to herein.

CableLabs® makes no representation or warranty, express or implied, with respect to the completeness,
accuracy or utility of the report or any information or opinion contained in the report. Any use or reliance
on the information or opinion is at the risk of the user, and CableLabs® shall not be liable for any damage
or injury incurred by any person arising out of the completeness, accuracy or utility of any information or
opinion contained in the report.

This document is not to be construed to suggest that any manufacturer modify or change any of its

products or procedures, nor does this document represent a commitment by CableLabs® or any member
to purchase any product whether or not it meets the described characteristics. Nothing contained herein
shall be construed to confer any license or right to any intellectual property, whether or not the use of any
information herein necessarily utilizes such intellectual property.

This document is not to be construed as an endorsement of any product or company or as the adoption or

promulgation of any guidelines, standards, or recommendations.

November 24, 2004

©Cable Television Laboratories, Inc. 2004

All Rights Reserved

“CableHome” and “CableLabs” are trademarks of Cable Television Laboratories, Inc.
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