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Organization of This Book

 

The third edition of PC! system Architecture has bemlupdated to meflect revi-
sion 2.1 of the PCI bus specificrttion. In addition, it has been completely reor-
ganized and expanded to include more detailed of virtually every
topic found in the first two editions. The book is divided into eight parts:

 Defines the performance problems

inherent in PC architecture before the introduction of the local bus. Hav-

ing defined the problem, the possible solutions are explored

 .'I'his part of the book provides a de-

tailed explanation of the mainstream aspects of PCI bus operation.

 -Pro-

vides an introduction to the PC] configuration address space. a detailed

description of the ritethods for generating configuration bus transactions,

the configuration read and write transactions timing, the configuration

registers defined by the specification, and the implementation of expan-

sion ROMs associated with PC] devices.

This part provides a detailed discussion

of the PCI-to-PICI Bridge specification, :1 discussion of peer and hierarchi-

cal PCI buses, and the accessing of configuration registers in devices resid-

ing on subordinate PCI buses.-

This part provides a detailed discussion of the PC!

who this Book is For

This book is intended for use by hardware and software design and support
personnel. Due to the clear, concise explanatory methods used to describe
each subject, personnel outside of the design field may also find the text use-
ful.
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About This Book 
 

Prerequisite Knowledge

ltisidghlyrecommendnd ihatfl1ezeIde:1IaV!agood|mowl:dgeofPCand
pmoesaoxbusa:chitectmepdorbu:eadingfi\’sbook1heMindshanpubfln-

-— - -—— -fionsm&fledI$ASystatArddtachaemd-80486SydnuArdduduuprovid¢cu~-
offincbackgromulneauaryfiorammpletemdasnrsding ofthesubjectmab
her covered in this book. Altemtttly, the readar may substitute Pentium Sysim
Archiutam or Paw¢rPC System Architecture for 80486 System Ardzitechm.

Obioct Size Designations

3 Ihcioflawingdesignafiouueusedlluwghoutthisbookwhenrefeningm
I thesiuofdataobjeclsz

 

A byte is an 8-bit object.

A wordis a 16-bit, or two byte, object.

A donbleword is a 32-bit or four byte, object.
A qundwoxd is a 64-bit. or eightbyte, object.
A paragraph is a 128-bit, or16 byte, object

A pageisa4K-aligned 4l(Bareaofaddressspane.
 

: Documentation Conventions

i This oectim defines the typographical convention used throughout this book.
1 Hex Notation

Alihexnumbe1sarefoilowedbyan"h."Exampies:

 

9A£Bh

OICXII
 

Binary Notation

All binary numbers are foilowod by I “b.” Examplgsz
0001 01011:
01b



  
-.-e - ..- :-.

21

PCI Szstein ' A V >

Decimal Notation

NnmberawiIhoutanysuffixarededmalWhennquiredfordarity,dedma1
mm\b¢:aarefonowedbyn'd.'1hefol1owhgexampleaeachxepresenta
dechnalnumber:

16

B5

256d.

128d

-Signal Name Representation

Eachsigmldmtassumesfltelogiclownatewhenasaenedisfollowedbya

poundsign (#).Aaanexnmple,&|e'l'RDY#siyu.|isa.ssettedlowwhenthe
targetisuadytooomplelae adata transfex.

Sigrnahfiutuenotfollowedbyapomrdaignareauertedwhentheyassume
thelogichighshmAsanamnph,fl)SELisaso¢ned}dghtomdicate&uta
PCIdevice'sconfiguntimspace‘mbe!ngaddresaed.

Identification of Bit Fields (logical groups otblts or
signals)

All Mtfields are designated in little-endlan bit ordering as fiollows:

DQYL

whue"X"'Lsthemost-signiticantbitand "Y" is theleuuignificantbitofthe

field. As an example, the PCI address/data bun cmsista of AD[3l:0], when
AD31 in the most-significant and ADO the least-signiflmnt bit of the field.
 

We Want Your Feedback

MindS11uevIluesyourcomn\emsand8u3gestions. Youamcomactusvia

mniLphoI1e,faxorintemeta-nail.
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. Chagter 1: The Problem

Chapter 1

In This chapter

Thischapterdeflneetheperformmceconstramtsexperieaced whendevioee
flutperfomtblockdatatrans£enareplacedmtheexpmLsionbus(eg.,fl\e
lSA,El5AandM1u'oChamelbuses).Italsoueeetheperfommencereq1dre-
menu; of teleconferencing to highlight thebendwidth requirements of systems
requiring fast block transfers between multiple subsystems in order to achieve
superior system perfonnance.

The Next chapter

Thenextdrapterirttroduoestheconoeptofthelocalbus.'I‘heV'BSAVLbus
andthePClbus implementations of thelocalbusareiruroducedeeeoltitions
to the throughput problem.
 

Block-Oriented Devices
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In today's operating environments, it is imperative that large block data tram-
fere be accomplished expeditiously. This is especially true in relation to the
foflowingtypesofeubsysteuu:

Graphics video adapter.

Full-motion video adapter.

SCSI host bus adapter.

FDDI network adapter.

Graphics Interface Performance Requirements

The Windows, 05/2 and Unix X-Windows user interfaces require extremely

fast updates of the graphics image in order to move, resize and update multi-
ple windowewithoutirnposingdiaoernibledeleye ontheend-user. Sinaethe



- PCI-System Architecture -- - - -- - - - 

screen image is stored in video RAM, this means that the processor must be

able to update and]or move large blocks of data within video memory very
fast. The same is true for the updating of full—moI:ion video in video ram.

SCSI Perlorrnance Requirements

The SCSI interface is used to move large blocks of data between target I/O

devices and system memory. Mass storage devices such as hard disk drives.

CD-ROM drives and tape backup subsystems typically reside on the SCSI bus.
'Ihetime required to read ox-write filesonharddrlves or tape, or to read files
from CD-ROM can impose delays on the end-user. Anything that can be done
to speed up thee block data transfers has a significant effect on ovmall system
performance.

‘Network Adapter Performance Requirements

 

‘I0
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When a network adapter is used to transfer entire files of information to or
fromaserver(a printer file server‘), the rate atwhich the informationcanbe
transferred between system memory and the network adapter detracts from
or contributes to overall system performance.

X-Bus Device Performance constraints

The devices just described are just some examples of subsystems that benefit
significantly from a fast transfer rate. Unfortunately, the majority of subsys-
tems reside on the PC‘s expansion bin. Depending on the machine’: design,
this maybe the ISA, EISA or Micro Channel expansion bus. As described later
inthisctIapter,.al1threeoftheseexpansionbus architecturessufferfrom an
inadequate data transfer rate.

In many cues, subsystems such as the graphics video adapter have bear inte-
gratedonto thesystunboard. This would seemto imply that they do not re-
side on the expansion bus, but this is not the case. Most of the integrated sub-
systexrisresideonabtlfferedversionoftlmexpansionbua knownas theX-bus

(extension to the expansion bus; also referred to as the utility bus). This being
the case, thee subsystems are bound by the mediocre transfer rates achiev-
able when communicating with devices raiding on the expansion bus. Figure
1-1 illustrates the relationship of the X-bus to the expansion bus and the sys-
tem board microprocessor.
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Whmpufotmhtgmanmytndmfimmiuopmossoranmummtkauwim
itsir1Iernal(l¢ve1mn.-oxL1)cad1catilafullnAtivespeedifdurequestediw
fonnatlonisfotmdh1thecache.IfIhecacheiaimplenurnIadasawzite-back
uche,memorywrltestomna1tly<ad1edlocaflonsmayalsobenomp1ebed at
fu1lspeed.WhenanL1cachemiss oacursonam:m9_ry;,es_tdot,ttnec1d1emust -- --

. write information inhomemory.‘theprooessowmuatuaeitslocal.bus to com-
nwmicnhe wmunemory. ‘me memory access roquest in East submitted to the
ex¢e1mI,level2(l.2)cache£orfulfl1lment.lntheeventoEanL2cnd1emiss,the
L2cnd\epufounsanaooeasbosyoIe:nDRAMmemo:y.1heIhkagIbetwaa1
theL2cadte mdayst:mDRAMmanorylstypicallyopI:im1zedhoallowin-
fionnndontnnafexsnooompleeeasquicklyupoaihle.

Whenumemoryr¢ndorwr1feaddreaaesmemoryotl1etthnnsystemDRAM
memoryorwheruheproceusorispexforminguuI/O:eadorwrice,fl1eex-
puuimbunbddgemustpaas|hebmcydn&\rou5hbotheexpmsimbm.The
completionofthebuscycleisbotmdbythemmdmmnecpansinnhssspeed
Indd\eacceaatimeofthea:pmsionbu5devicabein5acccoaed.Ifah:ge
amountofdataistobelrmsfermdtootkomdxetargetccpmsimdevice,
perfunnanceisbmmdbylhespeedofthebtmlfuaecessdnueoffireurget,
mdthe expansionbus daubuswldth.

11
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Expansion Bus Transfer Rate Limitations

 

 

ISA Expansion Bus

AHumsfegs1;er1mmadwerfl1alSA.btuaresynduon1zedtoanBMHz‘(mors’
typkaBy,8.33Nfl-lz)busdocksignal(B(1K).Ittahnmhdmmnoftwoqdes
ofthebusclocflifthetatgetdevioeisaaetowaitstatedavice) toperfonns
data transfer. This equates to 4.165 million tnmfarsper second. Since the
daiapathm&icI5Abusiaonly16-biiswidennwdmumoftwobyhamaybs
ums£eneddurk1gaad\i:ansacdon.11dsaquatestnathaoreucalma:dnxum
tzarisiarratsof8.33MB}-tssperasoond.

Fonnoze information on theISA expansion bus, Mar to tho Addison-Wesley
publicationentidedI5ASystanAtchiisctuu. ‘

EISA Expansion Bus

UkeIheISAbm.al1unnafetap¢:£om\sdovertheBISAbusaraayndumfized
toIn8Ml-Iz(more typlca]1y,B.33Ml'Iz)busclocksigrIal(‘BCl.K).Ithlnesa
minimulnoiomcycle oftltebusclockafthetu-getdevicsaupporlsEISA
buxstrnodetranafets)I:operfotmadatatrans£u.'I‘hissquatesto 8.33miIiinn
u-ansfersparsscond.Simefl1edatapathmtheBiSAbIuis32-bitswide,a
nuximtnnoffombytamaybetrsnsfemddudngeadxtransactionlhis

equatestoafluoreficalznaxinmmtzamfiernteofasmbytespenecond.

 

Fotmoteinfom\atimontheElSAexpansionbu8.I!ferto the Addison-Wuley
publication entitled EISA System Archibectm. ‘

Micro channel Architecture Expansion Bus

AtthacunentfinIe,themaadmumac1fievableh'uIsferrsteoniheMia*o

Qum¢l(uhnplemantadk\thaPS/2pmductHna)ia40Mbytssperseoond
(u£ingthe32-hltStreamingDataPmcadure)1hiakbaIedma1DMHzbtu
speed with one data. transfer taking place during each cycle of me IOMI-Iz
dock(10mn1imtrmsEenparsacmd'fombytesperuu\s£er).Fastsrtrnw£et
rates of 80 and 160Mbytes per second are possible when the 64-bit and en-
hancedfl-bltSt|eatrtingDataProoedmess:ein1ple1nented.
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Teleconferencing Performance Requlrements

 

Figure 1-2 ilh_1_stm:es three PC: linked via a telecommtmicatiom network. Each
ofthethmeeunilehas the cepalrllitytoslmultenemnslyxnergemultiple graphics
andv1deoeoumeeuuothesaeenhueaLtlme.ligme1«3inmu1hes81eoom
termofeaduq-een. '

1helargepertia1oftheeaeen(devotedtoe5nphlui1nege)isufiHzedto
diglhythedounnenttmdetdbcneeionhtotdertoeucceeefunyanuhteut
actual faceto-face conferencing situation, the system must be capable of up-
daungthisiuugefastetnveglntosinudnteflippirugfiumuglallmepegesofa
documents! !herateoHmpegu(or(nmes)pereeamd.Wifi1ani:nage
:eeoh:fimof12B0x1024pbcelsu\dcolorreeolutimcf16mfl1lm\colon(tluee
bytes per pixel), theemount of video memory required to store one lmageis
3.98216Mbytu.ToalberfiIeguphicedi;p1¢yatthenheoftaI£ranIespa|ec-
ondwouldxequireavideomamryupdatemeof39.3216Mbyteepersecond.

The videopxeviewportlnnofthelcreenlsueedtodkplay anealatimevldeo
imageofavldeosaumelocelhothemiL1hlsimagehesarecolnIianof320x

240pbce1smdeoolntnaolufimoffi6coloIs(onebyteperplxel).h1orde:to
provide full-motion video, the image must be updated at the rate of thirty
fnmesperaeound.1'heemo1mtofvicbomemory1equ1xedte smceonelmage
wouldbe 76.8l<bytes. Toelterlhegrnptdcsdisplayeuhereteofflaiztyfzemes
penerzondwculdrequkea vldeoznemoryupdalereteof2.3Mbytesperaeo-
and.

Eadaoffitemovideommoueaeuxareuisusedwdisphyafnnamflon

videoimagefromoneoftheother two participants. The images each haven
reeolufionof6(Dx480p1x:Bu1decolouesohmonof256colon(cnebyteper
ph:el).hno:dertoptovidehxn-motimnvideo,ead1hnnge1nustbeupdated at
thenheoffidrtyiremeepueecmddheamomuofvideomanoryrequlxedto
stone one image would be 307.2Kbytee. To alter each of the video runota

whdawsetfi\erateo£thitly&ameepereeeondnmuB;equinavideonum~
oryupdateneeof9.2Mbytespe:-second.

Bach ofthethreevideo iInageswouldhe,trmsmiuedk1oampreseedvideokn-

egefiommtatlhenteofiflolibybesperseonndpervideostx-emu.

I'nsu:mnaty,eeu:h hosteystemmust supply suffident bus bandwidth to sup-
porttheoonxbimdu-msfernmexequlredtoupdehettehnegespresatbedin
fi'e5raphioe,pueview,:emo0eoneandxunotetwowindowe.eswel1Iathe

 

1!
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three z00KbyIn per second compressed video streams. ‘me bus structure must
that support the simultaneous transfer. nus lbted in table 1-1. ISA
(833Mbyteapexsaoond)mdthacunentvetsim1ofEISA(33Mbytespenec—
ond) will not suppou-tthe combined bandwidth requirement of 6051615/[bytes

-persecon¢‘DuMic£0Qlam1q1_(.wMbybg5pfl§9°md)d°¢5n°*¢“fl¢\*1Y
suppartfherecpiredx-abe,butIhe64-bitStman\!ngData Procedufes (n’nt’sup-
ported on the PS/2.pxodu:t line) at-cable to nchievc lnnafa rates of 80 to
160Mbyteapu'leoond.Aadescribedhbu'ind\isdocument,&\ePCIbusan-

'rendysupportaatrmsfernteo£132Nflrytsperseamd.1f&te6+bdtPCIex-
tenaionisin\planawed,auuIsferrateof264Mbytespersecondcanbe

achieved. Table’!-zlistsdaetramfierntesfortltevideoarldotheraubtyatems.
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- “ ‘T|1‘ePrevlous Chapter

‘ T Chagter 2: Solutions, VESA and PCI

Chapter 2

fimpraimmduptadisamndflmeyafomumeomwuamuphcedupmmb
systems insulhd on the expmsionbus or "integrated onto thesystem board‘:
X-bus»

This chapter

flfisdtapterhtuoducosfiuoonmptofmelomlbtumdpmvldesazlovexview
of the two major locnlbusstlnduds:

0 IheVBAVLbus

thePC1bus

The Next chapter

Then¢xtchapterprwidesaninuoduc¢imuuthePClIrma£ex-meclmism
 

Graphics Accelerators: Before Local Bus

An inta-im attempt to lmptove the perionmnne of video graphics ndapten
inplanameduexpamimbmdzvioeshwotvedtltecnlmzounmtoffiic
adapter’: intelligence. Earlier adapts: processed very low-level commands in-
suedbyfliemiaopmoceaaorlhepmoessotmdtherefioteflteprogrmtmethad
tobemumatelyhvolvedixwuynspectofoaeunmunganumuuradnpb
ersazeficqna-xflybasedonpmceasomlfl:efixekateli860)0l/)G’oxfi1eTexns
Inst:-umams TMS34010/34020 and can handle high-level coxgmanda to off-
loadaueen-ineauive operations fmmthcmicroprocessor.Asanexample,a
Bn'BLTcommnnd<nnbeissued&olheadnpae:,cnns1rzgittoq1dck!ymmren
window graphic from one man of video memory toanother without any fut-
therirmnmticum&1emiaop:ooessor'oporLThevideomamryismfi1e
ocpmaimadupnrcardandmnfiaaefonbenmaueddkediybytheidaptefs
localprocessorathighspeed.

 



 

 
Local Bus concept
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To maximize throughput when performing updates to video graphics mem-
ory, many PC vendors have moved the video graphic adapter from the slow
expansion bus to the
sofa local bus. ’l'he video adapter is redesigned to connect directly to the

pmoessorblocalbusandtheadapterdesignisoptimizedtominindzeor
eliminate the number of Walt states inserted into each bus cycle when the

processor video memory and the adapter‘: [/0 regislers.'In addition,
the video graphics adapter typically also incorporates a local processor and
can handle high-level commands (as dismissed earlier).
 

Direct-connect Approach

There are three basic methods for connecting a device to the rru‘croprocessor‘s

local bus. The first scenario is ptcturedin figure 2-1 and is very straightfor-
ward: the device is connected directly to the processors bus structure. This

could be any processor type (such as the 486). As an example, when the 486
performs zero wait-state bus cycles at its maximum rated speed of 33M!-Iz
(the actual bus speed is processor irnplemeritatiorvdeperident), read burst
l:rans.fers canbe performed at the rate of 132Mbytee persecond (if theproces—
sor is communimting with video memory that supports burst mode and is
cacheable). When performing memory writes to update the video frame buffer
in memory, the programmer may specify no more than four bytes to be writ-
ten to memory per bus cycle. If the video memory supports zero wait-state
writes. tlu's would permit a data transfer rate of 66Mbytes/second. The direct-
connect approach impose a number of important design constraints:

0 Since the device is connected directly to the processor's local bus. it must
be redesigned in order to be used with next generation processors (ii the
bus structure or protocol are altered).

o Dueto the exirnloadingplaced onthelocalbus,nomore thanonelocal
bus device may be added.

0 Because the local bus is running at a high frequency, the daign of the lo-
cal bus devices bus interface is dlfiicult.

0 Although the systemmay work when it's shipped, it may exhibit aberrant
behavior when an Intel Overdrive Procusor is installed in the upgrade

socket (thereby placing another load on the local bus).
0 It does not permit the processor to perform transfers with one device

while-thelocalbusdeviceisinvolvedinatransferwith another device.

pi-ocmsofs local bus. Figure 2-1 illustrates the proces~ '
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Buffered Approach

Thesecondapptoachthntcanbeuflllzedlnoormectingulocalbus devicato
duptouaso:'slocnlMmisfltebu£fetedappmach.FIgure2-zfllushatesthis

scenario. nlebuiia-/dziver redxives all of the local bus signals, themby per-
mitling£anouttomoz'athan.oneloca1bun device. Since thebnffcrad localbus

iselectrically-isomedtrom themlcroproceuor'olocalbus,itonlypments me
loadto themiaopromnor's1oalbu:.Typiu1ly,nnn:dmumofthreeloa1I
busdevioescanbeplacndonttubuffeudlocalbusdhis isIh:on!y:enlnd-
vmtageofthisapprmchoverdledirect-cmmectapproach.

A major‘ disadvantage of thebuffered approach is fiat the processors local
bulandd\ebufia'ed1ocalbusueusantial1yonebul. Anyuanaaction initi-
atudbydxapmcusorappenraondtelocnlmdbuflenedlocalbxnesukewise,
myhmuuwacflmhfifintedhyabuamutufitatmsidumfimhxfiemdbal

busappeamonbofixlhebuffandlocalbusandthe processo:’nlocalbus.In
otherwords,dfim‘fl1epmcessorotalocaIbnnmastermnynseIhebus,but
notbo¢hsimultaneously.IfaIocalbusmaaterisuaingthebusandtheprocw
nrnquflxuflubustopafonnanusuflomtheproceasarisshfledunfllflxe
busmuterstmuIde:sownerd\lpofthubm.'DIerevuuailmfim1halsouue.
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Workstation Approach

Figure 2-6 illustrates an approach used in many workstation architectures to '
ad1ievehiy1per£orm:me.‘Iheproceasor'a Lzcache controlleria combined

withnb1idgeflutpmvidesflneinIe:facebetweenIhepmcessor,mainmenmry
andthehigh-speed!/Obua (inthiscase,IhePCIbus).'I‘hedevicasIhatresidc
onthel/Ohumaycnmistonlyoftaxgetdevloesoramixh:re'oftargeIsnnd
intelligent peliphenl adapters withbus masher capability. Via the qaecinllyu
deaignedbxidge,eitl1u'theproceaaor(th:uugl1iIsI2cnche)otabus uusteron
thel/Ob\x(o:-theoqnnsionbus) canaccesamninmemory.Opd.malIy. the
prooeBotcanconIinue0oieh:hinfomuIianh'omitsL1 0:12 cachewhilethc
cadxeuonunllerprovidasabusmastermthel/Obtxswithaccesctomain
mmnory.Bmmastersmd1eUObuscanalsocomnunicatadirecflywithtar~
getdevicsmlhel/Obmwhfletl1eproceasorisacnessingflsL1orI2cache

‘ orwhfle thetzcacheeomrolleriaacoesslngmalnmelnoxy fortheproassor.
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Arwdnrverydisfinclndvantageoffliisappmadtkfllatitrcndasfitel/Obus
device mterhmmdepmdmtoffixepmouamhmfiousaupgxadamnbe
easily implanented without impacting the design ofthe I/Obus and its asso-
ciated device. Only Iheadte/bridgewouldrequilea xedesigi (tomntoh the
new host promssor in|ztfa&).
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Avuhtiononthistl1emewouldfind&wprocueor’sL2cncheimp1emu1badga
aloohsldsu¢'1Ie1oca1edmIhcprocansofs1nmlbus.Ir\fi|isconfigunfion,
mninmanorynuybeloumdeitl\uonndedicatedmm1\orybm(aasl\ownin

,_ .; . .- - . figlmel-3)ox'.itnny:yu;i_d_e_qqt!}e_p:ocegor'spcg1bI:s.gg3\y;th_t1;¢1ob,
" " ' "'—"—‘“'- ' Raald€lI2ad\e.IflhemIhmmmryhloahedonfl1epmcessoruloulbm.it

.. shouldbenotedtlntitcanmlyboacnasedbyfihepexiormaxtoeofamazmry
madotwritekmsacfimmflIcpwcessoralocalbus.11\isismxe¢va\ifabxn
masterlocatedoniheU0b\uisaoceuingm|'mmanory.1Hscmflddimh1ilh

thapmcessofl perfonnana byd3n\ini:hin5111elo<al}n:snvnllabilily.'I‘l1eu~
wuowouldahobeuuebtmmutusofiaerflnnfiehoscpmunormmotao
cessmahtmemorywhiletheprooessoziautilizingitslocalbus.
 

VESA VL Bus Solution

Undluvaflyeusagdmenenomdmsnndardmndemuedfinmummp
necdmsd\emnusedtoimegmelocalb\udevioaIhunfluPCu\vh'mmanL
1heV1deoBl:ctnmicaStnndAtdaAsaoda&m(VBSA),mauodMionofoom-

pud¢inVOlVedinfi1ed_esig\u\dmfl\uhm.Ifing0fVideoglIphiGIdaptels,
conmdssionedfi\edeve1opmmtofalocaJh1ustandud.Thepnliudnaxy
op¢dficationwascomplecedn\dt¢£ontothebcalbusuth¢VLbus(VBSA
lomlbus).IhémiflalvexsionoftlwVE5Aspedfiafiosuvuxim\1.0.defims
twomethodscfinterfndhgbo themicmpmoessor'slocalbus:|&acdirect-

oom\ectmddiebnf£e1edappmndIeadesaibedeadier.11\edirecbcmmctap-
proadnsrefermdtoas&eVL1‘ype"A'bm,w1d1efi1ebulferedvusicnisre-
fe::edtoIs&ieVL1‘ype'B'bus.h1bofl\asa.|1\ebusismodeledm!he486
bunscmedunctcdstiuofudnimplemuztafionuelktadintablez-LAb:ief
deoaipfionofeadmftheflateddnrachtiaticsfollowsfltehble.
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Table 2-1. Vl. Bus Characteristics

 

Loglccost

NoIdditianalayulunboudlo5k:isnecesauytuhnpIamentaVL1ype“A‘
localbus devine._.Tfie devicelscocnneceed directlytotlmemlcrqproceasorslocal
bm.k1aType‘B”d&gxLihecnstoffl1ebuh'in3loycmmfbelakeninto
nmrmnt.
 

Performance

Usingthetype"A"md"B“ approadxemapeakdltatnnsfertameof
132Mbyi;espersecondmaybenchi¢ved(atapmeeasmbIuspeedof33bfliz).
hahouldbenoIed_thatflIelmgstbuuIrendpexfcIu1edbyfita486procusw
oncuradu:h1gacachelinefllloperat£on.Si:cteen_hytes(faur doublewordshre
u-anstazedooflteproousotdmiugfineadtelhufilflteflrudmxbleword

takes two procuaor c1ocks.whflethe subsaquent three doublawordsptaybe
uamienedbackbofinendavpxoeesoratdnnteofaneperptooenordock
cycla(iftheaooentin\eoflhetugetdevioesupportsth1aspeed).

flulsspmcusorbmkyapableofperiomxhghntwdnsmudadufoflmw
ingcircmnatancu:

0 W11enit.atumpIs!owriIatwotofourbytes{inonebuncycle)toms-bit
d:vice(BS8#isaampled userted).An8-bitdeviudntoupporlsbinnt
modeopeuflancmad\ieveauans£arateof33Mbytes/secnnd(a1ebyte
umafeneddudngudtpmoesmdodqdexbutltdwfldbenoudfiut
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this rate can only be sustained for the transfer of up to three sucmssive

bytes.

I Whenitatternptstowritetwotofourbytefiinonebtiscycle)toa16-bit
qieviog (3619 is sampled lctive). A 16-bit devia that supports burst
mode operation can adlieve a transferrate of 66Mbytes/second, but it
shwidbenotedthatth'sntecanmlybeeusteinedfortheuansferofone

16-bltobject.

W»h¢nperforming32~bitnon—burstwritettIns£ers,the486 miaoproceseorcan
achieve a maximum transfer rate of 66Mbytes/second (two processor clock

cycles per 32-bit transfer)._

ltehouidbenoted&|attheVLbusspe¢ificationdefinesbusepeedsuptoa
maximum frequency of _66MHz. All performance estimates quoted in this

pubiicationarebasedonamaxdmumbusspeedof33MHzbecausethiaisthe
achievablenormatthecurrenttime.

Longevity

Boththetype "A" and"B" appxoadaesareahortherm solutionsbecause they
aredaignedaroundthe and486pi-oceasorbuestructure. ‘Iheinterfaeelogic
mustbetedsigxedfornextgenenfionproceeeorsndthmoreadvanoedbus
structures. Bridge logic would be necessary to translate between the new
prooessotbusand_theVLbue.

 

 

Teleconferencing. support

The type “A” approach does not offer a teleconferencing solution because it
provides support for only unelocalbus device. At a bare minimum. telecon-
ferencing requires high-speed support for at least two peripheral subsystems:
the graphics and full-motion video adapters. The type "B" solution provides
mhtiumlteieoonfumdngeupportbympporfinguytoflmxeelooelbus periph-
erals.
 

Electrical Integrity

'lheVEAVLLObusspedficnflonpmvidesnoe1ecttica1dm1gnguiddi:uesto
ensure the integrity oflocalbus design. System board designers must design‘
thePClsystm'nboord layout fromscratch. Whilethilisrvtaproblematlow
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bun speeds, buses running at today‘: accelerated rates present a formidable
desigi challenge.

Add-In connectors

 

Modularity "refers to’ the‘ abilltyto add new local bus peripherals by installing ..
anoptinnoardinboalocalbuaoonnector.Type "A"solutionsaredirect-

connect and do not provide a connector. Type "8" solutions can support up to
tlueeconnedors.1heVLrpedficafiondeflnesaMiao(1mmel—stylecomee-
tor as the expansion vehicle.

Auto-Configuration

TheVBSAVL 1.0speclflca|i0nstateethntVLloca1bus devicesrnust support
automatic systurr configuration. However, the apecifiation does not define
the standard automatic configuration support that must be provided in each
VL bus-compliant local bus device. The opedfiation also states that VL bus-
compliant local bus device: must be transparent to device drivers. In other
wordstheymustrespondtotheaarneuummandserandsupply thesarne
status as their non-local bus cousins.

11ue!adthattheVLbusspedfiationdounotdefinetheloadonorfounatoI
the local bus devices’ configuration registers opens the door for a ‘bower of
Babel" acennrioregardingthesoftwareintzerfloe tnthesedevica.

Revision 2.0 VL Specification

The rev 2.0 specification adds support for VESA VLbus masters.
 

Pcl Bus Solution

Intel defined the PCI bus to ensure that the marketplace would not become

crowded with various peunutations of local bus architectures implemented in
a short-sighted fashion. The first release of the specification, version 1.0, be-
came available on 6/22/92. Revision 2.0 became available in April of 1998.
The current revision of the specification, Z1, bemme available inQ1 of 1995.
lntelmadet!1edecisionnottobacktheVESAVLstandardbecausethe

emerging standard did not take a sufficiently long-term approach towards the
problems presented at that time and those to be faced in the coming five
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~~thlt of the u _ _
all read and write tramfiera over the PCI bus are bunt trnm£e:s..'!."he length 0:

y¢us.lnaddlfiotyIheVLbuahasverylimi0edwpporl£orbumtIrana£en
thereby Iimitingtheachievable throughput.

PC1st¢nJ:fDrPa-ipkcmIConq;on¢uthxtcmonna:I.'flIePClbuscanbe

populatadwithndaphera zequirlnghst accesses to enchqther and/or syntax:
memoryandiintcmbeaccénudbymehostproceaoutspeednpproadxlng

ptocessor‘sful1nativ.ebus.spe:d. ltis ve1yimpoxtar_ugqno_u_: gn-

lhebuxstisnegotmedbetween Iineitdfiaharandtugzldevica andmlybe o;
anylength. This is iuskarpooutmstfo tizsburstcnpabililyiahermtbnthc V!

has d¢sign.Table 2-2 idenfifieuome of PCP: major duign goals. The chapter:
Ihatfonowpmvideadetnileddesaiptimoffi\ePC3bnmmdxelaudmtq'ed:

‘l'hePClupeu’6cnticnallows syshandasigncuthetedarotmd two ofthe (hm
approaches dbcuaaed «flier: he buffered and worksmim approaches. Dun
to its perfom-Lance and flexibility advantages, the workstation approach ix
prefeued.F1gum24iIlustntesfinebuicmhuoml\Ipofd1ePCI,acpm:im
processorandmemorybuses.
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_ Market Niche. tor HQ! and. _\!E.$.A._‘lL.

Mnnyindtektdusuyareusingflteiruyohlbalhtopredicttheontoomeof
thia“buswat.'butthisw!llnotbeawin/1osesituntimLVLiangood, cost-
effective Ipproldl for low-end machines that require fast data transfer capa-
bflitywifltmesubsystemntafimehtotdertoadtievencceptableayatanpuh

foummoe.Dnecothemmple:dtyoftheP(Jd1lputswl\enconnpamdtoVfiu
bgicmquindbyVL1.0,PC!-basedsyutenuaresfighflymoxeo:pmsive.Bnl-
mdng this added cost with PCI's supuior perfionmnce in supporting]-ms
concurrency, auto-configuration and multiple bus monies, PCI-based ma-
dlineawilldomimteflxemidandhigh-mdmadtixtomarkzetrdcheo.

It should be noted, hawenr, that a nudune can be designed without any
bridges. All componatts, including the processor and main memory, would
h1ter£ncedhectlyhofi1ePCIbm.Duetotiwtedn¢fion£nhgicyieldedbythe
deletimoffi\ebzidge1o9‘c.fl'dsPCImodthewmzldbevayprioe-oumpefifive
wi!haVEAVL-bnsedxnachine.

PC! Device

'Ihetypim1PCIdevioe oonsistso£ammpletepexipherol'adaphu'a1cupaulated
witl1inanl(_2pockageor!ntogrntedonto oPGexpamioncaxd.'l‘ypicnlexam—
plan would be nnetwork, display or SCSI adopter. During the initial period af-
ter the introduction of tho PCI specification, many vendors chose to interface
pn-eads|u|t,nowPC1oompflnntdevkaeshofi1eP(1bm.11flsmnbeusflyac-
complishedusingprogranmnblelogi: army: (PLAs). Plguxez-5 illustntestau
PC!-compliant devices attached to th:PCl bus oath: system board. Itahould
also be noted that each PCI-compliant package (VLSI component or add-in
card) may contnin up to eight PC! functions.
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Figure 2-5. PCI Devices Attached to the PCI Bus

 

  
  

   

Specifications Book is Based On

This book is based on the documents indicated in table 2-3.

Table 2-3. This Book is Based On

T_ __
PClLom1BusSecification

PCI-to-PC1311 ecification —Ifl

PCIS t=emDesi Guide E-

PC1 31085 cification  I
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Obtaining Pcl Bus SpecificatIon(s)

.- .- The.PCI bus ;p.ecifi;ati9.n.ve.rsi.or.t 1.0..-ms developed by Intel Corporation.
The specification is now managed by conaorflum of industry partners
known as the PCI Special Interest Group (SIG). Mindshare, Inc. is a member
of the SIG. The specifications are commercially available for purchase. The lat-
est revision of the specification (as of this printing) is 2.1. For information re-

garding the spedficatiom and/on-SIG membexahlp, contact:

 

PCI Special Interest Group
PO. Box 14070 .

Paxlhnd, OR 97214
Tel. (503) 797-4207 (lmemnional)

Fax (503) 34-6762

(800) 433-5177 (in Us.)
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Chapter 3: Intro To PCI Bus Operation

e  Chapter 3

The Previous Chapter

Thepreviousduaptermhoduoedfi1ebmlbusoonoept,&teVESAVLbusand
thePC.Ibus.

In Thls chapter

This chapter provides an introduction to the PC! transfer medunhm, includ-

ing a definition of the following basic concepts: bunt tranet'ers,_ the initiator,
targets, agents, single and mull-I-function devices, the PCI bus clock, the ad-

dress phase, claiming the transaction. the data phase, transaction completion
andtheretumoffltebus totheidlestate.

The Next Chapter

Unlike most buses, the PCI bus does not incorporate termination resistors at

the physical end of the bus to absorb voltage changes and prevent the wave-
front caused by the voltage change from being reflected bad: down the bus.
Rather, PCI mes reflections to advantage. The next chapter provides an intro-
duction to reflected-wove switching. -
 

Burst Transfer

Abursttransferisoneconstsm1gofasing1eaddressphasefollowedbytwoor
moredataphases.1‘hebusmast2ronlyl\aetoa1bit1ateforbua ownerfluiporne
timelhestartaddresentxdtransactiontypeareissued durlngtheaddress
phase. The target devioe latches thestartaddressinto anaddresecotmtaerand
lsresponsible fior incrementing the addressfromdataphaseto dataphase.

In the 486, EISA and Micro Channelenvironments, the ability to perioxmburst
lransfets is the product of negotiation between the bus master and the target
device If either or both of them do not support burst mode transfers, the data

e: 
39
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packgtgagmqybeugrisfened utilizingaseries of separatebus transactions.
Iitebusmashermustubitrateforownersifipoffiiehwmperformeachmdb
viduai transaction Ihatcomprise the series. Anotherbus master may acquire
bus afierthemutetcoIx1pletessnytransactiox\inIheseris.'I1iis
canseveteiyinipactthehmmastefsdatathrougliput

MostPCIdatah'am£usueaooompHshedusingbmstu'ansfu'a.MostPCIbus
mssteisandtargetdevicessre designed tosupportburstmodedtshouldbe
notedthataPCItargetmaybedusignedsuchflutitcanmiyhmdlesing|e
dataphaseuansadimiawileriabusmashetatieniptstoperfonnabtnot
truuscfiomfliehryethermiiimaflweuamacfimatfiammpleflmofflmefint
dabplnae’Ibisfomestb.emastertore~u-hitnte forI:hebustoattemptre-
aumptionofthebumwit11thenextdataiiexn.1‘hetaxget terminalaeseach

bursuransfer afterthefixst data phase oompletm.'I'hiswould yield-very poor
performance, but may be the correct approach for a device that doesn't re-
quiretdghtiuoughputfiadibuntlnnsferconsistnoffliefollowingbasic
components:

a ‘lheaddtessandtmisfertypeue outputduringtheaddress phase.

0 A data object (up to 32-bits in a 32-bit implementation or 64-bit: in a 64-bit
implementation) may then be transferred during each subsequent data
phase.

Assumingmatzieifiierfiwhdflaiornmfielargetdevioemsei-tswaitsmuh

esdidataphaaemdataobjectmaybehnmfeuedontherising-edgeofeach
PCIdockcyc1e.AtaPC1busdockIxequmcyof33MHz.atransferrateof
132Nlbytes/second may be achieved. A transfer rate of 264Mbytes/second
maybe sd1ievedina64-bitiniplenientafionwhenperforming 64—bit transfers
duringeachdataphase.A66MHzPC!b\uimpk!na\taficncanad\ieve264ot
524Mbyhes/secmidirmsfermtesusing32or64—bitusnsfus.11fisduptuhr

u-oducudiebmstmedianism-nsedinperfonnkigtra:sfasoverfi\ePCIbus
 

Initiator, Target and Agents

’I‘hexearetwopaxfldpuntsineveryPC!bu:stunns£entheinitintor andthe
target. The initialrmotbus master, is the device that initiates a transfer.
termabuamashermdizdfiaoorcanbeusedinterdungeably,butfl\ePCIspe¢i'
ficafion strictly adhereseo the terminitiabor. '
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'Ihe target, or slave, is the device currently addressed by the initiator for the
purpose ofperforminga datatransfer. The terms target end_slay_e ca_nbe used_

' interchangeably. butthe PCI specifica'tion'strictly adheres to the term target.

AllPCI1niliaoorandtargeIdevioesareoommonlyreferredtoasPCl-

compliantagents.
 

single vs. Multl-Function PCI Devices

A PC! physical device package may take the form a component integrated
ontothesystemboardorthe£ormofaPCIadd-incard. EachPCIpackage
may incorporate from one to eight separate functions. This is analogous to a
multHunctioncardfmmdinanyl5A,BlSAorMicroCharmelmachine.A

packagecontainhagmefimcfionisrefenedtoasasingle-hmtHm1PCIdevioe,
VwhileapackagecontainingtwoormorePCI£unctionsisreferredtoasa
multi-function device. -
 

Pct Bus clock

AflactimsonthePClbusaresynduonizedtomePClCl.!<signaL'n1efne—

quencyoftheCLKsi3nal maybe anywhere fromOMl-lz to 33M!-lz. The revi-
sion 1.0 spedfication stated thatall dcvicamust support operation from 16 to

33MHz, while recommending suppoit for operation down to OMHz. ‘me te-
vbion 2.: PCI spedfication indicate that ALL PCI devices MUST. support
PCI operation within the OM}-Iz to 33MHz range. Support for operation down

to OMI-Iz provides low-power and static debug capability. The PC! CLK fre-
quencymaybechanged at anytime and maybe shopped (but unlyin the low
state). Components integrated onto the system board may operate at a single
frequencymdmayrequireopolicyofno £requencyd1ange.Devlces onadd—
in cards must support operation from 0 through 33MI-Iz (because the card
must operate in any platform that it maybe installed in).

'l‘herevision2.1spedficationalsodefinesPCIbus operationatspeeds otup to
66M]-Iz. ‘lite chapter entitled ”66Ml-iz PCI Implementation” describes the op-
erational characteristics of the 66MHz PCI bus, embedded devices and add-vin
cards.

AnPCIbush'ansacfiomoonsistofanaddreasphasefoflowedbyoneormore
data phases. The exception is a transaction wherein the initiator uses 64-bit
addressingdeliveredintwoaddressphases.AnaddressphaseisonePCl

 .
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- CLK-in duration. The number of data,pheaes depends on how men} date
.t1'ansfere are to take place duringthe overallburat transfer. Each data phase
hasaminimumdurationofunePClCl.K.Bachweitstete insertedinedeta

phase extends ithy an additional PCI CLK. . T
 

Address Phase

As stated earlier, every PCI transaction (with the exception of a transaction
mingfie-bitaddxush1g)staruoHwflhanaddnessphaseonePCIC1J<pa:iod
indm'ation.Du:-ingthe address phase,thein.i.tietor identifiesthetargetdevine
andttetypeofuemaedm.Thetargetdeviceisidenfifledhydrivh\gastar!
addresswithinimassignedrangeontothePCIaddress/databus.Atthesame

fimenheuddatoridenflflesthetypeoftrmsecdonbydrivhtgfixecontmand
typeontothePCIComnnnd/Bytefimblebueiheinitiatorassertstlue
FRAME#eigmltoindicntemepreemoeofawBdatertaddreuandtransac-

dontypemd1ebus.Sincednehdfietoxmniypxeamtsfl\eetartaddxessformu
PCIciockcyc1e.itisthereaponsibllltyofeva'yPCItargetdevieetoiatehthe
add:-esaaothatitmay subsequentlybedecoded.

Bydecodingtheaddxesslatchedfiamtiwnddzessbuadnddrecunmundtype
latched from the Command/Byte Enable bus, a target device can determine if

itisbei\gaddreseeda1dthetypeofuansacfioninpmgzess.lt‘simpoflantw
note that the initiator only supplies a start addms to the target (during the
addxees phase). Uponoompletion oftheaddras phase, the address/data bus

isthenused totransferdatetneech ofthe dataphaaes.Itiethe responsibility
ofthetargettolatehthesurtaddressandtoauto-inc-ementittopointto the

nextgroup of locations during eachsuheequentdata transfer.
 

claiming the Transaction

When a PCI target determines that it is the target of a transaction, it must
claim the ttemnction by asserting DEVSEIJI (device select). If the initiator
doesn't sample DEVSEUI asserted within a predetermined amount of time: if
abort: the transaction. 7

41-

 Data Pl1ase(s)

Iltedataptmseofauansactimlistineperioddufixtgwltidxadata object.
transferred between the initletorand the target. The numberofdatahyte!
i>eh‘ansferxedduringadatepheseisdeteuninedbythenumberorEC
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mend/Byte Enable signals that are asserted by the initiator during the data
Ph.‘e.-‘ . .. .. . . . -..- .- .

Boththeinltiator and the target must indicate that theyarereadytn complete
adataphasemrthedataphaseisext2ndedbyawaitstateonePClCLI(pe-
riodir1durafiom1hePCIbmdeflnareadysigmllh\esusedbybofi1d1eir:i-

tiator CIRDYI) and the target (TRDYI) for this purpose.
 

Transaction Duration

The initiator identifies the overall duration’ of a burst transfer with the
FRA_MB# signal. FRAME#is asserted at the start of the address phase and-re-

msins asserted until the initiator is ready (asserts IRDY#) to complete the final
data phase. '

Transaction completion and Return of Bus to idle state

Theinitintorindicatesthatthelastdstatranafer(ofabtusttransfer)isinprog-
ressbydeassertingFRAME#andassertingIRDYii. Whenthelatdatatransfier

has]:eencompieted,theinitiator'returnsthePCIbustotheicllestatebydeas-
setting its readyiine(!RDY#). ‘

Ifanodxerbusmasterhadpreviouslybeatgmttedovmenldpofthebusby
6\ePClbua arbiter and wexe waiting for the current initiataorto surrender the
bus, it can detect that the bus has returned to the idle state by detecting
FRAMB#andiRDY#bothdeasserte_d. ‘

“Green” Machine

in keeping with the goal of low power consumption, the specification calls for
iow-power, CMOS output drivers and ieceivers to be used by PCI devices.

The next chapter describe the reflected-wave switching used in the PCI bus
environment to permit low-power, CMG drivers to succasfully drive
bus. -

Iftheaddress/databus signals aiciachedto theCMOSinput receivers are
permitted to float (around the switching region ofinput buffers) for extended
periods of time, the receiver inputs would oscillate and draw excessive cur-
rent. To prevent this frornhappening, it is a rule in PCI that the address/data

43
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bxmmustnotbepemfitbedmfloatforexterxdedpedodaofumeskxoeambxn

is normally driven most ofthe time, it may be assumed that the ptecharged
bus vvilltetainltssme whflenotbeingdxiven for briefperioda oftime during

‘ minarotii\d'cydas(mnnro1md‘cydesuedescdbedhu&1ednpterenfifled’ - --
"The Read and Wriln Transfer."

Thesecflonendtled "BusPa1ldng?'inthedupceronbusubitrationdescribes

the mechanism utilized to pnevent the addrms/databus from floating when
thebus is idle. file chaptu entitled "The Read and Write Transfez’ describes
themechanismutilized during data phases with wait states. The d1apl:erent1-

fled “'Ihe64-BitExtemion"deacrihesthenIechanian|utilizedhokeep then}:-
per32bitsoffi1eaddres/dahbusfromfloaflngwhen theyarenotinuse
(during a 32-bit trmsfier).
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” s Chapter 5

The Previous chapter

The previous chapter provided an introduction to reflected-wave switching.

This chapter

This chapter divides the PCI bus signals into functional groups and describes
the function ofmch signal '

The Next chapter

When a PCIbusmasterrequirestheuse o£thePCIbus toperfonna data
transfer, it must request the use of the bus from the PCI bus arbiter. The next

chapter provides a detailed discussion of the PCI ‘bus arbitration tinting. The
PCI specification defines the timing of the request and grant handshaking, but

not the procedure used to determine the winner of a competition. 'lhe algo-
rithm used by a syst:e1n‘s PCI bus arbiter to decide which of the requesting bus
masters will be granted use of the PCI bus is system-specific and outside the

scope ofthe specification.
 

Introduction

This chapter introduces the signals utilized to interface a PCI—cm:np]iant de-
vice to the PCI bus. Figures 5-1 and 5-2 illustrate the required and optional
signals for master and target PCI devices, respectively. A PCI device that can

act as the initiator or target of a transaction would obviously have to incorpo-
rate both and target-related signals. In actuality, there is no such

thingasa devicetliatispurelyabusmaster andneveratarget. Atamini-
mum, a device must act as the target of configuration reads and writes.

Eadm of the signal groupings are described in the following sections. It should
be noted that some of the optlonalsignals are not optional for certain types of

- .

53
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PCI agents. The sections that sonaw identify the circumstances where signals
mustbe implemented.

‘ V R u i

Signals
I

A DIS 1 : 0}

Address/Data
and Command

Arbitration "‘—"‘—‘awn‘,

System

R€P°““‘8 samw

Figure 5-1. PCI-Compliant Master Denice Signals
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Figure 5-2. PC!-Compliant Target Device Signalé
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Pcl clock Signal (CLK)

1TueCLKeigr1elisanh\puttonHdevioamsidi;tga1fi‘nPC1bus.Rprwides
timingforelltzensactions, lncludlngbus arbitration. All inputs to PCI devices
aneImpledonfi\edsingedgeof&1e(I.KeipIaLThestateofaHmputsignals
aredon't-careatnHod1erfimes.AnPCIdmh1gpu:metersuespecifiedwith
reepecttotherlaing-edgeof theCLKsigna.l.

AJlecfionsonfl1ePCIbusaresyndumizedtorhePCICLKsignaL'lhe&e-
quencyoffl1eCLKsignalmaybeanywhete&om0Nfl-Izb33MHz.11\e|evi-
sion 1.0PC1specifi::ationstatedt11atalldevi::ea must support operation from
16to33MHzanditatrutglyremmmendedsupport fotopentiondownto
OM!-Izforsutic debug andlow power operation. The revision 2.xPCIepedfl-

cation indicates that ALL PC! devices (with em exception noted below)
MUsTsupportPC!ope:'atiomwithit1t1'ueOMHzto33MI-Izrange.

Ihedockfrequencymaybechangedatepytimeaalmgas:

Theclockedgsxeuxainclean.
Them.inhnum elockhlghandlowtimeearenot violaied.

Theme are no bus requests outstanding.
LOCK!ienotnesen:ed.

The clock may onlybe stopped in a law state (to umeerve power).

Aeutenoepdotucomponems designed tohe integrated onto the
maybe deeignedhooperateatafixedfxequency(ofup to33MHz)mdmay
only operate at that frequency.

Poxadiemssionuf66MHzbusope:ation,refertothechaptetaxfifled:
"66MHz PC! Implementation." '
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' cLKnuN# Signal L
 

General

The CLKRUNII signal is optional and is defined for the mobile 6.2., portable)
envirouima\Lit'3notavaflnbleonthePC!add4no<mnectot.'Dfiseecfim

provicle'sani1m'oductionto Ihissubject. Anton detailed deecxiptionoftlie
mobile environment and the cucnum signal’: role can be found in the
document entitled PCI Mobile Design Guide (available from the SIG).

Alti1oughthePCIspecific.ntionstates tl'uttheclockmaybeetoppe¢.iorltsIre-
quency changed,itdoesnotdefineamethod for determining whento stop (or

slow down)tlteclocl<,oran\ethodfordetezmit\it1gwhentonestuttlte clock.

Aporlablesystanindudeeaomu-alresmumfi1atk1ch:desthePCIdockgem
erafion logic. With respect to the clock generation logic, the CLI<RUN# signal
is a sustained tri-state input/output The clock genuation logic keeps
CLKRUNOassertadwhenthedockisnmningnounally.Dmingpedodawhen
the clock has been stopped (or slowed), the clock generation logic monitols
CLIGlUN# to recognize requests from master and targetdevices for achange
tobemadeinthestateofthePCIdocl£signaLIhedod<cannotbestoppedif
thebmisnotidle.Befioteitstops(oralowsdown)tiedockheque1my,the

dockgena'afionlogicdeassutsCl.KRU1\l#form\edocktohIfmmPCIde-
vices that the clock is about to stopped (or' slowed). After driving CLI<RUN#
high (deasaerlzed) for one clock, the clock generation logic trivstabes its
CU<RUN# output d1ivet.‘i'helteeper:enistoronCLKRUN# thenassmnare-

sponsibility for maintniningthe deasaertaed state of CLICRUN# duringthe pe

xiodinwhichthe clockisetopped (or_ slowed). ' '

Tltedockomtflnuestoniomthatgedfmaxitkthnumofiolxdodrsaftafim
clock genemtion logic deasserts CLl(RUN#. After deaasertion of CLiCRUN#,
the clock generation logic must monitor CI..KRUN# for two possible cases:

1. Aftettheclockhasbeenstopped(orslowed),amaster(ormultiplemas-
ters)ntayx'eqt,1ireclocktestartirtordertorequestuseoft:hebus. Priorto
issuing the bus request. the muteds) must first request clock xestart. This
is accomplkhed by assertion of CLKRUNQ. When the clock generation
logiedetectsfiteassertionofCLKRUN#byu1olherputy,ittm-nson(ox
speedsup)thedockandtumsou\itsCLKRUN#outputdrivertoassert
CLI<RUN#. Whenthe master detects that CLKRUN# has been asserted for
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two rising-edgesofthePCICLKsignal,thema5termay thentri-state is
CLKRUN-# output driver.

When the clock generation logic has deasserted CL:I<1€UN#, indicating its
intention to stop (or slow) the clock, the clock must continue to run fior a

of four clocks. During this period of time, a target (or master)
that requires continued clock operation (e.g., in order to perform internal
housekeeping after the completion of a transaction), may reassert
CLICRUN# for two PCI clock cycles to request confirmed generation of

CLK. When the clock generation logic samples CLKRUN# reasserted, it
continues to generate the clock (rather than stopping it or slowing it
down). The specification doesn't define the period of time that the clock
will continue to run after a request for continued operation. The author in«
terprets this as implying that-the period is system design-specific.
 

Reset Signal (RST#)

When asserted, the reset signal forces all PC] configuration registers, master

and target state machines and output drivers to an initialized state. RST# may
be asserted or deasserted asynchronously to the PCI CLK edge. 'I'he ‘assertion
of R51?! also other, device-specific functions, but this subject is be-

yond the scope of the PCI specification. Al1I’Cl output signals must be driven
totheirbenignstates.!ngeneral,thismeanstheymustbetri-stated.Excep- _
tionsare:

SERR# is floated.

If"5BO# and SDONE cannot be tri-stated, they will be driven low.

To prevent the AD bus, the C/BE bus and the PAR signals from floating
during reset, they maybe driven low by a central resource during reset.

Refer to the chapter entitled “The 64-Bit PCI Extension" for a discussion of the
REQ64# signal's behavior during reset.

Addresslnata Bus

The PCI bus uses a time-multiplexed address/data bus. During the nddrea
phase of a transaction:

. The AD bus, Ao[31:o1, carries the start address. 'l'he resolution of this
address is on a doubleword boundary (address divisible by four) during 3

memory or a configuration transaction, or a byte-specific address during
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an I/O read or write transaction. Additional information on mmnory and
I/O addressing can be found in the chapter entitled “The Read and Write

Transfer.” Additional information on configuration addressing can be

foundirtpartslllandwofthisbook.

The Command or Byte Enable bus, ClBE#[3:o], defines the type of trans-
action. The chapter entitled "The Commands" defines the transaction

The Parity signal, PAR, is driven by the initiator one clock after comple-
tion of the address phase and completion of each data phase of write
transactions. It is driven by the currently-addressed target one clock after

the completion of each data phase of read transactions. One clock after

completion of the address phase, the initiator drivs PAR either high or
low to ensure even parity across the addres bus, AD[31:0]. and the four
Command/Byte Enable lines, C/BE#[3:0]. Refer to the chapter entitled
“Error Detection and Handling" for a discussion of parity.

During each data phase:

The data bus, AD[31:lI], is driven by the initiator (during a write) or the

currently-addressed target (duringa read).

PAR is driver by either the initiator (during a write) or the currently-
addressed target (during a read) one clock after completion of the data

phase and ensures even parity across AD[31:0] and C/BE~#[3:0]. if all four
data paths are not being used during a data phase. the agent driving the
data bus (the master duringa write or the target during a read) must en-

sure that valid data is being driven onto all data paths (including those
not being used to transfer data). This is necessary because PAR must re-
flecteven parity acres the entireAD and C/BE buses."

The Command/Byte Enable bus, CIBE#[3:0], is driven by the to

indicate the bytes to be transfierred within the currently-addressed dou-
bleword and the data paths to be used to transfer the data. Table 5-1 indi-

cates the mapping of the byte enable signals to the data paths and to the
locations the currently—addressed doubleword. Table 5-2 defines

the interpretation of the byte enable signals during each data phase. Any
combination of byte enables is considered valid and the byte enables may

change from dam phase to data phase.
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Table 5-1. Byte Enable Mapping To one Paths and Locations Within the

-
‘llByte Enable

Sr

c/ E31? " D path"and'location in the currently-
addressed doubleword. -

C/BE2# Data path 2, AD[23:16], and the third location in the currently-
addressed doubleword.

C/BE1# Data path 1,_AD[15:B], and the seoond location in the currently-
addressed doubleword.

C/BEO# Data path 0, AD[7:0], and the first location in the currently-
addraesed doubleword. -

The initiator intends to transfer all four

bytes within the currently-addrased dou-
blewordusin allfourdata wths.

The initiator -intends to transfer the upper
three bytes within the currently-addressed
doubleword using the upper tluee data
aths.

The initiator intends to transfer the upper
twobytesandthefi1'stl_:yt:ewithintl'1ecur-

rentl'y-addressed doubleword using the
upper two data paths and the first data

The initiator intends to transfer the upper
two bytes within the currently-addressed
doubleword using the upper two data
aths. -

The initiator intends to transfer the upper -

byteandthelower twobyteswiflulnthe
currently—addIessed doubleword using the
pper data path and the lower two data

aths.

60
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The initiator intends to transfer the second

addressed doublewotd using the second
andfourth data nths.

 the fourth bytes within the currently-
addressed doubleword using the first and
thefouxthdata the.

1 The initiator intends to transfer the upper
byte within the currently-addressed clou-
blewordusin the - erdata atlL_

The initiator intends to transfer the lower

three byta within the currently-addressed
doublewomd using the lower three data

  
  
  
 
 

  
  

  
  

 

 
 

  
  

  

 The initiator intends to transfer the middle

two byte within the currently-addzaaed
doubleword using the middle two data

’I‘heinltiatuoritItendstot1uts£ertl1e.firstnnd

third byte within the cuxzattly-addressed
doubleword using the first and the third
data - the

1 Thetorintendstottansfetthethlxd
byte within the currently-addressed dou-
blewordus the third data ath.

doublewotd using the lower two data
aths

1 The initiator intmds to transfer the second

byte within the curnattly-addmosed dou-
blewordusin theseeonddata nth.

1 1 The initiator intendstotransferthefirst.

byte within the currently-addressed dou-
- bleword ' ; thefirstdata nth.
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mummy
of the four bytes within the currently-

’ - h addressed douhlewogd a_nd will not use any
ofthedsta aths.'l'hisissnul1dstaA hme. 

Preventing Excessive Current Drain

If the inputs to CMOS input receivers are to float for long periods,
fiuereoeiverstendtoosdnateanddnwexcecaivecunenthordertoprevmt
fifisphenomemsndpreservethegrea1mtmeof&:ePClbus,seven1mJes
are applied:

c Whenfl1ehusisidlemdnobusmsshenuemquesthtgownerstfip,eithet
thebusarbitetoumssterthathasthebuspadcedonitmustutsbleits
AD, C/BB and PAR output drivers and drive a stable pattern onto these

signa1lines.'l'his issueisdiscussedinthedupterentit1ed"PCIBusArbi-
trstion" undsrthehesding "Bus Parking.‘

0 Dudng'sdatsphmeiruwriteuanssctiosu|heinifistcrmustdriveasta-
b1epattemontotheADbuswhenitisnotyetxeadytodeliver thenextset
of data bytes. This subject is covered in the chapter entitled "The Read
andWriteTran.sfe1s."

o Dtnixngsdstnphsseinaxeadh-aruscdontiaetargetmustdxivesstalale

pattern unto the AD bus when it is not yet ready to deliver the next set of
data bytes. This subject is covered in the chapter -entitled "The Read and
Write'I'rsnsfiers."

- A64-bitcatdplugged into s32-bit expamion slot must keepits AD[63:32],
C/BBO[7:4] and PAR64 input receivers from Hosting. This subject is cov-
eredin the chapter entitled"The 64—bitPC!E1d:ension."
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Transaction control signals

Tabie 5-3.provid'‘es a-brief"‘description. of each signal usedltol control a Pd

 

Table5-3.PCIln cecontrols ls  

  
  

   
  

  
  

  
  
 

   
  
  
  
  
  

 

  

 

 
 

Cycle Frame is driven by the current initiator and
indicates the start (when it's first asserted) and du-
ration (the duration of its assertion) of a transac-

tion. In order to determine that bus ownership has
been acquired, the master must sample l_‘~’RAME#
and IRDYO both deasserted on the same rising-edge
ofthePCICLKsignal.A transactionmayconsist of
one or more data transfers between the current ini-

tiator and the currently-addressed target. FRAMB#

'5 deasserted when the initiator is ready to com-
- lete the final data base.

Target Ready is driven by the currerttly-addressed

t.arget.Itisassertedwhenthetargetisreadyto
complete the current data phase (data transter).‘A

data phase is oompleted when the target is assert-
ing 'l'RDY# and the initiator is" asserting lRDYi at
the rising-edge of the‘CLK signal. During a read,
'I'RD_Y# asserted indicates that the target is driving
valid dataontothedatabus.Duringawrite,
TRDY! asserted indicates that the target is ready to
accept data from the master. Wait states are in-
serted in the current data phase until both TDRYG
andIRDY#are « led asserted.

Initiator Ready is driven by the current bus master
(the initiator of the transaction). During a write,
IRDYQ asserted indicates that the initiator is-driv-

 
 

 

 

  

  

  
  
  
  
  
  
  

  

IRDY# indicates that die initiator is ready
to accept data froin the currently-addressed target.
Inprder to determine that bus ownership has been
acquired, the master must sample FRAME]! and
IRDY#bothdeassertedonthesamerising-edgeot’
thePCICI..I(_signaL Also referto the desa-iption of
TRDYO in this table. . 
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ing valid data onto the data bus. During a read, '



 PCI S tern Architecture

target asserts8'!’OP#o"' teit w1she's
the initiator to stop the transaction in progress on
thecurrentdata . . . . .

IDSEL lnitialiutionDevieeSelectisaninputtothePCI
devieeandisusedasachipselectdminganacoess

 n

to cite of the device's configuration registers. For

 

additional infonnation, refer to the chapter entitled

Arbitration Signals

“Confi; tion'I'ransactions."

Used by the initiator to lock the currently-

BschPCImasterhuspairofatbiu-stimlmesfitnteomectitdirecflytothe
PCIbussrbiter.Mma\amasterrequi:esfitemeoffltePC!bus,itassertsits

 
 

 

 

 

  
  

  addressed memory target during an-atomic trans»
action series (e.g., duxin'g- a semaphore
read/modify/write operation). Refer to the de-
scription(inthischapter)undertheheading

 
  
  
  

 

 

 

  
  

  
  

Device Select is asserted by a target when the tar»

getlmdecodedits address. Itscts as an inputto
the current initiator and the subtractive decoder in

the expansion bus bridge. If a master initiates a
transfer and does not detect DEVSBL# active

within six CLK periods, it must assume that the
targetcannotrespondorthattheaddressisuw

 

 

device-spedficRE.QiHine to thearbiter. When the arbiterhns determined that.
the tequesting master should be granted control of the PCI bus, it asserts the
GNT#(gnnt)linespecifictothetequestingmsster.In thePCIenvironme!\L‘
busarbitrationcantaheplsoewhiie anothermaster is stii1incont:rolofthe,'
bus. This is known as "hidden" arbitration. When a master receives a
from the bus arbiter, it must Wait for the current initiator to complete its tune-'
fez-before initiating itsowntransfier. Itcannotassumeownership ofthe _’
busuntil FRAME# isssmpleddessserted (indiatingthestartoithelantda
phase) and IRDY# is then sampled deasserted (indicating th_e completion
the last date phase). This indicates that the current n-ansaction has been
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ialeted and thebus has‘ be'en'r"ettirned'to the idle state. Bus arbitration is dis-
cuasedinmoredetailirtthedraptererrfirJed"PC1BusArbiu'atiorL”

Wid1eRs1‘#isaaeerted,anmastersmusttri-suremeh-RBQ9outputdrivers
mdmrstignoredreirGNT#h\puts.htas}shemud&rPCIadd-hicmmecwrs,
the erbite‘rmayrequireeweakpullupontheRBQ#inputsthatare wiredto
fiteedd-incomecmu.'Ddswfllkeepthemfiomflmthrgwha1thecomectors
areunoccupied.
 

Interrupt Request Signals

Pclagentsthatmnstguremterequestsforiservioecnnutflizemeofthe PCI
interrupt request lines, lNTA#. 1N'l'B#. IN'i‘C# or lN'l'D#. A description of
these signals canbe found in the chapters entitled "Interrupt-Related Issues.’
 

Error Reporting Signals

‘me sections that follow provide an introduction to the PBRR# and SERR# sig-
nals. The chapter entitled "Error Detection and Handling" provides a more
detailed discussionofarordetectionarrdhandling.

Data Parity Error

The generation of parity information is mandatory for all PC! devices that

ddveaddressordatahtfomaflmontod1eADbus.ThioisarequirenrImtbe
use the agent driving the AD bus must assume that the agent receiving the
date endparitywilldreckthevalidityoftheparityandntayeitherflagnnerv
rororevenfailthemachineifincorrectparityisxeoeived.

The detection and reporting of 'perity errors by PC! devices is generally re-
quired. The spedficntion 8 written this way to indicate that, in some cases,
the designer may choose to ignore parity errors. An example might be A video
fi-amebuffenlhedesignermaydtoosenotmverifyflteoonecumeofthe

data being written into the-video memory by the initiator. In the event that
corrupted data is received and written into the frame memory, the only eifiect
wiilbeme orrnoreoorruptedvideo pixels displayedon thescreen. Although
this mayhave a deleterious effect on the end user's peace of mind, it will not
corrupt programs or the dnta structures associated with programs.
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Implementation of the PBRR# pin is required on all add-in PCI cards (and is
generally required on system board devioes). The data parity error signal,
PERR#, maybe pulsed by a PCI device under the following circumstances:

a h1theeverutofadataparityerrordetectedbyaPCinrgetduringawrite
data phase, the targetmust set theDA'l‘A PARITY SIGNALED bitin its
PCImnfigurationstamsregistetandmustaase:tPERR#GfthePARfl'Y

RESPONSE ENABLE bit inils ctirnfiguration command register is set to
m1e).Itmayfi1enei&1erconfinuefi1euansactior:ormayassert51OP#to

terminate the transaction prematurely. During a burst write, the initiator
is responsible for monitoring the PERR# signal to ensure that each data
itemisnotcorruptedinflightwhilebeingwrittentothetarget.

o IntheeventofadatapuityerrordetectedbythePCIinitiataordtninga
readdataphase.theinitiatornmstsettheD_ATAPARIlYSIGNALEDbit
mitsP(IconfigtnationatanIsregisterandmmtassertPERR#(ifthePAR-

Il'YREP0N5EENABLEbitinitsoonfigurationoommai1dreglsterisset
toone).Theplatform designermay include third-party logic thatmoniton
PERR#ormay leave error reporting uptothe initiator.

To ensure that correct parity is available to any PCI devices that perform par-
ity checking, all PC] devices must generate even parity on AD[31:O], a
CIBE#[3:0] ‘and PAR for the address and data phases. PERM is implemented
as anoutput ontargetsandasbotharuriputandanouq':utonn:asters.1he
initiatorofatransactionhas tesponsibilityfor reportingthedetectinn ofadah

patityerrortosoftware. Forthis reason,itmustmonitorl’t'iRR#duri1_1gwrite
dataphas6todeta'mh\eiffl\ehrgethasdetectedadatapafityermr.1hean>
titm taken by an initiator what a parity error is detected is design-dependent.
It may perform retriea with the target or may choose to terminate the transac-

tion and generate an interrupt to invoke its device-specific interrupt handle»:
If the reports the failure to software. it must also set the DATA PAR-;
ITY REPORTED bit in its PCI status register. PERRII is only‘
driven by one device at time. ‘ i

Adetaileddiscuaslonofdataparityenordetectionandhandlingmaybfij
foundinthechapterentitled "En-orDetection l.ndHandJing." I
 

System Error

TheSyatemBrroraignal,SERRa%,maybepulsedbyartyPCIdzvicetotB "
addressparityenors,dntapar1tyerrorsduringaspedalcyde,mduiflcal
ro1sothertiIanparity.SBRR#isrequiredortal1add—h1PCIcardstl\at
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address parity checking or report other serious errors using SERR#. This sig-

nal is considered a ‘last-recourse” for reporting serious errors. Non-
catastrophic and correctable errors should be signaled in some other way. In a
PC-cornpetible 1'nachi'ne,'SBRR# typically caus an NMI to the system proca-
sor (althoug\ the designer is not constrained to have it generate an NMI). In a

PowerPC'"‘ PREP-compliant platform, assertion of SERR# is reported to the
host processor via assertion of 'l'EA# or MC# and causes a machine check in-
terrupt. This is the functional equivalent ofNMIin thelntelworld. Ifthe de-
s-ignero£aPC!devioe doesnotwantanNMItobeinitiated,somemeans
other thanSERR# should be used to flag an error condition (such as setting-a

bitin the device's status register and generating an interrupt request). SERR#

isanopen-drainsignal andrnaybe drivenbymore thanone Pclagent ata
time. When asserted, the device drives it low for one clock and then tri-states

its output driver. The keeper resistor on SERRIIP is responsible for retuming it
to the deasserted state.

A detailed discussion of system error detection and handling may be found in

the chapter entitled "Error Detection and Handling.”
 

cache Support (snoop Result) Sinals

Table 5.4 provides a brief descdption of the optional PC! cache support sig-

nals. The chapter entitled "PCI Cache Support" provides a more detailed ex-
planation of cache support implementation.
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Suoapmokofifiltdsnignallsanontputfi-omfluePCIcache/bddgemdan
k\puthucheab1ememmysubsysbenmreeid1ngmfi1ePClbus.!tIsassenedhy
fl1ebddge0oindienteflu2thePC!menwryacoessinpmgxesnisabouttorudor
updateshleh1fonnnfimh\memo:y.SB0!isqualifiedbymdonlyhnan\ean-
-ingwhentheSDONEdp\a1isalso uslerhedbythebtidge. When SDONE and
SBOlatesampleda:sutad,thecnnu\fly-cddressedcacheablefclmemoxy
sub hemshould ‘

SuoapDonc.'I'hbeignalismouqm

ca:I\enb1ememorymbsynemnesldmgonflaePClbu&Itlsdeauertedbythe
bx-idgewh1letheprocusor‘scnche(s)moops nmemory access stark.-dbythe
amenthutiabor.11\ebridgeaasextsSDON!5whend\emooph|sbeencom-
p1eted.11\eres\duoffl\emooparefi\enindicntedonfl1eSBOIsigmlSBOl
smlpleddeassa-hedi:\dicates&utfl1ePCIhfifiabrkaems:ingIdeanfinein

memoryandfluPCImd}eablemanc:ytarge§ispuufiuadeoaeeepto:supp1y
the indicated duh. SBO# sampled asserted indicates that fhePC! initiator is ac-

eusingaaIalelhuh1memorymdahouldmtmmpletefi:edahaccas.hntmd,
thememory targetshould hezminatetheaeeasbysigna!tngaretryto!hePC1

 
The specification remmmenda that systems that do not support ulcheeble

memo:-yonfi1ePClbusshouldsupply punupsontheSDONEand SBO#pins
at each add-in connector.

In orderto guarantee proper operationinsyetems thatdonotsupport cache-
ablememoryonthePCIbus,cachabIePC1memorytargetsmustignoze
SDONEandSBO#afte1-zeeetisdeassuhedlfflxeeyshemuxppartsmdnabh
Pclmemorpflxeconfiguratinnsoftwuewfllwritefltesystemcadxenrnesi.

inmaaegggseaehennueuuggggnonfi.

64-bit Extension signals

The PC! specification provides a detailed definition of at 644311: extension to its.
baseline 32-bit axduihecture. Systems thatinnp1exne:'Mheextexaionsuppon fin
transfer of up to eightbytes pe:-data phase between a 64-bit initiator and a 54-
bit target. The signals involved use defined in table 5-5. A more detailed ex‘
planation canbe found in the-chapter entitled "The 64-Bit PC! Extension."
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Table 5-5. The 64-32’! Extension

§E- .-
AD[63:2] * per four data es. In combination with AD[31:O]. extends

the width of the data bus to 64 bits. These pins aren't used
during the address phase of a transfer (unless 64-bit address-

  

  
  
  

  

 
 

Request 64-bit Transfer.
indicate its desire to perform transfers using one or more of

the upper four data paths. REQ6-1# has the same timing as the
PRAME# signal. Refier to the chapter entitled "The 64~Bit PCI
Extension” for more information.

Acknowledge 64-bit Transfier. Generated by the cur'rmt1y-

addressed target (if it supports 64-bit transfers) in response to
a REQ64# assertion by the initiator. ACK64# has the same
timin as the DEVSEM s‘ 3 - -

Parity for the upper doubleword. This is the ever parity bit
associated with AD[63:32] and BE#[7:4]. For additional infor-

mation, refer to the chapters entitled "The 64-bit PCI Exten-
sion” and "ErrorDetectiotn and Handlin."

 
  

  
 

  
 
  

  
 

Resource, Locking

The LOCK# signal should be utilized by a PCI initiator that requires exclusive
access to a target memory device during two or more separate transactions.
The intended use of this function is to support readlrnodifylwrite memory

semaphore operations. It is not intended as a mechanism that permits an ini-
tiator to dominate a target device or the bus in general. '

If a PCI device implements executable memory or memory that contains sys-
tem data (managed by the operating system), it must implement the locking
function. It is recommended that a host/PCI bridge that has system memory

on the host side implement the locking function. Some host bus architectures,
however, do support memory locldng. For this ‘reason, the specification rec-
ommends but does not require that a host/PCI bridge support locking when
acting as the target of a system memory access by a PCI master. Since the de-
vice driver associated with a PCI master cannot depend on the ability to lock
system memory, the specification recommends that the driver use some type
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of softwalre protocol’ to woes’ to code or data s_t1:uctures_ shared
with other processors in the aystern.

An initiator requiring exduaive access to a tnrget may use the LOCl<# signal if
it isn't currently being driven by another initiator. When the target device is
addressed and LOCI(# is deuserted by the initiator during the addrsa phase
and then asserted during the data phase, the target device is reserved for as

longastheI.OCl(#sigrulrerrIaineasserted. Ifthetargetissubsequent1yad-
dreuedbyanotherinltiatm: whi1ethelock'ssttlltntorr:e.thetargettasueaa

retryto theinitiatonwhilea tugetislocked. otherbusmasters (that don‘t re

quire exclusive access to a target) are permitted to acquire the bus to access
targets other than the locked target.

A more detailed description of the PCI loddng capability can be found in the
chaptu entitled "Shared Resource Anquisition." ‘
 

-lTApGIBoundary scan Signals

The designer of a PCI device may optionally implement the IEBE 1149.1
Boundary Scan interface signals to permit in-circuit testing of the PCI device.

The related signals aredefined in table 5-6. A detailed discussion of boundary
scarrisbeyondthesoopeofthisprrblication.

 

  
 
-1... we state ,..-formation and but ..device durin bound scan.

  Test lnput.Used(r'ncon}unctlan with TCK)toshiftdata andtnstructions
intothe'I'estAocessPor-t A’ inaserialbitstream.

‘1'estOu1put.Used(h1eor|junctionwifi1'ICK)toshifldataoutoftheTest
Aece.ssPor-t -' inaaa-lalbitstrearn.

W Testuade Select. Used tocantrolthestate oftheTestAoeessPortcun-lroller. _.

W Test Reset. Used to force the Test Access Port controller into an initial-ized state.
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Interrupt Request Lines

‘ The PCl'intermpt request signals'(INTA#,‘lN'I'B#, lNTC# and INTD#)'a1'e ‘dis- '

cussed in the chapters entitled "Interrupt-Related Issues” and “Ihe Configu-
ration Registers.”
 

sldeband Signals

AsidebandsignalisdefinedssasignaltlnatisnotpartofthePCIbusstan-
dard and interconnects two or more PCI agents. This signal only has mearfmg
for the agents it interconnects. ’I‘he following are some samples of sideband
signals:

- A PCI bus arbiter could monitor a “busy” signal from a PCI device (such
as an EISA or Micro C11annel"“ expansion bus bridge) to determine if the

device is available before granting the PCI bus to a PCI initiator.

0 PC compatibility signals like A20GA'lE, CPU RESET. etc.
 

Signal Types

Ihesignals thateom;}risethePCl bus are elect-ricallydefinedin oneof the
followingfashions: '

IN defines a signal as a standard input-only signal.

OUT defines a signal as a standard output-only signal.

TIS defines a signal as a bi-directional, tri-state input/output signal.

SITIS defines a signal as a sustained tri-state signal that is driven by only
one owner at a time. An agent that drives an s/t/s pin law must actively
drive it high for at least one clock before trl-stating it. A pullup resistor is
required to sustain the inactive state until another agent takes ownership
ofariddrivestliesigrialllneresistorissupplied as acentralresource in

the system design. The next owner of the signal cannot start driving the
s/t/s signal any sooner than one clock after it is released by the previous
owner.

OID defines a signal as an opm drain. It is wire-Olied with other agents. The
signaling agent asserts the signal, but returning the signal to the inactive state
is accomplished bya weak pull-up resistor. The deasserted state is maintained
by the pullup resistor. The pullup may take two or three PCI clock periods to
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my res.lore‘the»si3:ual in {he deasserted smnablc 57 defines the PCI sigma

‘S/T S
S /5

8/175 '
S/T/3

5/T/S

0/!)

IN ox-OUT

TIS '

S/T/S

. ‘_ -1-1E--1---:"'-1-ao-1.§..agwas‘*3a
12

 

Central Resource Functions

Any platform that implements the PCI bus must supply a toolbox of suppofl
fimcflmaneoessa:yforthepmperoperatim1ofaflPC!devioes.Someexam-
ples would include:

0 Pclbus atbiher. ‘fine arbiterisnecasary to supportPC.‘.Imn.sters. The PC‘
specification does not define the dedsion-making process utilized by '5"
PCIbusa1biter.'1‘he dsignoflhearbileris thereforephtform-specific.

 s
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o Pullupresistors onsignels thaterenotalwaye drivento a valid state. Tltln
would include: all of the 5/l/s eiyuls; AD[63:32]; C/3B*[7:4]; PAR64; and

0 Error logic responsible for converting SERR# to the platform-specific sig-
nal (e.g., NM! in In Intel-based platform or ‘l'EA# in a PowaPC"'-based

platform) utilized toalertthehostprocessor thatanenorhesoccurred.
- Centralresouroe to generItetheproperIDSELaignalwhexu PCIdevioe'5

configurntionspnceisbeingaddressedmtisfunctionistypirzllyperv
formed by the host/PC! bridge).

0 System board logic to user! REQGH during reset. A detailed description
of this function is provided in the chapter entitled “The 64-Bit-PC! Exten-
stout.”

o subtractive decoder. Bach PC! target device must implemmt positive de-
code. In other words, it must decode any address placed on the PCI bus to
detennlneifit iethe target of the current transaction. Only one agent on
the PC! but may subtractive decode. This is typically the ex-

paneionbue (1-_g., EEA.ISA,orMictoC'ham1el)bridge.
 

subtractive Decode
 

Background

The expansionbusbridgecanclairntransaclionsinoneoftwofashionsz

1. Wl1enattansactionlenotdeimedbyanyotherPC1devimwi1hinasped-
fiedperiodofIime,thePCI/expansionbusbridgemayasaert DEVSBLI
and pass the transaction through to the expansion bus. It can determine

thatnootherPCIdevioehes claimedah'ansactiornbymon1torlngtl\estate
of tl1eDBVSEL# signal gtmerated by the other PC!-compliant devices. If
DEV5EJlInotsampledassertedwithinfmnclockperlod5e£terfl1estart
ofeuaneectim,noofl1erPC1devicehasdaimedfl\etramactiorL1heex—

pensionbusbridgemaythendaimthetransactim\byaseerdngDEVSEI.#
duringtheperiodbetweenthefifdauxdsixthdocksofthetransacfion.
1hisisrefet'redtoaasubu'ecdvedeoode.Addiflonalinfomufimuegud-
ingsubu'acdvedecodecmbefo1mdinmechepterentitled"Premamre
Treneactlon‘l‘errnination"inthesectionentitled "Master Abort.”

2. Sincefiiiswouldrestdtirivaypooraocessfimewheneooeseingexpmsion
bun devices, the expansion bus bridge may employ positive address de-
code.Durh1geystemoonfiguration,thebridgeisoonflguredtocecognize
certain memory and/or 10 address ranges. Upon recognizinganaddress
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withinthispre-assignedrsnge.thebridgeraay assertDEVSEL#irnmedi-
nicely (without waiting for the DEV'5EL# timeout) to claim the transaction.

The bridge thenpasses the transaction through onto the expansion bus.

The ISA bus environment is one that depends heavily on subtractive decoding
to claim transactions. Because most ISA bus devices are not plug and plays
mpable, the configuration software cannot automatically detect their presence
and assignaddress ranges to their address decoders. The ISA bridge uses sub-
tractive decode to claim all transactions that meet the following criteria:

0 No other PCI device has claimed the transaction. By definition, all PC!
device address decoders are fast (decodes address and asserts DEVSEU

during the clock cell immediatzdy following completion of the address

phase), medium (asserts DEVSEIJF during the second clock cell after
completion of the address phase) or slow (asserts DEVSBUI during the

thirdclod<aitercompletionoftheaddressphase).lfd1eISAbridgedoes
not detect DEVSEM asserted byany other PC! device (and the target ad-
dress "make sense" for the BA envlronmmt), the bridge amen:

DEVSEM during the fourth clock after completion of the address phase.
The t.-rensactianietheninitiatedor\thelSAbus.

o Thetargetaddressis onetintfal.|swlthintlteoveralilSAu1enoryorI/O

address ranges. Any memory address below 16MB that goes unclaimed
byPCI devicesisclaimedandpaesed throughto the lSAbus. Anyl/0
addr$sinthelower64lCBofI/OspecethetgoesimclaimedbyPCIda-
vices is claimed and passed through to the ISA bus.

Tuning subtractive Decoder

1hismeansthatatransacflonhudatedbythehostpmcessor(manyotherbu
master)doesnotappearonthelSAbus1mtilfour orfivecloclcsafterthe
completionofthe address phase onthePCIbus. Theprooessor’s performance
whenaccessinglSAdevicesisfl\ereforembetanfiaflydegnded.k1ordert0
minimize the effect of subtractive decode on performance, the ISA bridge de- '
signer canpermit the subtractive decoder tobe "tuned." During the oonflslr
ration process, the configuration software reads the configuration status resil-
ter for every device on the PCI bus. One of the required fields in the slew!
mgiscerismeosvsetssmmgseldmdinauxgwheeaezezedeviaehuafast
medinmorslowaddressdeeoder.Asanarample,iteverydeviceonthePC1
busindicata that it has a fast decoder, fltesoftwarecenprogramttiesubtm‘ f
svedeoodenoasse:eDEvs1zL#andc1.inxmeuamacuondu:i:ugmesemnd-
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clock after the completion of the address phase (if it doesn't detect DEVSEL#
»- -asserteddurtngthe.fizstclock.aftertheaddreaaphase).. ._ ,
 

Reading Timing Diagrams

Figure5-3fl1ust1atesatypimlPC1fimingdiagnnLWhenaPClsigmliaae-

senedo:deassertedbyaPCIdevice,theoutputdxiverutifizedistyp'mnya
weak (‘MOS driver.1'hisbeingthecase, the driver isn't capable of transition-

tngtltesignalllnepastthelogicthresholdforalogicltigltorlowinoneatep.
The voltage dunge initiahedonthesigrtalhneprqaagatesdawxxtlteuace until

lthltsthephysicalendofthetraoe.AsitpIssesthestubfioreachPCIdevice
alongthe way, the wavefiontltasnotyettraqsifimtedpasttltenewlogie
thxesho1d.so&Iednmgeisn'tdete¢edbymyofthedevioes.Whmrefleded
back along the trace, however, the reflection doubles the voltage change on
the line causing it to cross the logic threshold. As the doubled wavefront

propagatesbackdown thelengthofthetrace,thesignal'snewstateiade-
tectedbyeachdevk:eitpasses.Thetimeittalceathesigna1tohavelthelatgth
offitebuaandreflectbackisrefenedtoastheljampmrpmphgationdelay.
'Ihisde1ayisfllustmtedintltefimingdiagrame.

Asmexample,amastersamplesFRAM]3#mdIRDY#deassetted(busidle)
~anditsGNT¥usertedontherishtg-edgeofdockme.hIdicaflngtlutithu

asserfingfi1eFRAME#signaltok\dicatethesnnof&1etransacfion.hIdte
FRAME#isn'tshowntramttionlng fromhigh-to~lowuntl1

sometime after the:-ising«edge of clnckone and before therising-edge of clock
two, thereby illustrating the propagation delay. Coincident with FRAME# $-

serticmtlteirtltiator drivesthe start address onto theADbus during clockoell
one,but theaddtess change isn't valid until sometime after the rising-edge of
clock one and before the rising~edge of clock two.

Tlteaddxessphueutdsonfltetising-edgeofdocktumaztdfitehfifiatorbe
ginstotumoffltsADbusdrivers.'ll\etintethatittakestltedrivertoactually

oeasedrivingtheADbtmisflhxsuatedin&1eflmingdiagram(flteh&fiamrhas
notsuoeese£ullydtsconnectedfromtheADbusuntilsometime duringclock
celltwo).
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Figure 5-3. Typical PCI Timing Diagram
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Chapter 6
The Previous Chapter 7

The previous chapter provided a detailed description of the PC! functional
signal groups.

This Chapter

WhenaPClbusmasterrequirestheuseofthePCIbustoperforma data
transfer, it must request the use of the bus from the PCI bus arbiter. This
chapter provides a detailed discussion of the PCI bus arbitration timing. The
PC] specification defines the tinting of the request and grant handshaldng, but
not the procedure used to determine the winner of a competition The
algorithmusedbyasystem'sPdhusarbitertodecidewhid\ofthe

requesting bus masters will be granted use of the PCI bus is syatamspedfic
and outside the scope of the specification.

The Next Chapter

The next chapter describes the transaction types, or commands, that the
initiator may utilize when ithassuooess£ul1yacquiredPCIbus ownership.

Arbiter
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At a given instant in time, one or more PCI bus master devices may require
use of the PCI bus to perform a data transfer with another PCI device. Each
requesting master asserts its RBQS output to inform the bus arbiter of its

pending request for the use of the bus. Figure 6-1 illustrates the relationship of
the PC! masters to the central PCI resource known as the bus arbiter. In this

example, there are seven possible masters connected to the PCI bus arbiter in

the illustration. Each master is connected to the arbiter via a separate pair of
REQ#/GNT# signals. Although the arbiter is shown as a separate component,
it usually is integrated into the PCI chip set; specifically, it is typically
integrated into the host/PC! or the PCI/expansion bus bridge chip.
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Figure 6-1. The PC! Bus Arbiter
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Arbitration Algorithm

As stated at the beginning of this chapter. the PCI spedfication does not
define the scheme used by the PCI bus arbiter to decide the winner of the
competition when multiple masters simultaneously request bus ownership.

 

'I'hearbitermayutilizeanysr1\eme,suchasonebasedonfixedorrotational‘

- priority or-a combinationof the two (rotationalbetween one group‘ of master?
and fixed within another group). The 2.1 specification states that the arbiter is
required to implanent a fairness algorithm to avoid deadlocks. The exact
verbiage that is used is:

‘lire central arbiter is required to implement a fairness algorithm to avoid

- deadlocks. Fairness means that each potential bus master must be granted
nooess to the bus independent of other requests. However, this does not

mean that all agents are required to have equal access to the bus. By
requiring a fairness algorithm there are no special conditions to handle

when LOCK# is active (assuming a resource lock) or when oacheable
memory is located on PCI. A system that uses a fairness algorithm is still
considered fair if it implements a complete bus lock instead of a resource

lock. However, the arbiter must advance to a new agent if the

transaction attempfirtg to establish a lock is terminated with retry.

While the statements made regarding lock are clear, the definition of fairness
contained in the above text was not clear to the author. Fairness is defined as a

policy that ensures that high$priorlty masters will not dominate the bus to the
exclusion of lower-priority masters when they are continually requesting the
bus. '

The specification contains an example arbiter implementation that does clarify
the intent of the specificafion. The example follows this section.

Ideally, the bus arbiter should be programmable by the system. The sturtup
configuration software can determine the priority to be assigned to each

member of the bus master community by reading from the maximum latency
(Max_lat) mnfiguration register associated with each bus master. The bus
master designer hardwires this register to indicate, in increments of 250m,
how quickly the master requires access to the bus in order to achieve
adequate performance.
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In order to grant the PCI bus to a true master, the arbitu asserts the device's

respective GNT#signa1.'Ihis grants the bus to the masterfororieharisaction
(consisting of one ormore data phases). '

If a master generates a request, is subsequently granted the bus and does not
initiate e_ transaction (assert FRAME#) within 16 PCI clocks after the bus go
' , the arbiter may assume thatthe master is In this case, the
action taken by the arbiter would be system design-dependent. ‘ ' - ' -
 

Example Arbiter with Fairness

Asystemmaydividedtheoverall commtmityofbus mastersonaPClbus
intotwocategories:

1. Bus masters that require fast access to the bus or high throughput in order

to achieve good performance. Examples might be the video adapter, an
ATM network interface or an FDDI network interface.

2. Busmasters thatdowtrequireveryfastaccese to thebus orhighf
throughput in order to achieve good performance. Examples might be a '
SCSI host bus adapter or a standard expansion bus master.

The arbiter would segregate the REQ#/GNT# signals into two groups with

greaterpreoedencegivento thoeein one group. Assume thatbusrnastersA, B]
andcareinthegroup tl1atrequiresfestaccesa,whilemastersX,YandZare
in the other group. The arbiter can be programmed or designed to treat each

group as rotational priority within the group and rotational priority between
the two groups. This is pictured in figure 6-2.

Assume me following conditions:

Master A is the next to receive the bus in the first group.
Masterxisthe next to recdve itintheseoondgroup. '

A master in the first group is the next to receive the bus. A

All masters are asserting RBQ# and wish to perform multiple transactions

(i.e., they keep their rmpective REQ# asserted after starting a transaction)-_

Theorderinwhichthemasters wouldreceive access to thebusis:

1. Master A.

2. Master B.

3. Masterx.
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The masters in the first group are permitted to access the bus more frequently
thanthose dmtresidekxthesecondgxoup.

Fi1stGtoup

 
Figure 6-2. Example Arbimfione Scheme
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‘ M_ast_e.r V_iilish_es_ To Perform More Than One’ Transaction
Iffiremasterhasanoflwrhunttoperfmmimmediatelyaftertheoneitjmt
initiated. itshould keep-its REQO line asserted after it asserts FRAME! to

begin the current transaction. This informs the arbiter of its desire to maintain
ownership of the bus after obnipletion of the current transaction. Depmding
onotherpendingrequests.thearbitamayoruuynotpermitthemasterto
maintainbus ownershipafterthe cornpletionofihe current transaction. In the
event that ownership is not maintained-, the master should keep its REQO
asserted until it is successful in acquiring bus ownership again.

Ata3iveriinstantir1fime,cirdyortebusmastermayusethebus.1hisrnean;
that no inore than oneGN’I‘#line willbe asserted by the arbiter during any

Pclclockcycle.
 

Hidden Bus Arbitration

Unlike some arbitration schemes, the Pci scheme allows bus arbitration to

takepincew!ilethecurrentk\ifiabrisper£mmhigadatau’srtsfer.Ifflte
arbiterdeddestogra_nt'owriershipofthebusforti1ene:d transactiontoa
masher other than the initiator of the current transaction, it removes the GN'l‘#

from the current initiator and issues GNTO to the next owner of the bus. The

next owner cannot assume bus ownership. however, until the bus is idled by
thecmrentinit‘utpr.Nobusfimeiswutedonadedicatedperiodoffimeto

perform an arbitration bus cycle. This is referred ‘to as hidden arbitration.
 

Bus Parking

Amastermustonlyassertits REQ#outputtosignaIacurrentneed forthe
bus. In other words, a master -must not use its REQ# output to "park" the bus
on itself. If a system designer implements a bus parking scheme, the bus
arbiterdestgnshouldindicatea defaultbusownerbyuserting thedevieeb
GN'l‘# signal when no request from any bus masters are currently pending. In
this manner, a IiEQ# from the default bus master is granted immediately (if
no other bus masters require the use of the PCI bus).

Ifthebusarbiterisdmigned to itnp1ementbmparking,itassertsGNTN0 *1
default bus master when none of the REQ# lines are active. In this mariner. the
bus is immediately available to the default bus master if it should require the
use of the bus (and no other higher-priority request is pending). If the mast!’ V

__________?___________;_...»
82
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that the bus is parked on subsequently requires access to the PCI bus, it
needn't assert its REQII. Upon sampling bus idle (FRAME4! and lRDY#
deasserted) and its GN'l'# asserted, it can irmnediately initiate a transaction.

.-. Ilechuiceofwhidtmastertoparlsthe_bus_onis_definedbythedesignerof_,
thebusarbiter.Anyprooessrnaybeused, suchasthelast bus rnastertouse
the bus or a predefined default bus master.

There are two possible scenarios ‘regarding the method utilized when
implanentingbusparldng:

1. 1hearbitermaymonitorFRAME#andlRDY\Hodeterminei£thebusis
busy before parking the bus. Assume that a master requests the bus,
receives its GN'I‘# and starts a multiple data phase burst transaction. If it
dosn't have another transaction to run after this one "completes, it

deasser-tsi1sRm#whenitasserIsFRAME#.Inthiscase. thearbitermay
bedesiytedtorecognizethatthebusisbusyand. asarestrltwillnot
deassert the current masters grant to park the bus on another master.

2. The arbiter may not monitor for bus idle. Assume that a master requests
the bus, receives its GNT# and starts a multiple data phase burst
transaction. If it domn’t have another transaction to run after this one

oompletes,itdeassertsitsRBQ#whenitasertsFRAME#.h1ttuscase.the
arbiter1nay,inthcabsenoe ofanynequests from other masters, take away
GNT#framthecurrentmasterar1dissueGN'I\ttothemasteritimends to

park the bus on. When the current masterhas exhausted its master latency
timer and determines that it has lost its grant, it is forced to relinquish the
bus, wait two clocks, and then rearbitrate for it again to resume the

transaction at the point where it left off.

The specification recommends that the bus be parked on the last master flat
acquired the bus. In case two, then, the arbiter would continue to issue GNT1!
to the burst master and it can continue its transaction until either it is

completed or until a request is received from another master.

Wher\thearbiterparksthebusonarnaster(byassertingits grant) andjhebus

is idle, that master becomes responsible for keeping the AD bus, C/BE bus
and PAR from floating (to keep the CMOS input buffers on all devices from
oscillating and drawing excessive current). The master must enable its
AD[31:0], C/BE#[3:0], and (one clock later) its PAR output drivers. The
master doesn't have to turn on all of its output dn‘vers in a single clock (it may
takeuptoeigluc1oclc,buttwotothreeclocksisreoommended).Thie
procedure ensures that the bus doesn't float during bus idle periods. if the
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arbiter is not designed to park the bus, the arbiter iself should drive the AD
bus, c/ass lines and PAR during periods when the bus is idle.

Requestlcurant Timing

When the arbiter determines that it is an master's turn to use the bus, it asserts

the master's GN'l‘# line. The arbiter may deassert a master's GNTVI on any PC!
clock. A master must ensure that its GNT# is asserted on the rising clock edge
on which it wishes to start a transaction. It‘ GN_T# is deasserted, the

transaction must not proceed. Once asserted by the arbiter, GN'I‘# may be
dea-nested under the following clrcumstancs: -

lfGNTiiisdeasserted and FRAME! isassertedthe transferisvand and

will continue. The deassertlon of GNT# by the arbiter indicates that the

master will no longer own the bus at the completion of the transaction
currentlyinprogrss.'lhemasterlneepsFRAME#assertedwhi1ethe
c1mentu1nsactionisstillinprogras.ItdeassertsFRAME#whenitis

ready to complete the final data phase.
The GNTII to one master can be deasserted simultaneously with the
assertion of another master's GNT# if the bus isn't in the idle state. The

idlestateisdefinedaseclockeycleduringwhlchbothFRAMEvItand
1RDY#aredeasserbed.I£thebuswereidle,themaster whoseGN'i‘#is

being removed my be using stepping to drive the bus (even though it
hasn't asserted FRAME yet; stepping is covered in the dtapter entitled
"The Read and Write Transfers"). The coincidental deassertion of its

GN'l'# along with the assertion of another master's GNT# could result in
contention on the AD bus. The other master could immediately start a

transaction (because the bus is technically idle). The problem is prevented
by delaying grant to the other master by one cycle. Table 6-1 defines the
bus state IS indicated by the currait state of FRAME)? and IRDY#.
GNTJV may be deasserted during the final data phase (FRAME# is
deasserted) in response to the current bus master's REG? beins
deasserted.
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Table 6-1. Bus State

Description

v e aeassenea aeasseued-—

““°“°“ Initiator is ready to complete the last data transfer of a
transaction, but it has not at com - leted.

asserted deasserted A transaction is in progress and the initiator is not

we
read to com lets the current data base.

A transaction is in progress and the initiator is ready
to com late the current data hase.
 
Example of Arbitration Between Two Masters
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Figure 6-3 illustrates bus usage between two masters arbitrating for access to
the PCI bus. The following assumptions must be made in order to interpret
this example correctly:

I Bus master A requires the bus to perform two transactions. The first

consists of a three data phase write and the second transaction type is a
single data phase write.

- The arbitration scheme is fixed and bus master 8 has a higher priority
thanbus master A, or the scheme is rotational and it is B's turn next.

0 Bus master B only requires the bus to execute a single transaction

consisting of one data phase.

It is important to remember that all PC! signals are sampled on the rising-edge
of the PCI CLK signal. If the current owner of the bus requires the bus to
perform additional transactions upon completion of the current transaction, it

should keep its REQ# line asserted after asertion of FRAME?! for the current
transaction. If no other bus masters are requesting the use of the bus or the

current bus master has the highest priority, the bus arbiter will continue to
grant the bus to the current bus master at the conclusion of the current
transaction. ‘

The sample arbitration sequence pictured in figure 6-3 proceeds as followsi

1. Prior to clock edge one, bus master A asserts its to request access to
the PCI bus. The arbiter samples its REQ# active at the rising-edge of

clock one. At this point, bus master 8 doesn't yet require the bus. During
clock cell one, the arbiter asserts GN'l'# to bus master A, granting it

85
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ownership of the-bus. During the same clock period, bus master B assert
its REQ#, indicating its desire to execute a transaction.

2. Bus master A samples its GNT# asserted on the rising-edge of clock two,
In addition. it also samples IRDY# and FR!-\ME# deasserted, indicating

. _ _ . that the bus is in the idle state. In response, bus master A initiates the first
' ' of its two transactions. It asserts FRAMB# and; begins to drive the start

address onto AD[31:0] and the command onto the Command/Byte Enablg
bus. If master A did not have another transaction to perform after this
one, it would deassert its RBQ# line during clock cell two. In this example,
it does have another transaction to perform, so it keeps its REQ# line
asserted. ' . .

3. The PCI bus arbiter samples the requests from bus masters A and B
asserted at the ‘rising-edge of clock two and begins the arbitration process
to determine the next bus master.

4. During clock cell two, the arbita removes the GNT# from master A. On
the thing-edge of clock three, master A determines that it has been
preempted, but continues its transaction because its LT timer has not yet
expired (the LT timer is covered later in this chapter).

5. During dock cell three, the arbiter asserts bus masher B’: GNT#..0n the
rising-edge of clock four, master B samples its G'N'l'# asserted, indicating
that it may be the next owner of the bus. It must continue to sample its
GNT# on each subsequent rising-edge of the clock until it has bus
acquisition. This is necessary because the arbiter may remove its grant
and grant the bus to another party with a higher priority before the bus
goesid.le.MasterB<2nnotbegintouse thebusuntilthe bus returnsto the
idle state.

6. Master A begins to drive the first data item onto the AD bus (this is a
write transaction) during clock cell three, asserts the appropriate
Command/Byte Enables (to indicate-the data lanes to be used for the
transfer) and asserts IRDY# to indicate to the target that the. data is
present on the bus. At the rising-edge of clock four. IRDY# and TRDYII
are sampled asserted and the first data transfer takes place.

7. At the rising-edge of clock five, IRDY# and TRDY# are sampled asserted
and the second data transfer takes place.

8. During clock cell five, master A keeps IB.DY# asserted and dear-serl5
FRAME#, indicating that the final data phase is in progress. At the rising-
edge of clock six, IRDY# and TRDY# are sampled asserted and the third
and final data transfer takes place. . A

9. During clock cell six, bus master A deasserts IRDY#, returning the W5 W
the idle state.
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13.

14.

15.
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10.
On the rising-edgeofclockseven, masterllsamples FRAMEJI and RDY#
bothdeaesertedmddet2rndnesthetthebusisnowid1e.Italaosamp1es
its GNT#stillaseerted.indicatingthatithasbusncquiaition. lnrespanse,
itstartsitstransactionaruitumsoEitsREQ#linedmingclockoellseven
(because it only requires the bus to perform this one transaction).

. When it aeeerts FRAME! gluringpeloclg cell _s§ven..masterB also begins
the address’ onto the AD bus and the command onto

CommandlByte Enable bus. '

. At the rising-edge of clock eight. the arbiter samples master B's RBQ#
deasserted and master A's REQ# still asserted. in respome, the arbiter de-
esserts master B's GNT# and asserts master A's GN'I‘# during clock cell
eight. Master A had kept its REQ# line asserted because it wanted to use

the bus for another transaction. Master A now samples IRDY# and
FRAME#ontherlsing-edgeofeachclockuntilthebusiseensedidle. At
thattime,itcenbeginitsnexttransaction.

During clock cell eight, master 3 deaaserts FRAMB#, indicating that its
first (and only) data phase is in progress. It also begins to drive the write
data onto the AD bus and the appropriate setting onto the
Command/Byte Enable bus during clock cell. It userts IRDY# to indicate
to the target that the data is present on the AD bus.

At the rising-edge of clock nine, lRDY# and 'l'RDY# are sampled asserted
and the data transfer takes place.

The initiator, master B, then deasserts IRDY# (during clock cell nine) to
return the bus to the idle state.

. MesterAsamp1athebusid1eanditsGN1¥taseertedatthedsing-edgeof
clock ten and initiates its second transaction during clock cell ten. It also
deeseerts its REQ#whenitsassertsFRAME#, indicating to the arbiter that
it does not require the bus again upon completion of this transaction.
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Figure 6-3. PCI Bus Arbitration BetweenTwo Masteré
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Bus Access Latency

 

Whenabusmasterwishestou-msferablockofdatabeéveenitselfanda
tnrgetP('.'Idevioe,itmu.-nrequesttlmeuseof thebusfrorn thebusarbitenflus

access latency is defined. as the amount of time that expires from the moment
a-busmaster requests the use ofthe PCI‘ bus until it completes the first data

tramfer of the transaction. Figure 6-4 illustrates the different componts of
H1eaeeesshtencyexperienoedbyaP(Jbusmaster.Table6-Zdescribeseadt

latency component.

  
  
 
  

 
  
  
  

  
 

  
  

  

  

Definedasthetofethstiresmoment a bus master requests the use of the PCI bus

Arbitration Latency

 

until it completes the first data transfer of the
transaction. In other words,_ it is the sum of arbitration,

bus I -' 'itionand Wtlaten .

‘ed as the per-Iod of time from the bus master's
assertion of REQ# until the bus arbiter asserts the bus

master‘sGNT#.Thisperiod'uafu11ctionofthe
arbitration algorithm, the master’: priority and whether
an othermastersarer esaocesstothebus. »

Definedutheperiodtimefrom|hereceptionofGN'P#

by the requesting bus master‘ until the current bus
master surrenders the bus. The requesting bus‘ master
cantha'|initiateitstransacb‘onbyIssertingFRAME#.
Thedurstionofthisperiodisafunctiunofhowlortgthe
current bus master-Es transaction-in-progress takes to

complete. ‘nus -parameter is the larger of either the
current master's LT Value (in other words, its time-slice)

orthelongestlatencytofirstdataphasecornpletionin
thes tern.

Defined as the period of time from the start of a
transaction until the currently-addressed target is ready
to complete the first data transfer of the transaction. This

pen'od'Lsafunctionoftheaccesstimeforthecurrerttly-
addressed -_- device.

  
 

  

  

    
 

Bus

Latency 

  Target Latency
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Master asserts Muster refelvaa Master agent Target asserts

_ .Bu_sLAoqu)sltIon' Targe_’r_Lotoncy_

Figure 6-4. Access latency Components

PCI bus masters mould always use bmst transfers to transfer blocks of data

between themselves and a target PCI device (some poorly-dmigned masters
useaseriesofsingle-dataphasetransactiomto transferahlockofdata).The

transfer may consist of anywhere from one to an unlimited number of byta. '
Abusmasterthathasrequestedanclhasbeengrantedtheuseofthebus(iIs3
GN1‘llisassertedbythearbit:er)cannotbeginatransaction1mtil th‘ecurrant~'

bus master completes its transaction—in-progress. If the current master were

permittedtoownthebusuntililsentirettansfierwerecompleted, itvvouldbe 3
possible for the current bus master to lock out other bus masters from using ‘
the bus for extended periods of time. 'I'he.extenslve delay incurred could j
cause other bus masters (and/or the application programs they serve) to *
experience poor performance or even to malfunction (buffer overflows or .
starvation may be experienced). '

As an example, a bus master could have a buffer full condition and is"
requestingtheuse of the bus tnorderto oft-loadits bufiferoontenb tosysteoy
memory. If it experiences an extended delay (latency) in acquiring the bus to
begin the transfer, it may experience a data overrun condition as it receives
more data from its associated device (such as a network) to be placed into its
buffer.

In orda to insure that me daigners otbus masters aredeallng with!-A
predictable and manageable amount of bus latency, the PC! specifica j
defines two mechanisms:

0 Master Latmcy ‘finer.

0 Target-Initiated Termination. -
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Master Latency Timer: Prevents Master From

Monopolizing Bus

Location and Purpose of Master Latency Timer

The master latency timer, orAL'lf, is impleme_nt_e_d_as a PCI configuration.
‘ register-‘in the bus master’: configuration space. It is either initialized by the
configuration software at atartup time, or contains a hardwired value. The
value contained in the LT defines the minimum amount of time (in PCI clock

periods) thatthebusrnasterispermittcdtoretainownershipofthebus
whenever it acquires bus ownership and initiates a transaction.

I-low LT Works

When the bus master detecb bus idle (FRAME! and IRDY# deasserted) and

its GNTO assated, it has bus acquisition and may initiate a transaction. Upon
initiation of the transaction, the masters L1‘ is initialized to the value written

to the LT by the configuration software at startup time (or its hardwired
value). Starting on the next rising-edge of the PCI clock and on every
subsequent rising-edge, the master decrements its L'i‘by one.

Ifthemasterisinthernidstofa bursttransactionandthearbiter removes its

GN'l‘#, this indicates that the arbiter has detected a request from another
master and is granting ownership of the bus for the next transaction to the
other rnasta. In other words, the currart master-has been preempted.

If the current master's 1.1‘ has not yet been exhausted (decrernented all the

waydown),ithunotyetusedupits timesliceandmayretairrownerehipof
thebus until either:

I it completes its burst transaction or

0 its LT expires,

whichever comes first. If it is able to complete its burst before expiration of its

‘LT. the other master that has its GNT# may assume bus ownership when it
detects that the current master has returned the bus to the idle state. If the

current master B not able to complete its burst transfer before expiration of its

id‘-:Jit’aper-mittedtoconmpleteoriemore datatransferandrnustthenyield the
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If the current! masterhes exhausted its LT, stillhas its GN‘I‘# and has not yet

completed it burst transfer, it may retain ownership of the bus and continue to
bug-st data until either:

o it completes its overall burst transfer or
o its GNT# is removed by the arbiter.

In the latter case, the current master is permitted to complete ‘data M .
transferandmustthenyieldihebus.

It should be noted that; when forced to prematurely terminate a data transfer,
thebusrnastermust"rernember" whereit wasinthe transfer.After abdef

period, it may then reassert its REQII to request bus ownership again so that it
may continue where it left off. This topic is covered in the chapter entitled
"Premature Transaction Termination."

le Implementation of L1’ Register Mandatory?

Yes. It must be implemented as a read/writable register by any master that
performs more than two data phases pa transaction.

can LT Value Be Hardwired (read-only)?

Yes, for amastaer that performs one or two data phases per transaction, but
the hardwired value maynot exceed 16. d

How Configuration Software Determine Tlmeellce To "
Be Allocated To Master?

The bus master dmiyier implematts a read-only register referred to as the
minimum. grunt (Min_Gnt) register. This register is found in the bus master’:
configuration space. A value of zero indicates that the true master has no ‘

specific requirements regarding the setting assigned to its LT. A non-zero
value indicates, in incrernents of 250ns, how long a limeslice the master

requires in order to achieve adequate performance. The value hardwired inlo ;‘ ,
tliisregwterbythebuexrtasterdesigrterassuntesabus speedof33Ml-Iz.

Treatment of Memory Write and invalidate command

Any master perforating a memory write and invalidate oommand (:28 W‘
chapters entitled "The Commands" and "PC! Cache Support”) should not

 

92

Page 107 of 235



 

Page 108 of 235

Chapter 6: PCI Bus Arbitration

terminate its transfertmtilit reaches a cache lineboundary (even ifits LT has

expiredandithasbeenpreempted)mleaeS'l‘0P#isassertedbythe target. if
itreachesa cache lineboundary with its LT expired andita GNT# has been
removed by the arbiter, the initiator must terminate the transaction. If a
memory write and invalidate command is terminated by the target (STOP#
asserted by a non-cacheabie memory target), the master should complete the

line update in thekrnernory write c_ou_u_nar§d as soon as it
‘Cacheable memory targets must not disconnect a rnory write and
invalidate command except at cache line boundaries, even if cadting is
currently disabled. For this reason, the anooper (i.e., the host/PCI bridge) can

always assume that the memory write and invalidate command will complete
without disconnection if the access is within a memory range designated as
cacheable.

Limit on Master's Latency

Is a rule that the initiator may not keep IRDY# deasserted for more than eight
PCI cloch during any data phase. It the initiator has no buffer space available
tostore read data, itmustdelay requesting thebus until islm roomfor the
data. On a write transaction, the initiator must have the data available bdote
it asks for the bus.
 

Preventing Target From Monopollzlng Bua

General

The problan of a bus maaterhogging the bus is solved by:

1. The indusion of the LT aaociated with each master.

2. Tlterulethatrequires the initiator tolteeplltblttdeassertediornolonger
than eight PCI docks during any data phase.

It is also possible, however, for a target with a very slow access time to

monopolize the bus while a data item is being transferred betwem itself and
the current master. The target currently being‘ addressed does not allow the

transfer ofadata item to completenntil itis ready. Thu is accomplished by
holding off assertion of the target ready signal, ‘l'RDY#’, until the addressed
device is ready to complete the transfer of the data item.

-7_.-u_—_ 1-r.gF?1=-—---—_--
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This problem is addressed in the PCI specifiation by requiring slow targets to
terminate a transfer prematurely if it will tie up the bus for long periods.
There are three possible cases:

1. Ifthetimetocompletethefirstdataphasewillbegreaterthan16Pc1
CLKs (from the assertion of FRAME). the target must (the revision 2.0

, specification used the word--"should"' rather ‘than ""miist")"iminediately
issue a retry to the master. This rule applies to all new devices. There are
only two exceptions: memory read performed at startttp time to copy an

expansion ROM image into RAM; and configuration assesses during
startup (configuration accesses performed after startup must adhere to the
16 PCI clock limit). A host/PCI bridge that is snooping is permitted to

exceed the 16 clock limit, but may never exceed 32 clocks. An example
would be a target with an empty buffer that must access a slow device
get the requested data. This forces the master to terminate the transaction
with no data transferred, thus freeing up the bus for other masters to on
After two PCI clocks have elapsed, the master that received the retry can
reassert its requat and, when it receives its GNU, reinittate its
transaction again. The start address it hsues is the address of the data
item that was retried.

If the target ascertains that it will take it more than eight PCI clocks to

complete the current data phase (this is referred to as the incremental

latency timeout) and it is not the final data phase (FRAME! is still

asserted), the target issues a disconnect to the master when it is ready to
transfer the current data item. The master terminates the transaction what

the current data item is transferred and "remembers" the point of
disconnection. After two PCI clocks have elapsed, the master that
received the disconnect can reassert its request and, when it receives its
GNT#, retnitiate its transaction again. The start address It issues is the

address of the data item after the one that the disconnect was detected on
earlier.

Ifanattempttooommunicatewith atargetresultsin a collision on abasy
resource (e.g,, a PCI master is attempting a data transfer with an BISA
target. but the EISA bridge recognizes that an EISA master currently owns
the EISA bus), the target should immediately issue a retry to tie mm-
'Ihis forces the master to terminate the transaction with no daft
u1nsfetred,&uiafreeirtgupthePCIbusforothermasterstouse.M‘9' it

two PCI clocks have elapsed, the master that received the retry 0!‘ 1’
reassert its request and reinitiate its transaction again. The start addreti 1‘

issues is the address of the data item that was retried.
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For further information on termination and re-initiation. refer to the chapter
entitled "Premature Transaction Termination.”

it should be noted that the incremental latency timeout, or target-initiated
termination. is completely independent of the master's L1‘. The target has no
visibility to the master's LT (and visa versa) and therefore cannot tell whether
ithas timed out or not. This means that slow access targets (greater than eight
clocks from the start of one data-transfer to the start of. the next) always
(before or alter LT expiration) disconnect from the master after each slaw

access, thereby Ah-agment1’ng the overall burst tran.-saction into a series of single
data phase transactions. Two examples of devices that might perform
disconnects are: ' ‘ "

o Targetathatareveryslowallofthe tirne(vir-tuallyall lsfitbusdevicm
would fall into this category).

o A target that exhibits very slow access sometimes (perhaps beuee of a
buffer full condition or the need for mechanical movement) and would

therefore tie up the PCI bus.

- Target Latency on First Data Phase

The following rule was stated earlier: It the time to complete the first data
phase will be greater than 16 PCI CLl<s, the target must (the revision 2.0
specification used the word ‘should’ rather than '’must'') immediately issue a

retrytothe maeter.'l'hisnrleappliestoallnew device.

A master cannot depend on targets responding to the first data phase within
16 clocks because this rule only affects new devices. Target devices daigned

prior to the revision 2.1 specification can take longer than 16 clocks to
respond.

Options for Achieving Maximum 1 6 clock Latency

The target can use any of the following three methods to meet the 16 clock
requirement:

1. Thesimplestcaseisonewherethe targeteanalwaysrespondwithin 16
clocks. No special action is necessary.

2. In the second case, a target may occasionally not be able to meet the 16
clock limit due to a busy resource (e.g., a video frame buffer is being
refreshed). In this case. the target simply issues a retry to the master.
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More than likely. the busy condition will have been cleared by the time
the master retries the transaction. It is possible, however, that the master

may have to maloe several attempts before succeeding. A target is only
permitted to use this option is there is a high probability that it will be
able to complete the transfer the first time that the master retries it,
Otherwise, it must use option three.

‘ .' ' in the third-case-(optionthree), the target ha to access a slow medium to
fetch the requested data and it will take lortyr than 16 clocks. in this case, -.

the target latches the address, command and the first set of byte enables

and then issues a retry to the initiator. The initiator is thereby forced to
end the transaction with no data transferredand is required to retry the
transaction again laterusing predsely the same address, command and
byte enables. The target, meanwhile, proceeds to fetch the requested data
and set it up in a buffer for the master to read later when it retries the
transaction. When the target sees the masta retry the transaction, it

attempts to match the second request with the initial request by
oomparing the start address, command and byte enables to those
latched earlier. If they match, the requested data is transferred to the

master. if they aren't an exact match, the target interprets this as a new

request (for data other than that in its butter) and ‘usues a retry to the
master again. To summarize, if the master doesn't duplicate the
transaction exactly each time it retries the transaction, it will never have

its read request fulfilled. The target is not required to service retries from
its buttered data that aravt exact matches. Option three is referred to as a

delayed transaction. It can also be used for a write transaction (e.g.. where
the bus master is not permitted to proceed with other activities until it

. accomplishes the write). In this case, the target latcha the address,
command, byte enables and the first data item and issues the retry. It then
proceeds to write the data item to the slow Each time that the
master retries the write transaction it will receive a_ retry until the target

device has acknowledge receipt of the data. When the target is ready to
permit the transfer and the master next attempts the access. the target
compares the addrss, command, byte enables and the write data to .

determineifthisisthesamemasterthatinifiaflyrequestedthewrits -—
transfer.
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Different Master Attempts Access To Device with
Previously-Latched Request

If a different master attempts to access the target and the target can only deal
with one latched request at a time, it must issue a retry to the master without :;I.
latching its transaction information.

Special cycle Monitoring Whlle Processing Request

If the target is designed to monitor for special cycles, it must be able to

. process a special cycle during the same period of time that is processing a
previously latched read or write request.

Delayed Request and Delayed Completion

A delayed transaction consists of two parts: the request phase and the
completion phase. The request phae occurs when the target latches -the
request and issues retry to the master. This is referred to as the delayed
request transaction. Once the transaction has been latched, the target
(typically a bridge to a slow expansion bus) begins the t'ran.saction on the

target bus. When the transfer completes an the target bus, this is referred to as
the delayed completion transaction. This is the start of the completion phase.
A delayed transaction must complete on the target bus before it is permitted

to complete on the initiating bus. The master is required to periodically re-
attempt the transfer until the target finally asserts TRDY# and allows the data
to be transferred. This ends the completion phase of the delayed transaction.

Handling Multiple Data Phases

When the master is successful in completing the firs! data phase, it may

proceed with more data phases. The target may issue a disconnect on any
data phase after the first The master is not required to resume the transaction
later. Both the master and the target consider the original request fulfilled. I

Master or Target Abort Handling

A delayed transaction is also considered completed if it receives a master
abort or a target abort rather than a retry on a re-attempt of the retried

transaction. The target compares to ensure that the master is the one that 3
originated the request before it issues the master or target abort to it. This 7
means that the transaction on the target bus ended in a master abort because
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notarget responded orin a of a broken target. Inboth of
thee cases, the master is not required to repeat the transaction.

commands That can Use Delayed Transactions

A delayed transaction normally consist of a data and B used for
the following commands:

Interrupt Acknowledge.
1/0 read.

I/O write.

Memory read.

Configuration read.

Configuration write.

The delayed transaction could also be used with the memory write
commanda,butit's1esultsinbetterperformannetn postthewrite anpennit
the master to complete the write quickly.

Delayed Read Prefetch

A delayed read can result in the reading more data than indicated in the
master’: initial data phase ii the target knows that refetching data doesn't
alter the contents of memory locations (as it would it memory-mapped I/O
ports) The target can prefetch more data than initially requested under the
following circumstances:

- The master has used the memory read late or memory read multiple
command. thereby indicating that it knows the target is prefietchable
memory.

I The master used a memory read command, but the bridge that accepted
the delayed transaction request recognizes that the address falls within a
range defined as prefemhable.

in all other cases, the target (i.e., the bridge) cannot perform anything olfief
than the single data phase indicated by the originating master.

Request Queuing and Ordering Rules

A target device (typically a bridge) can be designed to latch and profit“
multiple delayed requests. The device must, however, ensure that 3“

__?__. 1".
98

Page 113 of 235



Page 114 of 235

Chapter 6: PCI Bus Arbitration 

transactions are performed in the proper order. Table 6-3 defines the rules

that the device must observe in order to ensure that posted rnanory writes
and delayed ‘transactions are performed in the proper order. 'l'he table was
extracted from the specification. The following abbreviations are used in the
table:

PMW = posted memory write. The master is permitted to end a memory
write immediately if the device posts it.

DR 2: delayed read request. A delayed read request occurs when the
target latches the address, command and byte enables and issues a retry
to the master. It is then the responsibility of the target to perform the read
on the target bus to fetch the requested data.

DWR - delayed write request. A delayed write request occurs when the
target latches the address, command, byte enables and write data and

issues a retry to the master. Itisthen the responsibilityofthe targetto
perform the write on the target bus.

DRC = delayed read completion. A delayed read completion occurs
when the device that latched a read requst completes reading the
requested data on the target bus and has the data ready to deliver to the
master that originated the request The device is ‘now waiting for the
originating master to retry its read so that it may deliver the data to the
master.

DWC a delayed write completion. A delayed write completion occurs
when the device that latched a write request completes writing the data
on the target for the master that originated the write. The device is now
waiting for the originating master to retry its write so that it may confirm
the delivery of the write data.

The table is formatted as follows:

The first column represents a delayed transaction request (one of five.
types) that has" just been latched.

The second column indicates whether the transaction just latdted an pass
a previously-posted memory write.

The third column indicates whether the transaction just latched can pass a
previously-latched delayed read request.

The fourth column indicates whether the transaction just latched can pass
a previously-latched delayed write request.

The fifth column indicate whether the transaction just latched can pass a
prevlouslydatched delayed read completion.

§_ 
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0 The sixth column indicates whether the transaction just latched can pass a
previously-latched ddayed write completion.

The rule list immediately following the table was extracted from the

specification. The superscripts in each box corresponds to the rule list.

‘Asan example; thetable indicates that apostgd, memory write can pass (be ’
performed) a delayed read or write request or a delayed write complehm, hint '
it is not permitted to pass another posted memory write or a delayed read
completion.

 
1. Transactions of the same type cannot pass each other.
2. A posted memory write can pass a delayed request.
3. A delayed request cannot complete before a posted memory write. -

4. A posted memory write or a delayed request cannot pass a delayed read ’
completion.

5 A delayed completion can pass a delayed request.
6. A delayed read completion cannot pass a posted memory write. i
7. A delayed write completion can pass a posted memory write.

8. A posted ‘memory write or a delayed read request can pass a delayed;
write completion.

The primary rule is that all device accesses must complete in order from the .
programmer's perspective. In the following list. the author has attempted I0
explain ach table entry.
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1.

2.

10.
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A new!y—latched PMW cannot pass (be completed before) a previously-
PMW became all writes have to complete in the order in which they have
been latched.

A newly-latched PMW can pass a previously-latched DRR This is
permitted because the master has already completed the write while the

other master has not yet completed its read From the programmer's
standpoint, this means the write completed before the read.

.- A newly-latched PMW- can -pass a- previously-latched DWR. This is

permitted because the master has already completed the posted-write
while the other master has not yet completed its delayed write. From the

programmefs standpoint, this means the posted-write completed before
the delayed write.

A newly-latched PMW cannot pass a previously-latched DRC. From the
programmer's perspective, the write has already completed but the read
has not. One master originated the read before the write was performed

by the other master, so the programmer expects to get back the read data
as it looked before the write occurred.

A newly-latched PMW can pass a previously-latched DWC. The device
has completed the write to the target and is waiting for the delayed
master to reattempt the write so that it can let the master complete the
write. From the programmer’: perspective, the posted-write has already
completed while the delayed write hasn't.
A newly-latched DRR cannot pass a previously-PMW. If this were

permitted, the read might fetch stale data (because the posted write might
be to one of the locations to be read). .

A newly—latd'ted DRR cannot pass a previously-latched DRR. The reads
must cclnplete in the order the programmer generated them.
A newly-latched DRR cannot pass a previously-latched DWR. The write

was originated before the read and must therefore occur before the read
(incase they target the samelocations.

A newly-latched DRR cannot pass a previously-latched DRC. The reads

must complete in the order the programmer generated them.
A newly-latched DRR can pass a_ previously—latched DWC. The target has .
already been written to and updated, so it contaim fresh information. ‘flue
device may therefore initiate the read from the target to fetch the data

requested by the originator.
. A newly-latched DWR cannot pass a previously-PMW. From the

programmers perspective, the posted write occurred before the delayed
write (which has not yet completed). The device must perform the posted
write befiore the newly-accepted delayed write so that the data is
delivered to the target(a) in the correct order.
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12.

13.

14.

17.

v-6C

21.

A newly-latched DWR cannot pass a previously—latched DRR. It is the

programmer's intention that the read occur before the write.
A newly-latched DWR cannot pass a previously-latched DWR. It is the
programmer's intention that the two writes occur in the order received.

A newly-latched DWR cannot pass a previously-latched DRC. The
programmer initiated the read before the write, so the read must be
permitted to complete (on fitéorigirtating bus)before the .
A newlyblatched DWR can pas a previously—latched DWC. The data for
the first write (the DWC) has already been delivered to the target, so the
data from the second write (the DWR) can now be delivered. The target(s)
will receive the data in the order intended by theprograrruner.

. A newly-latched DRC cannot pass a previously—PMW. If the write and

read are accessing the same locations, the read would return stale data.

From the programmer's perspective, the write has already completed and
the target data updated. If reading from the same locatian(s), the
programmer therefore expects to receive the newIy~written data.
A newly-latched DRC can pass a previously~latched DRR. 'lhe DRC is
associated with a DRR that was received prior to the DRR that is still
outstanding. The data fronrthe DRC can therefore be delivered to the

requesting master immediately.

. A newly-latched DRC can pass a previously-latched DWR. The data
associated with the DRC was requested prior to the reception of the DWR
by the device. The read data can therefore be delivered to the requesting
master immediately (before the write k perfiormed on the target bus).

. A newly-latched DRC cannot pass a previously-latched DRC. Read
requests must be performed in the order that they were received.
A newly-latched DRC cannot pass a previously-latdred DWC. The data
associated with the DRC was requested prior to the reception of the DWR
that caused the DWC. The read data can therefore be delivered to the

requesting master immediately (before the write is performed on the
target but!)-
A newlydatched DWC can pass a previously~PMW. Writes must complete
in the order they are received and the write associated with the DWC was

received prior to the write associated with the PMW.
fl. A newly-latched DWC can pass a previously-latched DRR. The write

23.
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orignated before the read, so the master that originated the write can be
told about its completion immediately.

A newly-latched DWC can pass a previously-latcluad DWR The Wfi“
associated with the DWC originated before the write that originated the
DWR. The master that originated the DWC am therefore be told about the
write completion immediately.
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24. A newly-latched DWC cannot pass a previously-latched DRC. The read
associated with the DRC originated before the write associated with the

DWC. The master that originated the read must therefore be given the
read data before the master that originated the write is told of its
completion.

25. A newly—latched DWC cannot pass a previously-latched DWC. The write
=§89°iat°ad_ with *1‘? Pmivvglx-s°=.rJ>1eh:<!_DW.C originated bef9r.e_-th.e
write associated with the just completed DWC. The completions must
therefore be reported to the originating masters in that order.

Looking, Delayed Transactions and Posted Writes

The following rules must be followed when a device permits delayed
transactionsand also supports locking: -

1. A target that accepts a locked access (l.e., it latches the request) must
behave as a locked target.

The target cannot accept any posted writes after accepting a delayed lock

request moving in the same direction (except a noted by rule five).
While locked, the target may continue to accept delayed requests.
Posting of write data in the opposite direction of the locked access must
be disabled once lock has been established on the destination bus.

Posting of write data from the locking master is allowed.
Once lock has been established (between the originating master and the
actual target), the device stays locked until LOCI(# and F'RAME# are
sampled deasserted (on the same rising-edge of the clock) on the

originatingbus. . '

N
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AssertionofitsgrantbythePCIbusarbiterglveeaPCIbusmasteraccessl:o
the bus for a single transaction. If a bus master desires another access, it
should continue to assert its REQ# after it has asserted FRAME! for the first

transaction. If the arbiter continues to assert its GNT# at the end of the first

transaction, the master may then immediately initiate a second transaction.

However, a bus master attempting to perform two, back-to-back transactiorts
mually must insert -an idle cycle between the two transactions. This is
illustrated in figure 6-5. When it doesn't have to insert the idle cycle between
the two has transactiom, this is referred to as fast back-to~back transactions.

Thiscanortlyoccurifthereisa guarantee thattherewillnotbecontmtion (on
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any signal lines) between the masters and/or targets involved in the two
transactions. There are two scenarios where this is the case.

1. In the first case, the master guarantees that theme will be no contention.
2. In the second cm, the master and the community of PCI targets

collectively provide the guarantee.

The sections that follow-describe these—two scenarios.

an-. manque. . -
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Figure 6-5. Bad:-to-Back Transactions With an Idle State In-Between
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Decision to Implement Fast Back-to-Back Capability

lhesubsequenttwosectionsdescribetherulesthatpermitdeletion oftheidle
state between two transactions. Since they represent a fairly constraining set

ofmles,thedmignerofabusmastershouldnukeaninfom1eddedsionasto

’ ‘ ' ‘whether or notit'sworth the additional logic-it would talzeto hnplernentjt. _

Assumethat thenatureofaparticularlausmasterissuchthatit typically
perfomts long burst transfers whenever it acquires bus ownership. In this

~"‘ case, including the extra logic to support fast back-to-back transactions would
not make a great deal of sense. Paoentage-wise, you're only saving one clock

‘ tick of latency in between each pair of long transfers.

Assume that the nature of another master is such that it typically performs
lots ofsInalldatabursls.lnthiscase,inciusion oftheextra logicmay resultin
a measurable increase in performance. Since each of the small transactions

typically only consists of a few clock ticks and the master perfonns lots of
these small transactions in rapid succession, the savings of one clock tick in

between each transaction pair can amount to the removal of a fair percentage
ofoverheadnomiallyspentinbusidletime.

Scenario One: Master Guarantees Lack of Contention

In this scenario (defined in revision 1.0 of the specification and still true in

revision 2.x), the master must ensure that, when it performs two back-to-back
transactions with no idle state in between the two, there is no contention on

anyoftheslgnalsdrlvenby thebusmasteroronthosedrivenbythetarget.
An idle cycle is required whenever AD[':’-1:0], C/BE#[3:0], FRAME? and -
IRDY#are drivenbydifferentmasters from oneclockcycle tothenext.'l'her
ldiecycleallowsonecycleforthe mastercurrently drivingtheseslgnaisto -
surrender control (cease driving) before the next bus master begins to drive .
the bus. This prevents bus contention. ‘

How Oolllaion Avoided On Signals Driven 3;} Master

The master must ensure that the same set of output drivers are driving the
master-mhtedsignalsatmeendofthefirsttransadimandfiiestanofflw
second. This means that the master must ensure that it is driving the bus ll
theend ofthelirsttransactionand atthestartofthesecond.
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To meet this criteria, the first transaction must be a write transaction and the

second transaction canbeeithera read or a write butmustbeinitiated by the

same master. Refer to figure 6-6. When the master acquires‘ bus'owne'rship
and starts the first transaction (clock edge one), it asserts FRAMEIF and

continues to assert its REQQ line to request the busagain after the completion
of the current transaction. When the address phase is completed (clock edge
two), the master drives the first set of data bytes onto the AD bus and sets the
byte stables to indicate which data paths contain valid data bytes. At the

conclusion of the first (clock edge three) and any subsequmt data phases, the
busmasterisdriving the ADbusand thebyteenables. Furthu-more,thebus

master is asserting lRDY# during the final data phase. On the rising-edge of
the PCI clock where the final data item is transferred (clock edge three),
FRAMB# has already been deasserted and lRDY# asserted (along with TRDYQ
and DEVSEU). If, on this same clock edge (clock edge three) the master

samples its ,GN'l‘# still asserted by the arbiter, this indicates that it has retained
bus ownership for the next transaction.

In the clock cell immediately following this clock edge (clock edge three), the
mastercanimmediatelyreassert FRAME! anddriveanewstartaddress and

command onto the bus. There isn't a collision on the FRAME# signal because

the same output driver that was driving I-‘RAM!-‘.1! deasserted at the end of the
firsttransacfionbeginstoa3sertFRAME#atthestartofthesecond
transaction. There isn't a collision on the AD bus or the C/BE bus because the

same masters drivers that were driving the final data item and byte enables at

the end of the first transaction are driving the start address and command at
the start of the second transaction.

At the end of the address phase of the second transaction (clock edge four),
the same master that wa deasserting iRDY# at the end of the first transaction
beginstoreassertlt(sothereisnocollisionbetweentwodlfferentlRDY#'
drivers).

I-low Collision Avoided On Signals Driven By Target

The signals asserted by the target of the first transaction at the completion of

the final data phase (clock edge three) are TRDY# and DEVSEL# (and,
possibly, STOPS). Two clocks after the end of the data phase, the target may
also drive PERRII. Since it is a rule in this scenario that the same target must
be addressed in the second transaction, the same target again drive: these

signals. Even if the target has a fast address decoder and begins to assert
DBVSEL# (and TRDYR if it is a write) during clock oell four in the second
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transaction, the fact that it is the same target ensures that there is not a

collision on 'I‘RDY# and DEVSEM (and possibly STOP# and PERR#) between

output drivers associated with two different targets.

How Targets Recognize New Transaction Has Begun

It is a rule that all PCI target: must recognize either of the following
_oon_ditions ae startof a new transaction:

. Bus idle (FRAME! and mm: deasserted) on . rising-edge or ;..e'i»a g
- clock followed on the next rising-edge by addrss phase in progress

(FRAME# asserted and IRDY# deasserted). '
' 0 Ph\aldataphaseinpmgress(FRAME#deassertedandIRDY#assert2d)on ‘j

a rising-edge of the PCI clock, followed on the next rising-edge by address
phase in progress (FRAME asserted and IRDYII deasserted).

Implementation of support for this type of fast back-to-back capability is
optional for an initiator, but all targets mustbe able to decode them.

Fast Back-to-Back and Master Abort ' ’

When a master experiences a master abort on a transaction during a fast back- _
to-backserles.itmayconth1ueperformingfastummacfims(as1mgasksdH
has its GNT#). No target responded to the aborted transaction, thereby

ensuring that there willnot be a collision on the target-related signals. If the
transaction that ended with a master abort was a special cycle, the target(s) ..
that received the message were already given cufifident time (by the master)

toprocess themasige and shouldbe prepared to re<:ognizeanother'
transaction. The author would like to note that this portion of the 2.1 '.
spedficafionstatesfitatthetarget(s)o£d\eapedalcyeleweregiva1fivedocb‘
after the last data transfer to process the message. This conflicts with the-
specification description of the special cycle which cites four clodts are.
required after thelaat data transfer. .'.
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Figure 6-6. Arbitration For Fast Back-To-Back Accesses
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scenario Two: Targets Guarantee Lack of contention  

 
 

 

 
 

 
 
 

 

 
 
 

 

 
 

 

In the second scenario (defined in revision 2.0 of the specification and still true
inrevision 2.1), theemireoornmunity afPCI targets thatreside onthe PCI bus
and the bus master collectively guarantee lack of contention during fast back-
to-back transactions. A constraint incurred when using the master-guaranteed

riiethod (defined in revision 1:0 of the specification) is that the mastu can only- - _

perfonn fast back-to-back transactions if both transactions access the same
target and the first transaction ‘Ba write.

The reason that scenario one stat that the target of the first and second

transactions must be the same target is to prevent the possibility of a collision

on the target-related signals: TRDY#, DEVSEUF and S'I'OP# (and, possibly,
PERR#). This possibility can be avoided if:

1. All targets have medium or slow address decoders and
2. All targets are capable of discerning that a new transaction has begun

without a transition through the bus idle state and are capable of latching
the address and command associated with the second transaction.

If the full suite of targets on a PCI bus meet these requirements, then any bus
master that is fast back-to-back apable can perform fast back-to-back
transactions with different targets in the first and second transactions. ‘lite
first transaction must still be a write, however, and the second transaction

must be performed by the same master (to prevent oollisions on master-
related signals).

‘me previous statement implies that there is a method to determine if all
targets support this feature. During system configuration (at power-up).
software polb each device's configuration status register and checks the stat!
of its FAST BACK-'l‘O-BACK CAPABLE bit. The designer of a device
hardwires this read-only bit to zero if the device doesn't support this feature.

while hardwiring it to a one indicates that it does. If all devices indicate
support for this capability, then the configuration software can set each W5
master's FAST BACK-T0-BACK ENABLE bit in its configuration corrimand
register (this bit, and therefore this capability is optional for a bus mask!)
When this bit is set, a master is enabled to perform fast back-to—bI¢k
transactions with different targets in the first and second transactions.

A target supports this capability if it meets the following criteria:

..i

no "
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Nomiallya target recognizes a bus idle condition by sampling FRAME?
and IRDY# deasserted. It then expects and recognizes the start of the next

transaction bysampling asserted and IRDY# deasserted. At that
point, it latches the address and command and begins address decode. To

support the feature under discussion, it must recognize the completion of
the final data phase of one transaction by sampling FRAME? deasserted

and lRDY# and TRD_Y# would that be immediately-
‘ ‘followed by the start of the neitt transaction, as indicated by sampling

1.

2.

FRAME! asserted and IRDY# deasserted on the next rising-edge of the
PCIclocl't. .

The target must ensure that there isn't contention on TRDY#, DEVSEM
and STOP# (and, possibly, PERM). If the target has a medium or slow

address" decoder, this provides the guarantee. If the target has a fast
address decoder, it must delay assertion of these three signals by one
clock to prevent contention. Note that this does not affect the DEVSELIH
timing field in the device's configuration status register. The setting in this
field is used by the bus’s subtractive decoder to adjust when it asserts
DEVSEL# to claim transactions unclaimed by PCI devices. During the

second transaction of a fast back-to-back transaction pair, the subtractive
decoder must delay its assertion of DEVSEUI if it normally claims during
the medium or slowjime slot (otherwise, a collision may occur on

DEVSEL#, 'I'RDY#, and S‘IlOP# (and, possibly, PERR#).

Therearetwocircumstanoeswhaxatargetwitha fastaddress decoder

doesn't have to insert this one clock delay:

’lhecunenttrans'action waspreoededbyabusidlestate (FRAME#and
lRDY# deaserted).

‘the currently-addressed target was also addressed in the previous
transaction. This ensures a lack of contention on TRDY#, S'!‘0P# and

DEVSEM (because it was driving these signals during the previous
transaction).

State of REM and GNT# During RST#

While FS'I'# is use:-ted, all masters must tti-state their REW Ollfpllf dfivels
and must ignore their GNT# inputs. '
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Pullups On REQ# From Add-In Connectors

In a system with PCI add-in connectors, the arbiter may require a weak pullup
on the REQIV inputs that are wired to the add-in connectors. This will keep
them from floating when the connectors are unoccupied.
 

Broken Master

The arbiter may assume that a master is broken if the arbiter has issued GNT#
to themasber,thebushasbeenidlef0t16c1ocks,andthemastethnsnot
assertedFRAME#tostartits tnnsacfionlhearbiterispermitted toignoreall
further requests from the btoken master and may optionally report the failure
to the opa-ating system (in a device-specific fashion).
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Chapter 7

 

The Previous Chapter

- ptetrious-cl\apterprovided.a.descri.ptiah of l’CI bus a-rbitratiolla.

In This Chapter

This chapter defines the types of commands, or transaction types, that a bus
master may initiate when it has acquired ownership of the PCI bus.

The Next chapter

‘me next chapter provides a detailed analysis of the PCI transfer, utilizing
timing diagrams and a description of each step involved in the transfier.
 

Introduction

Whenabusnusteracqulresownexship of thePCIbus,itmayinitiateone of
the types of transactions listed in table 7-1. During the address phase of a
uansaction, the Command/Byte Enable bus, C/BE#[3:t_J], is med to indicate
the command, or transaction, type. Table 7-1 provides the setting that the ini-
tiator plaoes on the Command/‘Byte Enable lines clnfing the address phase of
the transaction to indicate the type of transaction in progress. The following
sections provide a desctiption of each of the command types.
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Interrupt Acknowledge command

Introduction .

In response to an interrupt request, an Intel x86 processor hsues two inter:/upt
acknowledge transactions to read the interrupt vector from the intern1pt4:m- ,.
troller. Ihe interrupt vector tells the processor which interrupt service routine
to execute.

Background

Inanlntel x86—based system, thehostproeessoris usuallythe device that
services interrupt requests received from subsystems that require servicing. In
a PC-compatible system, the subsystem requiring service issues A request by
asserting one of the system interrupt request signals, IRQO throng-r IRQ15
Whenthe IRQisdetectedbytheinterruptconi1oller,itassertslNTRtoth£
host processor. Assuming that the host processor is enabled to recognize in‘
terrupt requests (the interrupt flag bit in the BFLAGS register is set to one)-
the processor responds by requesting the interrupt vector from the inten'“P‘
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controller. This is accomplished by the processor stepping through the follow-
ing sequence: _ .
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1. Processor generates an interrupt acknowledge bus cycle. No address is
output by the processor because the address of the target device, the in-

taruptoontroller,isin\plicitint:hebuscycle type. Thepurpose ofthisbus

_ cycle is to comir_uand_tl_ie interrupt to_ prioritize its currently-
pending requests and select the request to be processed. The processor
doesn't expect any data to be returned by the interrupt controller during
this bus cycle.

Processor generates a second interrupt acknowledge bus cycle to re-

quest the interrupt vector from the interrupt controller. BEO# is asserted
by the processor, indicating that an 8-bit vector is expected to be returned
on the lower data path, D[7:0]. To state this more plainly, the processor

requests that the interrupt controller return the index into the interrupt
table in memory. This tells the processor whidt table entry to read. The

table entry contains the start address of the device-specific interrupt serv-
ice routine in inemory. In response to the second interrupt acknowledge
bus cycle, the interrupt conuoiler must drive the interrupt table index, or
vector, associated with the highest-priority request currently pending
back to the processor over the lower data path, D[7:O], and assert ready to
the processor to indicates the presence of the vector. in raponse, the
processmreadsfirevectorfromthebusandusesittodeterminedtestart
address of the interrupt service routine that it must execute.

HostlP,cl Bridge Handling of Interrupt Acknowledge

sequence

When the host/PC! bridge detects the start of an interrupt acknowledge se-
quence on the host side, it can handle it one oftwo ways:

1. It filters out (does not pass to the PCI bus) the first interrupt acknowledge

bus cycle. Ready is asserted to the processor to terminate the first inter-
rupt adtnowledge bus cycle. When the processor initiates the second in-

terrupt aclcnowledge bus cycle, the bridge acquires the PCI bus and
ates a PCI interrupt acknowledge transaction. This transaction 3 illus-
trated in figure 7-1 and is described in the next section. When the PCI tar-

get dist contains the interrupt controller detects die interrupt acknowl-
edge transaction, it asserts DBVSEM to claim the transaction. It then in-
ternally generates two, back-to-back interrupt acknowledge pulses to the
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8259A interrupt controller, thereby emulating the double interrupt ac-
knowledge generated by an Intel x86 processor. In response, the interrupt
controller drives the interrupt vector onto the lower data path and asserts
TRDY# to indicate the praence of the vector to die initiator (the host/PC1
bridge). When the host/PC! bridge sarnpl TRDYIO and IRDY# asserted,
it reads the vector from the lower data path and terminates the PCI inter»

rupt acknowledge transaction. During this period. the bridge was irsert.
ing wait states into the host processor's second interrupt iI_Ckn9W1e_dg§ bus
cycle. It that drives the Seblt interrupt vector onto the processor's lower
data path and asserts ready to the processor. When the processor samples
ready asserted, it reads the vector from the bus and uses it to index into
the memory-based interrupt table to get the start address of the interrupt
service routine to execute.

2. Instead of filtering out the tirst of the processor's intermpt acknowledge
bus cycles, the bridge could pass it onto the PCI bus. Rather than waiting
for the completion of the PCI transaction, howeva-, the bridge would im-
mediately assert ready to the processor, permitting it to end the first inter-
rupt acknowledge bus cycle and begin the second. This would permit the
intarupt controller to claim the tramectim earlier and therefore return
the vector sooner. When the interrupt controller returns the vector, it is
passed directly back to the processor and ready is asserted, permitting the
processor toread thevectorand terrninatetheseoondbus cycle.

PCI Interrupt Acknowledge Transaction

 

Figure 7-1 illustrates the PCI lrherrupt acknowledge transaction. 'Ihe bridge '
does not drive an address onto the AD bus during the address phase. but
must drive stable data onto the AD bus along with correct parity on the PAR *
line. The C/BE bis contains the interrupt acknowledge cornrnend during the

address phase. During the data phase, the target holds off the assertion of '
TRDY#sndDEVSELOtoenforoed\etumaroimdcyclc.1hisisneoessaryto3

permit the bridge sufflclent time to turn off its AD bus output drivers before
the target (the interrupt controller) begins to drive the requested interrupt '
vector back to the bridge on the AD bus. The target than drives the vector .
onto the data path(s) indicated by the byte enable settings on the C/BE bus
(just B504? asserted in an M6 environment) and asserts ‘l‘RDY# to indicate the _
presence of the requested vector. The byte enables are a duplicate of the bytz :'
enables asserted by the host processor during its second interrupt acknow1-
edge bus cycle. When the bridge samples lRDY# and TRDYII asserted, it read? V‘
the vector from the AD bus and terminates the PCI interrupt aclmowlfidsfifi
transaction. It then passes the vector belt to the host processor and asset“

VH4

‘mi

 4j<—‘

116



Chapter 7: The Commands

readytoindicateits presenoe.Whenthehostprocessorsa1nples readyas-
serted, it reads the vector from its data bus and terminates the second inter-

rupt acknowledge bus cyde.

In a PowerPC, PReP-compliant platform, the programmer performs a one to

fourby1ememoryreadfrommemorylocationBFFFPFlf0h.Whenthe
host/PC! bridge detects this read, it acquires ownership of the PCI bus and_

-_ ' r . - --initiates-the PCI-inlaerrupt acknowledge transaction. When the iriterrupt‘con- ' T
trollersupplies the requestedvector to thehost/PC! bridge, the bridge in turn
supplies it to the processor and asserts TA# to indicate its presence. ‘the proc-
essorreadstheveclm-andplaus intotheGPRindicltedby the1oadinstmc-

fion being executed. The programmer then uses the vector as an index into the
interrupt service routine jump table.
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Special cycle command
 

General

‘the special cycle command is issued by an initiator to broadcast a message to
oneormoretargetsresidingonatargetPClbus.EachtargetonthePClbps , ..
must examine the message to determine whether the message applies to it (a
target may be designed not to recognize any messages or to recognize only
specific message). Via its configuration command register, a target's ability to
monitor special cycle messages can be enabled or disabled. As an example of
message passing using the special cycle, Intel x86 processors use the special
cycle to indicate when they are going into a halt or shutdown condition.

During the address phase, a valid address is not driven onto the AD bus. The
AD bus and PAR must be driven with a stable pattern, however, so that the
parityoftheADbusandthecommandcanbechechedforconecmess.‘Rie

initiator uses the C/BE bus to indicate that this is a special cycle'transact'ion.

During the data phase, the initiator broadcasts the message type on AD[15:0]
and an optional, message-dependent data field may be prsented on
AD[31:16). The message and associated data are only valid during the clock
when lRDY# is asserted. The data contained in, and the timing of subsequent

‘ data phases is message dependent (the subject of multiple data phase special

of 235—_g__.

cycles is discussed under the section entitled “Special Cycle Transaction"). If
necessary, the initiator may insert waitstates into the transaction by deassezt-
ing lRDY#, but targets cannot insert wait states. In addition, no target should
assert DEV/SEW what it recognizes a message. Since multiple’ targets an rec-
ognizedxemessagetype,dierewouldbecontuifionondieDEV5EL#lir:ei£
they all tried to claim the transactionby asserting DEVSEUF. The targets must

watch IRDY# to determine the presence of the message being sent by the ini-
tiatonltshouldbenoted thatthemessagetype (andany associated data on
AD[31:l6]) is only valid during the first data phase. Since all special cycles are

intended to pass message only to PC! targets, a subtractive decode bridge
should not pass the transaction onto an expansion bus (such as ISA, EISA or

the Micro Channel”) when it doesn't see any target claim the transaction by
asserting DEVSEM.

Since no target responds to the special cycle (DEVSBUF k not asserted), an-
other means must be used to end the transaction. The initiator must perform a
master-abort to end the transaction. 'I‘he master-abort process is explained in



PCI System Architecture 

the chapter entitled “Premature Transaction Termination.” It must be noted
that when the initiator terminates the transaction with a rrtaster-abort (because

DEVSEH was not asserted by a target), it must not set the MASTER-ABORT
DETECTED bit in its configuration status register. That bit should only be set
in a transaction where a DEVSELO is expected but not received. H

Table .7e2_prpyide§ t_he_ message types currently defined in the specification,
The first two message codes} 00001: and‘0(mh, are defined as SHUTDOWN-
and HALT. Message code 0002his reserved for use by Intel x86 processors to
broadcast x86-spedfic rneages. During the data phase, AD[15:0] would con,-
tairt 000211, while AD[31:16] would contain the x86-specific message. The x86-

specific message codes are defined by Intel in product-specific documentation.
Message codes 000311 through FFFFh are reserved for future use. Allocation. of
new message codesishandled through the SIG and requests for allocation of
new message codes should be submitted to the SIG in writing.

During system design. each PC! device that is capable of recognizing or
broadcasting message codes must be hardwired with the message codes it
recognizes or broadcasts. Upon recognition of any of its assigned message
codes, a PC! target should take the application-specific action defined by the
message code received.

Table?-2.M x-_-V

Message Code

_ (0151)

Halt. The processor hasfetched and is executing a Halt instruc-
tion. In response, the processor issues the halt message using the
special bus cycle to indicate to all external devices that it is going

' -i ; and executin instructions. 
The special cyck command takes a minimum of six clocks to complete (more
if the initiator inserts wait states by delaying the assertion of IRDY#). 00¢
additional clock is required for the turn-around cycle before the next transit‘
tion is initiated on the bus. Therefore, a total of seven clock cycles are required
from the start of the special cycle to the start of the next cycle.
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Special cycle Generation

Host/PCI bridges are not required to provide a mechanism that permits spe-

cial cycles to be generated under software control. If the bridge does provide
this capability, however, a detailed description of a mechanism can be found
in the chapters entitled ”Comfiguration "Transactions" and "PCI—to-PCI
Bridge."

Special cycle Transaction

Single-Data Phase Special Cycle Transaction

figure 7-2 illustrates the special cycle transaction tinting. During the address
phase, the inifiator drives a stable pattern onto the AD bus and PAR. This is
only for parity checking purposes. No actual address is driven. In addition,
the initiator drives the special cycle command onto the C/BE bus during the
address phase.

At the end of the address phase, the data phase begins. The initiator drive the
message code onto AD[15:0] and any optional, message-related data onto
AD[31:16]. It also asserts the appropriate byte enable lines (i.e., C/BE#[1:O] or
[3:0]). The message is only guaranteed to be present on the AD bus for one
clock when the initiator asserts IRDY#. The initiator can insert wait states into

the data phase by delaying the assertion of IRDY#. When the message is
driven onto the AD bus, the initiator asserts lRDY# to indicate its presence.

The targets that are designed to recognize special cycles latch the message in-
formation [mm the AD bus when [RDY# is sampled asserted D

Since a target is not expected to claim a special transaction, DEVSE.L# is sam-
pled deasserted (by the initiator) at the end of clocks three through six. Since
the transaction isn't claimed on any of these clocks, the initiator executes a
master-abort-to return the bus back to the idle state. If the master inserted one

or more wait states before presenting the mmsage and asserting 1RDY#, the

master must extend the master abort fimeoutperiod by at least the number of
wait states inserted (before perforating the master abort to return the bus to
the idle state). The specification states that this time period is required to give

the target(s) sufficient time to "process" the message. This period of time is
necessary to ensure that the target(s) have completed allinternal actions re-
lated to reception of the message and are prepared to handle another transac-
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lion. When it occurs, the master abort is accomplished by deasserting
FRAME#andthen IRDY#.

Multiple Data Phase Special cycle Transaction \
It is pennissfiale for an initiator to deliver multiple packets of message infor-

" “- ~n -- madon du:-ing.thespecial.cyde-No messages are ¢.11§'_l'_e!_\tly defined that pm_-
vide this capability, however. The target(s) latd_1 the first message packet on
the rising-edge of the clock when IRDY# is flrst sampled asserted. The mes-

sage type encoded on AD[15:O] may imply.the number of additional message
9"‘ packets to be delivered or the data field encoded on AD[31:16] may state the

number of packets. The second data phase stat-t during the clock cell immedi-
atdy following the first assertion of IRDY#. Although the specification doesn't
clearly state so, the author intexprets the specification as inditectly stating that
the initiator can deassert IRDYI during the second (and any subsequent) data

phase until it has placed the next message packet on the AD bus. Each addi-
tional data phase completes when IRDY# is sampled user-ted. What the final
data transfer completes, the initiator must keep IRDY1t asserted for at least
four additional clocks before performing a master abort to return the bus to

the _ldle state. This time period is required to give the target(s) sufficient time
to “process” due message. The specification does not explain what form this
"processing" might take.

 

Page 137 of 235



Chapter 7: The Commands

Page 138 of 235



Page 139 of 235

 

PCI System Architecture . « 
 

IIO Read and Write commands 1

1112 1/0 read and write commands are used to transfer data between the ini- I

tiator and the currentlynaddiessed 1/O target. The target must decode the e'p-
tire 32-bit address. For a detailed description of 1/O addressing and 1/0 read '_

and write transactions, refer to the chapter entitled “The Read and Write '
Transfers.” -- - —e - - - ---- ~---

 

Accessing Memory

The PC! specification defines five commands utilizai to access memory:

Memory read command.

Memory read line command. \
Memory read multiple command.

Memory write command.

Memory write and invalidate command.

The specification says that the cache line size configuration register (described
in the chapter entitled "Configuration Registers”) must be implemented by
bus mastas that utilize thememory write and invalidate command (described

later in this chapter). It also strongly recommends that this register be imple-
mented for bus masters that utilize the memory read, memory read line and

memory read multiple commands.

If the cache line size configmatiom register is implemented, the initiator should
follow the usage guidelines outlined in table 7-3 when performing memory '
reads. If an initiator accesses memory and does not implement the cache line
size configuration register, it should follow the guidelines outlined in table 7-4
what performing manory reads. In essence, the rules are the same, but the
busmasterassumes acache1inesizeof16or32bytes.

The specification strongly recommends that the bulk read/write commands
be used when transferring large blocks of data to or from memory. These
commands are memory write and invalidate, memory read line and memory
reed multiple.



 

dComma: 1- _ __ _ A‘ y
Burstin less than a ache line.

Mem Read Mul‘le Burstin more thanonecache line.
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 -— ~- -- -- -'1’abIe7-4.Read‘Pol' Wh:nCacheLineSizeRe- Natl lamented ‘
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Memory Read Bursthan a cache Iing cache line
size of 16 or 32 b V- .

Memory Read Line Bursting a cache line (assuming a cache line size of 16 or
32 b tea).

Memory Read Multiple Bursting more than one cache line (assuming a cache
linestzeoflfi or32b x-:.

 

Reading Memory

Thefollowingthreecommandsareavailabietobeusedwhenreadingdata
from memory.

Memory Read command

The memory read command should be used when transferring less than a»
cache line.

Memory Head Lina command

When a master uses the memory read line command, it is indicating that it

will read a complete cache line from the target memory device. This permits
the memory target to prefietch the entire line from its memory tamer than ae-
ceasing memory on a data phase by data phase basis. The intent is to yield bet-
ter performance when performing bulk reads from memory. A memory target
that doesn't implement this command will treat it as a memory read and ac-

oeaaitsmemory one data phasebydata phase basis.

Memory Head Multiple command

When a master uses the memory read multiple command, it is indicating that
it will read more than one complete cache line Erom the target memory device.

This permits the memory target to prefetch data from its memory a line at a
time rather than accessing memory on a data phase by data phase basis. The
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intent ‘us to yield better performance when perforating bulk reads from mem-
ory. A memory target that doan't implement this command will treat it as a

memory read and access its memory on a data phase by data phase basis.\

When this command is used, the target memory device should fetch the re-

quested cache line from memory. When the requested line has been fetched
from memory, the memory controller should start fetching the next line from

- - - — ~- -memory-in anticipatzionof a request from the 'I_‘he memorycontroller
should continue to prefetch lines from memory as long as the initiator keeps’ ’"
FRAME‘! asserted. It should be noted that the memory target is responsible

for ensuring the validity of data prefetched from memory during an anticipa-
tory read.
 

Writing Memory

Theirtitiatormayusethememorywriteorthememorywritearid invalidate
command to update data in memory.

Memory Write command

Thiscommandisusedto transfaoneormome dataobjects to mernory.When

the target asserts 'I‘RDY#, it has assumed responsibility for maintaining the
coherency of the data. This can be done by ensuring that any software-
transparentposting bufferisfinshed priortosynchronization events suchas
interrupts, or the updating of an i/'0 status register or memory flag being

I passed through the device that contains the posted-write buffer (i.e., a bridge).

Memory Write and Invalldate command

Problem

Assume thatanotherPCImasterispertorminga memorywrite andtheproo
essor's write back cache(s) is snooping the transaction. It experiences a snoop
hit on a modified line. This means that the initiator is about to update a stale

line in memory. Assuming that the cache is not capable of data anarfing
(latching the data from the AD bus) to keep the cache line updated, it could
invalidatethecacheline. ‘l'his,however,would be a mistake. The fact that the
line is marked modified indicates that some or all of the information in the

Hneismoreuurentthanthecoaespondhtglineinmemory.Themem0IY
write being performed by the current initiator is updating some item in the
memory line. Traahing the line from the cache would quite probably trash
some data that is more current than that in the memory line.
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' the mem.ory line imme"diately’ after theoache" lineis fluahedto memory’. The

lfthecadtepenniisthehtifiatortocompletethememorywriteandthen
flushes the cache line to memory, the data just written by the inithtor is over-
written by the stale data in the cache line. The correct actionwould be to force

the initiator that is attempting the write to get off the bus (abort the transac-

tion). The cache then acquires the bus and performs a memory write to trans-
fer, or flush, the modified cache line to memory. In the cache directory, the
ache line is then invalidated because the initiator will subsequently update

cache then removes the back off, the initiator to reinitiate the
memory write. The memory line now contains the most current data. The

cedmesrtoopstttistranaactioneewellbutitnowresultainacachemiss
(because the cache line was invalidated after it was deposited in memory).
The cache does not interfere in the memory write this time.

Deecrlption oi Memory Write and invalidate Command

The memory write and invalidate command is identical to the memory write
oomrnand except that it guarantees the transfer of a complete cache line (or
multiple cache lines) during the current transaction. ‘Ibis implies that the
cache line size configuration register must be implemented in the initiator so
that it can make the termination that an entire cadre line will be written.

If, when snooping,‘ the write—back cache detects a memory write and invali-
datehdflatedande:perienoesasnoophitonamodifled1me,fl1ecad1em_n
just invalidate the line and doesn't need to back off the initiator in order to
perform the flush to memory. This is possible because the initiator has indi-
cated that it is updating the entire memory line and all of the data in the
modifiedcad\elhreiefinereforesta1emdcanbeinvalldated.1hishtcreases

performance by eliminating the requiremmt for the back off and line flush.

It is a requirement that the initiator must assert all of the byte enable signals
during each data phase of thememory write and invalidate transaction. _It also

required that linear addressing he used. For information on the byte enables
and on linear addressing, refer to the chapter entitled “The Read and Write
Trmsfier."

More Information On Memory Transfers

For a detailed desuiption of read and write transactions, refer to the chapter
entitled "The Read and Write Transfers."
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configuration Head and write Commands

Each PCI device may implement up to 64 doublewords of configuration
ters that are used during system initialization to configure the PCI device for

proper operation in the system. To access a PCI agent's configuration regis-
ters,acmifigurafionreadorwriteconmiandmustbeh1ifiatedmdtheagent

. _- _ _ _ - .mus:..s_nse.it.s. inE“'?55€f”°‘.1_.d‘!‘i“3.‘1“ address phase IDSBL acts as a
chip-select, AD[10.-8] select the function within the’dev'ioe and‘ the contents of
AD[7:2) (during the address phase) are used to select one of the target's 64
doublewords of configuration space.

 

The x86 processor family implements two address spaces: memory and I/O.

. PCI requires the implementation of a third address space: configuration space.
' The mechanism used to generate configuration transactions is described in the

chapter entitled ".Conflgui-ation 'I‘ransactions."
 ---u’-we..-Dual-Address Cycle

The initiator uses the dual-address cycle command to indicate that it is uaing.
64-bit addressing. This subject is covered in the chapter entitled “The 64-Bit
P_CIExtension."

Reserved Bus Commands
\ Targets must not respond (amert DEVSEM) to reserved bus command; This

meansthatuseofareaervedbusconimandwillresultintheiniflatorexperi- -
encing I master abort.
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Chapter 8

The Previous Chapter

_ The previous chapter introduced the types of commands, or transactions, that

an initiator may perform email has acquired ownership ofthe PCI bus.

In This chapter

This chapter provides a detailed description of the basic PCI data transfer,
using timing diagrams to illustrate the exact sequence and timing of events
during the transfer.

The Next chapter

‘me next chapter describes the circumstances under which the initiator or tar-

get may need to abort a transaction and the mechanisms provided to accom-
plish the abort

some Basic Rules

The ready signal from the device sourcing the data must be asserted when it is
driving valid data onto the data bus. 'l'he PCI agent receiving the data am

‘ keep its ready line deasserted its ready signal until it is ready to receive the
data. Once a device's ready sign! is asserted, it must remain so until the end
of the current data phase.

An agent may not alter its control line settings once it has indicated that it is
ready to complete the current data phase. Once the initiator has asserted

]RDY#, it may not change the state of lRDY# or FRAMI-I4! regardless of the

state of TRDYO. Once a target has asserted ‘I'RDY# or STOP#, it may not
dlange 'l‘RDY#, STOI’# or DEVSEUF until the curratt data phase completes.
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Parity

 

Parity generation. checking, error reporting and timing is not dismissed in this
chapter. This subject is covered in detail in the chapter entitled "Error Detec-
tion and Handling.”
 

"'FteadTransaction ' ‘ ' ‘
 

Description

During the following description of the read transaction, refer to figure 8-1.

Each clock cycle is numbered for easy reference and begins and ends on the

rising-edge. It is assumed that the bus master has already arbitrated for and
been granted access to thebus. ‘tho.-bus master then muatwait for-the bus to
become idle. This is accomplished by sampling the state of FRAME! and
IRDY# on the rising-edge of each clock (along with GNT#). When both are
sampled deasserted (clock edge one), the bus is idle and a transaction may be
initiated by the bus master.

At the start of clock one, the initiator asserts FRAME#, indicating that the
transaction has begun and that a valid start address and command are on the

bus. FRAME! must remain asserted until the initiator is ready to complete the
last date phase. At the same time that the initiator asserts FRAME#, it drives
the start address onto the AD bus and the transaction type onto the Com-

mand/Byte Enable lines, C/BE[3:0]#. The address and transaction type are
driven onto the bus for the duration of clock one.

A tum-around cycle ci.e., a dead cycle) is required on all signals Eat my be
. driven by more than one PCI bus agent. This period is required to avoid a

collision when one agent is in the process of turning off in output drivers and
another agent begins driving the same signal(s). During clock one, iRDY’3.
'l'RDY# and DEVSEL# are not driven (in preparation for takeover by the new

initiator and target). They are kept in the deasserted state by keeper resistor-5
on the system board (required system hoard resource).

At the start of clock two, the initiator ceases driving the AD bus. This wind’
low the target to take control of the AD bus to drive the first requested dill’
item (between one and four bytes) back to the initiator. During a read.
twoisdeiinedasthetum-aroundqclebecause ownershipoftheADbu55
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changing from the initiator to the addressed target. It is the responsibility of
the addressed target to keep 'l'RDY# deasserted to enforce this period.

Also at the start of clock two, the initiator ceases to drive the command onto

the Command/Byte Enable lines and uses them to indicate the bytes to be

transferred in the currently-addressed douhleword (as well as the data path:
to be used during the data transfer). Typically, the initiator will assert all of
the byte enables during a read.

The in1ha'' toralso 'assens’n'zDY# to indicate that it it ready to reoeive the em
data item front the target . Upon asserting IRDY#, the initiator does not dean-

sert FRAME, thereby indicating that this is not the final data phase of the ex-
ample transaction. if this were the final data phase, the initiator would assert

IRDY# and deassert FRAMEJF simultaneously to indicate that it is ready to"
complete the final data phase.

It should be noted that the initiator does not have to assert IRDYI immedi-
ately upon entering a data phase. It may require some time before it’s ready to
receive the first data item (e.g., it has It buffer full condition). However, the
initiator may not keep lRDY# deasserted for more than eiytt PCI clocks dur-

ing any data phase. This rule has been added in version 2.1 of the specifica-
tion.

During clock cell three, the target:

a asserts DEVSEIJI to indicate that it has recognized its addms and will
participate in the transaction.

0 begins to drive the first data item (betwem one and four bytes, as re

quested by the setting of the C/BE lines) onto the AD bus and asserts
TRDY# to indicate the presence ofthe requested data.

When the initiator and the currently-addressed target sample TRDY# and
IRDY# both asserted at the rising-edge of clock four, the first data item is read

from the bus by the initiator, completing the ‘first data phase. The first data

phase consisted of clock cell two and the wait state (turnaround cycle) in-
serted by the target (dock cell three). At the start of the second data phase
(clock edge four), the initiator sets the byte enables to indicate the bytes to be
transfared within the next doubleword.

It is a rule that the initiator must immediately output the byte enables for a
data phase upon entry to the data phase. It for some reason the initiator
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doesn't know what the byte enable setting will be for the next data phase, it

should keep IRDY# deasserted and not let the current data phase end until it
knows what they will be. 5

In thb example, the initiator keeps lRDY# asserted upon entry into the second
data phase, but does not deassert FRAMB#. This indicates that the initiator is M
ready to read me second data item, but this is not the final data phase.

" - -- - - - ~ - In a-multiple-data it is the responsibility oi.the target to .
latch the start address into an address counter and to manage the address ‘

from data phase to data phase. As an example, upon completion of one data t
” phase, the target would increment the latched address by four to point the 9

next doubleword. It then examines the initiatoi’s byte enable settings to de- '

s tennine the bytes to be transferred within the currently-addressed double-
word. his subject is covered in more detail later in the chapter. I

In this example, the target is going to need some time to fetch the second data ‘
~ item requested, so it deasserts ’I’RDY# to insert a wait state (clock cell five) '

into the second data phase. In order to leap the data paths from floating, the E

target must continue to drive a stable data pattern, usually consisting of the 1
' last data item, onto the AD bus until it has acquired and is presenting the sec- ‘

ond requested data item. ‘Bus is illustrated in clock four. It is necessary to ;
l<eeptheADbus fromfloatingin ordertoprevental1oftheCMOSinputbufl‘-'
ersoonnectedto theADb\isfron1wcillafinganddrawk1gexoessiveomait
Mentioned earlierinthebook, thisis one ofthemeasures taken to achieve the ‘
green nature of the PCI bias. '

At the rising-edge of clock five, the samples TROY! deasserted and,

recognizing that the target is requesting more time for the transfer of the sec— '
ond data item, it inserts a wait state into the second data phase (clock cell A
live). .

During the wait state, the target begins to drive the second data item onto the _
AD bus and asserts TRDW to indicate its presence. What the initiator sam-

ples both IRDY# and 'I'RDY# amerted at the rising-edge of clock six, it reads ?
the second data item from the bus. This completes the second data phase. This _;_
second data phase consisted of clock cells four and five.

Atthestartofthethixd dataphase,theinitiatorsetsthebyteenablestoindi‘ ‘
cate the bytes to be transferred in the next doubleword. It also deassetis ‘ 
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lRDY#, indicating that it requires more than one clock cell before it will be
ready to receive the data.

J» Duringdockoeflsbgfl1eta1getkeepsTRDY#asserted,indicatingfl1atttis
‘driving the min: requested data item onto the AD bus. In this example, how-
ever, the initiator requires more time before it will beable to read the data '
Item (probably because it has a temporarytbuffer full conditi_m_1). pause: a _

‘ wait state us be inserted irttodata pm‘ three The target must continue to
drive the third data item onto the AD bus during the wait state (clock cell

seven).

During clock cell seven, the inifiator asserts lRDY#. indicating its willingness
to accept the third data item on the next rising clock edge. It also deasserts
FRAME}, indimting that this is the final data phase. Sampling both IRDY#
and 'I'RDY# asserted at the rising-edge of clock eight, the initiator reads the
third data item from the bus. The third data phase consisted of clocks six and
seven Sampling FRAMBIV deasserted instructs the target that this is the final
data item.

The ovarall burst transfer consisting of three data phases has been completed.
The initiator deasserts lRDY#, returning the bus to the idle state (on the rising-

edge of clock nine), and the target deasserts TRDY# and DEVSBl.#.
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Figure 8-1. The Read Transaction
 

Treatment of Byte Enables During Read or Write

Byte Enable Settings May Vary from Data Phase to Data ;

Phase _
PCI permits buxst transactions where the byte enables change from one daft!
phase to the next. Furthermore, fhe initiator may use any byfle enable se '
consisting of contiguous or non-contiguous byte enabl. During a read tr n‘

134
3



Page 150 of 235

Chapter 8: The Read and Write Transfers 

action, the initiator will typically assert all of the byte enables during each
data phase, but itmay use any combination.

It should be noted that all targets may not be capable of handling non-
oontiguous byte enables. An example wouldbe en PCI/ISA bridge. In this
case, the target could take one of the following actions:

0 assertSERRll.-
- breakthetransaction intotwo 16-bittransiers.

Data Phase with No Byte Enables Assorted

As stated in the previous paragraph, any combination of byte enables is valid
in any data phase. This includes a data phase with no byte enables asserted (a
null data phase). this can occur for a number of reasons. Some examples
wouldbe:

o During a burst transfer, the programmer may wish to "skip" a double-
word. This would be accomplished by keeping all byte enables deasserbed

during that data phase.

0 At the initiation of a 64-bit transfer, the initiator does not yet know

whether the target device is a 64 or a 32-bit device. In certain cases, if a 32-
bit devloe responds, this can result in the first data phase being null. This
case is described in the chapter entitled "The 64-bit PCI Extension." .

- Therearecases where thelastdsta phase ofablock transfermsynothave

any of the byte enables asserted. Assume that an expansion bus master
(liBAorMicroC11annel“‘)hasinitiatedaseriesofacoesseswithaPCI

target. The bridge between the expansion and PCI buses will frequently
packetizethisserles ofbus rnasteracoessesinto a Pclbursttransfer. When

the expansion bus master has completed its last data transfer, the bridge
aignalsthisto thetargetbydeassertingFRAME#.'Ihisinforrru thetarget
that the last data transfer is in progress. Since the bus master has already
transfierred all of the data, however, the bridge will not assert any of the

byte enables during this last data phase.

When none of the byte enables are asserted, the target must react as follows:

0 On a read: the target must ensure that no data or status is destroyed or al--

tered as a result of this data transfer. 'l'he target must supply a stable pat-

tern on all data paths and must generate the properparity (for the AD and
C/BB buses) on the PARbit.
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o on a write: the target must not store any data and the initiator must sup-

ply a stable pattern on all data paths and ensure that PARis valid for the
AD and C/BE buses.

Target with Limited Byte Enable Support

I/O and memory targets may support restricted byte enable settings and may
respond with target abort for any other pattern. All devices must support any

' “byte enable combination. during.configuratio_n trz_m_sa¢;t_i_ona._

Rule for Sampling of Byte Enables

If the target requires sampling of the byte enabls (in order to precisely de-
termine which bytes are to be transferred within the currently-addressed
doubleword) during each data transfer, it must wait for the byte enable to be
valid during each data phase before completing the transfer. An example of a
device that requires sampling of byte enables would be a memory-mapped
[/0 device. It should not accept a write to or a readfrom 8-bit ports within
the currently-addressed doubleword until it has verified (via the byte enables)
that the initiator is in fact addressing those ports.

if a target does not require examination of the byte enables on a read, the tar-
get must supply all four bytes. An example of a device that would not have to .
wait to sample the byte enables would be a typical memory target. Memory
typically yields the same data from a location no matter how many times the
locationisread from. Inotherwords, rformingaspeculative readfrmnthei
memory does not alter the data stored in the location. Tl-u's type of memory 9
targetcanbedesignedtosupplyallfourbytesinevery dataphaseofaread'
burst. The initiator only take the bytes it's addressing and ignores the others.

Ignore Byte Enables During Line Head

If the initiator is reading a line of data from memory, the memory target must .'

returnallfourbytesregardlessofthebyteenablesettings.'l‘hisaci:ionisguat\-
anteedin one of the following manners: e'1

I If the cacheability of the target memory is determined by the initiator.
initiator must ensure that all byte enables are asserted so that the target;
will return all four bytes.
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- If the target memory determines that the access is cacheable, it should ig-
nore the byte enable settings during each data phase (except for parity
generation) and retum all fourbytes.

Proletching

If a target does not support caching but does support prefetching (indicated
byhar_dj_Nip‘ng_fhe l’REFE'I.'CH.ABLE attribute bit in its base address configu-l ‘ "
ration register to a one), it must retum all four byte (on a read) regardless of
the byte arable settings. A target only supports this feature if there are no side
effects £rorn the read (for example, data detroyed or status change in a mem-

ory-rnapped 1/O register).
 

Performance During Read Transactions

As described earlier, a turnaround cycle must be included in the first data

lnnsfer of a read transaction. This being the case, a single data phase read
from a target consists of at least three cycles of the PC! clock (one clock cell for
theaddressphaseandtwoclocltcellsforthedata phase). Ate clockrate of
311MHz, a read transaction consisting of a single data transfer would take 90:15
to complete. An idle cycle (at 323MHz, 30ns in duration) must be included be-

tween transactions, resulting in 120ns per transaction. Using back-to-back
single data phase read transfers, the data throughput would be 8.33 million

transfers pa second. If each transfer involved four bytes, the resultant trans-
fer rate would be 33.33Mbytes per second.

In actual practice, though, most read transactions involve the transfer of mul-
tiple objects between the initiator and the currently-addressed target. The read

transaction involving multiple data phases only requires the tum-around cy-
cleduringthe firstdatnphase. Thesecond through the lastdata phases can
each be accomplished in a single clock cycle (if both the initiator and the cur-
rently-addxessed target are capable of zero wait state transfers). The achiev-

able transfer rate during the second through the last data phases is thus one
transfer every 30ns (at a PCI bus speed of 33M!-Iz), or 33 million transfers per
second. If each data phase iwolvs the transfer of four bytes, the resultant
data transfer rate '5 132Mbytes per second. Figure 8-2 illustrates a read trans-

action oonsisting of three data phases, two of which complete with zero wait
states.
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Figure 8-2. Optimized Read Transaction (no wait states)
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Write Transaction

Description

During the following description of the write transaction, refer toyfig-ure 8-3. 0 _ _

It is assumed that the bus master has already arbitrated for and been granted

accessto thebus. Thebusmaster thenmustwaitforthebus tobecorneidle.
This is accomplished by sampling the state of FRAME# and lRDY# on the ris-

ing-edge at each clock. When both are sampled deasserted (om the-rising-edge
of clock one), the bus is idle and a transaction may be initiated by the bus mas-
ter whose grant signal is currently asserted by the bus arbiter.

At the start of clock cell one, the initiator userts FRAME! to indicate that the

transactionhas begun and that a valid start address and command are present

on the bus. FRAME# remains asserted until the initiator is ready to complete
the last data phase. At the same time that the initiator asserts FRAME#, it
drives the start address onto the AD bus and the transaction type onto the
Command!Byte Enable bus. Ihe address and transaction type are driven onto
the bus for the duration of clock one.

A tum-around cycle is required on all signals that may be driven by more
than one PCI bus agent. This period is required to avoid the collision that
would occur if a device turned on its output drivers at the same time that an-

other device's output drivers are disconnecting from the signal(s). During
clock cell one, IRDY#, 'l‘RDY# and DBVSEU‘ are not driven (in preparation
for takeover by the new initiator and target).

At the start of clock oell two, the initiator changes the information that it is

presenting to the target over the AD bus. During a write transaction, the ini-
tistor is driving the AD bus during both the address and data phases. Since it

doesn't have to hand off control of the AD bus to the target, as it does during
a read, a tum-around cycle is unnecessary. The initiator may begin to drive
thefirstdataitemontotheADbusatthestartoiclockoel1two.Inaddition,

during clock oell two the initiator uses the CommandlByte Enable lines to
indicate the bytes to be transferred to the currently-addressed doubleword

and the data paths to be used during the first data phase.

At the start of clock cell two, the initiator drives the write data onto the AD

bus and asserts the respective byte enables to indicate the data paths that
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carry valid data. It also asserts IRDY# to indicate the presence of the data on
the bus. The initiator doesn't deassert FRAME} when it asserts IRDY#

(because this is not the final data phase).

It should be noted that the initiator does not have to assert IRDY# immedi-

ately upon uttering a data phase. it may require some time before it’: ready to
source the first data item (e.g., it has a buffer empty condition). However, the

initiator maynot keep IRDY# deasserted for morethan eight _du_;-v.

in; any data phase. This rule has been added in version 2.1 of the specifics.
tion.

‘ iDuringclockcelltwo,dtetargetdecodestheaddressandoommandandas. p
serts DEVSBL# to claim the transaction. In addition, it asserts 'I'RDY#, indicat-

ing its readiness to accept the first data item.

At the rising-edge of clock three, the initiator and the currently-addressed tar.

get sample both 'I'RDY# and lRDY# asserted, indicating that they are both .
ready to complete the East data phase. This is a zero wait state The

target accepts the first data item from the bus on the rising-edge of clock three '

| (arid samples the byte enablav In order to determine Whldl bytes are being
written), completing the iirst data phase. ‘

During clock cell tluee, the initiator drives the second data itmn onto the AD ;
busandsetsthebyteenables toindiatethebytes tobetransferredandthe‘

data paths to be used during the second data phase. It also keeps IRDYOI 3-
serted and does not deassert PRAME#, thereby indicating that it is ready to 9
complete the second data phase and that this is not the final data phase. As» I

sertion of IRDY# indicata that the write data is present on the bus.
‘i

At the rising-edge of clock four, the initiatorand the currently-addressed tar- 3‘
get sample both 'I'RDY# and IRDY# asserted, indicating that they are both -
ready to complete the second data phase. This is a zero wait state data phase-I
The target accepts the second data item from the bus on the rising-edge of-\' _

I clock four (and samples the byte mables), completing the second data phase. ’

9

The initiator requires more time before beginning to drive the next data then;
onto the AD bus (it has a buffer empty condition). It inserts a wait state in|_°
the third data phase by deasserting IRDY# at the start of clock cell four. ‘
allows the initiator to delay presentation of the new data by one clock, W’ -
must set the byte enables to the proper setting for the third data phase 33
start of clock cell four.

 

Page 155 of 235



Chapter 8: The Read and Write Transfers

Page 156 of 235

In this example. the target also requires more time before it will be ready to
accept the third data item. To indicate the requirement for more time, the tar-

get TRDYI during clock cell four. When the initiator and target
sample iRDY# and TIRDY# deasserted at the rising-edge of clock five, they in-

sert a wait state (clock oell five) into the third data phase.

During clodc cell four, althaughthe initiator does yet have the third data item — -

available to drive, it must drive a stable pattern onto the data paths rather
than let the AD bus float (remember the rule about PCI being green). The

specification doesn't dictate the pattern to be driven during this period. It is
usually accomplished by continuing to drive the previous data item. The tar-
get will not accept the data being presmted to it for two reasons:

By deassorting 'I'RDY#, it has indicated that it isn't ready to accept data.
0 By deasserting IRDY#, the initiator has indicated that it): not yet present-

ing the mad data item to the target.

During clock cell five, the initiator asserts i.RDY# and drives the final data
item onto the AD bus. It also deasserts FRAME! to indicate that this is the fi-

nal data phase. The target keeps 'i'RDY# deasserted, indicating that it is not
yet ready to accept the third data item.

At the rising-edge of clock six, the initiator samples IRDY# asserted, indicat-
ing that it is presenting the data, but TRDY# is still deasserted (because the
target is not yet ready to accept the data’ item). The target also samples
FRAMED deasserted, indiuting that the final data phase is in progress. The

only thing impeding the completion of the final data phase now is the target
(by keeping TRDY# deasserted until it is ready to accept the final data item).

In response to sampling TRDY# deasserted on clock edge six, the target and
initiator insert a second wait state (clock cell six) into the third data phase.
During the second wait state, the initiator continues to drive the third data

item onto the AD bus and maintains the setting on the byte enables. The target
keeps 'I'RDY# deasserted. indicating that is not ready yet.

At the rising-edge of clock seven, the target and initiator sample IRDY# as-

serted, indicating that the initiator is sfill presuming the data, but ‘I'RDY# is
still deassated. In response, the target and initiator insert a third wait state
(clockcellseven) lntothethirddataphase. Duringthe thirdwaitatate,the
initiator continues to drive the third data item onto the AD bus and maintains

\_______+___l,
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the setting on the byte enables. The target asserts TRDY#, indicating that it is

ready to complete the final data phase.

At the rising—edge of clock eight, the target and initiator sample both IRD‘(#

and '1‘RDY# asserted, indicating that both the initiator and the target are ready
to end the third and final data phase. In response, the third data phase is
completed on the rising-edge of clock eight. The target accepts the third data

- -. . - . . _ item from the AD bus. The third data phase. consisted of four. clock periods
(the first clock cell of the data phase, clock cell four, plus three wait states).

During clock cell eight, the initiator ceases to drive the data onto the AD bus,
. stops driving the ClBE bus, and deasserts IRDY# (returning the bus to the

idle state). The target deasserts TRDY# ahd DEVSEL#.  
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Figure 8-3. The PC! Write Transaction
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Performance During Write Transactions

Transactions wherein an initiator performs a single data phase write to a tar-
get consist of at least two cycles of the PCI clock (the address phase and a one

_ _clock d3ta_phase)._ idle cycle (at 333MHz, 30:15 in duration) must be in-
cluded between transactions." "At 5 clock 'rate of‘33MI-Iz, that, a single data
phase write transaction takes 90115 to complete Using back-to-back single data
phase write transfers, the data throughput would be 11.11 million transfers

persecond.Ifeachti-ansferinvolvedfouxbytes, the resultingtransferratae
would be 44.44Mbytes per second.

The second through the last data transfer of a write transaction
multiple data phases can each be accomplished in a single clock cycle (if both
the initiator and the currently-addressed target are capable of zero wait state
data phases). The achievable transaction rate during the second through the

lastdataphasesisthusonetxunsactionevery30ns(ataPClbnsspudcf
33M]-Iz), or 33 million transfers per second It eadt transfer involves the trans-

fexoffourbyheathedata trans£errate's132Mbytespersecond.Figute8-4il-
lustrates awrite transaction consisting of three zero wait state data phases.
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Figure 8-4. Optimized Write ‘D-ansactian (no wait states)
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Posted-Write Butter

General

A bridge (PCI-to-PCI bridge or host/PCI) may incorporate a posted-write

buffer that allows a bus master to complete a_ memory write quidtly. The
transaction and the write data are latched within the bridge’s posted-write

, buflerand the masteris permitted to complete the t::ans_actlo_n. When a bridge
implements a posted-write buifer, a potential problem exists. Another bus
master (or the same one) may initiate a memory read from the target of the

posted write before the data is actually written to the memory target. If this
were permitted, the master performing the read would not receive the fresh-
est copy of the information. In order to prevent this from occurring. the bridge

designer must first flush all posted writes to their destination memory targets
before permitting a read to occur on the bus. A device driver can ensure that
allrnemory datahasbeenwritten to ttadevicebyperfouninga read fromthe
devioe.Thiswil1forcetl\etlusi1ingofallposlaedwritebufier's inbridges that
reside betwem the processor executing the read and the target device before

the read is permitted to complete.

It is also a requirement that the bridge must perform all posted writes in the
same order in which they were originally posted.

A bridge is only permitted to post writes to regular memory targets. Software
must be assured real-time communication with 1/O and memory-mapped I/O
devices, as well as with configuration registers.

Combining

A bridge may combine posted memory writes to successive doublewords into
a single burst memory write transaction using linear addressing. This feature
is recommended to improve performance. The doublewords must be -written
in the same orderin which they were posted. This means that writes posted to
doublewords 0, 1 and 2 (they were posted in that order) can be combined into I
a linear: burst write, while writes posted to doublewords 2.. 1, 0 cannot. 11*

stead, these three writes would have to be performed as three separate sins“
data phase memory write transactions. Writes posted to doublewords 0: 1: .,
and3 (in thatorder) canbe mrnbinedinto a linearburstwrite withnobY‘°;'
mabla asserted in the third data phase. The specification recommends thfllj
bridges that permit combiningindude a control bit to allow this feature to b¢_'
disabled.
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Byte Merging

A bridge may combine writes to a single doubleword to be merged within one
entry in the posted-write buffer. This feature is recommended to improve per
formance and is only permitted in memory address range that are prefetch-
able (for more information on prefetchable memory, refer to the base address
register section in the chapter entitled "Configuration Registers" and to the

chapter entitled "PCl—to-PCI Bridge." As an example, assume that a bus mas-
’ fer performs two "memory writesf the first writes to locations O0m0100h a'nd'

0000010111 and the second writes to locations 0000010211 and 0000010311. 'I'hese

four locations mide within the some doubleword. The bridge could absorb
the first two-byte write into a doubleword buffier entry and then absorb the

second two byte write into the same doubleword butter entry. When the

bridge performs‘ the memory write, it can complete it in a single data phase. It
is a violation of the specification, however, for a bridge to combine separate
byte writes to the same location into a single write on the destination bus. As

an example, assume that a bus master performs four separate memory writes
to the same doubleword: the first writes to location zero in the doubleword,

the second to location zero again, the third to location one and the fourth to

location two. When the bridge performs the posted writes, it has to perfonn a
single data phase transaction to write the first byte to location zero. It then
performs a second single data phase memory write to locations zero (the sec-

ond byte written to it by the bus master), one and two;

Collapsing

Multiple writes to the same 1ocation(s) cannot be performed as a single write

on the other side of the bridge. Two sequential writes to the same doubleword
where at least one of the byte enables was asserted in both transactions must

be performed as two separate transactions on the other bus. Collapsing of
writes is forbidden for any type of write transactions.

The specification states that a bridge may allow collapsing within a specific
range when a device driver indicates that this will not cause operational
problems; How the device driver would indicate this to 3 bridge is outside the
scope of the specification.

cache Line Merging

The bridge may perform cache line merging within an area of memory that
the bridge knows is cacheable or when it uses combining and/orbyte merging
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to create a burst write of a cache line. It captures (i.e., it posts) individual
memory writes performed by bus masters on one PCI bus to build a cache line

'tobewrittenontheotherbususingamemorywriteandinvalidate transac-
tion or a linear memory write transaction. The author would like to note that

the specification doesn't specifically state that a memory write and invalidate
command would be used.

 

Addressing Sequence ouimg Men1oiy' Burst ' " ' '
 

Llnear and Caohellne wrap Addressing

The start address issued during any form of memory transaction is a double-

word-aligned address presented on AD[31:2] durhtg the address phase. The
memory target latches this address into an address counter and uses it for the

first data phase. Upon completion of the first data phase and assuming that
it's not a single data phase transaction, the memory target must update its ad-
dress counter to point to the next doubleword to be transferred. '

On a memory access, a memory target must check the state of address bits one
and zero (AD[1:0]) to determine the policy to use when updating its address
counter at the conclusion of each data phase. Table 8-1 defines the addressing
sequences defined in the revision 2.1 specification and mcoded in the first two
addressbits. Onlytwo addresaingsequenoesarecurrentlydefined:

I Linux, or sequential, address mode. All memory devices that support
multiple data phase transfers must implement support of linear, or se-
quential, addressing. The memory write and invalidate command must
use linear addressing. At the completion of each data phase, the memory
targetiricrementsitsaddresscounterby fourtopoint to the nextsequen—
tial doubleword for the next date phase.

I Cacheline wrap mode. Support for cacheline wrap mode is optional and
is only used for memory reads. At the start of each data phase of the burst
read, the memory target increments the doubleword address in its ad-
dreasoounter.Wl\a1theendofthecachellneisenoounteredandtnn—

ing that the transfer did not start at the first doubleword of the cache line.
the target wraps to start address of the cacheline and continues increment-
ingtheaddressineachdataphasetrntiltheentire cachelinehasbeen
transferred. If the burst continues past the point where the entire each?
linehasbeen transferred, the targetstarts the transfer of the nextcache.
line at the same address that the transfer of the previous line started at 3
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Implementation of the cacheline wrap mode is optional for memory and
meaningless for I/O and configuration targets. The addressing sequence used
during a cache line fill is established at the start of the transfer based on the

start memory address and the length of the transfer. 'I'his implies that the
memory target must know that a cache line fill is in progress (wrap mode in-
dicated) and the size of a cache line (established at startup when the platform-
specific configuration program writes the system cache line size to the mem-
ory targetfs cache line-sizeconfiguration register).- - - - -

The 486 processor's internal cache has a line size of sixteen bytes (four dou-
blewords) and has a 32-bit data bus. It must therefore perfonn four 32-bit‘

transfers to till a cache line. The first dorubleword address output by the proc-
essor is the one that resulted in an internal cache miss. This could be any of
the tour doublewords within the line. For a detailed description of the 486
cache line fill addressing sequence, refer to the Addison«Wesley publication

_ entitled 80486 System Architecture. For that used by the Pentium processor, re-
fer to the Addison-Wesley publication entitled Pentium Processor System Archi-

tecture. For that used by the PowerPC 60:: processors. refer to the Addison-

Wesley publication entitled PawerPC System Architecture.

As an example, assume that the cache line size is 16 bytes and the start dou-
bleword address issued by the master is 0000010Qi. This doubleword resides

within the. 16-byte aligned cache line that occupies memory locations
00000100h through 00000101711. The sequmce -of the cloubleword transfers
would be 0000010411, O00O0108h', 0000010Ch and 0000010011. If the burst mn-

. tinues past this point, the next series of doublewords transferred would be
0000011fll, 0000011811, 00000’11Ch and 0000011011.

If the target does not implement the cache line size register, the target must is-
sue a disconnect on the first data phase or a retry on the second one (it can't
handle wrap mode because it doesn’t know the line size).

If the master wants to use a different sequmoe after the first line has been
read, it must end the transaction and begin a new one indicating linear ad-

drssing.
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or ‘Tgenu the
burst. ‘

Reserved. When detected, the memory target should signal

atargetdlscmanectafterthefirstdataphaseoreretryon
 

Target Response to Reserved setting on AD[1:0]

Assuming that the has started ‘a multi-data phase memory transaction :
and that it has placed a reserved pattem on AD[1:0] in the address phase (101:
or 11}: petbem), the revision 2.x;compl.iant memory target must either issue A .5

disconnectonthetransferofthefirstdataitern,oreretryduringthesecond §
data phase. This is necessary because the initiator is indicating an addressing §
sequence the target is unfamiliar with (because it is reserved in the revision ‘J
2.1 specifiaation). _7

Do Not Merge Processor IIO Writes into Single Burst

 

 
To ensure that I/O devices function correctly, bridges must never combine

sequential I/O accesses into a single (merging byte accesses performed by the 3
processor into a single-doubleword transfer) or a rnulti-data phase transsc- E
tion. Each individual 1/O transaction generated by the host processor must be

performedcn the PCI bus as it appears on the host bus. This rule mdudej

p

both regular and memory-mapped I/0 accesses.
 

PCI I/O Addressing
 

General

The start I/O address placed on the AD bus during the address phase has 3113:‘
following format:
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oooomooh 1-1--1
I-unznem and 9-sash
-unum--5- 151oh-151311

Wen‘ IIIIII 1267AB23h

- AD[31:2] identity the target doubleword of I/O space.
0 AD[1:O] identify the least-significant byte within the target doubleword

that the initiator wishes to perform a transfer with (0013 = byte 0, 0113 =
byte 1,etsc.).

At the end of the address phase, all 1/0 targets latch the start address and the
1/0 read or write command and begin the address decode. An I/O target

-~ claims the transaction based on the byte-specific start ‘address thatit latched’. ' " ‘
If that 8-bit 1/0 port is implemented in the target, the target asserts DEVSEL#
and claims the transaction. If the target “owns” the entire target doubleword,
only AD[31:2] must be decoded to identify the target doubleword and assert
DBVSEl..#.

‘Die byte enables asserted during the data phase identify the least-significant
byte within the doubleword (the same one indicated by the setting of AD[1:O])
as well as any additional byte (within the addressed doubleword) that the

initiator wishes to transfer. it is illegal (and makes no sense) for the initiator to

assert any byte enable of lesser significance than the one indicated by the
AD[l:0] setting. If the initiator does assert any of illegal byte enable pattern,
the target must terminate the transaction with a target abort. Table 8-2 con-
tainssame examples of I/O addressing.

'1'able8-2.- w u :1/OAddress-in

  
 

 

 
 

situation Resulting In Target-Abort

If an I/O target claims a transaction (asserts DEVSEL#) based on the byte-
specific start address issue during the address phase, then subsequently exam-
ines the byte enables (issued during the data phase) and determines that it

cannot fulfill the initiators request, the target must respond by indicating a
target-abort (STOI-'# asserted, ’I'RDY# and DEVSl'-.'L# deasserted) to the initia-
tor. Ihe target-abort is covered in the chapter entitled "Premature Transaction
Termination.” A typical example wherein the target must abort the transaction
could result from the following x86
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In as. 60 need em bytes from I/O starting at address sob

When executed by an -186 processor, doubleword address 0000006011 is driven
onto the host bu": dun'ng the resultant 1/0 read transaction and the processor
asserts BEO# and B319, but not BE29 and BE3#. This indicates to the host/PCI

bridge that the processor is addressing locations 0000006011 and 0000006111
within 1/0 doubleword starting at part 00000060h. Assuming am the I
host/_ b_rglge_d9esq1’tir\co_rporate_eiti1e_r of these I/O port addresses, it ar-
bitrates for and receives ownership of the PCI bus and initia'tes'an 1/0 read

transaction.

Dtiringtheaddressphasethehost/Ptflbridgedriyrestireaddress oftheleast- I
significant I/O port to be read by the processor, 0000006011, onto the AD bus.

The bridge determines this is the least-significant port to be read by examining
the pmcnssofs byte enable setting and testing for the least-significant byte en- 4
ableassertedbytheprocessor. In thiscase,itis8E0#, correspundingto the-
first location in the currently-addressed doubleword, 0000006011.

In aPC-compatiblemachine, this is the address ofthe keyboarddata post As- I
suming that the keyboard controller resides on the PCI bus (e.g., anbedded
within or c1osely—associated with the PCI/ISA bridge), the keyboard controller '

would assert DEV5EL# to claim the transaction. Subsequently, when the pmc~
essor's byte enables are presented during the data phase and are sampled by
the target, BED? and BB1-3 are asserted. This identifies I/O addresses 6011 and
6111 as the target locations.

Sinceport61h'hasriothing to do with the keyboard interface (itissystemcorr ‘
trolport B, a general I/Ostatus porton the system board). thekeyboard intrr- ‘
face cannot service the entire request. It must therefore issue a targeteabort to ‘
the initiator (S'l'OP# asserted, 'l‘RDY# and DEVSELS deasserted) and termi» '
hate the tmnsactionwithnodata h-snsfer-red.As a result. the inltiatorsetsits.

TARGET-ABORT DEFECTED status bit and the target sets its SIGNALED.
TARGET-ABORT status bit (in their respective PCI configuration status regia-'
hers). ‘I'M.-initiahorreports this enorbackto the softwareina device-specific‘
fashion (e.g., by generating an interrupt request). -

 

 
 

 

 

An ISA expansionbus bridge doesn't have specific knowledge regarding all 05:
the I/O ports that exists on the ISA bus. It therefore claims [/0 transactiom
that remain unclaimed by PCI I/O devices. Since it doesn't "know" what I/0.
ports exists bdsind it, it can not judge whether to target abort the transaction
based on the byte enable settings.
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When IIO Target Doesn't Support Multt-Data

IIO Address Management

As in any PCI read/write transaction, it is the responsibility of the 1/0 target
to latch the start address delivered by the initiator. It then assumes responsi-

bility for managing the address for each subsequent data phase that follows

the first data phase. Unlike memory addrms management, in PC! there is no

_explicit or implicit. I/0 addrss sequencing from one data phase to the next.
‘The initiator and the target must both understand and utilize the same I/0

address management Two examples would be:

0 Both the initiator and the target understand that the doubleword address
(on AD[31:2]) delivered by die initiator is to be ir1crenIented'by four at the

completion of each data phase. In other words, the read or write transac-

tion proceeds sequentially through the target's I/0 address space a dou-
bleword at a time.

0 Both the mitiator and the target understand that the target doesn't incre-'
mail: the double-word address for each subsequent data phase. This is
how a designer would implement a FIFO port.

At the time of this writing, the author is unaware of any currently-existing

prooessor that is capable of performing burst 1/0 write transactions. It's easy
to assume that the Intel x86 INS (input string) and OUTS (output string) in-
structions cause the processor to generate a burst 1/0 read or write series‘, but

this isn't so. When an INS instruction is executed by the x86 processor, it re-

sults in a series of back-to-hack 1/0 read and memory write bus cycles. The
OUTS instruction results in a string of back-to-back memory read and I/O

write bus cycles.

Phase Transactions
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Many PCI I/0 targets are not designed to handle multi-data phase transac-
tions A target can determine that the initiator intends to perform a second
data phase upon completion of the first by checking the state of FRAME#
when IRDY# is sampled asserted in the first data phase. It H{DY# has been as-
serted by the initiator and it still has FRAMB# asserted,’ this indicates that this
is not the final data phase in the transaction.
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If an I/0 target doesn't support multi-data phase transactions and the initia-

tor indicates that a second data phase is forthcoming, the target must respond 3
in one of two ways: ‘

c When it's ready to transfer the first data item, temiinate the first data

phase with a disconnect (STOP#, TRDY# and DEVSBL# asserted). The

first data-_.item is transferred successfully, but the initiator is forced to

_ _ . terminate. the transaction at that point.r.It must then rearbitrate for bus- _
ownership and re-address the target using it byte-specific start address E‘
within the next I/O doubleword. :5

0 Terminate the second data phase with a retry (S'1'0P# and DEVSEL# as- 7‘
serted, 'I'RDY# deasserted). The first data phase complete normally. The

iriitiator is then forced to terminate the transaction during the second data
phase without transfierring any additional data. The initiator then re- .',
arbitrahes for bus ownership and re-addresses the target using a byte
specific start address within the same I/O doubleword. .5
 

iAddressIData Stepping  

 
 
 

 

 

Advantages: Diminished Current. Drain and crosstalk

Turning on a large number of signal drivers simultaneously (e.g., driving a 32-
bit address onto the AD bus) can result in: ‘

a large spike of current drain. ;:
a significant amount of crosstalk within the driver chip and on adjacent _s
external signal lines. =

The designer could choose to alleviate both of these problems by turning on
the drivers associated with non-adjacmt signal drivers in groups over a num- ,
berof steps, orclock periods. 7

As an example, assume that the system board designer lays out the 32 AD
lines as adjacent signal traces in bit sequential order. By simultaneously driv- "

ing all 32 lines, crosstalk would be generated on the traces (and within the)
driver chip). Now assume that there are four 8-bit groups of signal drivers;
connected as follows: 4

0 driver group one is connected to AD lines 0, 4, 8, 12, 16, 20, 24, 28.

a driver group two is connected to AD lines 1, 5, 9, 13, 17,21, 25, 29.
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I driver group three is connected to AD lines 2. 6, 10, 14, 18, 22, 26, 30.

0 driver group tour is connected to AD lines 3, 7, 11, 15, 19, 23, 27, 31.

The initiator oould turn on the first driver group in clock cell one of a tnnsac#
tion, followed by group two in clock cell two, group three in dock oell three,

_.-.and groupjont in.clo_ck_ceIl four. Using sequenge, non-adjacent signal _
lines are being switched during each clock cell, reducing the interaction and
crosstalk.

Why Targets Don't Latch Address During Stepping
Process

Sincetheentiteaddressisnotpresentonthebusuntilclockoellfour, theisti-
tiator must delay assertion of the FRAMES signal until clock cell four when

the final group driver is switched on. Because the assertion of FRAME!) quali-
ties the address as being valid, no targets latch and use the address until

FRAME! is sampled asserted.
 

Data Stepping

The data presented by the during each data phase of a write transac-
tion is qualified by the assertion of the IRDY# signal by the initiator. The data
presented by the target during each data phase of a read transaction is quali-
fied by the assertion of the 'l'RDY# signal by the target In other words, data
can be stepped onto the bus, as well as address.
 

How Device Indicates Ability to Use Stepplngl

A device indicates its ability to perform stepping via the WAIT CYCLE CON-
TROL bit in its configure tlon command register. There are three possible
cases:

0 If the device is not capable ofstepping, the bit is hardwired to zero.

0 It the device always using stepping, the bit is hardwired to one.

- If the device's ability to use stepping can be enabled and disabled via
software, the bit is implemented as a read/writable bit. If the bit is
read/writable, reset sets it to one.
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Designer May Step Address, Data, PAR (and PAR64)
and IDSEL

The address may be stepped onto the AD bus (including the 64-bit extension)
because it is qualified by FRAMEIF. PAR (and PAR64) may also be stepped be-
cause they _a_re qualified one clock after the end of the addrms
phase and each data phase. IDSEL can he stepped because it ismqualified’ by
the FRAME# signal (refer to the section entitled ”Resistively-Coupled IDSEL
Is Slow” in the chapter entitled "Configuration Transactions"). Data can he
stepped onto the AD bus dnringeach data phasebeause itis qualifiedby the

' assertion of IRDY# (on a write) or TRDY# (cm a read).

Table 8-3 defines the relationship of the AD bus, PAR. PAR64, IDSEL and
DEVSEM and the conditions that qualify them as valid.

AD bus durmg address phase whenME# signal sampled
’ asserted at the end of the address hase.

AD bus during data phase on Qualified when 'l'RDY# signal sampled
read assertedonafsingclocltedge durlngthe

data haae.

AD bus during data phase on Qualified when lRDY# signal sampled
write asserted on a rising clock edge during the

. A0 r n

if ia1() (_ ' ifi

data hase.

PARandPAR64 Implicitly qualified on rising clock edge
after address phase, or by IRDY# and
TRDY# data hase.

Qualified when FRAME! sampled as-
serted st‘ the end of the address phase

and a type zero configuration ‘command
is present on the C/BE bus (with AD[1:0]

Continuous and Discrete Stepping

 The initiator (or the target) may use one of two methods to step a valid 94''
dressordata onto theADbus, or a valid level ontothePAR andPAR648i .v

lines, or IDSEL:
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If the device driving the AD bus and the parity pitfi or IDSEL, either ini-
tiator or target, uses very weak output drivers, it may take several clocks
for it to drive a valid level onto these bus signals 6.2., the propagation
delay may be lengthy because it may take several reflections, with the re-
sultant voltage-doubling effect. before the address (or data) is in the cor-

rect state on the bus). This is known as continuous stepping. See note in

g thenutsection.
‘fine device drivingthe AD busand theparitypins or EDSEL, either initia- - --

tor or target, may have strong output drivers and may drive a subset of
themomeachofseveral clockedgestmtilallofthemhavebeendriven.

This is known as discrete stepping.

Disadvantages of Stopping

There are two disadvantages associated with stepping:

Due to the prolonged period it takes to set up the address or data on the
bus, there is a performance penalty associated in any address or data
phase where stepping is used.

In the midst of stepping the address onto the bus, the arbiter may remove
the grant from the stepping master. This subject is covered in the next
section.

The specification strongly discourages the use of continuous stepping because

it results in poor performance and also because it creates violations of the in-
put setup time at all inputs.
 

Preemption While stopping in Progress

When the PCI bus arbiter grants the bus to a bus master, the master then waits
for bus idle before initiating its transaction. If, during this period of time, the
arbiter detects a request from a higher priority master, it can remove the grant
from the first master before it begins a transaction (i.e., before it asserts
FRAMED.

Assuming that this doesn't occur, the master retains its grant and awaits bus

idle. Upon detection of the bus idle state, the masterbegins to step the address
onto the AD bus, but delays the assertion of FRAMER for several clocks until

the address is fullydriven. During this period of time, the arbiter may still
remove the grant from the master. The arbiter hasn‘t detected FRAME? as-
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serted andrnay therefiore assume flint themaster hasn't yet started a transec-

tion(eventl1oughthearbitercanseethatthebusisidle).Itthe arbiter receives
a requst from a higher-priority master, it may remove the grant from the
master that is currently engaged in stepping an address onto the AD bus. In
response to the loss of grant. the stepping master must immediately tri-state

itsoutgut ,

It is I rule that the arbiter cannot deassert one master's grant and assert grant
toanothermastu-dmingthesameclockoellifthebusisidle.Thebusmay
not,infact.beidle.AmestermaynothaveassertedPRAME#yetbecauseitis
in the actof stepping the addras onto theADbus. .

If the orbiter were to simultaneously remove the stepping mastws GNT# and
issue GN'l‘# to another master, the following problem would 1-suit. On the

next rising-edge of the clock, the stepping master detects removal of its GNTH
andbeginstonimoffitsaddressdrivers.Atthesametime,theothermnster

detectsitsGNT#andbusidle(beuuse thesteppingmnsterhadnotyetas-
serted l'RAME#) and initiates a transaction. This results in a oollision on the
AD bus.

Wha1thebusappearstobeidle,thearbitermustre.move thegrantfromone
master, wait one clock cell, and then assert grant to the other master. This

provides a one clock cell buffer zone for the stepping master to disconnect
completely before the other master detects its grant plus bus idle and starts its
transaction

It is permissible for the orbiter to simultaneously remove one master’: grant.
and assert another-’s timing the some clock oellii the bus isn't idle (Le. a

u-msocum\ismpmgress).Thueisnodangerotacolhsionbecause&1enuster

that has just received the grant cannot start driving the bus until the current ‘
master idles the bus.
 

BIOKGTI Master

The srbitermayassume that amaster isbrokenifthe arbiter has issued GNN
tofl1emaster,&iebushasbeenidlefor16docks,a1d&:enusta'hasnotos— 4

- Serted FRAME? to start its transacfion. 'l'he arbiteris permitted to ignore all
further requests from the broken master and may optionally report the failure
to the operating system (in a device-specific fashion).
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Stepping Example

Figure 8-5 provides an example of an initiator using stepping over a period of
three clocks to drive the address onto the AD bus. The initiator can start the

transaction on clock three (GN'I‘# sampled asserted and bus idle: FRAMB#

and IRDY# sampled deasserted). It then begins to drive the address onto the
AD bus and the command onto the C/BB bus. During the clock cell four, it

- contiriu'es' to drfve the address onto the AD bus. During the clock cell five, it

finalizes the driving of the address and asserts FRAME#. indicating the pres-
ence of the address and command. When the targets sample FRAME# as-
serted on the rising-edge of clock six (the end of the address phase), they latch
the address and command and begin the address decode. Since this is an ex-

ample of a write transaction, the initiator begins to drive the data onto the AD
bus at the start of the data phase (dock six). Once again, it uses ‘stepping, as-

serting the writedata over a period of two clocks. It withholds the assertion of
IRDY# until the datahas been fully driven.
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Figure 8-5. Example ofAddress Stepping
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- _\lllho Mus_LSupport.Stepplng? .

when Not to Use stepping

Stepping must not be utilized when using 64-bit addressing because targets
that respond to 64-bit addressing expect the upper 32 bits of the address to be

presented one ticlr after FRAME! is sampled asserted.

All PC! devices mustbe able to handle address and data stepping performed
by the other party in a transaction. The ability to use stepping, however, is

optimal.
 

‘ Response to Illegal Behavior

Page 176 of 235

Upon detection of illegal use of bus protocol, all PCI devices should be de-
signed to gracefully return to the idle state (i.e.. cease driving all bus signals)
as quickly as possible. The specification is understandably vague on this point.
It depends on the nature of the protocol violation as to whether the devices
can gracefully return to their idle states and still function properly. As an ex-

ample, the specification cites the use where the initiator simultaneously deas-
serts FRAME#andlRDY#.INt.'hiscase,when tbetarget detect: this illegalend
to the transaction, it is suggested that the target deassert all target-related sig-
nals and return its state machine to the idle state. in die event that a protocol

violation leav a target device questioning its ability to function correctly in

the future, it can respond to all future access attempt: with a target abort. If
the target thinks that the protocol violation has not impaired its ability to
function correctly, it just surrenders all signals, returns to the idle state, and

does not indicate any type of error.
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Chapter 22

Prior To This Chaptof

The previous chapter provided a detailed description of issues related to
. aching from PC! memory targets. This subject was segregated in the latter

part of the book because most PC! systems currently on the market do not

support cacheable memory on the PCI bus. It injects considerable complexity
into system and component design and the rewards may not be justified (due
to the resultant degradation in performance).

In This Chapter

This chapter dacribee the implementation of 21 66MB:bus and components.

The Next chapter

The next chapter provides an overview of the VLSI Technology VL82CS9x Su-
percone PCI chipset.
 

Introduction

The revision 2.1 PC! specification defines support for the impleinentation of
buses and components that operate at speeds of up to 66M}-iz. This dxapter

covers the issues related to this topic.
 

66MHz Uses 3.3V sinaling Environment

66MHz components only operate correctly in a 3.3V signaling environment.

The 5V environment is not supported. This means that 66M!-Iz add-in cards
are keyed to install in 3.3V or universal card connectors and cannot be in-
stalled in SV card connectors.

9
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How components Indicate BGMI-Iz support

The 66MHz PCI component or add-in card indicates its support in two fesh_-
iom: electrically and programrmtically.

---- ° - - A ssunz-1=c:1 bus include a newly-defined signal,-M66EN; This must --
bebussedtotheM66ENpinonall66MI-Iz-capable deviceaernbedded onthg

system board and to a redefined pin (referred to as N_I66BN) on any 3.3V eon-
nectors that reside ‘on the bus. The system board designer must supply a sin-

‘ gle pullup on this trace. The redefined pin on the 3.3V connector is B49 and is
usedasagmundpinby33MHzPCldevices.UnlessyoundedbyaPCIde—

‘ vice, the natural state of the M66EN signal is asserted (due to the pullup).
66M!-Iz embedded devices and cards either use M66EN as an input or don’t
use it at all (this is discussed later in this chapter).

The designer-_ must include a 0.01pF capacitor located within .25” of the

M66ENpinonead1add-in ccmnectorin or-derto providean'AC returnpath
andtodecoupletheM66ENsignaltoground.

The PC! devices embedded on a 66M}-I2 PCI bus are all 66M!-Iz devices. A

cardinstalledinaconnector onthebusmaybeeithera66MHz ora33-MI-{z

card. If the card connector(s) aren't populated, M66EN stays asserted (by vi!»
tue of the pullup). If any 33MHz component is installed in a connector, the
groin1dplmeonthe33Ml-Izcardisoonnectedto theM66EN signal,deasaett~
ing it.

How Clock Clrcult Sets Its Frequency

'l'heM66ENsigna1ispxovidedasaninputto thePCIdockcircuitonthesys-
tam board. If M66EN is sampled asserted by the clock circuit, it provides a
66MHz PCI clock to all PCI devices. If M66EN is sampled deasserted, the
clock circuit supplie a 323MHz PCI clock. It should be fairly obvious that if
any 3:-IMI-Iz components are installed on a 156MHz bus, the bus then ope1'It¢5
at 333MHz.

 

Does clock Have to be 66MHz?

As defined in revision 1.0 and 2.0 of the specification, the PCI bus does not
have to be implemented at its top rated speed of 33IvII-Iz. Lower speeds 8"
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acceptable. The same is true of the 66MHz PCI bus description found in revi-
sion 7.1 of the specification. All 66M]-Iz-rated components are required to
support operation from 0 through 66MHz. The system designer may choose,
however, to implement a 50M.I-Iz PCI bus, a 60MHz PCI bus, etc.
 

-clock-SignalSource-and~Routlng- - -~ ~ - —

The specification recommends that the PCI clock be individually-sourced to
each PC! component as a point-to-point signal from separate, low-skew clock

_ drivers. This diminishes signal reflection effects and improves signal integrity.
In addition, the system board and add-in card designer must adhere to the

. clock signal maximum trace length defined in revision 2.0 of the specification
(2-51!)‘
 

Stopping Clock and Changing Clock Frequency '

As with the 33M]-iz PCI bus specification, the 66MHz specification states that
the clock frequency may be changed at any time as long as the clock edges
remain clean and the minimum high and low times are not violated. However,
the clock frequency may not be changed except in conjunction with assertion
of the PCI RS'I‘# signal. As an exception, components designed to be inte-
grated onto the system board may be designed to operate at a fixed frequency
(up to 66MHz) and may require that no clock frequency changes occur.

The clock may be stopped, but only in the low state (to conserve power).
 

I-low 66MHz Components Determine Bus Speed

When a 66MHz-capable device smses M66EN deasserted (at reset time). this
automatically disable the device's ability to perform operations at speeds
above 33MHz. If M66EN is sensed asserted, this indicates that no 33MI-Iz de-

vices are installed on the bus and the clock circuit is supplying a high—speed
PCI clock.

A 66MHz device uses the M66EN signal in one of two fashions:

a The device is not connected to M66EN at all (because the device has no

need to determine the bus speed in order to operate correctly).
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0 As described above, the device implements M66EN as an input (because
the device requires knowledge of the bus speed in order to operate ‘cor-
rectly).

'4 

.-4-ya..
" ' " System Board-wlthSeparateBuses~ ~ - -. . ‘*1

 

‘Hie system board designer can partition the board into two or more PCI
buses. A 66M!-lz bus an be populated with devices that demand low-latenq

‘ and high throughput. A separate 33MHz PCI bus is populated only with !_

33M!-I2 devices. 3:.
I _ ‘§

Maximum Achievable Throughput
.3.

The theoretial maximum achievable throughput cm a 66M!-Iz PCI bus would
be:

E

o 4bytespex-dataphase'*66.milliondata phasesperseconds
264MB/second.Ihiswouldbea32-bitbusmasterbtustingwitha32-bit ~,

target. N

o 8bytesperdataphase‘66milliondataphasesperseo:md=
528MB/second. ‘Ibis would be a 64-bit bus master bursting with a 64-bit
target.
 

Electrical characteristics -

To ensure compatibility when operating in a 33M!-lz PCI bus environrnmt,
66M!-I2 PCI drivers must meet the same DC characteristics and AC drive

points as 33M!-I2 busdrivers. However, 66M1-lz PCI bus operation requires ‘
faster timing parameters and redefined measurement conditions. Because of
this, a 66MI-Iz PCI bus may require less loading and shorter trace lengths than
the 33M}-Iz PCI bus envimnment.

Figure 22-1 illustrates the differences in timing between 33 and 66M}-I2 com-
ponent operation. The chapter entitled “Intro To Reflected-Wave Swibchinf
provides detailed information regarding 33M!-lz bus timing and the Vlrimfl"
timing components (e.g., Tval, Tprop, etc.). '-
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Figure 22-1. 33 versus 66MHz Timing

33M!-lz drivers are specifiedby their V/I curves, while 66M!-lz drivers are
specified in terms of their AC and DC drive points, timing parameters, and
slew rate. The specification defines the following parameters:

0 The minimum. AC drive point defines an acceptable first step voltage and
must be reached within the maximum Tval time.

o The maximum AC drive point limits the amount of overshoot and under-
shoot in the system.

I ‘Ihe DC drive point specifies steady-state conditions.

0 1heminimumalewrateandthetimingpanmetersguarantee66MHzop-
eration.

o The maximum slew rate minimizes system noise.

66MHz PCI designers must design drivers that launch sufl’-icient energy into a
250 transmission line so that correct input levels are guaranteed after the list
reflection.

At 66M}-lz, the clock cycle time is 15:13 (vs. 30:15 at 33M!-Iz), while the mini-

mum clock high and low times are Gus each (vs. llns at 33M]-iz). The dock
slew rate has a minimum specification of 1.5 and a maximum of 4 volts/ns
(same as 33M!-lz specification). Table 22-1 defines the 66M}-lz timing parame-

ters and provides a side-by-side comparison with the 33M!-iz timing parame-
ters. The following exception applies to the 66MHz values in the table: REQ#
and CNN are point-to-point signals and have different setup times than do
bussed signals. They have a setup time of 5m.
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Table 22-1. 66MHz Tim!‘ ; Parameters   

 

 

iE

    

Reset active time after CLK stable 10ous

off Reset active to on - ut float dela

Tnsu
E

  

When computing the 66M!-I2 bus loading model, a maximum pin capacitance
of 101:!‘ must be assumed for add-in boards, whereas the actual pin capaci-
tance may be used for devices embedded on the system board.
 

Addition to configuration Status Register

A 66MI-Iz-capable device adds one additional bit to its configuration status
register. Bit 5 is defined as the 66M!-IZ-CAPABLE bit. A 66MHz-capable de-
vice hardwires this bit to one. For all 33M]-lz devices, this bit is reserved and

is hardwired to zero. Software can determine the speed capability of a PCI bus

by checking the state of this bit in the status register of the bridge to the bus in
question (host/PCI or PCI-to—PCl bridge). Software can also check this bit in
the status register of each additional device discovered on the bus in question
to determine if all of the devices on the bus are 66M}-Iz-capable. If even just
one device returns a zero from this bit, the bus runs at 153MHz, not 66MHZ-

Table 22-2 defines the combinations of bus and device capability that may be
detected.
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ms 22-2. Combinations a 66MHz-C «ble mi Settin
Bridge's 66MHz- Device’: 66MHz- '

Cble Bit p . able Bit i Descri ‘on

33M!-lz device located on 33MI_-lz bus. Bus
and all devices 0 - rate at 33MHz.

66MI-Iz-capable device located on 33MHz— -
bus. Bus and all devices operate at 33MHz.
If the device is anadd-in device and is only

capable of proper operation when installed
on a 66M!-Iz bus, the configuration soft-
ware may decide to prompt the user to in-
stall the card in an add-in connector on a

  
  

  
  
  
  

 
 

 

 

33M!-lz device located on 66MHz-capable
bus. Bus and all devices o - - ate at 33MHz.

66MHz-capable device located on 66MHz-
capable bus. If status check of all other de-
vices on the bus indicates that ‘all of the

devices are 66M!-lz capable, the bus and all
devices 0 erate at 6'6MI-lz.

  
  
  

  

 

  
 

Latency Rule

Devices residing on the 66MHz PCI bus are typically low-latmcy devices. The
revision 2.1 qaecificat-ion requires that, on a read transaction, the time from as
sertion of FRAME? to the completion of the first data phase not exceed 16 PCI
clocks. If it will, the target device must issue retry to the master. For multi-

media applications, the majority of accases are writes, not reads. Typically, a _
target device can accept write data faster than it may be able to supply read
data. On a read, the device may need to access a slow medium. The device

cannot be permitted to tie up the bus while fetching the requested data.
 

66MHz Component Recommended Pinout

The revision 2.0 spedfication suggested a recommended. PCI component pin-
out wherein the signals wrapped around the component in the same order as
the pin sequence on the add-in connector. The revision 2.1 specification states
that "the designermay modify the suggested pinout...as required" to meet the
66M!-Iz electrical specification.
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Adding‘ More Loads andlor Lengthening Bus

.RimrfingthePCIbusat66MHzimposesfightercmBflaml8m1tracelength
and the number of loads the bus supports. The system board daigner may
choose to run the bus at a lower speed (e.g., 50MHz), thezeby pernxitfing
longer trace and/or additional loads.

Number of Add-In conneclors

As a rule, there is only one add-in" connector on a 66M!-Iz bus, but the
spedfioation does not preclude the inclusion of additional connectors (as long
as the electrical integrity of the bus is maintained).
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Chapter 23

Prior To This chapter

In This Chapter

The PC! spedfication supports many permutations of system and therefore
chipset design. This chapter provides an overview of the VL82C59x Super-
Core PCI chip set from VLSI Technology. This overview is provided to pres-
ent an example of PC! chipset implementation. It is not intended to provide a
detailed descriplionofthe chtpset operation. 'l‘heVLSI coxnponmtspeci.5ca-
tion should be consulted for that purpose. ln addition, it is assumed that the
reader already has an understanding of the ISA bus. For detailed information
on the ISA bus operation and enviroriment, refer to the Addison-Wesley pub-
lication entitled ISA System Architecture, also authored by Mindshare. The
author would like to thank VLSI Technology for providing access to the chip-
set specification.

_____._.________j_._____

chipset Features

The VLSI VL82C59x chipset provides the core logic necessary to design a
Pentium-based system that incorporates both the PC! and ISA buses. It sup-
ports all 5V and 3.3V Pentium processors with host bus speeds of up to
156MHz. This includes the P5, P54C, P54CM and P54CT. It also supports dual-
P54C processors. The chipset design include the following features

o Bridges the host and PCI buses.

o Bridges the PCI and ISA buses.

- Integrated L2 lookaside, direct mapped, write-through cache.
0 Integrated system DRAM controller.

0 Integrated PCI bus arbiter.
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Provision of poobed-memory write buffers in both bridges.

Supports Pentium processors pipelinedbus cycles.
Selfgconfigurtngsysterrt DRAMbanks. .- .. . .

Shadow RAM support

SMM support.

Decoupled DRAM re£reah.
Supports synchronized or asynchronous processor and PCI clocks.
Supports optional posting ofI/O writes.

Optional support for memory prefetching.

PCImasterreedsf1ornsysternDRAMmernorycanbe serviced fromproc-
essofs L2 cache or system memory.

PCImasterwritestosysternDRAMmemoryaruabeorbedbythebridge'5
posted-write buffer.

I Supports multiple-data phase PCI burst transactions.
 

Intro to cmpset Members

Refer to figure 23-1. The VLSI VL82G59x Supercore PCI chipset consists of the

following entities:

0 VL82C591 Pentium System Controller. In conjunction with ‘two VL82C592
Data Buffers, the system controller comprises the bridge between the host
processor’: localbus and the PCIbus.

o VL82C592 Pentium Processor Data Buffier. Taken together, two data buff-
ers provide a triple-ported dutabus bridge betweenthehost databus, sys-
temDRAM databus and IhePCIdatabus (ADbm).

o VL82C593 PCI/ISA Bridge. The ‘S93 provides the bridge between the ISA
and PCI buses. In addition, the ‘S98 incorporates much of the ISA system
support logic.

The sections that follow provide additioml information about the capabilities
of the dwipeet.
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Figure 23-1. syszeni Design Using VLSI VL82C59x $uperCore Chipset
 

VL82c592 Pentium Processor Data Butter

As illustrated in figure 23-1, the host/PCI bridging function consists of the

‘VL82C591 Pentium system controller and two VL82C592 data buffers. The

two data bufier chips are controlled by the ‘S91. They provide the following

basic capabilities:

0 On host processor reads from system memory, the ‘S91 reads the re-

quated data from DRAM and instructs the '592 data buffers to pass it to
the host data bus. '

o On host processor writes to ‘system memory, the ‘S91 instructs the data
buffers to accept the write data into the posted-write buffer. This permits
the host processor to conclude the memory write quickly. The posted-
write buffer then offlonds the write data to DRAM memory.
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On PCl—initiated memory reads from system DRAM memory, the '59!
reads the requested data from memory and instructs the ‘592 data buffers
topass ittotherequesteronthePCIdatabus.
On PC!-initiated memory writes to system DRAM memory. the ’591 ad-

dresses memory and instructs the ‘592 data buffers to accept the data pre-
sented on the PCI databus and route it into system DRAM.

A d:scusa'‘on the buffer‘ write cap-ability can be ‘found later in
this chapter.

The following section discusses the functionality of the host/PCI bridge.

‘591l’592 HOSIIPCI Bridge
 

General

As stated earlier, the host/PCI bridge functionality is provided by the '591 in
combination with two ‘592 data buffers. The bridge performs the following
basic funcfions:

Services system DRAM memory reads and writes initiated by the host
processor.

Permits host processor(s) L1 cache(s) to snoop system memory accesses
initiated by PC! and ISA masters.

Translates host processor-initiated memory and 1/0" accesses into PCI
memory and I/O accesses.

Services system memory accesses initiated by PCI and ISA masters.
'I\'anslate_s specific host processor-initiated I/Ooperations into PC! con-

figuration read or write operations.

Translates specific host processor-initiated I/O operations into PCI special
cycle transactions.

Incorporates the PCI and host bus ubiters.
‘Iranslates host processor-initiated interrupt acknowledge bus cycles inl0
PCI interrupt acknowledge transaction.
 

System DRAM Controller

The controller for system DRAM memory resides within the '59l. Each K199‘
ory bank (up to four) is either 64-bits (without parity) or 72-bits wide (with
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c ct2toiset
parity).Eaehbankmaybeupto?.56MBinsize.yieldingama:dmtm1possible
memory population of 1GB. In addition, each bank may be populated with 32

or 36-bit: memory modules, permitting less-costly memory upgrade. The
DRAM configuration registers permit the DRAM controller to work with

DRAMs of various speeds and different geometrla.

The controller supports two-way interleaved, page-mode memory. One or
twopages(onelnead1ban.k)canbehept0penata fime.Forpage-mode

DRAMs that have a page open timeout of less than 151.15, the controller auto-

matically closes a page that has been open for a period of 1035. When using
DRAMs with a maximum page open timeout in excas of 15315. the 101:3
automatic page close feamre may be disabled and the refresh cycles can take
careofensuring thatapagedoesnotremnin openfor anexoessiveperiod.
Non-page mode DRAM is not supported.

Refresh cycles may be set to occur every 1.5.625u.s. 62,5ps. 125us or 2501.13.

DRAM refresh cycles are transparent to the processor.‘ If the processor initi-
ates a DRAM acces request simultaneously with e refresh cycle, the processor
is stalled (i.e., wait states are inserted in its bus cycle) until the refresh cycle

oornpleta.

When a system DRAM parity error is detected, it is reported by the assertion
of the PCI SERR# signal (assuming that the SERIUI enabled and parity error
response bits are set in the bridge’: configuration command register). SERRIF

istypicallyoonnectedto the'593 which assertsNMIto thehostprocessor
when SBRR# is asserted. An option permits bad parity to be deliberately writ-
ten to system DRAM to facilitate test and diagnostics. .

Host processor-initiated memory accesses that target locations above the top
ofinsta1ledeystemDRAMarepassedtothe Pclbus Imdarenotcached in the
L1 and L2 caches. In addition, manory addras ranga defined by the bridge'e
segment attribute and programmed memory region registers are also passed
to the PC!bus and arenotcached from.

The chipset does not permit the L1 and L2 caches to cache information from
memory beyond the host/PCI bridge (i.e., PCI and ISA. memory). This being

the case, the '591 does not implement the snoop result outputs (SDONE and
5801!).
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L2 Cache

'1'he ‘L2 cache controller is embedded within the ‘S91 system controller. It is a
direct-mapped, lookaside, buffered write-through cache. The L2 cache only
caches information from system DRAM memory, never from PCI or ISA
memory. The-DRAM.controller maybe programmed to recognize sub-ranges
within the overall memory address range assigned to‘ system DRAM as~PCI --
memory. When the processor initiates a memory transaction targeting an ad-
dress in any of these programmed sub-ranges. the transaction is passed to the

The recommended L2 cache sizes are 256KB, 512KB and 1MB, but the L2
cache may be implemented as any desired size. The limitation is the amount
of tag SRAM supplied by the system designer. The tag SRAM (i.e.. the cache
directory) is external to the ‘S91 and can be of any SIZE. Optionally, the L2

line size is implemented, a processor-initiated read miss in L2 results in the
requested '32 byte line being read from DRAM. The line is sent back to tlm
processor and a copy is also stored in the L2 cache. To the L2 cache, this isconsidered to be half of a line. The cache reads the next 32 bytes from DRAM

‘ and establishes it in the L2 as the second half of the 64byte line.

A write-through cache usually extends the duration of a host processor-
initiated memory write until the data has been written through to system
memory. In this chipset design, the ‘S91 instructs the '592 data buffers to ac»
cept the write data and perrruts the processor to complete its memory write
immediately.

(depending on tag SRAM speed and signal loading). When using synchronousSRAMs, burst reads and write timing of 3-1~1-1 or 2-1-1-1 is adtievable
(depending on tag SRAM speed and SRAM type). When the processor P8!‘
forms bac1<—to-back burst reads, pipelining reduces access time to I-144.

___—_——j 
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Shrtup software can determine the following information related to the L2
cache:

0 Cache SRAM type (asynchronous, synchronous type one or synchronous
We two).
_Ca_che size. -_ .. - -

Line size.

Cacheabie memory range.

Wait states imposed by cache SRAM type/speed.

-Posted-Write Buffer

General

The posted-write buffer absorbs processor-initiated writes and permits the
processor to end the write transaction quickly. The buffer logic then initiates
the write to memory (or to PCI). While the buffer is engaged in the write, the
processor can start and complete another memory write (assuming the buffer

isn't full, it is absorbed by the posted-write buffer as wdl), a read hit on the L2
cache, or a writeto the PCI bus (ifthepreviously posted write was to system
memory). The posted-write buffer that absorbs procasor writes destined for
system memory k eight quadwords deep (1 quadword is 64-bits). '

The posted—write buffer that absorbs memory writes destined for the PC! (or
ISA) bus is one quadword deep. The bridge can only post writes to PCI/ISA

memory within regions of memory prograrnrned with the prefehchable attrib-
ute (in a '591 device-specific register). Optionally, the "591 can also be pro-
grammed to post PCI I/O writes initiated by the host processor. Any time the

processor initiates a write to PCI/ISA memory in an area programmed to
permit posting, the write is absorbed into the 64-bit PCI posted-write buffer. If
the processor should initiate a subsequent memory write within the same

quadwond, the second write is merged into the bytes already in the buffer.
This can result in non-contiguous byte enables asserted during the resulting
PC1 memory transaction, but this feature can be disabled. When disabled, the

‘S91 uses a byte—reduction algorithm to generate two separate PCI memory
writes utilizing only cmtiguous byte enables. Whatever the ‘S91 has a
PCI/ISA memory write posted in the buffer, it arbitrates for PCI bus owner-
ship. When the bus has been acquired. it performs the memory write on the
PCI bus‘. If the processor should initiate another PCI memory write prior to
the conclusion of the one already in progress on the PCI bus, the processor is
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stalled until the write buffer becomes available at the completion of the cur-

rent1’CI memory write transaction. In addition, bus ownership requests from
other PCI bus masters are ignored until the conclusion of the current transac-
tiom ‘ ‘

The ‘591 does not permit a procesor-initiated PCI read transaction to be per.
formed on the PCI bits if {processor write to PC! memory is currently-posted
in the buffer. The buffer is first flushed to PCI memory before the read is per-
fonned on the PCI bus.

The processor initiates burst write operations during the castout of a modified
line or a snoop push-back (wrihe—back) operation). The posted-write buffer
(located in the data buffers) can accept the burst data at full bus speed (0 wait
states).

‘me write buffer permits posting of memory writes to PCI memory within re-

gions of memory space defined as pxefetchable by bridge configuration regis-
ters. '

A status bit can be checked by software to determine if the write buffer is
empty.

combining Writes Feature

The write buffer supports combining of writes. Assume that the processor

performs a memory write to write two bytes. into memory locations 0000010011
and 0000010111. The processor outputs the following information:

I The quadword-aligned address placed on the host processor address bus
is 0O000100h.

0 Byte enables [120] are asserted to indicate that the first two locations in the
currentlyaddressed quadword are being addressed. Byte enables [7:2] are
cleasserted, indicating that the third through the eight locations in the
quadword are not being addressed.

0 The two bytes of data destined for memory locations 00000l00h and
00000101h are driven onto data paths zero (D[7:0]) and one (D[15:8]).

The posted-write buffer latches the quadword address and the two bytes int"
the next available quadword location in its FIFO buffer. BRDY# is assert to the
processor, permitting it to end the memory write transaction. Now assume
that the processor initiates another memory write, this time to memory 105%‘
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tlon0lXl(D104h(beforethebuf£erlogichaswritter\theprevious two bytesinto

system_DRAM memory). Assume that the processor outputs the following in-

I The quadword-aligned address placed on the host processor address bus
is 0000010011.

-- Byte eruble [4] -is asserted toiindicate that the fifth locaflon'in"the cur-
rently-addressed qundword is being addressed. Byte enables [7:5] and
[3:0] are deuserted, indicating that the first through fourth and the sixth
through the eight locations in the quadword are not being addressed.

a The byte of data destined for memory location (l)0w104h is driven onto
rhta path four (D[39:32]).

The buffer recognizes that some portion of quadword m000100h has already
been posted to be written to memory. Instead of using up another quadword-
wide buffer location for the new write, it combines the new data being sup-
plied by the processor with the older data in the buffer location. The buffer lo-

cation now contains three bytes to be written to quadword 0000010011 in sys-
tem DRAM Although the processor performed two separate memory writes
to system memory, the buffer logic only ha to perform one write operation
when it offloads the data to memory.

I-‘lead-Around and Merge Features

If the processor initiates a read from system DRAM while one or more mem-
ory write operations reside within the posted-write buffer, the buffer logic
performs the read from DRAM before flushing the writes to memory. If the
read hits on a posted-‘write in the buffer, the bytes posted to be written to
memory are merged with the data read from memory and the resulting data is
supplied back to the processor.

Write Butter Prioritization

‘lhe'591canbeprogrammedtoadinstthepriority ofposted-writebuffier

writes to memory relative to memory reads. The following settings are avail-
able:

- ThewritebutfercanaccessmemorywhenevertheDRAMisldle.

I The write buffetcanaccess memory after a minimum of2,4, 8, 16, 32 or
64CPU clocksfromtheoornpletion of the last DRAMread.'I‘heoountis

restarted atthecontpletion ofeachread. When anyof these settings are
se1ected,thewritebnfferispermittedtoaocessmemmywhentheproos-
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sor'generatesansooesIthstisnotara.d (eg, anotherwriteoraPCl
transaction).

0 Writebuffiersecess tosysternznemoryispermitted onlywhen the proces-
sor generates a nm-system memory read transaction.
 

configuration Mechanism

The '59x chipset implements PCI configuration mechanism number one

(configuration address port at 1/0 [oration 0CF8h and configuration data port

at 1/0 location 0CFCh).
 

Pcl Arbitration

The ‘$91 incorporates the PCI bus arbiter. The arbiter supports the '591, the
‘S93 and up to four additional PCI bus masters. 'l‘he '591's REQ# and GNT#
signals are internally connected to the arbiter. A single signal line is used by
the'593torequestendbegrantedownershipofthePCIbus (refer to these‘:-
tion in this chapter entitled ‘"593 Characteristics When PCI Master." Option-
ally, the ‘593 may use one of the tour RBQ#/GNT# signal pairs for arbitration.

The ‘591 never generates fast back-to-back transactions because it doesn't
know the address boundaries of dlffierent targets.

Theprioritysclteutemaybesottwsre selected as fixed orrotatioml. When
fixedisselectedfihe ‘593'sRBQGN'IWsignalhashiglmtprlority.1'his guaran-
tees DMA channels timely access to the bus. Then, in descending order of im-

portance, the priorities of the other masters are master 3, master 2, master 1,
master 0 and the processor. The or has lowest priority. Whenever any
of the PCI masters require access to the PCIbus, the ‘S91 serts HOLD to the
processor and takes the bus away from it to grant to the most important PCI
master. .

When rotational priority is selected, the ‘S93 has highest priority, with priolily
rotatingbetweenbusmasterso through3end thehostprocasor. Refertofig-
ure 23-2.

V“Wet‘-i _.'M m¢i\:NJi'1-.4-—.‘m.'—.
Ilxearbitercanbepmgrantmedtoparktltebuseitheronthe‘591oronthe
last master that used the bus ‘The latter mode can onlybe selected when rota-
tional priocriry has been selected.
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Locking

The arbiter in the ‘S91 implements a bus lock. It does not support target lock-
ing.
 

Special Cycle Generation

Software can stimulate the host/PCI bridge to generate a PCI special cycle to
PCIbuszeroortoanyofi.tssubordinatePCIbusesuxlng themethoddefined
for configuration meclunism number one; that is, the programmer performs a
32-bit write to the configuration address port specifying the target PCI bus,
and sets the target device number, fxmcliom number and doubleword number
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to IE1, 7h and 00h, respectively. The programmer then performs a two byte or
four byte write to the configuration data port. The bridge performs a special
cycle on the target PCI bus, supplying the data written to the configuration
data port as the message during the data phase. If the target bus is a subordi-
natebus, the ‘S91 generates a specialcycle requestusinga type 1 configura-
tion write transaction.
 

‘$91’ cont'lguratlon’ Registers"

Figure 233 illustrates the ’591's PCI configuration registers. The sections that
follow ddine the manner in which the chipset implements each of these regis-

ters. For a description of the ’591’s device-specific configuration registers, re-
Eer to the chipaet specification.

Vendor ID Register

The Vmdo: ID for VLSI Technology is 100411.

Device ID Register

The deviceID for the '591 is O0(Bh.

Command Register

Table 23-1 defines the '591's usage of its command register bits.
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Table 23-1. '59! Command ‘ _

i r , , 9°95 - 7

I/0 enable bit. Hardwired to zero because the ’591 doesn't respond to any
PCI I/0 transactions.

Memory enable bit. When set to one, PCI bus masters can access system
DRAM memo . Reset sets this bit to one.

Master enable bit. Hardwired to one because the '591 is always enabled to

Special cycle monitor enable bit. Hardwired to zero because the ‘591 does

' : - --2 cles eneratedb other PCI masters.

Memory write and invalidate enable bit. Hardwired to zero because the
’591 never; -a A tea the mem - write and invalidate command.

VGA color palette snoop enable bit. Hardwired to zero. Only VGA-
oompafible devices and PCI-to-PCI bridges are required to implement this
bit.

Parity error response bit. When set to one, the ‘591 asserts PERR# when a

- -w ari -error.Raetclearst}u'sbit.

Stepping enable bit. Hardwired to zero because the '591 never uses ad-
dressordata -- c on .

System error response‘ bit. When set to one, the '591 is enabled to assert

SERR# (if the PARITY ERROR RESPONSE bit is also set to one) when ad-

dress phase parity error detected or system DRAM parity error. Reset
clears this bit.

Fast back-to-baelt enable bit. Hardwired to zero because the ‘591 never
- erforms fast back-to-back transactions.

15:10 and hardwired to zero.
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Status Register

Table 23-2 defines the '591’s usage of its register bits.

Table 23-2. '591's Status Re ' fer Bit Asst’ men!

II?! A :-_ _ _   

  

  
7 Fast back-Io-back capable bit. to one, indicating that, when

acting as a target, the ’591 supports fast back-to—back transactions to differ-
Elt r- '_ "N

signaled parity en-or bit. Set to one when the ’591, acting as a master,

F samplsPERR#assertedbytl\etargetdurin,gawriteorfl1e'591asserts

  
  

  PERRII on a read. Reset clean this bit tozero. .

DEVSBI. timing. Hardwired to 01b. indicating that the ’591 has a medium
a - « ed PCI address decoder.

Signaled target abort. Hardwired to zuo because the ’591 never signals a- ; Q abort.

    

   ,- whenactin umasterfimetcleusthisbittozero.

E Received master abort. Set to one when the ’591 experiences a master aboitwhenactin as masleiakaetclearsthisbittozem.

signaled system euot. Set to one by the ’591 when it assert SERR#. Rwet
cleaxsthisbittozero.TheSBRR#BNABLEandPARl'l'YERRORRE-

SPONSB bits in the ‘591's command register must be set to enable the ’591
-,2 rateSERR#endsetthisbit. T

Received parity enur. Set to one when the ’591 detects an address or data
base - ti ‘ error. Raetdeaxs thisbit to zero.

 
 

   

  
  

     

Revision ID Register

Tlte revision ID xegister contains 001': in the first release of the ’591.

class Code Register

‘l'he'class code register contains 060000h. 0611 specifies the bridge class. The
middle byte, Ooh, specifies that the subclass is host/PCI bridge. The lower
byte is always 00h for all revision Zx-compliant device.

m Ruvandto. ' . ' _
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cache Line Size configuration Register

Not implemented. Since the 'S91 contains the cache controller, it "knows" the
system cache line size.

Tlrner Register "

Hardwired a value of 10h (l6d). When acting as a PCI bus master, the
‘591 never performs bursts of longer than two data phases. The specification

states that any device that never perform; more than two data phase: may
hardwire a value into its LT, but the value may not exceed 16d.

Header Type Register

Hardwired wit_h the value ooh. This indicates that the '591 is a single-rum.-um
device (bit 7 = 0) and that the format of configtlration doublewords 4 through
15 adheres to the header type zero definition.

BIST Register

Hardwired to 00h. Bit 7 : 0 indicates that the ‘591 does not implematt a built-
in self test.

Beseflddress Registers

None implemented. The ‘S91 utilizes deviceapedfic registers to set up its sys-
tem DRAM address decoders. Regarding 1/0, the ‘S91 only implements two

I/D ports: the configuration address port at 1/0 address 0CP8h and the con-
figuration data port at 1/0 address OCBCI1. It has hardwired address decoders
for these registers. ' ’

Expansion ROM B.aeewAddre.ss Register

Not implemented because the ‘S91 does not incorporate a PC! device ROM.

Interrupt Llnefiegieter

Not implqnentaed because the ’591 does not generate interrupt requests.
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Interrupt Pin Register

Hardwired with 0011, indicating that the ’591 does not implement a PCI inter-
rupt request output pin. T

M|n_GI_1t Register

The ‘591 incorporates the PC_I bus arbiter and already knows its timeslice and
intrinsically knows its own bus acquisition latency requirements.

Max_Lat Register '

See Min_Gnt register section (previous section).

Bus Number Register

Hardwired to con, indicating that the PCI bus residing directly behind me
’591 is PCI bus zero.

subordinate Bus Number Register

Hardwired to FFh. Any software requests to perform special cycles or con-
figuration reads or writes on buses other than bus zero are therefore passed
through the ‘$91 as type one configuration accesses. If the target bus doesn't
exist, the type one configuration access will terminate in a master abort.

 

-mm.,
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Figure 23-3. ‘591 PCI Configuration Rzgistm
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PC! Device Selection (IDSEL)

When translating accesses to the configuration data port tnto PCI type zero
configuration accesses, the ‘591 internally decodes the target device number
specified .in. the configuration address pot-t_and eelects ar_\_ID_SEL_ to assert.
Rather than implementing an IDSBL output for Bad‘! physical device
on the PCI bus, the ‘591 asserts (me of the upper AD lines during the address
phase of the PCI configuration access. Table 23-3 defines the AD line asserted
(set to one) for each device number that may be specified. On the system
board, each physical device position reslstively-couples one of the upper AD
lines to the device's IDSEL input pin.

 

 
 

 

Table 23-3. Dem‘aeNumber'I‘oAD Lin (J1 ;

Dceumb edemal) AD Line Aseerted 

 
 
 -—
— 

__ ‘-

—_
‘_
 
 
 

‘S
 
‘Ii-
:_

" Note: the '591 may be programmed to be either device 0 or device 31.
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Handling of Host Processor-Initiated Transactions

Memory Read

When the host processor initiates a memory (code or data) read transaction,

0 The target location is within the range ofsystem DRAM memory.
- The target location falls within the range assigned to system DRAM mem-

. cry, but is within a sub-range defined as PCI or ISA memory.
0 The target location is above the top of installed system memory.

In the first case, the address is considered to be cacheable. The ‘looltaside L2
cache performs a lookup to determine if the requested data is present in the
cache. If present, the cache tells the DRAM controller to abort the access to

system DRAM and the cache supplies the requested data to the processor. If
the requested data isn't currently present in the L2 cache, the DRAM control-
ler proceeds with the memory read to fetch the target line. If the read hits on
any posted-writes currently outstanding in the posted-write buffer, the write
data is merged with the data read from memory and the requested data is
suppliedtotheprooessor.TheL2caehealsolatchesacopyofthe lineofin-
formationslfthe L2 caclielinesizeisatbytes, the cache initiates a seoondline
read from memory to loadthe secondhaltof itslinelnto theL2 cache.

In the second and third cases, the ‘S91 arbitrates for ownership of the PCI bus
and initiates a memory read transaction (note that if the processor already has
aPCImemory writepostedin the ’591, thepostedwritewtllbe flushed to PCI
memory before the PCI memory read is initiated). Because the L2 and L1
caches are not permitted to cache from memory beyond the bridge. the result-
ing PCI memory read transaction does not fetch an entire line (32 bytes) from
memory. Rather, the access consists of one or two data phases (at most, the
processor is expecting to get back eight bytes of iniormation). What the PCI

memory read transaction is initiated, DEVSEI} is asserted if a memory -target
on the PCI bus recognizes that it is the target of the transaction. That target
then supplies the requested data to the ‘$91 and the '59] supplies it to the
processor. If no PCI memory target asserts DBVSELI, the subtractive decoder
built into the ’593 eventually asserts DEVSELII and claims the transaction. The

tramaction is passed to the ISA bus. If an ISA memory target recpyuzes the
address, that target supplies the data. If the address is not recognized by any
ISA memory target, the ISA bus controller in the ‘593 latches all ones from the

517



Page 206 of 235

PCI Sgtem Architecture

ISA dstabus(its quiescentstatewhennotbeingdriven) and that issent back

to the ‘591 and then to the processor.

Note that the ‘591 can be programmed to recognize that specific PCI memory
regions support preletching. In this case, when the ‘S91 performs the PCI
memory read. it asserts all four byte enables and fetches the entire double-'

,, wordbelng addressedin thedsta phase (even if the processor-had only re-

quested a subset of the doubleword). The requested data is fed back to the
processor and the prefetched bytes within the doubleword are stored in the

- ‘591’s rend-ahead buffer. This buffer can hold a quadword of data. If the proc-
essor should subsequently request any of the prefetdted data, the data is
supplied from the read-ahead buffer and the ‘S91 does not perform a PCI
memory read transaction.

Memory write

Whendtelwstpmcessorirufiatesamemorywriteu’ansacfion.thereare&1e
same three cases:

0 The target location is within the range ofsystem DRAM memory.

0 The target location falls within the range assigned to system DRAM mem-

ory, but is within a sub-range defined as PCI or ISA memory.
0 The target location is above the top of installed system memory.

In the first case, the memory write is absorbed by the posted-write buffer (it
the eight qusdword FIFO isn't full). The processor can then initiate another

transaction immediately. If the buffer is full, the processor’: current memory
write stalls.

In the second and third case, there are two possible cases:

Memory write posting is enabled for the addressed area of PCI memory .

0 Memory write posting is disabled for that area. -<....'._'_,;~,_.
lu...

-wwtn.xm_,t,,»_..;,:A&".-.,_
If write posting is enabled and the write buffer is currently-available. the 3'7
memorywriteisabsorbedbytltebufferandtheptocessorisperutittedtoerld-
its transaction. The ‘S91 then initiates the PCI memory write when it has ac‘
quired Pclbtmownership. Ifwritepostingisdisabled in the target area.lh!
processor is stalled until the PCI memory write has been completed on the
PCI bus. '

518



Chapter 23: Overview of VL82,C59x-PC! Chigset

IIO Read

Whentheprocessorinitiataanl/Oread transactirmthetugetdeviceisone
ofthefollowing: '

0 Configuration address port at 1/0 location 0CF8h.

0' ' Configuration dnteport st‘!/O location 0CFC‘n. . --

o APCIoranISAI/Otargetdevice.

In the first two cases, the transaction is not passed through to the PC] bus.
These two ports are integrated into the '591. The ‘$91 therefore supplies the
requested data direddy to the host procesor.

In thedtirdcase,the'591stalJstheprocessoruntilthePCItarget(or the ‘$93)
supplies the requested data. The data is then routed to the processor, conclud-
ing the transaction.

IIO Write

When the processor initiates an I/0 write transaction, the target bcation is
one of the following:

0 Configuration address at 1/0 location OCF8h.
0 Configuration data port at I/0 location 0CFCh.
o APCIorartlSAI/Otarget,

Inthetirsttwocases.the’591acceptsthewritedaiaintothetsrgetportand
the transaction is not passed to the PCI bus.

In the third case, the transaction must be passed to the PCI bus. By default, the
'591 does not post I/0 writes, but it can be programmed to do so. Assuming
[/0 write posting is disabled, the processor is stalled until the ‘S91 acquires
ownership of the PCI bus and completes the PC! I/0 write transaction

Interrupt Acknowledge

in response to an external interrupt from an 8759A interrupt controller, the
processor generats two, back-to-back inturupt acknowledge transactions.
The first one is generated to command the interrupt controller to prioritize its
pending requests. The processor does not transfer data during this transac-

tion. The processor generates the second interrupt acknowledge to request the
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interrupt vector associated with the highst-priority pending request. When
the ‘S91 detects the first interrupt acknowledge, it responds with BRDY# to
permit the processor to end the transaction. This transaction is not
through the bridge. What the '591 detects the initiation of the second inter-

mpt acknowledge, it acquires ownership of the PCI bus and performs an in-

terrupt acknowledge transaction. In response, the ‘S93 internally generahs
-- e - — - - two INTA (interrupt acknowledge) pulses to the two 8259.3 core; that reside __

inside the ‘S93. During the second INTA, the interrupt controller gates the one

byte vector onto PCI data path zero, AD[7:0], and asserts TRDWI. The ‘591 is
already asserting lRDY# so the ‘S91 latches the vector from the AD bus and

. terminates the transfer. During this period, the '591 has been stalling the proc-
easor by keeping BRDY# deasserted until the data is presented on the proces-

5 sor’s data bus. The vector is placed on host data path zero, D[7:0], and BRDY#

is asserted. The processor latcha the vector, concluding the second interrupt
acknowledge transaction.

Special cycle

The host processor is capable of generating the following types of special cycle
transactions:

Shutdown.

Flush.

Halt.

Writeback.

Flush Acknowledge.

Branch Ihce Message.

Stop/Grmt.

ooono_oo
The '591 only passes shutdown, halt and stop]grant through the bridge to the
PCI bus. The shutdown special cycle causes the '591 to generate a PCI special
cycle transaction with the shutdown massage sent during the data phase. 'l‘he '
halt special cycle causes the '59! to generate a PCI special cycle transaction f

with the halt message sent during the data phase. The stop/grant special cycle -_'
causes the ‘591 to generate a PCI special cycle transaction with the haltmes-
sage sent during the data phase. The stop/grant message is differ-entiatt!d_
from a halt by AD4 set to one during the address phase (rather than low for a
halt). The ‘593-is designed to test the state of AD4 during the address phase I0
determine if the tnesage is a halt or a stop/grant. The other processor

initiated spedal cycles have the following effects:
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o ‘l'he flush special cycle transaction causes the '591 to invalidate the L2
cache.

0 The writeback special cycle transaction has no effect (because the L2 cache

isnot a writebackcache and thereforedoes not have anymodifiedlines to
be written hack to memory).

0 The Hush acknowledge special cycle transaction is generated by the proc-
essor in response to assertion of its FLUSI-ll! input when it has completed
writingback all modified lines to iriemory and has‘ cleared the‘L1 "cache. ‘
The author believes (but isn't certain) that the '591 ignores this transac-
tion.

0 If enabled to do so, the processor generates the branch trace message spe
cialcycletransactionwherieverabranchinstructioriistalten. 'I‘he '591. ig-
nores this transaction. .
 

Handling of PC|—lnlttated Transactions

Genera!

The following sections describe how the '591 responds. to transactions initiated
on the PCI bus by other masters. It's important to note that the '591 does not

support concurrent operation of the host and PCI buses. In other words, when
aPCImasterotiierttunthe‘59lha.sacquiredowneI'ship ofthePCIbus,ithas
also acquired ownership of the host bus. The '591 accomplishm this by assert-
ing HOLD to the processor and waiting until HLDA is asserted, indicating
that the processor has released ownership of the hostbus. The '591's PCI arbi-
ter then grants ownership of both buses to the PCI master. The transaction
initiated by the PCI master is passed through to the host bus so that the PCI
master can access system DRAM memory (if this is a memory read or write

transaction that targets system DRAM). If the transaction is not a memory
transaction, or it is a memory transaction, but the target address is not wstuem

DRAM memory, then the DRAM controller, L2 cache and the processor
(which is not told to snoop) ignore the transaction.

PCI Master Accesses System DRAM

The '591 aiiasm all three of the PCI memory read transaction types (memory

read, memory read line, memory read multiple) to the PCI memory read
transaction If it is a memory transaction and the target add: is system
DRAM. the following actions are taken:
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0 The processor’: L1 cache is told to snoop the address (via AHOLD and
EADS!!) and report the snoop result (on I-tl'l‘# and HITM#).

- 'l11e L2 cache performs a lookup.

lttheL1snoopresu1tsinamissorahitonadeanline(I-ll'l'M#isnotas-

set-ted), the PCI master is permitted to continue with the transaction.

'1. ' If 'a’_read requested data is present in the L2 cache, the L2 cache _‘
supplies the data to the Pclrnnster. This is a nice feature. If the PCI mas-
terisacoessingadatasmscturethatisshuedbythehostproceseor,the
resnlthg L2 cache hits can result in remarkable perfomthnce for the PC!
mister.

, 2. lfareadandtherequested dstaisnotpresentinthel.2cache,theDRAM
controller accessessystemDRAMandthedataissupplied to thePC!mas—
tar from system dram.

3. If: wrlte,theposted-writebufferebsorbsthewritedata from thePCI
master. If the L2 and/or L1 caches have a hit, the cache copies of the line
are invalidated. If the data isn't resident in either cache, the write has no

effect on the caches. The memory write and invalidate ccmmmd '5

treated as a memory write.

Pct Master Accesses PC! or ISA Memory

Although the transaction is presented on the host bus, it has no effect on the
L1 or L2 caches or on system memory.

Pct Master Accesses Non-Exietent Memory

In this case, the 3% asserts DEVSEM (due to subtractive decode) and passes
the transaction to the ISA bus. The '591 passes the transaction to the host bus. '

but it has no effect (because the target address is not within range of system
DRAM memory).

IIO Read or Write Initiated by PC] Master

Although passed to the host bus by the '591, have no effect.

Special cycle

The '591 ignores special cycle transactions generated by PC! masters.
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Type 0 Configuration Read or Write

A PC! master may access the ’591's PCI configuration registers by directly
generating the standard type 0 configuration read and write transactions. It
cannot use the configuration address and data ports to stimulate the ‘.591 to

generate configuration transactions because the '591 would then have to use

the PCI bus at the same time that the PCI master was using it.

Type 1 configuration Read or Write

A PCI master may use a type one configuration transaction to access the con-

figuration registers in a device on another PCI bus or to cause the generation

of a special cycle on a specified target PCI bus. The "591 is unaffected by these
transaction types. '

Dual-Address Command (64-bit Addressing)

Because the system DRAM memory resides in the area up to but not above
the 1GB address boundary, the detection of a PCI dual-address command has
no effect on the ‘S91.

Support for Fast Back-to-Back Transactions

The ‘S91 can act as the target of fast back-to-back transactions, but cannot ini-

tiate them when acting as a PCI master.
 

‘S93 PCIIISA Bridge

The ‘$96 provides the following functionality:

Bridges the PCI and [SA buses.

Two 8259A interrupt controllers and the APIC 1/0 module-
Two 8237A DMA controllers andtheir associated page registers.

Real-Time Clock and CMOS RAM function (or, alternately, supports ex-

ternal RTC/CMOS).

Part B logic. ' .
I Tumble subtractive decoder (can be tuned to assert DEVSEL# in slow

time slot).

0 Programmable decoders for memory regions that exists on the ISA bus.
This permits fast address decode of PCI accesses to the ISA bus. It also
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permits memory accesses initiated by ISA bus masters or DMA dtannels
to be contained on the ISA bus and not be passed to the PCIbus.

Handles shutdown-to-processor INIT conversion. When a PCI special cy-
cle transaction is detected with the shutdown message, the ‘593 toggles
INlT.to force a system reboot.
A20 mask function.

Processor self-test initiation.

FERR#toIRQ13conversion. ‘ ‘ " - ~ - —-

NMI generation.'I'he’593 generatesNMIwhenCI-ICI-[Kisasserted ottthe
ISA bus, or when SERR9 is asserted on the PCI bus.

Hot rwet generation

System Management Mode (SMM) interrupt logic.
Monitors up to 27 different events related to power management.

Includa watchdog timer for SMM usage.

Supports software generation of the system management interrupt.
Includes logic utilized to stop the processor clock.

Positive decode for system ROM and keyboard controller, permitting fast
address decode within these ranges.

POWBRGOOD/Reset logic.

V Speaker timer.

Support for turbo mode. Can be used to periodically stop the pi-moors
clock to make the prooasor appear to run slower.

Integrated X-bus buffers.

Can increase ISA BUSCLOCK speed up to 16MI-IZ within specified ISA
memory regions.

DecoupledISAmemoryre£iesh.ISAmemoryxefreshcanoccuronthelSA
bus while PCI transactims are inprograss.

Supports disabling of internal DMA controllers (permitting implementa-
tion of an external DMA controller).
 

‘593 Handling of Transactions Initiated

by PCI Masters

The ’593 responds to PCI transactions as follows:

When acting as the target of a multiple-data phase PCI transactiam 1119
’593 always disconnects the master upon completion of the first data
phase.
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- The '593 treats the PCI memory read l.ine and read multiple corrunands as
a memory read.

0 The '593 treats the PCI memory write and invalidate command as a mem~
ory write.

The ‘593 ignores the PCI dual-address command.

The ‘593 can respond as the target of fast back-to-back transactions. but
‘cannot generate them. - — — - l - _

0 The ‘S93 responds to the PCI interrupt acknowledge transaction by
claiming the transacticm and returning the interrupt vector on the lower
data path.

0 When the ‘S93 detects a PCI special cycle transaction, it determines if the

message delivered during the data phase is a shutdown or a halt (it ig-
nores all other message types). If,a shutdown, it issues INIT to the proces-
sor to reboot the system. If a halt, it examines the state of AD-1 from the

transaction's address phase. It AD4 = 0, the processor is halting. The SMM
logiccanbeprogranruned totakeaction onthisevent.IfAD-4 = 1, themes-
sage is really a stop/grant message. This informs the SMM logic that the
processor has stopped its clock in response to assertion of S'I'PCLI<# by
the ‘593.

0 The ‘$93 iprores type one configuration read and writes. A type zero con-
figuration read or write that asserts the ’593’s IDSEL is permitted to access
the ’593's PCI configuration registers.

3 The ‘593 handles address and data phase parity errors according to the
revision 2.2: PCI specification.

0 The posted-memory write buffer in the ‘593 can be enabled/disabled by
software. When enabled, the buffer accepts up to 32-bits of write data be-
ing presented by a PCI master and then disconnects. It then performs the
memory write on the ISA bus. If a PCI master attempts‘ to access the ISA
bus while the posted-write is being performed on the ISA bus, the '593
stalls it (bykeeplng TRDY# deasserted) until the write completes.

subtractive Deoode capability

The subtractive decoder in the ‘S93 claims any unclaimed PCI memory access
(even to addresses above 16MB). This means that areas of memory space
above the top of system DRAM memory and above 16MB and not populated
by PCI memory devioa alias down into ISA's 16MB memory address space.

 

The subtractive decoder can be tuned to respond with slow DEVSEL#, rather
than the normal subtractive DEVSEL# one clock after the slow time slot.
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‘593 characteristics When Acting as PcI.Master

The ‘$91 incorporates the PCI bus arbiter. When the ‘$93 must pass an ISA bus
master or DMA transaction onto the PCI bus, the ‘S93 must issue a request to
the ‘S91 and await assertion of its grant. The '59): chipset can handle the arbi-

tration between the ‘S91 and the ‘S93 in one of two ways (software-selectable):

1. "Ihe"593‘ normally drives its REQGNTW output high. When it requires ac-
cess to thePCIbus,itdrivesREQGN’l‘#1owforone cycle 0ftheprocs-
sofa bus clock. One clock after that, the ‘591 takes ownership of the
REQC-'N'l‘# signal and drives it high The ‘$91 continues to drive

REQGN'I‘# high until the arbiter is going to grant the bus to the ‘593. ‘The

'591 then drives REQGNW low for one cycle of the processor‘; bus dock,

Onedockafterthat.the‘5$\3resumesownershipoftheREQGNT#signa1
and continues to drive it low until it has completed using the PCI bus.

When the ’593 has concluded using the PCI has, it drives REQGN'nth1gh
and leaves it high until it requires the PCIbus again.

2. Altemately, the ‘S93 and ‘S91 can use a normal PCI RBQO/GN'I‘# signal
pair for ‘593 bus arbitration.

When acting as the PCI master, the ‘593 cannot generate East back-to-back

The '593 recognizes that the arbiter is parking the bus on it when it detects its
GNT#assertedandthebusisidle. The '593thental<esownershipoftheAD

and C/BE buses and drives them low. One clock after driving them low, the
‘S93 drives PAR low.

"me ‘593 only initiates transactions on the PCI bus because:

0 A DMA channel is performing a transfer to or from system memory.

0 Anlsfikbusmasterisperformingasystemmemoryoranl/Oreadqr
write.

The only types of PCI transactions it generates are therefore memory and 1/0.
read and write transactions.

.:i'
=1
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Interrupt Support

The ‘S93 incorporates two 8259A interrupt controllers and an advanced pro-
grammable interrupt controller (APIC) 1/O .module. _All of the system inter-
rupt request signals, IRQI15:0], are connected in parallel to the pair of 8?.'59A's
and to the APIC. ‘Dds permits the programmer to set up the ’593’s interrupt
logic to handle requests in an 82.59A-compatilrle manner, or, in a rnultiproces-A

' sing enviromnent, to route all interrupts from ISA and PCI to the APIC for
delivery to the processors. A description of 8259A and APIC operation is out-
side the scope of this book. A complete description of the 8259A interrupt con-
troller operation can be found in the Addison-Wesley publication (also
authored by Mindshare) entitled ISA System Architecture. A complete descrip-
tion of the APl_C operation can be found in the Addison-Wesley publication
(also authored by Mindshare) entitled Pentium Processor System Architecture.

Eleven of the system IRQ inputs, IRQ[15:14], [I229], and [7:3] may be indi-
vidually programmed as either shareable or non-shareahle interrupt request
lines. Of these eleven, the 593': four PCI interrupt inputs may be routed to
any of eight of them (IRQ[15:14], ‘[12:91, [51, and [3]).
 

DMA Support

The ‘S93 incorporates two 8237A DMA controllers in a master/slave contigu-
ration. It also incorporates the page registers necessary to extend the start ad-
dress registers to a full 32 bits. This enables the DMA controller to transfer

data to or from memory anywhere within the 4GB memory address space. It
is a constraint, however, that the specified DMA transfer in memory must re-
side fully with a 64KB-aligned block of memory space (because the 8237A

DMA controller cannot issue a carry to the page regime when incrementing
over a 64KB address boundary).

‘593 configuration Registers

Figure 23-4 illustrates the ’593’s usage of its PCI configuration space. The sec-
tions that follow define the manner in which the chipset implements each of
these registers. For a description of the ’593’s device-specific configuration
registers, refer to the chipset specification.
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The device ID for the ‘S93 is

PCI Szstem Architecture _

Vendor ID Register

Use vendor in for V1.51 redmoiogy is 1oo4h.

Device ID Register

Command Register

Table 23-4 defines the '593’s usage of its command register bits.

Memoryenab1ebit.Whensettoorne,PCIbusmasterscanaccessISA
.Resetsetsthisbittoone. . -

Master enable bit. When set to one, the ‘S93 is enabled to initiate PCI trans-
actions. Raetsets thisbittoone.

Special cycle monitor enable bit. When set to one, the ‘S93 recognizes spe-
' cycles (only shutdown and halt) generated by other PCI masters
usu ,the'591,Resetsetsthisbittoone. .

Memory write and invalidate enable bit. Hardwired to zero because the
‘S93 never ;merates the memo ' write and invalidate oomrnand.

VGA color palette snoop enable bit. Hardwired to zero. Only VGA-

compatihle devices and PCI-to-PCI bridges are required to implement this
bit. '

Parity error response hit. when set to one, the ‘S93 asserts PERR# when a

dataparityerroris detected. Also used toqualifytheassertinn o£SERR#on
address hase an error. Reset clears this bit.

Stepping enable bit. Hardwired to zero because the '59.‘) never uses ad-
dress ordata s -A 3-;

System en'or response bit. When set to one, the ‘593 is enabled to assert
SBRR#C1fthePARl'l'YERR0RRBSPONSEbitis also set to one) when ad-
dress hase - ari error detected. Reset clears this bit.

Fast ‘back-to-back enable bit. Hardwired to zero because the '51? never

- erforrns fast back—to-back transactions.

VU
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Status Register

The '593’s configuration status register bit assignment is defined in table 23.5.

Table 23-5. '5.93's Status Re ‘ fer Bit Asst‘ ment

_
Reserved and hardwiredto zero.“ '

Fast back-to-back capable bit. Hardwired to one, indicating that, when
acting as a target, the ‘$93 supports fast back-to-back transactions to differ-
ent tar ts.

signaled parity error bit. Set to one when the '593, acting as a master,
samples PERR# asserted by the target during a write or the ‘S93 asserts
Pl3RR# on a read. Reset clears this bit to zero.

10:9 DEVSEL Hardwired to 01b, indicating that the ’593 has a medium
5 - eed PCI address decoder.

signaled target abort. Set to one when the ‘S93 has signaled a target abort
to the initiator of a transaction. Reset clears this bit to zero.

Received target abort. Set to one when the ‘S93 receives a target abort from
a tar t when actin as master. Reset clears this bit to zero.

Received master abort. Set to one when the ‘593 experiences a master abort
when ac - ; as master. Reset clears this bit to zero.

signaled system error. Set to one by the ’593 when it assert SERR#. Reset
clears this bit to zero. The SERR# ENABLE and PARITY ERROR RE-

SPONSE bits in the '593’s command register must be set to enable the ’593
to ; a crate SERR# andset this bit. '

15 Received parity error. Set to one when the ‘S93 detects an address or data
hase - : ' error. Reset clears this bit to zero.

  

 
 
  

 

 
 

 

 
0-‘I-‘

 
 

 
  

  

 
  

 
 
 

  

Revision In Register

The revision ID register contains 0011 in the first release of the "593.

Class Code Register

The class code register contains 060100h. 06h specifies the bridge class. The

middle byte, 01h, specifies that the subclass is ISA/PCI bridge. The lower
byte is always Ooh for all revision 2.x-compliant devices.

529

Page 217 of 235



PCI System Architecture 

530

Page 218 of 235

Cache Line Size configuration Register

Not implemented.

Latency Tlmer Register

Not implemented. When acting as a.PC.l master, the —'593 only performs single» -
data phase transactions initiated by ISA bus masters and DMA channels.

Header Type Register

Hudwired with the value 00h. This indicate that the ‘S93 is e single-function
device (bit 7 =: 0) and that the format of configuration doublewotds four

through 15 adhezes to the header type zero definition.

BIST Register

Haxdwired to 0011. Bit 7 = 0 indicates that the '593 does not implement a built-
in self tat.

Base Address Registers

None implemented. The ‘S93 device-specific registers to set up its ISA,
ROM and I/O iddress decoders.

Expansion ROM Beee Address Register

Not implemented because the '593 does not incorporate a PC! device ROM.

Interrupt Llne Regieter

Not implemented because the ’593 does not generate interrupt requests for it~
self.

Interrupt Pln Register

Hardwired with 0011, indicating that the ‘593 does not implement a PCI inter-
rupt request output pin.

a-:3-—o-.qnj——-z———'-n-—--a-u—.jg.-—-.-—-:—¢—T..__,?,
1

i
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Mln_Gnt Register

Ha:dwhedto00h,indicafingIhat&|e‘593hasnospedficrequi1ementsre-
gardingthetimeslioe assignedtoit. Inadd1tinn.the‘593 doesnotimplement
the LT. so the Min_Gnt register is a moot point.

Max_;Lat Reglotet -

Hardwired to 0011, indicating that the "393 has no specific requiremems re-
garding its arbitration priority level.
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Access Latency. The amount of time that expires from the moment 1 bus
mastm-requeststheuseofthePCI bus until itcomplctes thefirstdata transien-
ofthe transaction.

AD Bus. The PC! address/data bus carries address information during
-cddressphaseofattansactionanddata during each dataphase. ' "

Address Ordering. During PCI burst memory transfers, the must
indicate whether the addressing sequence will be sequential (also referred to
as linear) or will use cacheline wrap ordering of addrmses. The initiator uses
the state of AD[1:0] to indicate the addressing order. During I/O accsses,

there is no explicit or implicit address ordering. It is the responsibility of the
programmer to understand the I/O addressing characteristic of the target
device.

Address Phase. During the first clock period of a PCI tmisaction, the initiator

outputs the start address and the PCI command. 'l'his period is referred to as
the address phase of the transaction. When 64-bit addressing is used, there are
two address phases. '

Agents. Bach PC! device. whether a bus master (initiator) or a target is
referred to as a PCI agent.

Arbiter. The arbiter is the device that evaluates the pending requests for
aooemtothe bus andgrsntsthebus to aim: masterbased onasystem-specific
algorithm. '

Arbitration Latency. The period of time from the bus master's assertion of
R.EQ#untilthebusarbiter asserts tltebusmastefs CNN. Thisperiod is a
function of the arbitration algorithm, the master‘: priority and system
utilization.

Atomic Operation. A series of two or more accesses to a device by the same
initiator without intervening accesses by other bus masters.

Base Address Registers. Device configuration registers that define the start

address, length and type of memory space required by a device. The type of
space required will be either memory or I/O. The value written to this register
during device configuration will program its memory or 1/0 address decoder
to detect accesses within the indicated range.
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B151‘. Some integrated devices (such as the i486 microprocessor) implement a
builtvin self-test that can be invoked by external logic during system start up.

Bridge. The device that provides the bridge betwem two independent buses.
Exampleswouldbethehridgebetweenthehostprocessorbus andthePCI
bus, thebridgebetweenthel-‘Clbusand astandard expansionbus (suchas
theISAbus)andthebridgebetweentwoPCIbu.ses.

Bus Access Latency. Defined asthehaznount of time that expires
moment a bus mastarequests the use of the PCI bus until it completes the
first data transfer of the transaction. In other words, it is the sum of

arbitration, bus acquisition and target latency.

Bus Acquisition Latency. Defined as the period time from the reception of
GN‘Nbythetequesfingbusmasterunfiltl1ect1u2ntb\1amasterstnrendeIs

the bus and the requesting bus master can initiate its transaction by asserting
FRAME#. The duration of this period is a function ofhow long the current bus
master's transaction-in-progress will take to complete.

Bos Concurrency. Separate transfers occurring simultaneously on two or

more separate buses. An example would be an EISA bus master transferring
data to or from another ELSA device while the host processor is transfierring
data to or from system memory. -

BosIdJeState.Au-ansacdonisnotctnrently'mprograsonthebus.Onthe

PClbus,thisstateissig-nailed whenFRAMB#and IRDY# are both deasserted.

Bustockmvesabusmsstersoleaocesstofliebuswhtleitperformsaseries

of two or more transfers. This can be implemmhed on the PCI bus, but the
preferxed method is resource locking The BISA bus implements bus locking..

Bus Master. A device capable of initiating a data transfer with another device.

Bus Parking. An arbiter may grant thebuses to a bus master when the bus is

idleandnobusrnastersaregenerstingarequestforthebuslfthebusmaster
that the bus is parked on subsequently issues a request for the bus, it has
immedisteaecesstothebus.

Byte Enable. I486, Penflum"" or PC! Bus control signal that indicates that 8
particulardata pathwil1beusedduringatrans£er.Indirect1y,thebyteenab|e
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signal also indicates what byte within an addressed doubleword (or
qusdword, during 64-bit transfers) is being addressed.

Cache. A relatively small amount of high-speed Static RAM (SRAM) that is
usedtokeepcopiesofinformationreomtlyreadfi-omsystemDRAM
memory. The cache controller maintains a directory that tracks the

information currently resident within the cache. If the host processor should

request any of the ir_\_fo;ma_tio,n,currently resident in the cache, it will be-
returned'to'the procssor quickly (due to the fast access time of the SRAM).

Cache Controller. See the definition of Cache.

Cache Line Fill. When a processor‘: internal cache, or its external second level

achehasarnissonaread attemptbytheprocessor,itwillreada fixed

amount (referred to as a line) of information from the external cache or system
DRAMmernoryendrecorditintheacheThisisrel‘erredtoas acacheline

fill. The size of a line of information is cache controller design dependent.

Cache Line Size. See the definition of Cache Linc Fill.

CacheLine Wrap Mode. At the start of each data phase of the burst read, the

memory target increments the doubleword address in its address counter.
When the end of the cache line is encountered and assuming that the transfer

did not start at the firet doubleword of the cache line, the target wraps to start
addres of the cacheline and continues incremarting the address in each data

phaseuntilthe enfnecachelinehasbeentransferred. Iftheburst continues

past the point where the entire cache line has been transferred. the target
startsthe transferotthenextcacheline at the same addrss thatthe transferof

the previous line started at.

CAS Before RAS Refresh, or CBR Refresh. Some DRAMs incorporate their
own row counters to be used for DRAM refresh. ‘Dre external DRAM refresh

logiches only to activatetheDRAM's CAS1ine and then its RASline. The
DRAM will automatically increment its internal now counter and refresh

(recharge) the next row ofstorage.

CBR Refresh. See the definition of CA8 Before IIAS Refresh.

Central Resource Functions. Functions that are essmtial to operation of the

PCI bus. Examples would be the PCI bus arbiter and "keeper" pullup resistors
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that return PC! control signals to their quiesct state or them at the
quiescent state once driven there by a PC! agent.

Claimingthe Transaction. An initiator starts a PCI transaction by placing the
target device's address on the AD bus and the command on the C/BE bus. All
PCI targets latch the address on the next rising-edge of the PCI clock and
beg‘m to decode the address to determined if they are being addressed. The

' targetthat recognizes’ the'address'will “claim" the transaction by assertm‘g"
DEVSEL#.

Class Code. Identifis the generic function of the device (for example, a

display device) and, in some cases. a register-—specific programming intenficg
(such as the VGA register set). 'l‘he upper byte defines a basic class type, the

middlebyteasub-classwithinthebasic class, and the lower byte may define
theprogramming interface.

coherency. If the information resident in a cache accurately reflects the
original information in DRAM memory, the cache is said to be coherent or
consistent.

Commands.‘ During the address phase of a PCI transaction, the initiator
broadcasts a command (such as the memory read command) on the C/BB
bus.

pompafibflity Hole. The DOS compatibility hole is defined as the memory
addressrangefrom800001\-FFFFFh. Dependingonthefunctioniznplemented

wtthinanyofthese memory address ranges, the area ofmemory will have to
be defined in one of the following ways: Read-Only, Write-Only,
Read/Wrltable, lnaooessible.

Concunent Bus Operation. See the definidon of Bus Concurrency.

Configuration Access. A PC! transaction to read or write the contents of one
of a PCI devices configuration registers.

Configuration Address Space. x86 processors possess the ability to address
two distinct addras spaces: [/0 and memory. The PCI bus uses I/O and
memory accesses to access 1/0 and memory devices, respectively. In addition.
athirdacoesstype,theoonfigurationaccess,isusedto socessthe
configuration registers that must be implemmted in all PC! devices.
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Configuration CMOS RAM. The information used to configure devices each
time an ISA, BISA or Micro Channel?" machine is powered up is stored in
battery backed-up CMOS RAM.

Configuration Header Region. Each functional PCI device possesses a block
of two hundred and fifty-six configuration addresses reserved for

implementation of its config-motion registersflhe format, or usage, of the first
sixty-four locations is predefined by the PC! specification. This "area is referred " ‘
to as the device's configuration header region.

Consistency. See the definition of coherency.

Data Packets. ln order to improve throughput, a PCI bridge may consolidate
aseriesofsh-tglememoryreadsorwrltesintoasinglePCImernorybuxst
transfer.

Data Phase. After the address phase of a PCI transaction, a data item will be
transferred during each data phase of the transaction. The data is transferred
when both 'I'RDY# and IRDY# are sampled asserted.

Deadlock. A deadlock is a condition where two masters each require access to
a target simultaneously, but the action taken by each will prevent the desired
action of the other.

Direct-Mapped Cache. In a direct-mapped cache, the cache is the same size as
apageintnemory.Whenelineof informationisfetched from aposition
within a page of DRAM memory, it is stored in the same relative position
within the cache. if the processor should subsequently request at line of
information from the same relative position within a different page of
memory, the cache controller will fetch the new line from memory and must
overwrite the line currently in the cache.

Dirty Line. A write-back ache controller has inched a line of information

from memory. The processor subsequently performs a memory write to a
thecacheline.Thereis ahitonthecacheandthecadtelineis

updated with the new information, but the cache controller will not perform a

memory write bus cycle to update the line in memory. The line in the cache no

longer reflects the line in memory and now has the latest information. The
cache line is said to be ”dirty" and the memory line is ”stale." Dirty is another

way of saying "modified."

-_-;-3...._._~o;o_nnaw—o
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Disconnect. A very slow access target may force a disconnect between

accessestogiveotlterirdtiatorsadtancetotsetlxebrsfllusiskrwwnasa
disconnect. If the current access is quite long and will consume a lot of bus

time, the target signals a disconnect, completes the current data phase, and the
initiator terminates the transaction. The initiator them arbitrates for the bus

again so that it may re~initlate the transaction, continuing the data transfer at
the point of disconnection.

nos‘congruent, irate. see the definition of Compatibility Hole.

DRAM controller. The DRAM controller converts memory read or write bus

cycles on the host or PCI bus to the proper sequence of actions on the memory
bus to access the target DRAM location.

BISA. Extension to Industry Standard Architecture. The EISA specification
was developed to extend the capabilities of the ISA machine ardtitecture to

support more advanced features such as bus arbitration and faster types of
bus transfers.

Exclmive Access. A series of accesses to a target by one bus master while
othermasters are prevented from accessing the device.

ExpansionROM.AdeviceR0MrelatedtoaPClfunction'n1isROM

typically contains the initialization code and possibly the BIOS and internrpt
service routines for its associated device.

Functional PCI Devices. A PCI device that performs a single, self-contained

function. Examples would be a video adapter or a serial port. A single.

physical PCI component might actually contain from one to eight PC!
functional devices. ‘

Hidden bus arbitration. Unlike some arbitration schemes, the PCI scheme

allows bus arbitration to take place at the same time that the current PCI bus
master is performing a data transfer. No bus time is wasted on a dedimted
periodoftimetoperl'onnanarbitrationbuacycle.'l‘hisisreferredtoas
hidden arbitration. « '

Hidden Refresh. If in DRAM controller uses the memory bus to perform

DRAMre&eshM1end\esystunismurmtlyacoessh1gadeviceotherfl1an
DRAM memory, this is referred to as hidden refresh. Refreshing DRAM in
this fashion doesn't impact system performance.
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Hierarchical PCI Buses. When one PCI bus is subordinate to another PCI bus,

they are arranged in a hierarchical order. A PCI-to-PCI bridge would
interconnect the two buses.

I-lit.Re£eratoahitonttiecachellieprocessoririitiatesamernoryrend or
write and the cache controllerhas a copy of the target line in its cache.

H.ootIPC.I._B=l4s¢.-. A device that pr°vid_es,the bridge between the host
processor’: bus and a PCI bus. The bridge provides traneaction in
both directions. It may also provide data buffering and/or a second-level
cache for the host processor.

Idle State. See the definition for the Due Idle State.

Incident-Wave Switching. See the definition of Class I Driver.

Initiauir.Wher\ah11smasterhasarbitratedforand wonacceesto thePClbu5,

it becomes the initiator of a transaction. It thenstartc a transaction, asserting
FRAME! and driving the address and command onto thebus.

Interrupt Acknowledge. The host 1x86 processor responds to an interrupt

request on its INTR input by gmerating two, back-to-back interrupt
acknowledge bus cycles. If the interrupt controller resides on the PCI bus, the

host/PCI bridge translates the two cycle into a single PCI interrupt
acknowledge bus cycle. In response to an interrupt acknowledge, the interrupt

controller must send the interrupt vector corresponding to the highest priority
device generating a request back to the processor.

Interrupt Controller. A device requiring service from the host processor

generates a request to the interrupt controller. The interrupt controller. in
nnmguiemteearequestto thehostprocessoronitslNTRaignal line.W'hen

the host processor responds with an internipt acknowledge, the interrupt
controller prioritizes the pending requests and returns the interrupt vector of
the highest priority device to the processor.

Level-Two, or [L Cache. The host processor-‘s internal cache is frequently
referred to as the primary, or level-one cache. An external cache that attempts
to service misses’ on the internal cache is referred to as the level-two cache.

Line.Seethe definition ofCecheLinel’ill.
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Line Buffer. If a device has a buffer that can hold an entire line of information

previously fetched trommemormthebufferistrequentlyreta-redtoas aline
butter. ~

Linear Addressing. If a PCI master initiates a burst memory transfer and sets

AD[1:0] equal to a 00b. this indicates to the addressed target that the memory
address should be incremented for Bfldl subsequent data phase of the

_ ._ _-- . —

Local Bus. Generally, refers to the processors local bus structure. An example
would be the 486's bus structure.

Look-'I'hmugh Cache Controller. A cache controller that resid between its

associated processor and the rat of the world is referred to as a look-through
ache controller. Look-through cache controllers are divided into two
categories: write-through and write-back

MaaterAbort.Ifaninitiatorstarts aPCl tranaactionandthe transactionisn‘t

claimed by a target (DEVSEL# asserted) within five PCI clock periods, the
initiator aborts the transaction with no data transfer.

Master Latency Timer. Each bus master must incorporate a Latency Timer, or

LT. 'I‘heLTbenefits both the currentbusmaster and anybua masterthatmay
requestacoesstothePCIbuswlulethemmmbusmasterispertorminga
transaction. 'l'heL'l'ensures that the cumentbusmasterwillnothogthebus if
the PCI bus arbitrator indicates that another PCI master is requesting access to
thebus. Looldngatitfrom anotherpointof vlemitguaranteesthecurrentbus
master a minimum amount of time on the bus before it must surrender it to

another master. '

Master-Initiated Termination. flhe LT count may have expired and the
transaction continued without preemption by the arbitrator (removal of its
granobecauseno otherPC1master required thebua. Anotherbusxnastermay

thuxrequestandbegrantedthebuswhflethecurrentmastetktinhasa
transaction in progress. Upon sensing the removal of its grant by the
arbitrator, the current bus master must initiate transaction termination at the

endofthecurcentdata transferwith thetarget.'I'hisis referred to asrnasterv
initiated termination.

Memory Read Command. The memory read command should be used
when reading less than a cache line from memory.
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Memory Read Line Command. This PCI command should be used to fetch

one complete cache line from memory.

Memory Read Multiple Command. 'l‘his command should be used to fetch

multiple manory cache lines from memory. When this command is used," the

targetmemorydeviceshouldfetchtherequestedcachelinehommenmry.
Whentherequestedlinehasbeenfetched from memory,thememory
controller should‘start‘fetchin‘g the next line from memory in anticipation of a
request from the initiator. The memory controller should continue to prefetch
lines from memory as long as the initiator keeps FRAME asserted.

Memory Wrih Command. ‘I‘he initiator may use the PCI memory write or the

memory write and invalidate command to update data in memory.

Memory Write and invalidate Command. The memory write and invalidate

command is identical to the memory write except that it transfers a complete
cache line during the current transaction. The initiators configuration

registers must allow specification of the line size during system configuration.
If, when snooping, the cache/bridges write-back cache detects a memory
write and invalidate issued by the initiator and has a snoop hit on at line

marked as dirty, the cache can just invalidate the line and doesn't need to
perform the flush to memory. ‘Bus is possible because the initiator is updating
theenfirememorylineandallofthedatainthedirtycachelineis therefor

invalid. This increases performance by eliminating the requirement for the line
flush.

Menage. An initiator may broadcast a message to one or more PC! devices by
using the PCI Special Cycle command. During the address phase, the AD but
is drivm to random values and must be ignored. The initiator does, however,

usethec/Blilinatobroadcastthespecialcyclecoanmand. Duringthedata
phase, the initiator broadcasts the message type on AD[15:0] and an optional
message-dependent data field over AD[31:16], The message and data are only
valid during the clock after IRDWI is asserted. The data contained in, and the
timing of subsequent data plans is message dependent.

Miss. Refers to a miss on the cache. The processor initiates a memory read or

writeandthecacheoontrollerdoesnothaveacopyofthetargetlineinits'
ache.
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Multi-Function Devices. A physical PCI oomponent have one or more '
independent PCI funrflons integrated within the package. A component that
incorporates more than one function is referred to as a Multi-Function Device.

Nonocacheeble Memory. Memory whose contents can be altered by a local

processor without using the bus should be designated as non-cacheable. A
cache somewhere else in the ystem would have-no visibility to the change
and could end up with stale datapand not realize that it no longer accurately
reflects théoonten.' ‘ eatmeinory.

Packets. See the definition of Data Pockets.

Page Reghter. ‘flue upper portion of the start memory address for 3 DMA
. transfer is written to the respective DMA dunner: Page register. The contents

of this register is then driven onto the upper part of the address bus during a
DMA data transfer.

 
Parking. See the definition onius Parking.

PCI. see the definition of Peripheral Campont Interconnect.

hierarchy(withrespeot to thehostbus)ai-ereferred toaspeerPCIbu5es.
I

PeerPClBuses.PCIbusesthatoocupythesa.tneranldnginthePCIbus E
fI

Peripheral Component Interconnect (or PCI). specification that defines the -
PCIbus.'!'hi.sbusisintended to deflnetheinterconnectandbus transfer’

protocol between highly-integrated periphual adapters that reside on a
conm1on1o:elbueonthesystemboud(oradd-inexpansionoardsonfiiePU
bus)

Physical PC! Device. See the definition of Functional PC! Devices.

\'

Point-To-Point Signals. Signals that provide a direct interconnect between
twoPCI agatts. Anexamplewould betheREQ# andGN'I'#linesbetween a
PC!busmasterandthePCIbu.sarbiter.

Posted-Wrlte Capability. The ability of a device to “memorize” or post 3

memory write transaction and signal immediate completion to the bus master.
Aslongaathereisroomintheposbed-w1'itebuffer,thispe1mitathebllS
master to complete memory writes with no wait states. After posting the write
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and signalling completion to the bus master, the device will then perform the
actual memory write.

Preemption. Preemption oa:urs when the arbitrator removes the grant from
one master and gives it to mother.

Prefetching.Fetcldngalineofh\fomnfim&ommemorybeforeabusmaster
requests it. If the master should subsequently request the line, the target.
device can supply it immediately. This shields the master from the slow access
time of the actual target manor-y.

Primary Bus. ‘lhe bus closest to the host processor that is connected to one
side of an inter-bus bridge.

Reflected-Wave Switching. The output drivers commonly implemented in
highly-integrated components fall into the class II category. They take
advantage of the teflected-wave switching diaracteiistic mmmon to high-
speed transmission lines and printed circuit traces in order to achieve the

input logic thresholds. When a class 1! output driver transitions a signal line

froma logiclowtoa high,thelow-to-high transitionisrather weak and only
achieves half of the voltage change required to cross the logic threshold. This
transition wavefront is transmitted along the trace and is seen sequentially by
the input of each device connected to the line. When the wavefront gets to the
end of the transmission line, it is reflected back along the trace, effectively

doubling the voltage change and thereby boosting the voltage change past the
logic threshold. As the wave passes each device's input, the new valid logic
level is detected.

ReservedBusCommands.SeveralofthePCIbuscommandcodesare

reservedforfutureuse. Targets should ignore reserved buscommands.

Resource Lock. The PCI bus implemmts a signal, LOCIG. It allows a master
(a processor) to reserve a particular target for its sole use until it completes a
series of accesses to the target. The master then indicates that it no longer

requiresexcltsiveacoesstothetargetoneofthenicefeatures ofthePClbts
is that it permits other masters to use the bus to access targets other than the
locked target during theperiod theta masterhas locliedaocess to a particular
target.

Retry. If a target cannot respond to a transaction at the current time, it will
signal "retry" to the initiator and terminate the transaction. The initiator will
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respond by ending the transaction and then retrying it later. No data transfer
takes place during this transaction. An example of the need for a retry would
be if the target is currently locked for exclusive access by another initiator.

SCSL Small Computer System Interface. A bus designed to offload block data
transfers from the host processor. The %l host bus adapter provides the
interface between the host syste1n‘s bus and the SCSI bus.

Secondary Bus. The bus the host processor that isc_onrtectedto
one side of an inter-bus bridge.

Sideband Signals. A sideband signal is defined as a signal thatis not part of
the PCI bus standard and interconnects two or more PC! agents. This signal
only has meaning for the agents it interconnects.

Single-Function Devices. A physical PC! component may have one or more

independent PCI functions integrated within the package. A oomponent that
incorporates only one function is referred to as a Single-Function Device.

Slave. Anothernarne for the target being addressed during a transaction.

Snooping. When a memory access is performed by an agent other than the
cache controller, the ache controller must snoop the transaction to determine

ifthecurrentmasterisacoessirrgiriformation thatis alsoresidentwithin the

cache. If a snoop hit occurs, the cache controller must take an appropriate
action to ensure the continued consistency of its cached irtforntation.

Soft-Encoded Messages. The first two message codes, 0000b and 000th, are
defined as SHUTDOWN and HALT. Message code 000211 is reserved for Intel
device-specific messages, while codes 0003!: - fitrough - FFFFh are reserved.
Questions regarding the allocation of the reserved message codes should be
forwarded to the PC‘! SIG. Also see the definition of Message.

Special Cycle Cornmand. See the definition of Message.

Special Interest Group, or SIG. The PCI SIG manages the specification.

Speedway. Intel performed over 5000 hours of simulations in order to

establish the but possible layout of the PCI bus on a high-frequency system
board. The rsult is the Speedway (trademarked by Intel) definition. This
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layout maybeusedloruptotenphysia1PClcomponentsoperating atspeeds
upto33MHz.

Stale Information. See the definition of Dirty Line.

Standard Form Factor. Also referred to as the long card form factor, the
standard form factor defines a PCI expansion board that is designed to fit into
055*’-“.' ‘.1’?-‘*_1S"°.P "'9?-hints ‘.''.i.*h.l5A-_1?-T5~P.« 0! card slots»-

Streaming Data Procedures. Advanced bus cycle types implemented on the
more advanced Micro Channel machines.

Subordinate Bus. Number. The subordinate bus number ctmfiguration
register in a PCI-to-PC1 bridge (or a host/PCI bridge) defines the bus number

of the highest-numbered PCI bus that exists behind the bridge.

subtractive Decode. The PCI-to-expansion bus bridge is designed to claim
manyu'ansacticnsnotclai:nedbyotherdevicescnthePClbus. lfthebxidge
doem‘t see DEVSEL# asserted by a PCI target within four PCI clock periods
from the start of a transaction, the bridge may assert DEVSEM to claim the

transaction and then pass the transaction onto the standard expansion bus
(such as ISA, EISA or the Micro Channel).

'l‘agSR.AM.Thehigl\-speedstaticllaklwusedasadirectorybyacaclie
controller.

Target. The PC! device thatis the target of a PC! transaction initiated a PCI
bus master.

Target Latency. Defined as the period of time until the currently-addressed

target is ready to complete the first data phase of the transaction. This period
is a function of the access time for the currently-addressed target device.

Target-Abort. If the target detects a fatal error or will never be able to respond

to the transaction, it must signal a target-abort (using the STQP# signal). This
will cause the initiator to end the transaction with no data transfer and no

retry.

Target-Initiated Termination. Under some circumstances, the target may
have to end a transfer prematurely. The following are some examples. A very
slow access target may fierce a disconnect between accesses to give other
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initiators a chance to use the bus. This is known as a disconnect. If the current

access is quite long and will consume a lot of bus time, the target signals a
disconnect, completes the current data transfer, and the initiator terminates

the transaction. The initiator then arbitrates for the bus again so that it may re-
initiate the transaction, continuing the data transfer at the point of
disconnection. If a target cannot respond to a transaction at the current time, it

will signal retry to the initiator and terminate the transaction. The initiator will

respond by ending the transaction and then retrying it. No data transfer takes
place during this transaction. An example of the need for a retry would be if

the target is currently locked for exclusive access by another initiator. If the
target detects a fatal error or will never be able to respond to the transaction,

it may signal a target-abort. This will cause the initiator to end the transaction

with no data transfer and no retry.

Tum-Around, Cycle. A tum-around cycle is required on all signals that may
be driven by more than one PCI bus agent. This period is required to avoid
contention when one agent stops driving asignal and another agent begins.

Type One Configuration Access. The type one access is used to configure a

device on a lower-1evelPCI bus (in a system with hierarchical PCI buses).

Type Zero Configuration Access. The type zero access is used to configure a
device on the PCI bus the configuration access is run on.

Utility Bus. The utility bus is located on the system board and is a buffered
version of the standard expansion bus (ISA, EISA or the Micro Channel).

Devices such as the keyboard controller, CMOS RAM, and floppy controller

typically reside on the utility bus. This bus is also frequently referred to as the
X-bus. .

Vendor ID. Every PCI device must have a vendor ID configuration register
that identifies the vendor of the device.

VESA. The Video Electronics Standards Association, or VBSA, is a

consortium of add-in card manufacturers tasked with developing standards
for PC device interfacing.

VESA VI. Bus. This is the local bus standard developed by the VESA
consortium.
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Video Electronics Standards Association (VESA). See the definition of
VESA.

Video Memory. Memory that is dedicated to the storage of the video image to
be scanned out to the display device.

ofVESAVLBns.

VL'l'ype ALo'calBus."l'hisis the direct-connect version ofthe VESA VLbus:" I
For more information, refa to chapter two.

VLTypeB Loca1Bus.'l'hisis thebufferedversion ottheVBSAVLbus.For

more information, refer to chapter two.

Wait State. A delay of one PC] clock period injected into a PC! data phase
beuuse either the initiator (IRDY# deasserted), the target (TRDWP deasserted),
or both are not yet ready to complete the data transfer.

WriteMiss. Theprocessorinitiatas amemory write andthecache controller
does not have a copy of the target memory location within its cache.

Write-Back Cache. The write-bad: cache controller is a variant of the look-

through ache controller. When the processor initiates a memory write bus
cycle, the cache controller determines whether or not is has a copy of the
target memory location within its cache. If it does, this is a write hit. The cache
controller updates the line of information in its cache, but does not initiate a
memory write bus cycle to update the line in DRAM memory. This permits

procesoninitiated memory writes to complete with no wait states. The cache
line is now dirty and the memory line is stale. me cache controller will not
flush itsdirtylinesto memoryuntil later. Intheevent ofamiss, the data is
written to memory.

Write-Through Cache. The write-through cache controller is a variant of the
look-through cache controller. When the processor initiates a memory write
buscycle,thecachecontrol1er determineswhetherornotishasaeopyofthe
target memory location within its cache. If it does, this is a write hit. The cache
controller updates the line of information in its cache, and also writes it
through to DRAM memory. This ensures that the cache and DRAM memory
arealwaysinsynclntheevent ofamiss,thedataiswrittentomemory.

X-Bus. See the definition of Utility Bus.
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