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ware moved from the ungainly and delicate world of vacuum tubes and
paper tape to the reliable and efficient world of transistors and magnetic
storage. The 1950s saw the development of key technical underpinnings
for widespread computing: cheap and reliable transistors available in
large quantities, rotating magnetic drum and disk storage, magnetic core
memory, and beginning work in semiconductor packaging and miniatur-
ization, particularly for missiles. In telecommunications, American Tele-
phone and Telegraph {AT&T) introduced nationwide dialing and the first
electronic switching systems at the end of the decade. A fledgling com-
mercial computer industry emerged, led by International Business Ma-
chines {IBM) {which built its electronic computer capability internally)
and Remington Rand (later Sperry Rand), which purchased EHckert-
Mauchly Computer Corporation in 1950 and Engineering Research Asso-
ciates in 1952. Other important participants included Bendix, Burroughs,
General Electric (GE), Honeywell, Philco, Raytheon, and Radio Corpora-
tion of America (RCA).

In computing, the technical cutting edge, however, was usually
pushed forward in government facilities, at government-funded research
centers, or at private contractors doing government work. Government
funding accounted for roughly three-quarters of the total computer field.
A survey performed by the Army Ballistics Research Laboratory in 1957,
1959, and 1961 lists every electronic stored-program computer in use in
the counttry (the very possibility of compiling such a list says a great deal
about the community of computing at the time). The surveys reveal the
large proportion of machines in use for government purposes, either by
federal contractors or in government facilities.

The Government's Early Role

(From pp. 87-88): Before 1960, government—as a funder and as a
customer—dominated electronic computing. Federal support had no
broad, coherent approach, however, arising somewhat ad hoc in indi-
vidual federal agencies. The period was one of experimentation, both
with the technology itself and with diverse mechanisms for federal sup-
port. From the panoply of solutions, distinct successes and failures can be
discerned, from both scientific and economic points of view. After 1960,
computing was more prominently recognized as an issue for federal
policy. The National Science Foundation and the National Academy of
Sciences issued surveys and reports on the field.

If government was the main driver for computing research and de-
velopment (R&D) during this period, the main driver for government
was the defense needs of the Cold War. Events such as the explosion of a
Soviet atomic bomb in 1949 and the Korean War in the 1950s heightened
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international tensions and called for critical defense applications, espe-
clally command-and-control and weapons design. It is worth noting, how-
ever, that such forces did not exert a strong influence on telecommunica-
tions, an area in which most R&D was performed within AT&T for civilian
purposes. Long-distance transmission remained analog, although digital
systems were in development at AT&T’s Bell Laboratories. Still, the newly
emergent field of semiconductors was largely supported by defense in its
early vears. During the 1950s, the Department of Defense (DOD) sup-
ported about 25 percent of transistor research at Bell Laboratories.

However much the Cold War generated computer funding, during
the 1950s dollars and scale remained relatively small compared to other
fields, such as aerospace applications, missile programs, and the Navy's
Polaris program (although many of these programs had significant com-
puting components, especially for operations research and advanced man-
agerment techniques). By 1950, government investment in computing
amounted to $15 million to $20 million per year.

All of the major computer companies during the 1950s had significant
components of their R&D supported by government confracts of some
type. At IBM, for example, federal contracts supported more than half of
the R&D and about 35 percent of R&D as late as 1963 {only in the late
1960s did this proportion of support trail off significantly, although abso-
lute amounts still increased). The federal government supported projects
and ideas the private sector would not fund, either for national security,
to build up human capital, or to explore the capabilities of a complex,
expensive technology whose long-term impact and use was uncertain.
Many federally supported projects put in place prototype hardware on
which researchers could do exploratory work.

Establishment of Organizations

{From pp. 88-95): The successful development projects of World War
1, particularly radar and the atomic bomb, left policymakers asking how
to maintain the technological momentum in peacetime. Numerous new
government organizations arose, attempting to sustain the creatfive atmo-
sphere of the famous wartime research projects and to enhance national
leadership in science and technology. Despite Vannevar Bush's efforts to
establish a new national research foundation to support research in the
nation’s universities, political difficulties prevented the bill from passing
until 1950, and the National Science Foundation (NSF) did not become a
significant player in computing until later in that decade. During the 15
years immediately after World War I, research in computing and com-
munications was supported by mission agencies of the federal govern-
ment, such as DOD, the Department of Energy (DOE), and NASA. In
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retrospect, it seems that the nation was experimenting with different mod-
els for supporting this intriguing new technology that required a subtle
mix of scientific and engineering skill

Military Research Offices

Continuity in basic science was provided primarily by the Office of
Naval Research (ONR), created in 1946 explicitly to perpetuate the contri-
butions scientists made to military problems during World War IL In
computing, the agency took a variety of approaches simultaneously. First,
it supported basic intellectual and mathematical work, particularly in
numerical analysis. These projects proved instrumental in establishing a
sound mathematical basis for computer design and computer processing,.
Second, ONR supported intellectual mhmtmdur@ in the infant field of
computing, sponsoring conferences and publications for information dis-
semination. Mernbers of ONR participated in founding the Association
for Computing Machinery in 1947,

ONR'’s third approach to computing was to sponsor machine design
and construction. It ordered a computer for missile testing through the
National Bureau of Standards from Raytheon, which became known as
the Raydac machine, installed in 1952, ONR supported Whirlwind, MIT’s
first digital computer and progenitor of real-time command-and-control
systems. John von Neumann built a machine with support from ONR and
other agencies at Princeton’s Institute for Advanced Study, known as the
IAS computer. The project produced significant advances in computer
architecture, and the design was widely copied by both government and
industrial organizations.

Other military services created offices on a model similar to that of
(ONR. The Air Force Office of Scientific Research was established in 1950
to manage UL.S. Air Force R&D activities. Similarly, the U.S. Army estab-
lished the Army Research Office to manage and promote Army prograrms
in science and technology.

National Bureau of Standards

Arising out of its role as arbiter of weights and measures, the Na-
tional Bureau of Standards (INBS) had long had its own laboratories and
technical expertise and had long served as a technical advisor to other
government agencies. In the immediate postwar years, NBS sought to
expand its advisory role and help U.S. industry develop wartime technol-
ogy for commercial purposes. NBS, through its National Applied Math-
ematics Laboratory, acted as a kind of expert agent for other government
agencies, selecting suppliers and overseeing construction and delivery of
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new computers. For example, NBS contracted for the three initial Univac
machines—the first commercial, electronic, digital, stored-program com-
puters—one for the Census Bureau and two for the Air Materiel Com-
mand.

NBS also got into the business of building machines. When the Univac
order was plagued by technical delays, NBS built its own computer in-
house. The Standards Eastern Automatic Computer (SEAC) was built for
the Air Force and dedicated in 1930, the first operational, electronic,
stored-program computer in this country. NBS built a similar machine,
the Standards Western Automatic Computer (SWAC) for the Navy on the
West Coast. Numerous problems were run on SEAC, and the computer
also served as a central facility for diffusing expertise in programming to
other government agencies. Despite this significant hardware, however,
INBS's bid to be a government center for computing expertise ended in the
mid-1950s. Caught up in postwar debates over science policy and a con-
troversy over battery additives, NBS research funding was radically re-
duced, and NBS lost its momentum in the field of computing.

Atomic Energy Commission

Nuclear weapons design and research have from the beginning pro-
vided impetus to advances in large-scale computation. The first atomic
bombs were designed only with desktop calculators and punched-card
equipment, but continued work on nuclear weapons provided some of
the earliest applications for the new electronic machines as they evolved.
The first computation job run on the ENIAC in 1945 was an early calcula-
tion for the hydrogen bomb project “Super.” In the late 1940s, the Los
Alamos National Laboratory built its own computer, MANIAC, based on
von Neumann's design for the Institute for Advanced Study computer at
Princeton, and the Atomic Energy Commission (AEC) funded similar
machines at Argonne National Laboratory and Oak Ridge National Labo-
ratory.

In addition to building their own computers, the AEC laboratories
were significant customers for supercomputers. The demand created by
AEC laboratories for computing power provided companies with an in-
centive to design more powerful computers with new designs. In the
early 1950s, IBM built its 701, the Defense Calculator, partly with the
assurance that Los Alamos and Livermore would each buy at least one. In
18955, the AEC laboratory at Livermore, California, commissioned
Remington Rand to design and build the Livermore Automatic Research
Computer (LARC), the first supercomputer. The mere specification for
LARC advanced the state of the art, as the bidding competition required
the use of transistors instead of vacuum tubes. IBM developed improved
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ferrite-core memories and supercomputer designs with funding from the
National Security Agency, and designed and built the Stretch
supercomputer for the Los Alamos Scientific Laboratory, beginning it in
1956 and installing it in 1961, Seven more Stretch supercomputers were
built. Half of the Stretch supercomputers sold were used for nuclear
weapon research and design.

The AEC continued to specify and buy newer and faster
supercomputers, including the Control Data 6600, the 5TAR 100, and the
Cray 1 (although developed without AEC funds)}, practically ensuring a
market for continued advancements. AEC and DOE laboratories also
developed much of the software used in high-performance computing
including operating systems, numerical analysis software, and matrix
evaluation routines. In addition to stimulating R&D in industry, the AEC
laboratories also developed a large talent pool on which the computer
industry and academia could draw. In fact, the head of IBM’s Applied
Science Department, Cuthbert Hurd, came directly to IBM In 1949 from
the AEC’s Oak Ridge National Laboratory. Physicists worked on national
security problems with government support providing demand, specifi-
cations, and technical input, as well as dollars, for industry fo make sig-
nificant advances in computing technology.

Private Organizations

Not all the new organizations created by the government to support
computing were public. A number of new private organizations also
sprang up with innovative new charters and government encouragement
that held prospects of initial funding support. In 1956, at the request of the
Air Force, the Massachusetts Institute of Technology (MIT) created Project
Lincoln, now known as the Lincoln Laboratory, with a broad charter to
study problems in air defense to protect the nation from nuclear attack.
The Lincoin Laboratory then oversaw the construction of the Semi-Auto-
matic Ground Environment (SAGE) air-defense system. In 1946, the Air
Force and Douglas Aircraft created a joint venture, Project RAND, to
study intercontinental warfare. In the following year RAND separated
from Douglas and became the independent, nonprofit RAND Corpora-
tion.

RAND worked only for the Air Force until 1956, when it began to
diversify to other defense and defense-related contractors, such as the
Advanced Research Projects Agency and the Atomic Energy Commis-
sion, and provided, for a time, what one researcher called “in some sense
the world’s largest installation for scientific computing [in 1950].” RAND
specialized in developing computer systems, such as the Johnniac, based
on the IAS computer, which made RAND the logical source for the pro-
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gramming on SAGE. While working on SAGE, RAND trained hundreds
of programmers, eventually leading to the spin-off of RAND's Systems
Pevelopment Division and Systems Training Program into the Systems
Development Corporation. Computers made a major impact on the sys-
tems analysis and game theoretic approaches that RAND and other simi-
lar think tanks used in attempts to model nuclear and conventional
warfighting strategies.

Engineering Research Associates (ERA) represented yet another form
of government support: the private contractor growing out of a single
government agency. With ERA, the Navy effectively privatized its war-
time cryptography organization and was able to maintain civilian exper-
tise through the radical postwar demobilization. ERA was founded in St.
Paul, Minnesota, in January 1946 by two engineers who had done cryp-
tography for the Navy and their business partners. The Navy moved its
Naval Computing Machine Laboratory from Dayton to St. Paul, and ERA
essentially became the laboratory. ERA did some research, but it prima-
rily worked on task-oriented, cost-plus contracts. As one participant re-
called, “It was not a university atmosphere. It was "Build stuff. Make it
work. How do you package it? How do you fix it? How do you document
it?”” ERA built a community of engineering skill, which became the
foundation of the Minnesota computer industry. In 1951, for example, the
company hired Seymour Cray for his first job out of the University of
Minnesota.

As noted earlier, the RAND Corporation had contracted in 1955 to
write much of the software for SAGE owing to its earlier experience in air
defense and its large pool of programmers. By 1956, the Systems Training
Program of the RAND Corporation, the division assigned to SAGE, was
larger than the rest of the corporation combined, and it spun off into the
nonprofit Systems Development Corporation (SDC). SDC played a sig-
nificant role in computer training. As described by one of the participants,
“Part of 5DC’s nonprofit role was to be a university for programmers.
Hence our policy in those days was not to oppose the recruiting of our
personnel and not to match higher salary offers with an SDC raise.” By
1963, 5DC had trained more than 10,000 employees in the field of com-
puter systems. Of those, 6,000 had moved to other businesses across the
country.

Observations
{From pp. 95-96): In retrospect, the 1950s appear to have been a pe-
riod of institutional and technological experimentation. This diversity of
approaches, while it brought the field and the industry from virtually
nothing to a tentative stability, was open to criticisms of waste, duplica-
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tion of effort, and ineffectiveness caused by rivalries among organizations
and their funding sources. The field was also driven largely by the needs
of government agencies, with relatively little input from computer-ori-
ented scientists at the highest levels. Criticism remained muted during
the decade when the military imperatives of the Cold War seemed to
dominate all others, but one event late in the decade opened the entire
system of federal research support to scrutiny: the launch of Sputnik in
1957. Attacks mounted that the systern of R&D needed to be changed, and
they came not only from the press and the politicians but also from scien-
tists themselves.

1960-1970: Supporting a Continuing Revolution

{From p. 96): Several significant events occurred to mark a fransition
from the infancy of information technology to a period of diffusion and
growth. Most important of these was the launching of Sputik in 1957,
which sent convulsions through the U.S. science and engineering world
and redoubled efforts to develop new technology. President Eisenhower
elevated scientists and engineers to the highest levels of policy making,.
Thus was naugurated what some have called the golden age of US.
research policy. Government support for information technology took off
in the 1960s and assumed its modern form. The Kennedy administration
brought a spirit of technocratic reform to the Pentagon and the introduc-
tion of systems analysis and computer-based management to all aspects
of running the military. Many of the visions that set the research agendas
for the following 15 years {(and whose influence remains today) were set
in the early years of the decade.

Maturing of a Commercial Industry

{From pp. 96-97): Perhaps most Iimportant, the early 1960s can be
defined as the time when the commercial computer industry became sig-
nificant on its own, independent of government funding and procure-
ment. Computerized reservation systems began to proliferate, particu-
larly the IBM/American Airlines SABRE system, based in part on prior
experience with military command-and-control systems (such as SAGE).
The introduction of the IBM System /360 in 1964 solidified computer ap-
plications in business, and the industry itself, as significant components
of the economy.

This newly vital industry, dominated by “Snow White” (IBM) and the
“Seven Dwarfs” (Burroughs, Conirol Data, GE, Honeywell, NCR, RCA,
and Sperry Rand), came to have several effects on government-supported
Ré&D. First, and most obvious, some companies (mostly IBM) became
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large enough to conduct their own in-house research. IBM’s Thomas J.
Watson Research Center was dedicated in 1961, Its director, Emanuel
Piore, was recruited from ONR, and he emphasized basic research. Such
laboratories not only expanded the pool of researchers in computing and
communications but also supplied a source of applied research that al-
lowed or, conversely, pushed federal support to focus increasingly on the
longest-term, riskiest ideas and on problems unique to government. Sec-
ond, the industry became a growing employer of computer professionals,
providing impetus to educational programs at universities and making
computer science and engineering increasingly attractive carcer paths to
talented young people.

These years saw turning points in telecornmunications as well. In
1962, AT&T launched the first active communications satellite, Telstar,
which transmitted the first satellite-relay telephone call and the first live
transatlantic television signal. That same year, a less-noticed but equally
significant event occurred when AT&T installed the first commercial digi-
tal-transmission system. Twenty-four digital speech channels were time
multiplexed onto a repeatered digital transmission line operating at 1.5
megabits per second. In 1963, the first Stored Program Control electronic
switching system was placed into service, inaugurating the use of digital
computer technology for mainstream switching.

The 1960s also saw the emergence of the field called computer sci-
ence, and several important university departments were founded during
the decade, at Stanford and Carnegie Mellon in 1965 and at MIT in 1968.
Hardware platforms had stabilized enough to support a community of
researchers who attacked a common set of problems. New languages
proliferated, often initiated by government and buoyed by the needs of
commercial industry. The Navy had sponsored Grace Hopper and others
during the 1950s to develop automatic programming techniques that be-
came the first compilers. John Backus and a group at IBM developed
FORTRAN, which was distributed to IBM users in 1957. A team led by
John McCarthy at MIT (with government support} began implementing
LISF in 1958, and the language became widely used, particularly for arti-
ficial intelligence programming, in the early 1960s. In 1959, the Pentagon
began convening a group of computer experts from government,
academia, and industry to define common business languages for com-
puters. The group published a specification in 1959, and by 1960 RCA and
Rernington Rand Univac had produced the first COBOL compilers. By
the beginning of the 1960s, a number of computer languages, standard
across numerous hardware platforms, were beginning to define program-
ming as a task, as a profession, and as a challenging and legitirmate subject
of intellectual inquiry.
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The Changing Federal Role

{From pp. 98-107): The forces driving government support changed
during the 1960s. The Cold War remained a paramount concern, but to it
were added the difficult conflict in Vietnam, the Great Society programs,
and the Apollo program, inaugurated by President Kennedy’s 1961 chal-
lenge. New political goals, new technologies, and new missions provoked
changes in the federal agency population. Among these, two agencies
became particularly important in computing: the new Advanced Research
Projects Agency and the National Science Foundation.

The Advanced Research Projects Agency

The founding of the Advanced Research Projects Agency (ARPA) in
1958, a direct outgrowth of the Sputnik scare, had immeasurable impact
on computing and communications. ARPA, specifically charged with pre-
venting technological surprises like Sputnik, began conducting long-
range, high-risk research. It was originally conceived as the DOD's own
space agency, reporting directly to the Secretary of Defense in order to
avoid interservice rivalry. Space, like computing, did not seem to fit into
the existing military service structure. ARPA’s independent status not
only insulated it from established service interests but also tended to
foster radical ideas and keep the agency tuned to basic research ques-
tions: when the agency-supported work became too much like systems
development, it ran the risk of treading on the territory of a specific ser-
vice.

ARPA’s status as the DOD space agency did not last long. Soon after
NASA’s creation in 1958, ARPA retained essentially no role as a space
agency. ARPA instead focused its energies on ballistic missile defense,
nuclear test detection, propellants, and materials. It also established a
critical organizational infrastructure and management style: a small, high-
quality managerial staff, supported by scientists and engineers on rota-
tion from industry and acadernia, successfully employing existing DOD
laboratories and contracting procedures (rather than creating its own re-
search facilities) to build solid programs in new, complex fields. ARPA
also emerged as an agency extremely sensitive to the personality and
vision of its director.

ARPA’s decline as a space agency raised questions about its role and
character. A new director, Jack Ruina, answered the questions in no un-
certain terms by cementing the agency’s reputation as an elite, scientifi-
cally respected institution devoted to basic, long-term research projects.
Ruina, ARPA’s first scientist-director, took office at the same time as
Kermedy and McNamara in 1961, and brought a similar spirit to the
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agency. Ruina decentralized management at ARPA and began the tradi-
tion of relying heavily on independent office directors and program man-
agers to run research programs. Ruina also valued scientific and technical
merit above immediate relevance to the military. Ruina believed both of
these characteristics—independence and intellectual quality—were criti-
cal to attracting the best people, both to ARPA as an organization and to
ARPA-sponsored research. Interestingly, ARFPA’s managerial success did
not rely on innovative managerial techniques per se ( smh as the comput-
erized project scheduling tvplcal of the Navy’s Polaris pro;ecﬂ but 1athtr
on the creative use of existing mechanisms such as “no-year money,”
unsolicited proposals, sole-source procurement, and multivear forward
funding.

ARPA and Information Techunology. From the point of view of comput-
ing, the most important event at ARPA in the early 1960s, indeed in all of
ARPA’s history, was the establishment of the Information Processing
Techniques Office, IPTO, in 1962. The impetus for this move came from
several directions, including Kennedy’s call a vear earlier for improve-
ments in command-and-control systems to make them “more flexible,
more selective, more deliberate, better protected, and under ultimate ci-
vilian authority at all times.” Computing as applied to command and
control was the ideai ARPA program—it had no clearly established ser-
vice affinity; it was “a new area with relatively little established service
interest aﬂd entailed far less constraint on ARPA’s freedom of action,”
than more familiar technologies. Ruina established IPTO to be devoted
not to command and control but to the more fundamental problems in
computing that would, eventually, contribute solutions.

Consistent with his philosophy of strong, independent, and scientific
office managers, Ruina appointed [.C.R ,ickiider to head IPTO. The
Harvard-trained psychologist came to Al\PA in October 1962, primarily
to run its Command and Control Group. Licklider split that group into
two discipline-oriented offices: Behavioral Sciences Office and IPTO.
Licklider had had extensive exposure to the computer research of the time
and had clearly defined his own vision of “man-computer symbiosis,”
which he had published in a landmark paper of 1960 by the same name.
He saw human-computer interaction as the key, not only to command
and control, but also to bringing together the then-disparate techniques of
electronic computing to form a unified science of computers as tools for
augmenting human thought and creativity. Licklider formed IPTO in this
image, working largely independently of any direction from Ruina, who
spent the majority of his time on higher-protfile and higher-funded missile
defense issues. Licklider’s timing was opportune: the 1950s had produced
a stable technology of digital computer hardware, and the big systems
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projects had shown that programming these machines was a difficult but
interesting problem in its own right. Now the pertinent questions con-
cerned how to use “this tremendous power . . . for other than purely
numerical scientific calculations.” Licklider not only brought this vision
to IPTO itself, but he also promoted it with missionary zeal to the research
community at large. Licklider’s and IPTO's success derived in large part
from their skills at “selling the vision” in addition to “buying the re-
search.”

Ancther remarkable feature of IPTO, particularly during the 1960s,
was its ability to maintain the coherent vision over a long period of time;
the office director was able to handpick his successor. Licklider chose
Ivan Sutherland, a dynamic young researcher he had encountered as a
graduate student at MIT and the Lincoln Laboratory, to succeed him in
1964. Sutherland carried on Licklider’s basic ideas and made his own
impact by emphasizing computer graphics. Sutherland’s own successor,
Robert Taylor, came in 1966 from a job as a program officer at NASA and
recalled, “I became heartily subscribed to the Licklider vision of interac-
tive computing.” While at IPTO, Taylor emphasized networking. The last
IPTO director of the 1960s, Lawrence Hoberts, came, like Sutherland, from
MIT and Lincoln Laboratory, where he had worked on the early transis-
torized computers and had conducted ARPA research in both graphics
and communications.

During the 1960s, ARPA and IFTO had more effect on the science and
technology of computing than any other single government agency, some-
times raising concern that the research agenda for computing was being
directed by military needs. IPTOs sheer size, $15 million in 1965, dwarfed
other agencies such as ONR. Still, it is important to note, ONR and ARPA
worked closely together; ONR would often let small contracts to research-
ers and serve as a talent agent for ARPA, which would then fund promis-
ing projects at larger scale. ARPA combined the best features of existing
military research support with a new, lean administrative structure and
innovative management style to fund high-risk projects consistently. The
agency had the freedom to administer large block grants as well as mul-
tiple-year contracts, allowing it the luxury of a long-term vision to foster
technologies, disciplines, and institutions. Further, the national defense
motivation allowed IPTO to concentrate its resources on centers of scien-
tific and engineering excellence (such as MIT, Carnegie Mellon Univer-
sity, and Stanford University) without regard for geographical distribu-
tion questions with which NSF had to be concerned. Such an approach
helped to create university-based research groups with the critical mass
and stability of funding needed to create significant advances in particu-
lar technical areas. But although it trained generations of young research-
ers in those areas, ARPA’s funding style did little to help them pursue the
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same lines of work at other universities. As an indirect and possibly unin-
tended consequence, the research approaches and tools and the generic
technologies developed under ARPA’s patronage were disseminated
more rapidly and widely, and so came to be applied in new nonmilitary
contexts by the young M.5. and Ph.D. graduates who had been trained in
that environment but could not expect to make their research careers
within it.

ARPA’s Management Style. To evaluate research proposals, IPTO did not
employ the peer-review process like NSF, but rather relied on internal
reviews and the discretion of program managers as did ONR. These pro-
gram managers, working under office managers such as Licklider,
Sutherland, Taylor, and Roberts, came to have enormous influence over
their areas of responsibility and became familiar with the entire field both
personally and intellectually. They had the freedom and the resources to
shape multiple R&D contracts into a larger vision and fo stirnulate new
areas of inquiry. The education, recruiting, and responsibilities of these
program managers thus became a critical parameter in the character and
success of ARPA programs. ARPA frequently chose people who had train-
ing and research experience in the fields they would fund, and thus who
had insight and opinions on where those fields should go.

To have such effects, the program managers were given enough funds
to let a large enough number of contracts and to shape a coherent research
program, with minimal responsibilities for managing staffs. Program bud-
gets usually required only two levels of approval above the program
manager: the director of IPTO and the director of ARPA. One IPTO mem-
ber described what he called “the joy of ARFPA. ... You know, if a pro-
gram manager has a good idea, he has got two people to convince that
that is a good idea before the guy goes to work. He has got the director of
his office and the director of ARPA, and that is it. It is such a short chain
of command.”

Part of ARPA’s philosophy involved aiming at radical change rather
than incremental improvement. As Robert Taylor put it, for example,
incremental innovation would be taken care of by the services and their
contractors, but, ARPA’s aim was “an order of magnitude difference.”
ARPA identified good ideas and magnified them. This strategy often ne-
cessitated funding large, group-oriented projects and institutions rather
than individuals. Taylor recalled, “I don’t remember a single case where
we ever funded a single individual’s work. ... The individual researcher
who is just looking for support for his own individual work could [poten-
tially] find many homes to support that work. So we tended not o fund
those, because we felt that they were already pretty well covered. Instead,
we funded larger groups—teams.” NSI's peer-review process worked
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well for individual projects, but was not likely to support large, team-
oriented research projects. Nor did it, at this point in history, support
entire institutions and research centers, like the Laboratory for Computer
Science at MIT. IPTO's style meshed with its emphasis on human-ma-
chine interaction, which it saw as fundamentally a systems problem and
hence fundamentally team oriented. In Taylor’s view, the university re-
ward structure was much more oriented toward individual projects, so
“systems research is most difficult to fund and manage in a university.”
This philosophy was apparent in ARPA’s support of Project MAC, an
MiT-led effort on time-shared computing. . ..

ARPA, with its clearly defined mission to support DOD technology,
could also afford to be elitist in a way that NSF, with a broader charter to
support the country’s scientific research, could not. “ARPA had no com-
mitment, for example, to take geography into consideration when it
funded work.” Another important feature of ARPA’s multiyear contracts
was their stability, which proved critical for graduate students who could
rely on funding to get them through their Ph.D. program. ARPA also paid
particular attention to building communities of researchers and dissemi-
nating the results of ifs research, even beyond traditional publications.
IPTO would hold annual meetings for its contract researchers at which
results would be presented and debated. These medmg% proved effective
not only at advancing the research itself but also at providing valuable
feedback for the program managers and helping to forge relationships
between researchers in related areas. Similar conferences were convened
for graduate students only, thus building a longer-term community of
researchers. ARPA also put significant effort into getting the results of its
research programs commercialized so that DOD could benefit from the
development and expansion of a commercial industry for information
technology. ARPA sponsored conferences that brought together research-
ers and managers from academia and industry on topics such as time-
sharing, for example.

Much has been made of ARPA’s management style, butitwould be a
mistake to conclude that management per se provided the keys to the
agency’s successes in computing. The key point about the style, in fact,
was its light touch. Red tape was kept to a minimum, and project propos-
als were turned around quickly, frequently into multiple-year contracts.
Typical DOD research contracts involved close monitoring and carefuld
adherence to requirements and specifications. ARPA avoided this ap-
proach by hiring technically educated program managers who had con-
tinuing research interests in the fields they were managing. This reality
countters the myth that government bureaucrats heavy-handedly selected
Ré&D problems and managed the grants and contracts. Especially during
the 1960s and 1970s, program managers and office directors were not
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bureaucrats but were usually academics on a 2-year tour of duty. They
saw ARPA as a pulpit from which to preach their visions, with money to
help them realize those visions. The entire system displaved something of
a self-organizing, self-managing nature. As Ivan Sutherland recalled,
“Good research comes from the researchers themselves rather than from
the outside.”

National Science Foundation

While ARPA was focusing on large projects and systems, the Na-
tional Science Foundation played a large role in legitimizing basic com-
puter science research as an academic discipline and in funding indi-
vidual researchers at a wide range of institutions. Its programs in
computing have evolved considerably since its founding in 1950, but have
tended to balance support for research, education, and computing infra-
structure. Although early programs tended to focus on the use of comput-
ing in other academic disciplines, NSF subsequently emerged as the lead-
ing federal funder of basic research in computer science.

NSF was formed before computing became a clearly defined research
area, and it established divisions for chemistry, physics, and biology, but
not computing. NSF did provide support for computing in its early years,
but this support derived more from a desire to promote computer-related
activities in other disciplines than to expand computer science as a disci-
pline, and as such was weighted toward support for computing infra-
structure. For example, NSF poured millions of dollars into university
computing centers so that researchers in other disciplines, such as physics
and chemistry, could have access to computing power. NSF noted that
little computing power was available to researchers at American univer-
sities who were not involved in defense-related research and that “many
scientists feel strongly that further progress in their field will be seriously
affected by lack of access to the techniques and facilities of electronic
computation.” As a result, NSF began supporting computing centers at
universities in 1956 and, in 1959, allocated a budget specifically for com-
puter equipment purchases. Recognizing that computing technology was
expensive, became obsolete rapidly, and entailed significant costs for on-
going support, NSF decided that it would, in effect, pay for American
campuses to enter the computer age. In 1962, it established its first office
devoted to computing, the program for Computers and Computing Science
within the Mathematical Sciences Division. By 1970, the Institutional
Computing Services {or Facilities) program had obligated $66 million to
of the new facilities would result in trained personnel to fulfill increasing
needs for computer proficiency in industry, government, and academia.

Copyright © National Academy of Sciences. All rights reserved.
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NSF provided some funding for computer-related research in its early
years. Originally, such funding came out of the mathematics division in
the 1950s and grew out of an interest in numerical analysis. By 1955, NSF
began to fund basic research in computer science theory with its first
grants for the research of recursion theory and one grant to develop an
analytical computer program under the Mathematical Sciences Program.
Although these projects constituted less than 10 percent of the mathemat-
ics budget, they resulted in significant research.

In 1967, NGF united all the facets of its computing support info a
single office, the Office of Computing Activities (OCA). The new office
incorporated elements from the directorates of mathematics and engi-
neering and from the Facilittes program, unifying NSF’'s research and
infrastructure efforts In computing. It also incorporated an educational
element that was intended to help meet the radically increasing demand
for instruction in computer science. The OCA was headed by Milton
Rose, the former head of the Mathematical Sciences Section, and reported
directly to the director of NSF.

Originally, the OCA’s main focus was improving university comput-
ing services. In 1967, $11.3 million of the office’s $12.8 million total budget
went toward institutional support. Because not all universities were large
enough to support their own computing centers but would benefit from
access to computing time at other universities, the OCA also began to
support regional networks linking many universities together. In 1968,
the OCA spent $5.3 million, or 18.6 percent of its budget, to provide links
between computers in the same geographic region. In the 1970s, the
computer center projects were canceled, however, in favor of shifting
emphasis toward education and research.

Beginning in 1968, through the Education and Training program, the
OCA began funding the inauguration of university-level computer sci-
ence programs. NSI funded several conferences and studies to develop
computfer science curricula. The Education and Training program obli-
gated $12.3 million between 1968 and 1970 for training, curricula devel-
oprent, and support of computer-assisted instruction.

Although the majority of the OCA’s funding was spent on infrastruc-
ture and education, the office also supported a broad range of basic com-
puter science research programs. These included compiler and language
development, theoretical computer science, computation theory, numeri-
cal analysis, and algorithms. The Computer Systems Design program con-
centrated on computer architecture and systems analysis. Other programs
focused on topics in artificial intelligence, including pattern recognition
and automatic theory proving,.

Copyright © National Academy of Sciences. All rights reserved.
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1970-1990: Retrenching and International Competition

{From p. 107): Despite previous successes, the 1970s opened with
computing at a critical but fragile point. Although produced by a large
and established industry, commercial computers remained the expensive,
relatively esoteric tools of large corporations, research institutions, and
government. Computing had not yet made its way to the common user,
much less the man in the street. This movement would begin in the mid-
1970s with the introduction of the microprocessor and then unfold in the
1980s with even greater drama and force. If the era before 1960 was one of
experimentation and the 1960s one of consolidation and diffusion in com-
puting, the two decades between 1970 and 1990 were characterized by
explosive growth. Still, this course of events was far from clear in the
early 1970s.

Accomplishing Federal Missions

{From pp. 141-142): In addition to supporting industrial innovation
and the economic benefits that it brings, federal support for computing
research has enabled government agencies to accomplish their missions.
Investments in computing research by the Department of Energy (DOE),
the National Aeronautics and Space Administration (NASA), and the
National Institutes of Health (INIH), as well as the Department of Defense
(DOD), are ultimately based on agency needs. Many of the missions these
agencies must fulfill depend on computing technologies. DOD, for ex-
ample, has maintained a policy of achieving military superiority over
potential adversaries not through numerical superiority {i.e., having more
soldiers) but through better technology. Computing has become a central
part of information gathering, managerment, and analysis for command-
ers and soldiers alike.

Similarly, DOE and its predecessors would have been unable to sup-
port their mission of designing nuclear weapons without the simulation
capabilities of large supercomputers. Such computers have retained their
value to DOE as its mission has shifted toward stewardship of the nuclear
stockpile in an era of restricted nuclear testing. Its Accelerated Strategic
Computing Initiative builds on DOE’s earlier success by attempting to
support development of simulation technologies needed to assess nuclear
weapons, analyze their performance, predict their safety and reliability,
and certify their functionality without testing them. In addition, NASA
could not have accomplished its space exploration or its Earth observa-
tion and monitoring missions without reliable computers for controlling
spacecraft and managing data. New computing capabilities, including
the World Wide Web, have enabled the National Library of Medicine to
expand access to medical information and have provided tools for re-
searchers who are sequencing the human genome.

Copyright © National Academy of Sciences. All rights reserved.
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EVOLVING THE HIGH PERFORMANCE COMPUTING AND
COMMUNICATIONS INITIATIVE TO SUPPORT THE NATION'S
INFORMATION INFRASTRUCTURE (1995}

CITATION: Computer Science and Telecommunications Board (C5TB),
National Research Council. 1995, Evolving the High Performance Comput-
ing and Communications Initintive to Q«/})ﬁ@/[ the Nation's Information Infra-
structure. National Acadermy Press, Washington, D.C.

Continued Federal Investment Is Necessary to Sustain Our Lead

{From pp. 23-25): What must be done to sustain the innovation and
growth needed for enhancing the information infrastructure and main-
taining U.5. leadership in information technology? Rapid and continuing
chamge in the technology, a 10- to 15-year cycle from idea to commerual
success, and successive waves of new companies are characteristics of the
information industry that point to the need for a stable source of expertise
and some room for a long-term approach. Three observations seem perti-
nent,

1. Industrial R&D cannot replace government investnient in basic research.
Very few companies are able to invest for a payoff that is 10 years away.
Moreover, many advances are broad in their applicability and complex
enough to take several engineering iterations to get right, and so the key
insights become “public” and a single company cannot recoup the re-
search investment. Public investment in research that creates a reservoir
of new ideas and trained people is repaid many times over by jobs and
taxes in the information industry, more innovation and productivity in
other industries, and improvements in the daily lives of citizens. This
investment is essential to maintain 1.5, international competitiveness. . ..

Because of the long time scales involved in research, the full effect of
decreasing investrment in research may not be evident for a decade, but by
then, it may be too late to reverse an erosion of research capability. Thus,
even though many private-sector organizations that have weighed in on
one or more policy areas relating to the enhancement of information in-
frastructure typically argue for a minimal government role in commer-
cialization, they tend to support a continuing federal presence in relevant
basic research.

2. It is hard fo predict which new ideas and approaches will succeed. Over
the years, federal support of computing and communications research in
universities has helped make possible an environment for exploration
and experimentation, leading to a broad range of diverse ideas from which
the marketplace ultimately has selected winners and losers. . .. [Itis
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difficult to know in advance the outcome or final value of a particular line
of inquiry. But the history of development in computing and communica-
tions suggests that innovation arises from a diversity of ideas and some
freedom to take a long-range view. It is notoriously difficult to place a
specific value on the generation of knowledge and experience, but such
benefits are much broader than sales of specific systems.

3. Research and development in information technology can make good use
of equipment that is 10 years in advance of current “commodity” practice. When
it is first used for research, such a piece of equipment is often a
supercomputer. By the time that research makes its way to commercial
use, computers of equal power are no longer expensive or rare. . . .

The large-scale systems problems presented both by massive parallel-
ism and by massive information infrastructure are additional distinguish-
ing characteristics of information systems R&D, because they imply a
need for scale in the research effort itself. In principle, collaborative ef-
forts might help to overcome the problem of attaining critical mass and
scale, vet history suggests that there are relatively few collaborations in
basic research within any industry, and purely industrial {and increas-
ingly industry-university or industry-government) collaborations tend to
disseminate results more slowly than university-based research.

The government-supported research program . . . is small compared
to industrial R&D ... but if constitutes a significant portion of the research
component, and it is a critical factor because it supports the exploratory
work that is difficult for industry to afford, allows the pursuit of ideas
that may lead fo success in unexpected ways, and nourishes the industry
of the future, creating jobs and benefits for ourselves and our children.
The industrial R&D investment, though larger in dollars, is different in
nature: it focuses on the near term—increasingly so, as noted earlier—and
is thus vulnerable to major opportunity costs. The increasing tendency to
focus on the near term is affecting the body of the nation’s overall R&D.
Despite economic studies showing that the United States leads the world
in reaping benefits from basic research, pressures in all sectors appear to
be promoting a shift in universities foward near-term efforts, resulting in
a decline in basic research even as a share of university research. Thus, a
general reduction in support for basic research appears to be taking place.

It is critical to understand that there are dramatic new opportunities
that still can be developed by fundamental research in information tech-
nology-—opportunities on which the nation must capitalize. These in-
clude high-performance systems and applications for science and engi-
neering; high-confidence systems for applications such as health care, law
enforcement, and finance; building blocks for global-scale information
utilities (e.g., electronic payment); interactive environments for applica-
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tions ranging from telemedicine to entertainment; improved user inter-
faces to allow the creation and use of ever more sophisticated applications
by ever broader cross sections of the population; and the creation of the
human capital on which the next generation’s information industries will
be based. Fundamental research in computing and cormmunications is the
key to unlocking the potential of these new applications.

How much federal research support is proper for the foreseeable fu-
ture and to what aspects of information technology should it be devoted?
Answering this question is part of a larger process of considering how fo

national security to one driven more by other economic and social goals.
it is harder to achieve the kind of consensus needed to sustain federal
research programs associated with these goals than it was under the
national security aegis. Nevertheless, the fundamental rationale for fed-
eral programs remains:

That R&D can enhance the nation’s economic welfare is not, by itseit,
sutficient reason to justify a prominent role for the federal government
in tinancing it. Economists have developed a further rationale for gov-
ernment subsidies. Their consensus is that most of the benefits of inno-
vation accrue not to innovators but to consumers through products that
ave better or less expensive, or both. Because the benefits of technologi-
cal progress are broadly shared, innovators lack the financial incentive
to improve technologies as much as is socially desirable. Therefore, the
government can improve the performance of the economy by adopting
policies that facilitate and increase investiments in research. [Linda R.
Cohenand Roger G. Noll. 1994. “Privatizing Public Research,” Scientific
American 271{3): 73]
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What Is CSTB?

As a part of the National Research Council, the Computer Science and
Telecommunications Board (CSTB) was established in 1986 to provide
independent advice to the federal government on technical and public
policy issues relating to computing and communications. Composed of
leaders from industry and academia, CSTB conducts studies of critical
national issues and makes recommendations to government, industry,
and academia. CSTB also provides a neutral meeting ground for consid-
eration of complex issues where resolution and action may be premature.
It convenes discussions that bring together principals from the public and
private sectors, assuring consideration of key perspectives. The majority
of CSTB’s work is requested by federal agencies and Congress, consistent
with its National Academies context.

A pioneer in framing and analyzing Internet policy issues, CSTB is
unique In its comprehensive scope and effective, interdisciplinary ap-
praisal of technical, economic, social, and policy issues. Beginning with
early work in computer and communications security, cyber-assurance
and information systems trustworthiness have been a cross-cutting theme
in CSTB's work. CSTB has produced several reports known as classics in
the field, and it continues to address these topics as they grow in impor-
tance.

To do its work, CSTB draws on some of the best minds in the country
and from around the world, inviting experts to participate in its projects
as a public service. Studies are conducted by balanced committees with-
out direct financial interests in the topics they are addressing. Those
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comrmittees meet, confer electronically, and build analyses through their
deliberations. Additional expertise is tapped in a rigorous process of
review and critigue, further enhancing the quality of CSTB reports. By
engaging groups of principals, CSTB gets the facts and insights critical to
assessing key issues.

The mission of CSTB is to

» Responid to requests from the government, nonprofit organizations,
and private industry for advice on computer and telecommunications
issues and from the government for advice on computer and telecommu-
mcations systems planning, uﬁii?aﬁcn, and modernization;

« Monitor and promote the health of the fields of computer science and
telecornmumications, with attention to issues of human resources, infor-
mation infrastructure, and societal impacts;

« [Initiate and conduct studies involving computer science, technology,
and telecommunications as critical resources; and

® Foster inferaction among the disciplines underlying computing and
telecommunications technologies and other fields, at large and within the
National Academies.

CSTB projects address a diverse range of topics affected by the evolu-
tion of information technology. Recently compieted reports include
Beyond Productivity: Information Techinology, Innovation, and Creativity,
Cybersecurity Today and Tomorrow: Pay Now or Pay der; Youth, Pornogra-
phy, and the Internet; Broadband: Bringing Home the Bits; The Digital Dilemma:
Intellectual Property in the Information Age; IDs—Not That Easy: (Questions
About Nationwide Identity %14 tems; The i?n‘@?‘ﬂ&‘" Under Crisis Condifions:
Learning from September 11; and IT Roadmay to a Geospatial Future. TFor
further information about CSTB reports smd active projects, see <http://
cstb.org>.
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i. Imiroduction

Inereasingly, research in human-computer interaoc-
tion is focusing on problems of input [Foley, Wallace
& Chan 1884; Buxion 1953 Buxton 1885). Much of
this attention is directed towards input teshnalo-
gizs. The nhiguilous Sholes kevhoard is being
repiaced and /or complemented by slternative tech-
nologies. For exsmple, a major focus of the market-
ing stratepgy for two recsol personal compulers, the
Apple Mercintosh and Hewleti-Pocksrd 180, has been
on the inpui devices that they employ {Lhe mouse
and toush~screen, respectively).

Now that the range of availahle devices is expand-
ing, how does one select the begi technology for a
partisuiar applicalion? And once a lechnology is
chosen, how can it be used most effeciively? These
quesiions are important, for ag Buxton [1983] has
argued, ihe wavs in which the user physically
interacts with an input device have a marked efiect
on the type of uger interface thal can be effectively
supported.

I the general sense, the objective of this paper is
to help in the selection process and essist in
effective use of a specific class of devices. Our
approach is to invesiigate a specific elasy of dev-
ices: touch~sensitive tablets., We will identify touch
tablets, enumerate their important properties, and
cornpare them to & mors common input device, the
rmouse. We theo go on bo give examples of transac~
{ions whera Louch tablels can be used effectively.
There are two inlended benefils for Lhis approach.
First, the reader will acquire an understanding of
touch tablet issues. Second, the reader will have g
concrete example of how the technology can be
invesligaled, and can uiilize the approach as a
model for iuvestigating other classes of devices.

2. Toueh-Sensitive Tablets

A touch-sensitive Lablet {Louckh tablel for shori) is &
fiat surface, usually mounted horizontally or nearly
horizontally, that can sense the location of a finger
pressing onitl. That is, it is 3 tablet that can sense
that it is being touched, and where it is being

0.3
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touched. Touch tablets can vary greaily in size,
{from a few inches on a side to several fest on a side.
The meost eritical requirement is thal the user is
ot reguired point with some manually held device
such as a siylus or puch,

What we have described in the previous paragraph
iz a simple touch tablel. Unly one point of contact
i3 sensed, and Lthen only in a binary, touch/no touch,
mode. One way to extend the polential of a simple
touch tablet is to sense the degree, or pressure, of
contact. Another is Lo sense multiple poinds of con-
tact. [n this case, the localion {and possibly pres-
sure) of several poinis of contact would be
reported. Mosi tablets eurrently on the market are
of the “simmple” variety. However, Lee, Buxton aud
Srnith {1985], snd Nakelani {private communica-
tion} have developed prototypes of mudti-toueh,
mulli-pressure sensing Lablets.

We wish to stress that we will restriet our discus-
sion of touch technologies Lo Louch Lablets, which
cen and should be used in ways that are different
from louch screens. Reoaders interested in toush-
sereen Leclmotogy are referred to Harot & Weinsap-
fel [1878], Nakatiant & Hobrlich [1983] and Minsky
[18B1]. We sckoowladge tlat a fat Louch screen
rounied horizontally is & touch tablet as defined
ebove. This is nol a contradiction, as a touch sereen
has exaclly the properties of Louch tablets we
deseribe below, as long as there is no attempt 1o
raount a display below (or behind] it or to make it
the center of the user's visual focus.

Sorne sources of touch tablets ave lisied in Appen-
dix A,

3. Properiies of Teouch-Sensitive Tabicts

Asking “Which input device is best?” is much like
asking “How long should a pisce of string be?” The
answer Lo both is: it depends on what you want to
use it for. With inpul devices, however, we are linr
ited in our understanding of the relalionship
between device properiies and the demeands of o
specific application. We will investigate Louch
tablets from the perspective of improving our
understanding of this relationship. Dur claim is
theat other technologies warranl similar, or even
more detailed, investigation.

Touech tablets have o nutober of properties that dis-
tinguish them from olber devices:

=  They have no mechanical interreediate device
{such as stylus or puck}. Hence they are useful
in hoslile environments (s g, classrooms, public
recess terminals) where such intermediate dev-
ices pan get lost, stelen, or damaged.

»  Having no puck to slide or get bumped, the track-
ing symbol “slays put” once placed, thus meking
thern well suited for pointing tasks in environ-
mente subject Lo vibrealion or motion {e.g., fac-
tories, cockpits).

s  They present no mechanical or kinesthetic res-
trictions on our ahility Lo indicale more than one
point st s time. That is, we can use two hands or
mora thao one finger simultaneously on a single
tablel. (Remember, we can manually contrel al

218
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most bwo mice at a time: one in each hand. Given
thal we have ten fingers, it is conceivabie Lthat we
may wish to indicale meore than two points simul-
taneously. An example of such an agplication
appears below).

o Unlike joysticks and trackballs, they have a very
fow profile and can be integrated into other
aquipment such as desks and low-profile key-
boards {e.g., the Key Tronie Touch Pad, sce
Appendix A). This has potential benefits in port-
able systeras, and, according to the Keystroke
model of Card, Neweﬂ and Morarn {18807, reduces
homing time from the kKeybeard to the painting
device.

e They can be molded into one-pilece congtructions
thus eliminating cracks and grooves where dirt
can eolieet. This maskes them well suited for very
clean envirenments {eg. hospitals) or very dirty
ones {eg., factories).

s Their simple consiraction, wilh no moving parts,
leads Lo reliable and long-lived operalion, making
thern suitable for environmentls where they will
be subjected Lo intense use or where reliability
is oritical.

They do, of course, have some inherent disadvan-
tapes, which will be discussed at the close of Lthe
paper.

In the next section we will make three important
distinciions between touch tablels and mice., These
are:

o Mice and touch tablets vary in the number and
types of events that they can tranamit. The
difference is especially prounounced when com-~
paring to simple touch tablets,

¢  Touch tablets can be made that can sease madii~
ple points of contacl. There is no analogous pro-
perty for mice.

»  The surface of a Lablel can be partitioned into
regions representing a cellection of independent
“virtual” devices. This is analogous Lo the parki-
ticning of a screen inte “windows' or virianal
dizplays. Mice, and other devices thel transrait
“relalive change information, do not lend thern-
selves Lo Lhis mede of interaction without con-
suming display real estate for visual feedback.
With conventional tablets and touch tablels,
graphical, physicsl or virtual templates can be
placed over the input device to delindit regions.
This allows valuable sereen real estate to be
preserved. Physical templates, when comibined
with touch sensing, permit the sperator Lo sense
the regions without diverling the eyes from the
primary display during visually dernanding tasks.

After these properties are discussed, a simple
finger painting program 3s used to ilustrate them
in ihe context of a concrete exarnple, We wish to
stress ihal we do not pretend thal the program
represents a viable paint program or an optimal
intarfsce. It i3 siruply a vehicle to illusirate a
variety of transactions in an easily understandable
contexi.



SAN FRANCISCO JULY 22-28

VYolume 1%, Number 3, 1985

Finally, we discuss improvements that must be
made to current touch tablet technology, many of
which we have demonsirated in prototype form.
Algo, we suggest potential improvements to other
devices, motivated by our experience with touch
technology.

4. Three Distinctions Betweon Toueh Tablets and
Hice!

The distinctions we make in this section have to do
with suitability of devices for certain tasks or use
in certain configurations. We are only interested in
showing that there sre some uses for which touch
tablets are not suitable, but other devices are, and
vice versa. We make no quantilative claims or comi-
parisons regarding performance.

Signaling

Consider a rubber-band line drawing task with a one
button mouse. The user would firsi position the
tracking symbeol at the desired steriing point of the
line by moving the mouse with the button released.
The button would then be depressed, Lo signal the
start of the line, and the user would manipulate the
line by moving the mouse until the desired length
and orientalion was achisved. The completion of the
line could then be signaled by releasing the button?

Figure 1 is a state diagram thal represents this
interface. Notice that the butlion press and release
are used to signal the beginning and end of the
rubber-band drawing task. Also note that in states
1 and 2 both motion and signaling {by pressing or
releasing Lthe builon, as appropriate) are possible.

release
fanchor_end}
s

starting yoint

sate 1~ atton wp
stake 2~ button dowm

Figure 1. State diagrsm for rubber-banding with
a one-bution mouse.

Now consider s simple touch tablet. It can be used
to position the tracking symbol at the starting
point of the line, bul it cannot generate the signal
needed to initiate rubber-bunding. FigureRisa
state diagrsmn representation of the capabilities of
a simple touch tablel. In state 0, there is no contact
with the tablei.S In this state only one action is pos-

1 Although we are compesring touch tablets to one but-
ton mice throughout this section, mast of Lthe comments
apply equally Lo tablets with one-buiton pueks or {with
some caveats) teblets with styli.

2 This assumes thet the interface is designed so that
the bution is held down during drawing. Alternatively,
the button can be relessed during drawing, and pressed
again, to signal the completion of the line.

g We use staie O io represent a steie in which no loca-
tion , information is trensmitted. There no snalogous
state for mice, and hesce no state 0 in the dlagrams for
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sible: the user may touch the tablet. This causes &
change to siate 1. Inziale 1, the user is pressing on
the tablet, and as a consequence position reports
are zent to the host., There 18 no way to gigual a
change to some other state, other than to release
{assuming the exclusion of teraporal or spatial cues,
which tend to be clumsy and difficult o learn). This
returns the system to state O, This signal could not
be used to initiste rubber-banding, as it could alse
mean that the user is pausing to think, or wishes o
initiate some othier aciivily.

\

P
{
state O - no contact \\v,,-"i

state i ~ contect rove
Figure 2. Diagram for showing states of
simple Louch-tablet.

This inability to signal while pointing is a severe
limitation with current touch tablels, that is,
tablets that do not report pressure in addition to
location. (It is alse a property of treckballs, and
joysticks without "fire” butions). It renders them
unsuitable for use in many commen interaction
techniques for which mice are well adapted {e.g.,
selecting and dragging objects into position,
rubber-band line drawing, and pop-up menu selec-
tion); techniques that are especially characteristic
of interfaces based oo Prect Hanipulation [Shneid-
erman 1883}

QOne solution to the problem is Lo use a separate
funetion button on the Keybosrd. However, this
usually means two-handed input where one could
deo, or, awkward co-ordinalion in controlling the
bution and peinting device with a single hand. 4n
alternative solution when using a touch tablet is to
provide some level of pressure sensing. For exam-
ple, if the tablet could report two levels of contant
pressure {i.e, hard and soft}, then the transition
from soft Lo hard pressure, and vice verss, could be
used {or signaling. In effect, pressing bard is
equivalent to pressing the bulton on the mouse. The
state diagram showing the rubber-band line draw-
ing task with this form of touch tablet is shown in
Figure 3.4

As an aside, using this pressure sensing scheme
would permit us Lo select options from a roeny, or

mice. With ecooventional tablets, this corresponds to
“out of range’ stale.

31 this point the alert reader will wonder about difficulty
in distinguishing between hard end soft pressure, and
iriction {especially when pressing hard). Taking the lasi
firgt, hard is s relative term. o practice friction need
not be a problem {see Inherent Problems, below}.

4One would conjecture thal in the abssnes of button
clicks or other feedback, pressure would ke difficult to
regulate aceurately. We have found twe levels of pres-
sure to be easily distinguished, but this is 8 ripe area for
research. For example, 3tu Card [private communica-
tion] has suggested that the threshold betwesn soft and
hard should be reduced (become ‘'softer') while hard
pressure is being maintzined. This suggestion, sud oth-
ers, warrasnt formal experimentation.

217



SI1GGRAPH 85

release
e

state 0 ~ oy contact
state 1 ~ light confact
state 2 « ‘hard’ comtact
Figure 3. State disgram for rubber-banding with
pressure senging touch tablet.

activale light buttons by positioning the tracking
symbol gver the ttem and “pushing”. This is cone
sistent with the gesiure used with a mouse, and the
model of “pushing” bulions. With current simple
touch tablets, one does just the opposite: position
over the item and then lift off, or “pull” the bulton.

From the perspective of the signals sent to the host
computer, this touch tablet is capable of duplicat-
ing the behaviour of a one-bution mouse, This is not
to say that these devices are equivalent or inter-
changeable. They are not. They are physically and
kinesthetically very different, and should be used in
ways thal make use of the unique properties of
each. Furthermore, such a touch tablet can gen-
erate one pair of signals that the one-button mouse
cannot — specifically, press and release {iransition
to and from state O in the above diagrams). These
signals (which are also available with many conven-
tiomal teblets) ars very useful in implementing cer-
tain types of transactions, such as those based on
character receogoition.

An obvious extension of the pressure sensing con~
cept is Lo allow continuous pressure sensing. That
is, pressure sensing where some large number of
different levels of pressure may be reported. This
extends the capability of the touch tablet beyond
that of s traditional one bution mouse. An example
of the use of this feature is presented below.

Hulliple Position Sensing

With a traditional mouse or tablet, only one position
can be reported per device. One can imagine using
two mice or possibly two treusducers on a tablet,
but this increases costs, and two is the practical
Hmit on the number of mice or tablets that can be
operated by a single user {withoul using feet}. How-
ever, while we have only two hands, we have ten
fingers. As plaving the piano illustrates, there are
some contexts where we might want Lo use several,
ar even all of them, at once.

Toueh tablels need not resiricl us in this regard.
Given a large encugh surface of the appropriaste
technology, one could use all fingers of both hands
simultanecusly, thus providing ten separate units
of input. Clearly, this is well beyond the demands of
many applicalions and the cepacily of mmany people,
however, Lhere sre exceptions. Examples include
charding on butions or switches, operating a set of
slide potentiometers, and simple key rolli-over when
touch typing. One example (using a set of slide
potentiometers) will be illustraled below.
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Huitiple Virtual Devices and Templates

The power of modern graphics displays has been
enhanced by partitioning one physical display into a
number of virtual displays. To support this, display
window managers have been developed. We claim
{see Brown, Buxion and Murtagh [1985]) that similar
benefits can be gained by developing an inpul win-
dow manager that permits & single physical input
device to be pariitioned inie a number of virtual
input devices. Furthermore, we claim that multi-
touch tablets are well suited to supporting this
approach.

Figure 4a shows a thick cardboard sheet Lhat has
holes cut in specific places. When it is placed over a
touch tabklel as shown in Figure 4b, the user is res-
tricted Lo touching only certain parts of the tablet.
More importantly, the user can feel the partis that
are touchable, and their shape. Each of the “iouch~
able” regions represents a separale virtual device.
The distinction between this templais and iradi-
tional tablet mounted menus (such as seen in many
CAD systers) is important.

Traditionally, the options have bean:

a} Save display real estale by mounting the menu
ou the iablet surface. The cost of this option is
eve diversion frem the display to the tablet, the
inability Lo “touch type”, and time consuming
menu changes.

b} Avoid eye diversion by placing the menus on the
display. This also make it easier Lo change
menus, bul still doeg not allow “touch typing”,
and consurnes display space,

Touch tableis allow a new option:

¢} Suve display space and avoid eye diversion by
using templates that can be felt, and hence, allow
“touwch Ltyping” on a variety of virtual inputl dev-
jces. The cost of this oplion is Ltime consuming
menu {Lemplate) changes.

It must be remembered that for each of Lthese
options, there is an application for which it is best.
We have contributed a new oplion, which makes pos-~
sible mew interfaces. The new possibililies include
more elaborate virtual devices because the
improved kinesthetic feedback allows the user to
concentrate on providing input, instead of staying
in the assigned region. We will also show {below)
thet its main cest {lime consuming menu changes)
can be reduced in some applications by eliminating
the templates,

5. Examples of Transactions Where Touch Tablets
Can Be Used Effectively

In order to reinforce the distinetions discussed in
the previous section, snd to demonstrate the use of
touch tablets, we will now work through some exam-
ples based on s Loy paint system, We wish to stress
again that we make no claims about the quality of
the example as a paint system. A paint system is s
comnich and easily understood application, and
thus, we have chosen to use it sirpply as @ vehicle
for digscussing interaction technigues thai use
touch tablets,
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Figure 4b. Sample template in use.

The example paint program allows the crestion of
simple finger paintings. The lavout of the main
display for the programis shown in Figure 5. On the
left is & large drawing area where the user can draw
simple free-hand figures. On the right is a set of
menu iterns., When the lowesi item is selected, the
user enlers 8 colour mixing mode. In switching to
this maode, the user is presented with a different
display that is discussed below. The remaining
menu items are "paint pots”. They are used to
selegct Lhe colour that Lthe user will be painting with.

in each of the following versions of the program, the
inputl regquirementis sre slightly different. Inall
cases an 8 cm % 8 em touch tablel is used (Figure 6},
but the pressure sensing requirements vary. These
are noted in each demonstration.

$.1. Painting Without Pressure Sensing

This version of the paint program illustraies the
limitalion of having no pressure sensing. Consider
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Figure 5. Main display for paint program.

Pigure &. Touch tablet used in demoenstrations.

the paini program described above, where the only
input device is a touch tablet without pressure
sensing. Menu selections could be made by pressing
down somewhere in the menu area, moving the
tracking symbel to the desired memui item and then
selecting by releasing. To paint, the user wonld
eimply press down in the drawing area and move
{see Figure 7 for a representation of the signals
usad {or painting with this program).

relense

NS
press W

{start painting} E‘\\“’

wve while
painting

Figure 7. State disgram for drawing portion
of sirnple paint program.
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There are several problems with this prograra. The
most obvicus is in trying to do detailed drawings.
The user does not know where the paint will appear
until it appears. This is likely to be toe late. Some
form of {eadback, that shows the user where the
brush is, without painting. is needed. Unfor-
tunately, this cannot be done with this input device,
as it is ot possible to signal the change from track-
ing to painting and vice versa.

The simplest solution o this problem is touse a
bution {e.g., & function key on the keyboard) to sig-
nal state changes. The problem wilh this scolutionis
the need to use two hands on two different devices
to do one task. This is awkward and requires prac-
tice to develop the co-ordinastion needed to make
small rapid strokes in the painting. It is also
inefficieni in its use of two hands where one could
{and normally should) do.

Alternatively, approaches using mulliple taps or
timing cues for signailing could be tried, however,
we have found that these invarisbly lead to other
problems. It is better Lo find a direct solution using
the properiies of the device itself.

5.2. Painting with Two Levels of Pressure

This version of the program uses a tablel thal
reporis two levels of contact pressure to provide a
salisfactory sclution to the sigoaling problem. A
fow pressure level {a light touch by the user) is used
for general tracking. 4 heavier touch is used to
make menu selections, or Lo enable painiing {see
Figure & for the iabletl siates used to contrel paint-
ing with this program). The two levels of contact
pressure allow us to make a simple but practical
one finger paiunt program.

eleass Light

e TN T
0 1Y 2)
CLW /:5.’»'>~_‘_,,<:\.\ /7&__ s

press \\, -;;";/” ﬁ
‘ (\J/' Q )

e (fo move whille
stacting point} painting
Figure 8. Sialte disgram for painting portion of
simple painl program using pressure
sensing touch tablet.

This version is very much like using the one bulton
mouse on the Apple Macintosh with MacPaint [Willi-
ams, 1884]. Thus, a simple toueh tablel is not very

useful, but one that reports two levels of pressure

i¢ similar in power (but not feel or applicability} to
2 one button mouse®

5.3. Painling with Continuous Pressure Sensing

In the previous demonsirations, we have only imple-
mented interaction techniques that are common
using exisiing technology. We now introduce a tech-
nique that provides functionality beyond that
obtainable using most conventional input technolo-

§ Also, there is the problem of friction, to be discussed
balow under “Inher=nt Problems’'.
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pieg.

in this technique, we utilize a tablel capable of
senging a continuous range of touch pressure. With
this additional signal, Lhe user can control both the
width of the paint trail and its path, using only one
finger. The new signal, pressurs, i3 used to control
width. This is a technique thal cannot be used with
any mouse that we are awsre of, and to our
knowledge, is available on only one conventional
tablet {the GTCO Digipad with pressure pen [GTCO
1ga2]).

We have found thal using current pressure sensing
tablets, the user can accurately supply twe to three
bits of pressure information, after aboul 15
minutes practice. This is sufficient for simple doo-
dling end many other applications, but improved
prassure resciution iz reguired for high gquality
painting.

5.4. “Windows” on the Tablel: Colour Seleciion

We now demousirate how the surface of the touch
tablet can be dynaomically partilioned into “win-
dows” onto virtual inpul devices., We use the same
basic techniques as discussed under templates
{above), but show how to use them without tem-
plates. We do this in the context of a colour seleo-
tion maodule for our paint program. This module
introduces a new display, shown in Figure 8.

Figure 8. Colour mixing display.

In this display. the largs left side consists of &
colour patch surrounded by a neutral grey border.
This iz the pateh of colour the user is working on.
The right side of the display conlains three bar
graphs with two light butions underneath. The pri~
mary function of the bar graphs is Lo provide feed-
back, representing relative proportions of red,
green and blue in the colour pateh. Along with the
light buttons below, they also serve to remind the
user of ithe current layout of the touch tablet.

In this module, the touch tablet is used as a “virtusl
operating consale”. Iis layout is shown {lo scale} in
Figure 10. There are 3 valualors {corresponding {e
the bar graphs on the screen) used to control
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colour, and two buitons: ooe, on the right, to bring
up a pop-up menu used Lo select the colour to be
modified, and another, on the left, to exit.

47 bom x 8 om
o~
AR tabliet surface

!

(S push huttons

Pigure 10. Layout of virtual devices on touch tablet.

The single mast tmporiant point Lo be made in this
example is that a single physical device is being
used Lo imsplement 5 virdual devices {3 valuators
and 2 buttons). This is snalogous to the use of &
display window system, in ils goals, and its imiple-
mentation.

The second main point is that there is nothing oo
the tablei to delimit Lthe regions. This differs from
the use of physical templates as previously dis-
cussed, and shows how, in the absence of the need
for a physical template, we can tnstantly change the
“windows' on the itablet, without sacrificing the
ability o touch type.

We have found that when the tablet surface iz smali,
and the pariioning of the surfaces is not too com-
plex, the users very quickly {typically in one or two
minutes) learn the positions of the virtual devices
relative to the edges of the tablet. More impor-
tantly, they can vse the virlual devices, practically
error free, without diverting attention from the
display. {We have repeatedly observed this
behaviour in the wse of an application that uses a 10
crm sguare tablet that is divided into 3 sliders with a
single button across the top).

Because o template is needed, there is no need for
ihe user Lo pause Lo change a template when enter-
ing the colour mizing modude. Algo, al no point is
ithe user's attention diverted from the display.
These advantages cannot be achieved with any olher
device we know of, withoul consuming display real
estate.

The colour of the colour pateh is manipulaled by
dragging the red, green and blue values up and
down with the valuators on the touch tablet. The
vahualors are implemented in relative mode {ie,
they are sensitive to changes in position, nol abso-
lute positien), and are manipulaied like one dimen-
sional mice. For example, to make the patch more
red, the user presses near the left side of the
tablei, about half way Lo the top, and slides the
finger up (see Figure 11). For larger changes, the
device can be repeatedly stroked {(much like strok-
ing & mouse). Feedback is provided by changing the
level in the bar graph on the sereen and the colour
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of the pateh,

Figure 11. Increasing red content, by pressing on
red valuator and sliding up.

Using & mouse, the above inleraction could be
approxirnated by placiong the tracking symbol over
the bars of colour, and dragging them up or down.
However, if the bars are narrow, this takes acuily
and concenlration that distracts stlention from the
primary task — monitoring the colour of the patch.
Farthermore, note that the touch tablet implemen-
tation does not need the bars to be displayed at ali,
they are only a convenieree to the user. There are
interfaces where, in the interests of maximizing
available display area, there will be no items on the
display analogous Lo these bars. That is, there
would be nothing on the display to support an
interaction technigue that allows values Lo be mani-
pulated by a mouse.

Finally, we can take the example one step further by
introducing the use of a touch tablet ihal can sense
multiple points of contact {e.g., [Lee, et al. 188571},
With this technology, all three colour values could
be changed at the same time (for example, fading to
black by drawing all three sliders down together
with three fingers of one hand). This simultaneous
adjustment of colours could neé be supported by a
mouse, nor any single commercially available input
device we know of. Controlling several valuators
with one hand ig common in many operating con-
soles, for example: studio lighl contrel, audio
mixers, and throtties for mulli-engine vehicies {e.g.,
aireraft and boats). Hesee, this example demon-
strates a cost effeclive metheod for providing fune-
tionality thet is currently unavailable {or available
only at great cost, in the form of a custom fabri-
cated consele), bul has wide applicability.

5.5. Summnery of Exampics

Through these simple examnples, we have demon-
strated several things:

» The ability Lo sense at lesst two levels of pres-
sure is a virtusl necessiiy for toueh tabletis, as
without i1, suxiliary devices must be used for
signaling, and “direct manipulation” interfaces
cannot be effectively supported.

« The extension to continuous pressure sensing
opens ap new possibilities in hurnan-compuier
Interaciion.
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» Touch tablels are superior to mice and tablels
when many simple devices are Lo be simulated.
This is because: {8} thers is no nead for a
mechanical intermediary between the ingers
and the tablet surface, (b} they allow the use of
templates {including the edges of the tablet,
which is a trivial but useful temnplate), and {o)
there is no nead for positional fesdback that
would consurne valuable display space.

» The ability to sense muiliple points of contact
radically changes the way in which users may
interact with the system. The caneept of multi-
rle points of contact dves not exist for, vor is it
applicable to, current commercially available
mice snd tablets.

8. Inherent Problems with Touch Tablets

A problem with touch tablets that is annoying in the
long term is friction between the user's finger and
the tablet surface. This can be a pariicularly severe
problem i & pressure sensitive tablet is used, and
the user must make long motions at high pressure.
This problem can be alleviated by careful selection
of maierials and care in the fabrication and calibra-
tien of the tablet.® Also, the user interface can be
dexigned Lo avoid extended pericds of high pres-
sure.

Perhaps the most difficult problem is providing
good feedback to the user when using touch tablets.
For example, i a set of push-on/push-off butions
are being simulated, the traditional forms of fred-
back {illuminated butbons or different bution
hieighis) cannot be used. Also, buttons and other
controls implemented on touch tablets lack the
Kinesthetic {feel associated with real awitches and
krnobs. As aresult, users must be more attentive to
visual and audio feedback, and interface designers
must be freer in providing this feedback. (As an
example of how this might be encoursged, the input
“window manager” could autematically provide
audible clicks as feedback {or button presses).

7. Potential Enhancements Lo Touch Tablels {and
other devices)

The Brst problem thst one notices when using touch
tablets iz “jitter” when the finger is removed {rom
the tablet. That is, the last few localions reporied
by the tablet, before it senses loss of contact, tend
Lo be very unreliable.

This problem can be eliminated by modifying the
firmware of the touch tablel controller so that it
keeps a short FIFQ queue of the samples that bave
most recently be sent to the host. When the user
releases pressure, ihe oldest sample is re-
transmitted, and the quene is emplied. The lengih
of the queue depends on the properties of the touch
tablet {e.g., sensitivity, sampling rate). We have
found thet determining a suitable value requires

B As a bad example, ene commerzial “touch” Leblel re-
quires so much pressure for reliable sensing that the
finger cannct bBe smeothly dragged across the surface.
Instesd, & weoden or plastic stylus must be used, thus
lossing maeuny of the advantsges of touch sensing.
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only a few minutes of experimentation.

A related problem with most current tatlet con-~
trollers (not just touch tablets) is that they do not
inform the host camputer when the user has ceased
pressing on the tablet {or moved the puck out of
range}. This information is essential to Lthe develop-
roent of certain types of interfaces. {As already
roentioned, Lhis signal is not available from mice).
Currently, one is reduced to deducing this event by
timing the loterval belween samples seont by the
iablel. Since the tablet controller can easily deter~
mine when pressure is removed {and must if it is io
apply a de~jitlering algorithm as above), it should
share this informaiion with the host.

Clearly, pressure sensing is an area open te
development. Two pressure sensitive Lablets have
been developed st the University of Toronto [Sasaki,
et al. 1981, Lee, ot al. 1883]. One has been used to
develop several experimental interfaces and was
found to be a very powerful tool. They have recently
become available from Elographics and Big Brisr
{see Appendix A}). Pressure sensing is not only for
iouch tablets. Mice, tablet pucks and styli could all
benefit by augmenting switches with strain gauges,
or octher pressure sensing instruments. GTCO, for
example, manufactures a stylus with a pressure
sensing tip [GTCO 1982], and this, like our pressure
sensing touch tablets, has proven very useful.

8. Conclusions

We have shown thal there are environments for
which some devices are betler adapted than others.
In particular, touch tablets have advantages in
many hostile environments. For this reason, we
suggest that there are environments and applica-
tions where touch tablets may be the most
appropriate input technelogy.

This being the case, we have enumerated three
major distinctions between touch iablets and one
button mice {(although similar distinclions exist for
rmulti-button mice and conventional tablets). These
assigt in identifying environments and applications
where Louch tablets would be most appropriate.
These distinctions concern:

« limnitation in the ability to signal events,
» guitability {or multiple point sensing, and
« the applicabkility of tactile templates.

These distinclions have been reinforced, and some
suggestions on how touch tablets may be used have
been given, by discussing a simple user interface.
From this example, and the discussion of the dis-
tinctions, we have identified some enhancements
that can be rnade to touch tablets and other input
devices. The most imporiant of Lhese are pressurs
sensing and the abilily Lo sense mulliple points of
contact.

We hope that this paper molivales interface
desigriers Lo consider the use of touch tablels and
shows some ways to use them effectively. Also, we
hope il encourages designers and manufacturers of
input devices to develop and market input devices
with the enhancements thal we have discussed.
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The challenge for the future is to develop touch
tahlets that sense continuous pressure at multiple
points of contact and incorporaie them in practical
interfaces. We believe that we have shown that this
is worthwhile and have shown some practical ways
to use touch tablets. However, interface designers

must still do a great deal of work to determine
where a mouse i3 betier than a touch iablet and

vice verss.

Finally, we have illustrated, by example, an
approach to the study of input devices, summarized
by the crede: "Know the inleractions a device g
intended to participate in, and the strengths and
weaknesses of the device.” This approach stresses
that there is no such thing as a “good input device,”
only good interaction task/device combinalions.
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Appendiz & Touch Tablet Sources

Big Briar: 3 by 3 inch continusus pressure sensing touch

tablet

Big Briar, Ine.
Leicester, NC

=B748

Chalk Board Incs “Power Pad”, large touch table for
micro-computers
Chalk Beard Inc.
3772 Pleasantdale Bd.,
Atlanta, GA 30340

Elographies: various sizes of touch tablels, including
pressure S&Y}Siﬂg

Tiographics, Ine.
105 Randoiph Toad
QOak Hidge, Tennessee

37830

{815)-488-2100

223



& S1GGRAPHSS

Key Tronic: Keyboard with tovch pad.

Keylronie

P.0. Box 14887
Spokane, WA 90214
{509)-928-8000

KoalaPad Technologies: Approx. 5 by 7 inch touch tablet
for micro~-computers

Koela Technologies

3100 Fatrick Henry Drive
Santa Clars, California
35050

Spiral Systems: Trazor Towch Fanel, 3 by 3 inch touch
tablet

Spiral System Instruments, Inc.
4353 Cordell dverue, Suite 4-10
Hethesda, Maryiand

20814

TASA: 4 by 4 inch toueh tablet {relative sensing only)

Touch Activated Swilch Arrays Inc,
1270 Lawrence Sin, Road, Suite G
Sunnyvale, Catifornia

4088

224
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Lexical and Pragmatic Considerations of Input Structures

William Buxton
Computer Systems Research Group
University of Toronto
Toronto, Ontario
Canada M58 144

Tatroduction The ceptual level Incorporates the main concepts of
the sv%tem as seen by the user.  Therefore, Foley and
Increased access o compu'&,ex mi teols has made Van Dam see it as being equivalent to the wser model.
only too clear the deficiencies in cur ability to pvoriuu: The semuantic level incorporates the functionality of the
effective user inter it Many of our current systcm: '= at can be expressed.  The syatactic level
problems are rooted in our lack of sulficiently powerful defines the grammatical structure of the tokens mcd 10
H orics and methodologics.  User interface design icul semantic “oncepi.. Finally, the lexical
emains mare of a creative art than a hard science, component defines the structure of thesc tokens,
Following an age-old technique, the point of One of the benefits c-f such a taxonomy is that it can
departure for rauch recent work has been to attempt (o serve as the basis for sysiems ¢ 'mims in the des‘gn
imp"se some m'uctwre on the problem domain.  Perhaps Process. t also helps us categorize varicus use
the most significant differeace between this work and interface studies so as 10 avoid “apples and bananas”
carlier cfforts is -he weight placed on considerations fal- i.vpe of comparisons.  For example, the studies of Led-
ling unsuif’ the scope o f conventional computer science. gard, Whiteside, Singer and Seymour {16} and Barnard,
The traditionai problern-reduction paradigm is being re- Hammond, Morten and Long [3] both address issues at
placed by a holistic approach which views the problem the syntactic level.  They can, therefore, be compared
as an integrati f i

1 of issues from computer science, ¢lec- {which is quile inferesting since they give h;g}*iv' Co mza.—
trical engineering, indusirial design, cognitive psycholo- dictory result ), Onthe ather hand, by rec

gy, psychophysics, linguistics, and kinesthetics. “keystroke” model of Card, Moran and MNewell 15

In the main body of this paper, we examine some of addressing the lexical level, we have a good wa y of
the taxonomies which have been proposed and illustrate understanding its limitations and comparing it to celaied
how they can serve as useful structures for rcsatmg Stlldlf‘% (such as Embley, Lan, Le Yihc.ugi‘ and MNagy,
studies in user interface probl sms in so doing, we 2]}, or relating it to studies which address different lev-
attempt to augment the ;:ox et of these structures by cls (such as the two studies in syntax mentioned above).
developing their abilily to take into account the effect of While the taxonomy presented by Foley and Van
gestural and positional {factors on the overall cffeu of the Dam has proven 10 be a useful tool, our opinion is that it

user interface. hias one major shortcoming.  That is, the grain of the

lexical level is too coarse to permit the full benefit of the
model fo be derived.  As defined, the authors lump

ogether issues as diverse as:

,..

Two Taxonomies -

e how tokens are speit (for example “add” vs “append”
vs “a” vs some graphical icon}

s

One structare for viewing the problern domain of

the user interface is ;)rovided by Foley and Van Dam

[12]. They describe the space in terms of the following I — . , ] )

four lavers Barnard et af invalidate Ledgard ef al’s main thesis that the
our layers: X

syntax  of natural language
1 command  langu
{o

weessavily  the  best suited for
ages.  They demonstrate cases where fixed-field
mat 18 less prone 1o user or than the direct object - indirect
cet syntax of natural languape. A major problem of the paper
fedgard er of is thai they did not test many of the imeresting
cases and then drew conclusions that went beyond what their results
e lexical supportad,
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s where items are placed spatially on the display (both | model, the synractic fevel then incorporates the structure
in terms of the layout and number of wmdcws,a ndthe | of the lsnguage within which the semantic level is

layout of data within these windows) embedded. The interaction fevel vclates the user’s phy-
& where devices are placed in the work station sical actions to the conventions of the interactions in the

dialogue.  The spatial fevel then cncompasses issues
related to how information is laid out on the display,
while the device fevel covers issues such as what types of
evices are used and their properties (for example, the
fTect on user performance if the locator used is & mouse
jssues  are spffx iently different to warrant vs an isometric joystick va step-keys). (A representative

H

& the iype of physical gesture (us determined by the
transducer employed) used to articulate a token
{pointing with a joystick vs a lightpen vs a tablet vs 2
mouse, for example)

separate treatment.  Grouping them under a single discussion of such issues can be found in Card, English
heading has the danger (f generating confusion compar- and Burr, [5].)
able to that which could result if no difference was made One subtie but important emphasis in Moran’s

between the semantic and syntactic levels, Jbercfcre‘ paper is on the point that it is the effect of the user
takino our cue from work in language understanding inter{ace as @ whole (that is, all levels combined) which

research in the Al community, we chose to subdivide Fo- constitutes the user’s model.  The other main difference
!ey and Van Dam’s lexical level into the following two | of his taxonomy, when compa md to that of Foley and
COmponents: Van Dam, is his emphasis on the importance of the phy-
sical component. A shortcoming, however, lies in the
absence of a slot which encapsulates the lexical level as
we have defined it above. Like the lexical level {as

defined by Foley and Van Dam), the interaction level of

e lexical: issues having to do with speliing of tokens (f.e.,
the ordering of lexemes and the nature of the aiphabet
used — symbolic or iconic, for example).

e pragmatic: issues of gesture, space and devices. Moran appears a 1i_:t=e too broad in scope when
To illustrate the distinction, in the Keystroke model the | compared to the other levels in the taxonomy

number of key pushes would be g fanction of the lexical
structure while the horaing tine and pointing time would

be a function of pragmatics. Pragmatics
Facteoring out these two levels helps us focus on the
fact that the issues affc“t"lg cach are different, as is in examining the two studies discussed above, one
their influence on the overall effect of the user interface. | quickly recognizes that the effect of the pragmatic level
This is ilfustrated in examples which are presented later | 0P the user interface, and therefore on the user model, is
in this paper. given very little attention.  Moran, for example, poinis
It should be “o%nted out that our iselation of what out that the physical component exists and that it is

r‘/t

we have called pragmatic isstes is not mpmmlly original. important, but does not discuss it further. Foley and
We see a similar view in the Command Language | Y20 Dam bury these issues within the lexical level.  Our
Srammar of Moran [18], which is the second main nain thesis is that since the primary level of contact with
taxonomy which we preseal. Moran represents the | 30 interactive system is at the level of pragmatics, this
o level has one of the strongest effecis on the user’'s

components, each of which is sub-divided into two levels. | pereeption of the system. Consequently, the models
These are a8 ;o]lows: which we adopt in order to specify, design, implement,
) ) compare and evaluate interactive systems must be suffi-

o Coneeptual Component ciently rich to capture and communicate the system's
properties at this level This is clearly not the case with
most models, and this should be cause for concern. To
illustrate this, Jet us examine a few case siudies whict

domain  of thﬂ user interface in terms of thr
v

&

= task level

—~gemantic Jevel

=

e {Communication Component relate the effect of pragmatics to;
—syntactic level e pencil-and-paper tests of query languages
—inieraction level s pase of use with respect 1o action language grammars
& Physical Component @ device indepcndcncc

Pencil-and-Paper Tests
The task level encompasses the set of tasks which the

user brings to the system and for which it is intended to As an aid {o the design of effective data base query
serve as & tool.  The semantic level lays out the | languages, Reisner [19] has proposed the use of pencil-
conceptual entities of the system and the conceptual and-paper tests,  Subjecis were taught a query language
operations upon them. As with the Foley and Van Dam in a class-room environment and then tested as to their

32/Computer Graphies » January 1933
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wl queries.  Different
{erent lzmé'..mgcs. By

ability to formulate and understs
control groups were faught dif
comparing the test results of the different groups, Reis-
ner drew conclusions as to the relative “goodness™ of
structure and case of learning of the different languages.
She then made the argument that the technique could be
used to find weaknesses in new languages before they are
their development cy-

tmplemented, thereb
cle.

While the paper makes some important poinis, it
a serious defeet in that it does not point cut the imi-
tations of the technique. The approach dees tell us
something about the cognitive burden involved in the
learning of a gquery language.  But it does not tell v
everyihing.  In particular, the technique is totally inc
pable of taking into account the effect that the o
and medium of doing something has on our ability to
remember how o do it. To paraphrase Mcluban, ti
medium does affect the message.

issucs of syntax are not independent

but  penciland-paper  tests  cennot take  such
dependencies into account.  For example, consider the
role of “muscie memory™ in reca ii ng how to perform
various tasks. The sirengt i >¢ can be scen

in my >i}n> 10

y shortening

of pragmatics,

}
he QUCI:ELh of iis mf*usr

:re the various c}‘mracters are
on my Q\,’v’iz,R'l“‘r" i{(zyb-rm'd or in my ability to open a
lock whose combination { cannot veciie. Yet, this effect
wifl never show up in a pencil-and-paper test.  Another
example is scen in the technique’s inability 1o take into
account the contribution that appropriaic feedbac l‘. and
help mechanisma can provide in developing mnemonics
and other memory and learning aids.

We are not trying to claim that such pencil-and-
sts are not of use {although Barnard er af, {31,
point out some important dangers in  using suc‘h
wehnigues). We are ‘?mpiy trying to illustrat
Eu,. limitations, and demonstrate that lack of 1d q_uate

] natics can result in readers (and

1lse or misieading conclusicns from
their  work,  Furthermore, we conjecture that if
pragmatics were isol W(ci as & separate level in a taxono-
miy such as that of Feley and Van Darn, they would be
iess likely to he igno;'fs(a

paper o

Complexily and Chunking

in Jmt} er siudy, Reisner [20] makes an important
i showing how the analysis of the
grami of the “action }anguzfxgc"‘ of an interacuive
system can provide valuable metrics for predicting the
case of usc and proneness to error of that system.  Thus,
an important ool for system design, anaivsis and
rison is introduced.
basis of the technique is that the complexity of
ramumar is a good metric for the cognitive buy den of
ng and using the system.  Grammar coraplexity is

E‘,
18
i
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measured in terms of nwmber of praductions and produc-
tion tength, Thereis a mabaem, however, which lmits
our ability to reap the benefits of the techuique.
This has to do with the technique’s current inability to
take into account what we call chunking. By this we
mean the phenomenon where two or more actions fuse
together into a single gesture {in a manner analogous to
the formation of a compound word in language). In
many cases, the cogmitive burden 0'" the resulting
aggregate may Dc the equivaient of a single token. o
terms of formal langoage theory, a non-terminal when
effecied by an a,r)j:-mprime compound gesture may carry
the cognitive burden of a single ter

Such chunking may be either sequentis ll paratlel or
both,  Seguentiaily, it

iy, it should be recognized that some
actions have different degrees of closiwe than others.
For example, take two events, cach of whicl &5 to be
triggered by the change of stafe of a switch, I a foot-
switch similar 1o the high/low beam switch in some cars
is used, the down action of a down/up gesiure triggers
cach event.  The point to notc is that there i3 no
kinesthetic connection between the gesture that triggers
one event and that which triggers the other.  Each ac-
ton is compl fete in iself and, as with driving a car, the
operator initiate other actions bef
the state of the switch again.

On the other hand, ths same binary
be controlled by a foot pedal which functions lik
sustain pedal of a ;);zmb, En this oase, one state change
GCCULS 01 scp cssion, a sccond on release.  Here, the
3 SCogN ize is that the second action 1§ a direct
its predecessor. The syntax is umplicit,
¢ cognitive

t

fore changing

is free to ging

¢ fu mum could

burden of remembering what to do
first action is mis nmei

this type of kines

are logically connected.  One example given by Rdx'cr
{41 is m ‘Sﬁ‘l,k ting an itera from a graphics menu and
“dragging’ it into position in a work space. A button-
down action {while poiniing at an item) “picks it up.”
For as umg as the button is depressed, the itern tracks
the motion of the pointing device,  When the button is
relcased, the item is anchored in its current
Hence, the interface is dcsigzned to force the us
follow proper syniax: select then position.  There i3 no
possibility for syntactic error, and wgn.":w: FESOUCe
not consumed in {rying to remember “what de
next?”. Thus, by recognizing and mp\o ting such cases,
interfaces can be constructed which are “natural’ and
easy fo learn.

here is a similar type of chunking which can take
piace when two or more gestures are articulated at one
time.  Again we can take an f.xarnp](: from driving a car,
here in changing gears the actions on the clutch,
:acccl rator and gear-shift reinforce one another and are
coordinated into a single gesture.  Choosing appropriate
gestures for such coordinated actions can accelerate
their bonding into what the user thinks of as a single act,

¢<‘w
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thereby frecing up cognitive resources to be applied to A Taxenomy of Devices
more important tasks, What we are arguing here is that

by roaiching appropriate gestures with tasks, we can In view of the preceding discussion, we hav

help render complex skills routine and gain benefits attemnpted to develop a taxonomy which helps isclate

similar to those seen at different level in Card, Moran refevant characteristics of input devices. The tableau

and Mewell [6]. shown in Figure 1 suminarizes this effort in a two dimen-

In summary, there are three main points which we sional representation.  The remainder of this section

wish to make with this example: presents the details and motivation for this tableau’s
crganization,

& there is an important interplay between the syntactic-

lexical levels and the pragmatic level
wAika prag Figure 1. Tableau of Continuous Input Devices

® that this interplay can be exploited to reduce the
cognitive burden of learning and using 2 system Number of Dimensions

¢ that this cannot be accomplished without a better

understanding of pragmatic issues such as chunking === S R R
d“d (.4 osure. Stidieg Por Tien ! Light Pen E taystisy 3D Jiystick ‘ “Mechiniont
Tousk Sceeen } Teweh Sensiinie
Mouse Trackball Trasiboli Mechzrst
1
Pragmatics and Device Independence b T
We began by declaring the importance of being able :
{0 incorporate praarm.u ssues into the models which we R IR P, i —
it Sessing 4 Pad i eysitek
use to specify, design, compare and evaluate systems. =1 : i !
The exar np‘:e which followed then illustrated some of § i i
the reasons for this belief. When we view the CORE i
pf@p(_\&} {1 j frnm thig pgrﬂjgv{ Ve, however, we see To ff}g]ﬂ with, the tablea u dealis Oﬂ"&y with continu-
several problems. The basis of how the CORE system | ous hand-contralled devices.  (Pedals, for *3"331}“"'& are

zappmaches input is to deal with user actions in terms of | ot included for simplicity’s sake) Therefore the first
abstractions, or logical devices (such as “locators” and | (but implicit} questions in our structure a

“valuators”).  The intention is to facilitate software | o continuous vs discrete?

portability. 1If all “iowiors,’ for °mmple, utilized a
comumon protocol, then user A {(who only had a mouse)
could easily implement scﬁw.u leveloped by B {(who The rab]e is divided into a mairix w
only had a tablet). From the application programmer’s columns delimit

& agent of control (hand, feot, voice, .37

hose rows and

. A, o ‘ , . :
perspective, this is a valuable feature. 1H0wm:(:1, forthe | & what is being sensed (position, motion or pressure),
purposes of specifying systems {rom the user’s point of and

vi~°w t'hcsc abstractions are of very limited benefit. As

Baccker [2] bas pm‘ltf‘(‘ out, the effectiveness of a partic- & the number of dimensions being sensed (1, 2 or 3},

ular user interface is often duc to the use of a particular respectively.  These primary partitions of the matrix are
device, and that effec-"ivcr-em will be loqt if that device delimited by sclid lines, Hence, both the rotary and
were replaced by some other of h( sz ¢ logical class. sliding potentiometer fall into the box associated with
For example, we have a system | whose interface one-dimensional position-sensitive devices (top left-hand
depends on the simultancous mampu]af‘an of four corner).

joysticks. Now in spite of tablets and joysticks both be- Note that the primary rows and columns of the
ing “locator” devices, it is clear that they are not matrix are sub-divided, as indicated by the dotted lines.
interchangeable in this situation,  We cannot simultane- The sub-columns exist {o solate devices whose control
*wly manipuiate four tablets. Thus, for the full poten- motion is roughly similar.  These groupings can be seen
tial of device independence to be realized, such pragmat- in examining the two-dimensional devices. Here the
ic considerations must be incorporated into cur cverall tableay implies that tablets and mice utilize similas
specification model so that appropriate equivalencies can iypes of hand control and that this control is different
be determined in a methodological way. {That is, in from that shared in us ng a gh pen or touch-scree
specifying 2 generic device, we must also include the Furthermore, it is sh that joysticks and trackballs

reguired pragmatic attributes.  But to do so, we must share a commeon comrol motion which s, in turn,
develop a taxonomy of such attributes, just as we have different than the other sub-classes of two-dimensional
developed a taxonomy of virtual devices.} devices.
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w3

The rows for position and smotion sensing devices devices required in a console need only be in the erder of

are subdivi in order to differentiate between trans- the control bandwidth of the human opcrator.  Here,
ducers which sense potential vie mechanical vs touch- the rationale i that careful design can minimize the
sensitive means.  Thus, we sce that the light-pen and “mode” problem, and that the resulting sivaple consoles
touclescroen are closcly related, except z‘nst the 1ah- are more cost-effcctive and less prone to breakdown
pen employs a mechanical transducer.  Sin ‘il]d!}y, {since they have fewer devices).
sce that rrackball and TASA  touch-pad prm':_dw One conseguence of the second philosophy is that
om pulahf\, signals from comparable gestures (the 4 by the same transducer must be mads to control differens
4“ dimensions of the TASA device comparetoa 3 1/2¥ funciions, or parameters, at different dmes.  This
diameter trackba i'=) context switching introdices something known as the
The tableau is useful for many purposes by virtue of autling problem. The point which we are going to make
the structure w?:li' 1t imposes on the domain of input is that this problem can be completely avoided if the

deviees First, it helps in {inding a;}p;omia"s transducer in guestion is motion rather than positios

cquivaiences.  This is important in terms of dealing with scnsitive. Lot as see why.

some of the probiems which arose in our discussion of Umagine that you have a sliding potentiometer

device independence.  For example, we saw a ocas which controls parameter A, Both the potentiometer

where four tablets would not be suitable for replacing and the parameter are at their minimum values.  You

{our joysticks. By using the tableau, we see that four then raise A to its maximum value by pushing up the

trackballs will probably do. position of the potent io;,n s handle,  You now want
The tableau makes it casy to refate difforent devices to change the value « ameter B Before vou can do

in terms of metaphor,  For example, a tablet is o a sing ‘k‘c 3ame poten jometer, the handle of (he

mouse what a joystick is to a trackball,  Furthermore, if potentiometer moust be repositioned to a  position

the taxonomy defined by the tableau can suggest new ‘:.oxrcaponmn'Y 1o the current value of parameter 8. The

U"'“HC‘HC"“.‘S in & manner analogous to the periodic table necessity of having to perform this normalizing function

{ Mendeleey predicting new elements, then we can have is the nulling problem.

more coni,dm.u in its underlying premises.  We make Contrast the difficulty of performing the above

this claim for the tableau and cite the "torgue sensing” interaction using a position-sensitive device with the case

ong-dimensional  pressure-sensitive  transducer as an of doing so using one which senses motion. I a thumb-

exnl To our knowiedge, no such device exists com- wheel or a treadmill-like device was used, the moment

meretally,  MNevertheless it1s a potentially useful Lh,vnc that H teransducer is connected to the pfw vieter it can

an approxiation of which las heen demonstrate Lw be used 1o “push” the value up or “pull” it down

He mt and v‘vwwm; shel {151 Furthermaore, the same transducer can be used fo
Finally, the tableau is useful in helping quantify the stititanecy a\ change the value of a group of parame-

gencrality of various physical devices.  In cases where ters, all of whose instantaneous values are different.

the work station is limited to onc or two input devices,

then it is often in the user’s interest to choose the les

constraiping devices.  For this reason, many people Hovizontal vs Vertical Strata

claim that tablets are the preferred device since they can

emulate many of the other transducers {as is demonstia The above example brings up one ‘m; rlant point:

ed by [ivans, Iamm and Wein, zf)}). The tabicau is the different levels of the taxonomies of Foley and Van

etermmining the degree of this generality by Dam or of Moran arc not orthogonal, By describing the

he squares which can be adeguately covered user interface in terms of a horizontal structure, it is‘ Very

casy 1o fall into the trap of believing that the cffeet of

leaving the topic of the tableau, it is worth modifications at one level will be isolated. Eh.s is 511(')3.?‘
commenting on why a primary criterion for grouping ly not truc as the above example demonsirated: the
deviees was whether they were sensitive 1o position, mo- choice of transducer type had a ﬁUOF}; effect on syntay,
tion or pressure.  The reason is that what is sensed has a The example is not isclated,  In fact, just as strong
very strong effcct on the nature of the dialopues that the an argement couid be made for adopting a medel based

structure as the herizontal ones which we
'v,cu’ sed,  Models based on interaction techniqucs
in Martin {17} and Foley,

system can support with any degree of ftuen As an on a vertica
cxample, let us compare how the user interface of an have ¢
instrumentation console can be affected by the choice of !

whather ton or position sensitive transducers arc an‘f;n ¢a wn [ examples.  With them, the

used.  For such consoles, one design philosophy follows primary gestalt is the transaction, or imieracrion. The

the traditional mode! that for every function there shouid user modet is described in torms of the set and style of

be a device.  One of the rationales behind this approach

is 1o avoid the use of “modes”™ which result when a single P The TASA XY 360 is a 4" by 47 touch sensitive device w
evice must serve Tor more than one function.  Ancther gives 60 units of delia modulation in 4 inches of wavel,  The '1?\ue

philosophy takes the point of view that the number of i5 availabic from TASA, 2346 Walsh Ave, Santa Clara CA, 950351

P2
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the interactions which take place over time. Sy
fexical and pragmatic questions become sub-issue

Neither the horizontal or vertical view is “correct.”
The point is that bor must be kept in mind during the
design process, A major challenge is to adapt our
models so that this is done in a well structured way.
That we still have problems in doing so can be seen in
Moran's taxonemy. Much of the difficulty in under-
standing the model is due to problems in his approach in
integra mg vertically oriented concepts (the interaction
level} into an otherwise horwomd‘z structure.

Ir spite of such difficulties, both views must be
Cmmﬁut:u This is an important cautionary bell to ring
given the current trend towards delegating personal
TCERG ‘.Mb'iitiw according to horizontal stratification.
The design of a system’s data-base, for exampie, has a
very strong effect on the semantics of the interactions
that can be supported.  If the computing environment is
selected by one person, the data-base managed by ancth-
er, the semantics or functional capability by another, and
the “user interface”™ by yet another, there is an inherent
danger that the decisions of one will adversely affect
another.  This is not to say that such an organizational
structure cannct work.

It is just imperative that we be
aware of ﬁe p'-:faiis s0 that they can be avoided.,  Deci-
ﬂic made at all levels affect one anoth

ytactic,
s,

[

_—y

18 1 er and afl deci-
ns O(CI]UZ\M}’ have an effect on the user model,

Summary and Conclusions

Two taxonomics for describing the probiem dom .1m
of the user interface were described,
it was pointed out that the outer levels of the strata,
those concerning lexical, spatial, and physical issues
were neglected.  The notion of pragmatics was intro-
duced in order to facilitate focusing attention on these
issues, everal examples were then cxamined which
illustrated why this was important.  In so doing, it was
seen that the power of various existing models could be
extended if we had a better understanding of pragmatic
issues.  As a step towards such an unuex%fardmp a
taxonomy of hand controlled ortnmo us input devices
was introduced. Tt was seen that this taxonomy madu
some contribution towards addressing problems which
arose in the case studies. Tt was also seen, however, that
issues at this outer level of devices had a potentiaily
strong effect on the other levels of the sysiem. Hence,
the danger of over-concentration on horizontal stratifica-
tion was pointed oul,

The work reported has made some contribution to-
wards an understanding of the effect of issues which we
have called pragmatics. It is, however, a very small
si:ﬂp. Whiie there is a great deal of work still to be done

t the device level, perhaps the bigwcst challenge is
devel op a better understanding of the interplay among
e different fevels in the strata of a system.  When we
have developed a methodology which allows us to
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determine the gesture that best suils the expression of a
sarticular concept, then we will be able to build the user
interfaces which today are only a dream.

J
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Light Beam Matrix Input Terminal

This display and computer input device consists of a
rectangular matrix of light beams 10 and associated pholosensitive
devices 12 overlaying document 14, Mount 16 contains a pair of light
sources 18 at right angles to each other. Beams 10 are formed by
holes in frame 20 and image on optical fibers 12 opposite sources 18.
Thus, a light beam matrix is formed. The frame assembly is spaced
slightly above document 14 by thin, clear screen 22 having response
holes 24 at each intersechion of beams 10. When probe 26 or the
finger is placed in a hole of screen 22, intersecting beams are
interrupted. Fibers 12 are merged to moving belt 28 having light
detectors 32 at its underside. Fibers 12 are so arranged that slots
30 scan them serially. Document 14 can be ong of a plurality on a
roll.
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B|II Buxton
Microsoft Research
Original: Jan. 12, 2007
Version: March 21st, 2011
YRS
input, interaction, touch screen, touch tablet, multi-finger input, multi-hand input, bi-manual
input, two- handed mput, multi-person input, interactive surfaces, soft machine, hand gesture, gesture recognition .
& W This page is also available in Belorussian, thanks to the translation by Martha Ruszkowski.

Since the announcements of the iPhone and Microsoft's Surface (both in 2007), an especially large number of people have
asked me about multi-touch. The reason is largely because they know that | have been involved in the topic for a number of
years. The problem is, | can't take the time to give a detailed reply to each question. So | have done the next best thing (I
hope). That is, start compiling my would-be answer in this document. The assumption is that ultimately it is less work to give
one reasonable answer than many unsatisfactory ones.

Multi-touch technologies have a long history. To put it in perspective, my group at the University of Toronto was working on
multi-touchin 1984 (L&s, Buxton & Smith, 1985), the same year that the first Macintosh computer was released, and we were
not the first. Furthermore, during the development of the iPhone, Apple was very much aware of the history of multi-touch,
dating at least back to 1982, and the use of the pinch gesture, dating back to 1983. This is clearly demonstrated by the
bibliography of the PhD thesis of Wayne Westerman, co-founder of FingerWorks, a company that Apple acquired early in
2005, and now an Apple employee

Westerman, Wayne (1999). Hand Tracking, Finger Identification, and Chordic Manipulation on a Multi-Touch Surface. U
of Delaware PhD Dissertation: http:/Awwew.ee udel adu/~westerma/main. pdf

In making this statement about their awareness of past work, | am not criticizing Westerman, the iPhone, or Apple. lItis
simply good practice and good scholarship to know the literature and do one's homework when embarking on a new product.
What | am pointing out, however, is that "new" technologies - like multi-touch - do not grow out of a vacuum. While
marketing tends to like the "great invention" story, real innovation rarely works that way. In short, the evolution of multi-
touch is a text-book example of what | call "the inng-nese of innovation."

So, to shed some light on the back story of this particular technology, | offer this brief and incomplete summary of some of the
landmark examples that | have been involved with, known about and/or encountered over the years. As | said, it is
incomplete and a work in progress (so if you come back a second time, chances are there will be more and better
information). | apologize to those that | have missed. | have erred on the side of timeliness vs thoroughness. Other work can
be found in the references to the papers that | do include.

Note: for those note used to searching the HCl literature, the primary portal where you can search for and download the
relevant literature, including a great deal relating to this topic (including the citations in the Westerman thesis), is the ACM
Digital Library: http://portalacm.orgd/dicfm. One other relevant source of interest, should you be interested in an example of
the kind of work that has been done studying gestures in interaction, see the thesis by Hummels:

http:/fid-dock.com/pages/overigfearo/publ_caro.itm

While not the only source on the topic by any means, it is a good example to help gauge what might be considered new or
obvious.

Please do not be shy in terms of sending me photos, updates, etc. | will do my best to integrate them.

For more background on input, see also the incomplete draft manuscript for my book on input tools, theories and techniques:

http: /A www biilbuon.com/inputManusoript.html
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For more background on input devices, including touch screens and tablets, see my directory at:

o httn:dfvaww hilbton.comdinputbources. himl

| hope this helps.

“ .

SNYVY oY Y SN WX Y
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R

There is a lot of confusion around touch technologies, and despite a 25 year history, very little information or experience with
multi-touch interaction. | have three comments to set up what is to follow:

1. Remember that it took 30 years between when the mouse was invented by Engelbart and English in 1965 to when it
became ubiquitous, on the release of Windows 95. Yes, it was released commercially on the Xerox Star and PERQ
workstations in 1982, and | used my first one in 1972 at the National Research Council of Canada. But statistically,
that doesn’t matter. It took 30 years to hit the tipping point. So, by that measure, multi-touch technologies have 5
years to go before they fall behind.

2. Keep in mind one of my primary axioms: Everything is best for something and worst for something else. The trick s
knowing what is what, for what, when, for whom, where, and most importantly, why. Those who try the replace the
mouse play a fool’s game. The mouse is great for many things. Just not everything. The challenge with new input is
to find devices that work together, simultaneously with the mouse (such as in the other hand), or things that are
strong where the mouse is weak, thereby complimenting it.

3. To significantly improve a product by a given amount, it probably takes about two more orders of magnitude of cost,
time and effort to improve the display as to get the same amount of improvement on input. Why? Because we are
ocular centric, and displays are therefore much more mature. Input is still primitive, and wide open for improvement.
So it is a good thing that you are looking at this stuff. What took you so long?

| don’t have time to write a treatise, tutorial or history. What | can do is warn you about a few traps that seem to
cloud a lot of thinking and discussion around this stuff. The approach that | will take is to draw some distinctions
that | see as meaningful and relevant. These are largely in the form of contrasts:

» Touch-tablets vs Touch screens: In some ways these are two extremes of a continuum. If, for example, you
have paper graphics on your tablet, is that a display (albeit more-or-less static) or not? What if the “display”
on the touch tablet is a tactile display rather than visual? There are similarities, but there are real differences
between touch-sensitive display surfaces, vs touch pads or tablets. It is a difference of directness. If you touch
exactly where the thing you are interacting with is, let’s call it a touch screen or touch display. If your hand is
touching a surface that is not overlaid on the screen, let's call it a touch tablet or touch pad.

» Discrete vs Continuous: The nature of interaction with multi-touch input is highly dependent on the nature of
discrete vs continuous actions supported. Many conventional touch-screen interfaces are based discrete items
such as pushing so-called "light buttons", for example. An example of a multi-touch interface using such
discrete actions would be using a soft graphical QWERTY keyboard, where one finger holds the shift key and
another pushes the key for the upper-case character that one wants to enter. An example of two fingers
doing a coordinated continuous action would be where they are stretching the diagonally opposed corners of
a rectangle, for example. Between the two is a continuous/discrete situation, such as where one emulates a
mouse, for example, using one finger for indicating continuous position, and other fingers, when in contact,
indicate mouse button pushes, for example.

« Degrees of Freedom: The richness of interaction is highly related to the richness/numbers of degrees of
freedom (DOF), and in particular, continuous degrees of freedom, supported by the technology. The
conventional GUI is largely based on moving around a single 2D cursor, using a mouse, for example. This
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results in 2DOF. If | am sensing the location of two fingers, | have 4DOF, and so on. When used
appropriately, these technologies offer the potential to begin to capture the type of richness of input that we
encounter in the everyday world, and do so in a manner that exploits the everyday skills that we have
acquired living in it. This point is tightly related to the previous one.

« Size matters: Size largely determines what muscle groups are used, how many fingers/hands can be active on
the surface, and what types of gestures are suited for the device.

» Orientation Matters - Horizontal vs Vertical: Large touch surfaces have traditionally had problems because
they could only sense one point of contact. So, if you rest your hand on the surface, as well as the finger that
you want to point with, you confuse the poor thing. This tends not to occur with vertically mounted surfaces.
Hence large electronic whiteboards frequently use single touch sensing technologies without a problem.

« There is more to touch-sensing than contact and position: Historically, most touch sensitive devices only
report that the surface has been touched, and where. This is true for both single and multi touch devices.
However, there are other aspects of touch that have been exploited in some systems, and have the potential
to enrich the user experience:

1. Degree of touch / pressure sensitivity: A touch surfaces that that can independently and continuously
sense the degree of contact for each toouch point has a far higher potential for rich interaction. Note
that | use “degree of contact” rather than pressure since frequently/usually, what passes for pressure is
actually a side effect — as you push harder, your finger tip spreads wider over the point of contact, and
what is actually sensed is amount/area of contact, not pressure, per se. Either is richer than just binary
touch/no touch, but there are even subtle differences in the affordances of pressure vs degree.

2. Angle of approach: A few systems have demonstrated the ability to sense the angle that the finger
relative to the screen surface. See, for example, McAvinney's Sensor Frame, below. In effect, this Igives
the finger the capability to function more-or-less as a virtual joystick at the point of contact, for
example. It also lets the finger specify a vector that can be projected into the virtual 3D space behind
the screen from the point of contact - something that could be relevant in games or 3D applications.

3. Force vectors: Unlike a mouse, once in contact with the screen, the user can exploit the friction
between the finger and the screen in order to apply various force vectors. For example, without moving
the finger, one can apply a force along any vector parallel to the screen surface, including a rotational
one. These techniques were described as early as 1978, as shown healow, by Herot, C. & Weinzapfel, G.
(1978). Manipulating Simulated Objects with Real-World Gestures Using a Force and Position Sensitive
Screen, Computer Graphics, 18(3), 195-203.].

Such historical examples are important reminders that it is human capability, not technology, that should be
front and centre in our considerations. While making such capabilities accessible at reasonable costs may be
a challenge, it is worth remembering further that the same thing was also said about multi-touch.
Furthermore, note that multi-touch dates from about the same time as these other touch innovations.

+ Size matters Il: The ability of to sense the size of the area being touched can be as important as the size of the
touch surface. See the Synaptics example, below, where the device can sense the difference between the
touch of a finger (small) vs that of the cheek (large area), so that, for example, you can answer the phone by
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holding it to the cheek.

» Single-finger vs multi-finger: Although multi-touch has been known since at least 1982, the vast majority of
touch surfaces deployed are single touch. If you can only manipulate one point, regardless of with a mouse,
touch screen, joystick, trackball, etc., you are restricted to the gestural vocabulary of a fruit fly. We were
given multiple limbs for a reason. It is nice to be able to take advantage of them.

« Multi-point vs multi-touch: It is really important in thinking about the kinds of gestures and interactive
techniques used if it is peculiar to the technology or not. Many, if not most, of the so-called “multi-touch”
techniques that | have seen, are actually “multi-point”. Think of it this way: you don’t think of yourself of
using a different technique in operating your laptop just because you are using the track pad on your laptop
(a single-touch device) instead of your mouse. Double clicking, dragging, or working pull-down menus, for
example, are the same interaction technique, independent of whether a touch pad, trackball, mouse, joystick
or touch screen are used.

e Multi-hand vs multi-finger: For much of this space, the control can not only come from different fingers or
different devices, but different hands working on the same or different devices. A lot of this depends on the
scale of the input device. Here is my analogy to explain this, again referring back to the traditional GUI. | can
point at an icon with my mouse, click down, drag it, then release the button to drop it. Or, | can point with
my mouse, and use a foot pedal to do the clicking. It is the same dragging technique, even though it is split
over two limbs and two devices. So a lot of the history here comes from a tradition that goes far beyond just
multi-touch.

» Multi-person vs multi-touch: If two points are being sensed, for example, it makes a huge difference if they
are two fingers of the same hand from one user vs one finger from the right hand of each of two different
users. With most multi-touch techniques, you do not want two cursors, for example {despite that being one
of the first thing people seem to do). But with two people working on the same surface, this may be exactly
what you do want. And, insofar as multi-touch technologies are concerned, it may be valuable to be able to
sense which person that touch comes from, such as can be done by the Diamond Touch system from MERL
(see below).

» Points vs Gesture: Much of the early relevant work, such as Krueger (see below) has to do with sensing the
pose {and its dynamics) of the hand, for example, as well as position. That means it goes way beyond the task
of sensing multiple points.

« Stylus and/or finger: Some people speak as if one must make a choice between stylus vs finger. It certainly is
the case that many stylus systems will not work with a finger, but many touch sensors work with a stylus or
finger. It need not be an either or question (although that might be the correct decision — it depends on the
context and design). But any user of the Palm Pilot knows that there is the potential to use either. Each has
its own strengths and weaknesses. Just keep this in mind: if the finger was the ultimate device, why didn’t
Picasso and Rembrandt restrict themselves to finger painting? On the other hand, if you want to sense the
temperature of water, your finger is a better tool than your pencil.

« Hands and fingers vs Objects: The stylus is just one object that might be used in multi-point interaction.
Some multi-point / multi-touch systems can not only sense various different objects on them, but what object
it is, where it is, and what its orientation is. See Andy Wilson’s work, below, for example. And, the objects,
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stylus or otherwise, may or may not be used in conjunction and simultaneously with fingers.

» Different vs The Same: When is something the same, different or obvious? In one way, the answer depends
on if you are a user, programmer, scientist or lawyer. From the perspective of the user interface literature, |
can make three points that would be known and assumed by anyone skilled in the art:

1. Device-Independent Graphics: This states that the same technique implemented with an alternative
input device is still the same technique. For example, you can work your GUI with a stylus, touch screen,
mouse, joystick, touchpad, or trackball, and one would still consider techniques such as double-clicking,
dragging, dialogue boxes as being “the same” technique;

2. The Interchange of devices is not neutral from the perspective of the user: While the skill of using a GUI
with a mouse transfers to using a touchpad, and the user will consider the interface as using the same
techniques, nevertheless, the various devices have their own idiomatic strengths and weaknesses. So,
while the user will consider the techniques the “same”, their performance (speed, accuracy, comfort,
preference, etc.) will be different from device to device. Hence, the interactive experience is not the
same from device to device, despite using the same techniques. Consequently, it is the norm for users
and researchers alike to swap one device for another to control a particular technique.

As | stated above, my general rule is that everything is best for something and worst for something else. The more
diverse the population is, the places and contexts where they interact, and the nature of the information that they
are passing back in forth in those interactions, the more there is room for technologies tailored to the idiosyncrasies
of those tasks.

The potential problem with this, is that it can lead to us having to carry around a collection of devices, each with a
distinct purpose, and consequently, a distinct style of interaction. This has the potential of getting out of hand and
our becoming overwhelmed by a proliferation of gadgets — gadgets that are on their own are simple and effective,
but collectively do little to reduce the complexity of functioning in the world. Yet, traditionally our better tools
have followed this approach. Just think of the different knives in your kitchen, or screwdrivers in your workshop.
Yes there are a great number of them, but they are the “right ones”, leading to an interesting variation on an old
theme, namely, “more is less”, i.e., more (of the right) technology results is less (not more) complexity. But there
are no guarantees here.

What touch screen based “soft machines” offer is the opposite alternative, “less is more”. Less, but more generally
applicable technology results in less overall complexity. Hence, there is the prospect of the multi-touch soft
machine becoming a kind of chameleon that provides a single device that can transform itself into whatever
interface that is appropriate for the specific task at hand. The risk here is a kind of "jack of all trades, master of
nothing" compromise.

One path offered by touch-screen driven appliances is this: instead of making a device with different buttons and
dials mounted on it, soft machines just draw a picture of the devices, and let you interact with them. So, ideally,
you get far more flexibility out of a single device. Sometimes, this can be really good. It can be especially good if,
like physical devices, you can touch or operate more than one button, or virtual device at a time. For an example of
where using more than one button or device at a time is important in the physical world, just think of having to type
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without being able to push the SHIFT key at the same time as the character that you want to appear in upper case.
There are a number of cases where this can be of use in touch interfaces.

Likewise, multi-touch greatly expands the types of gestures that we can use in interaction. We can go beyond
simple pointing, button pushing and dragging that has dominated our interaction with computers in the past. The
best way that | can relate this to the everyday world is to have you imagine eating Chinese food with only one
chopstick, trying to pinch someone with only one fingertip, or giving someone a hug with — again — the tip of one
finger or a mouse. In terms of pointing devices like mice and joysticks are concerned, we do everything by
manipulating just one point around the screen — something that gives us the gestural vocabulary of a fruit fly. One
suspects that we can not only do better, but as users, deserve better. Multi-touch is one approach to accomplishing
this — but by no means the only one, or even the best. (How can it be, when | keep saying, everything is best for
something, but worst for something else).

« Feelings: The adaptability of touch screens in general, and multi-touch screens especially comes at a price.
Besides the potential accumulation of complexity in a single device, the main source of the downside stems
from the fact that you are interacting with a picture of the ideal device, rather than the ideal device itself.
While this may still enable certain skills from the specialized physical device transfer to operating the virtual
one, it is simply not the same. Anyone who has typed on a graphical QWERTY keyboard knows this.

User interfaces are about look and feel. The following is a graphic illustration of how this generally should be
written when discussing most touch-screen based systems:

LO O k and reel

Kind of ironic, given that they are "touch" screens. So let's look at some of the consequences in our next
points.

« If you are blind you are simply out of luck. p.s., we are all blind at times - such as when lights are out, or our
eyes are occupied elsewhere — such as on the road). On their own, soft touch screen interfaces are nearly all
“eyes on”. You cannot “touch type”, so to speak, while your eyes are occupied elsewhere (one exception is so-
called “heads-up” touch entry using single stroke gestures such as Graffiti that are location independent).

With an all touch-screen interface you generally cannot start, stop, or pause your MP3 player, for example, by
reaching into your pocket/purse/briefcase. Likewise, unless you augment the touch screen with speech
recognition for all functions, you risk a serious accident trying to operate it while driving. On the other hand,
MP3 players and mobile phones mechanical keys can to a certain degree be operated eyes free — the extreme
case being some 12-17 year old kids who can text without looking!

¢ Handhelds that rely on touch screens for input virtually all require two hands to operate: one to hold the device
and the other to operate it. Thus, operating them generally requires both eyes and both hands.

e Your finger is not transparent: The smaller the touch screen the more the finger(s) obscure what is being pointed at.
Fingers do not shrink in the same way that chips and displays do. That is one reason a stylus is sometimes of value: it
is a proxy for the finger that is very skinny, and therefore does not obscure the screen.
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e There is a reason we don’t rely on finger painting: Even on large surfaces, writing or drawing with the finger is
generally not as effective as it is with a brush or stylus. On small format devices it is virtually useless to try and take
notes or make drawings using a finger rather than a stylus. If one supports good digital ink and an appropriate stylus
and design, one can take notes about as fluently as one can with paper. Note taking/scribble functions are notably
absent from virtually all finger-only touch devices.

e Sunshine: We have all suffered trying to read the colour LCD display on our MP3 player, mobile phone and digital
camera when we are outside in the sun. At |least with these devices, there are mechanical controls for some
functions. For example, even if you can’t see what is on the screen, you can still point the camera in the appropriate
direction and push the shutter button. With interfaces that rely exclusively on touch screens, this is not the case.
Unless the device has an outstanding reflective display, the device risks being unusable in bright sunlight.

Does this property make touch-devices a bad thing? No, not at all. It just means that they are distinct devices with their own
set of strengths and weaknesses. The ability to completely reconfigure the interface on the fly (so-called “soft interfaces”) has
been long known, respected and exploited. But there is no free lunch and no general panacea. As | have said, everything is
best for something and worst for something else. Understanding and weighing the relative implications on use of such
properties is necessary in order to make an informed decision. The problem is that most people, especially consumers (but
including too many designers) do not have enough experience to understand many of these issues. This is an area where we
could all use some additional work. Hopefully some of what | have written here will help.

In the beginning .... Typing & N-Key Rollover (IBM and others).

e While it may seem a long way from multi-touch screens, the story of multi-touch starts
with keyboards.

* Yes they are mechanical devices, "hard" rather than "soft" machines. But they do involve
multi-touch of a sort.

» First, most obviously, we see sequences, such as the SHIFT, Control, Fn or ALT keys in
combination with others. These are cases where we want multi-touch.

¢ Second, there are the cases of unintentional, but inevitable, multiple simultaneous key
presses which we want to make proper sense of, the so-called question of n-key rollover
(where you push the next key before releasing the previous one).

Electroacoustic Music: The Early Days of Electronic Touch Sensors (Hugh LeCaine, Don
Buchla & Bob Moog).
hitpddfwwee hughiecaine comend/instrumente hitmi,

e The history of touch-sensitive control devices pre-dates the age of the PC

e A number of early synthesizer and electronic music instrument makers used
touch-sensitive capacitance-sensors to control the sound and music being made.

e These were touch pads, rather than touch screens

« The tradition of innovating on touch controls for musical purposes
continued/continues, and was the original basis for the University of Toronto
multitouch surface, as well as the CMU Sensor Frame.

1972: PLATO IV Touch Screen Terminal (Computer-based Education Research Laboratory,
University of lllinois, Urbana-Champain)
hito/fen.wikinedis.org/wid/Plato_computer

¢ Touch screens started to be developed in the second half of the 1960s.
e Early work was done at the IBM, the University of lllinois, and Ottawa Canada.
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By 1971 a number of different techniques had been disclosed

e All were single-touch and none were pressure-sensitive

e One of the first to be generally known was the terminal for the PLATO IV computer
assisted education system, deployed in 1972.

e As well as its use of touch, it was remarkable for its use of real-time random-access
audio playback, and the invention of the flat panel plasma display.

¢ the touch technology used was a precursor to the infrared technology still available
today from Carrglifouch.

e The initial implementation had a 16 x 16 array of touch-sensitive locations

1978: One-Point Touch Input of Vector Information (Chris Herot & Guy Weinzapfel,
Architecture Machine Group, MIT).

¢ The screen demonstrated by Herot & Weinzapfel could sense 8 different signals
from a single touch point: positionin X& Y, forcein X, Y, & Z (i.e., sheerin X &
Y & Pressure in Z), and torque in X, Y & Z.

e While we celebrate how clever we are to have multi-touch sensors, it is nice to
have this reminder that there are many other dimensions of touch screens that
can be exploited in order to provide rich interaction

» See: Herot, C. & Weinzapfel, G. (1978). Gre-Foint Touch innutof Vet
information from Computer Risplavs, Computer Graphics, 12(3), 210-216.

s For a video demo, see: http:/fiwww voutube comdwatch Pysv MEYTdOsOLM

¢ For similar work, see also: Minsky, M. (1984). Manipulating Sioulated Obiscts
with Real-World Gestures Using a Force and Position Sensitive Screan,
Computer Graphics, 18(3), 195-203.

1981: Tactile Array Sensor for Robotics (Jack Rebman, Lord Corporation).

¢ A multi-touch sensor designed for robotics to enable sensing of shape, orientation, etc.

e Consisted of an 8 x 8 array of sensors in a 4" x 4" square pad

o Usage described in: Wolfeld, Jeffrey A. (1981). Reai Time Contrel of ¢ Robot Tactie Sensor.
MSc Thesis. Philadelphia: Moore School of Electrical Engineering.

e The figure to the right shows a computer display of the tactile impression of placing a
round object on the tactile sensor, shown in the foreground. Groover, M.P., Weiss, M.,
Nagel, R.N. & Odrey, N. (1986). Industrial Robots. New York: McGraw-Hill, p.152.)

¢ A US patent (4,521,685) was issued for this work to Rebman in 1985.

1982: Flexible Machine Interface (Nimish Mehta , University of Toronto).

e The first multi-touch system that | am aware of designed for human input to a
computer system.
» Consisted of a frosted-glass panel whose local optical properties were such that
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when viewed behind with a camera a black spot whose size depended on finger
pressure appeared on an otherwise white background. This with simple image
processing allowed multi touch input picture drawing, etc. At the time we
discussed the notion of a projector for defining the context both for the camera
and the human viewer.

Mehta, Nimish (1982), A Flexible Machine Interface, M.A.Sc. Thesis, Department
of Electrical Engineering, University of Toronto supervised by Professor K.C.
Smith.

1983:

Soft Machines (Bell Labs, Murray Hill)

This is the first paper that | am aware of in the user interface literature that attempts to provide a comprehensive
discussion the properties of touch-screen based user interfaces, what they call “soft machines”.

While not about multi-touch specifically, this paper outlined many of the attributes that make this class of system
attractive for certain contexts and applications.

Nakatani, L. H. & Rohrlich, John A. (1983). Soft Machines: A Philosophy of User-Computer Interface Design.
Proceedings of the ACM Conference on Human Factors in Computing Systems (CHI’83), 12-15.

1983:

Video Place / Video Desk (Myron Krueger)

A vision based system that tracked the hands and enabled multiple fingers, hands,
and people to interact using a rich set of gestures.

Implemented in a number of configurations, including table and wall.

Didn’t sense touch, per se, so largely relied on dwell time to trigger events intended
by the pose.

On the other hand, in the horizontal desktop configuration, it inherently was touch
based, from the user's perspective.

Essentially “wrote the book” in terms of unencumbered (i.e., no gloves, mice, styli,
etc.) rich gestural interaction.

Work that was more than a decade ahead of its time and hugely influential, yet not
as acknowledged as it should be.

His use of many of the hand gestures that are now starting to emerge can be clearly
seen in the following 1988 video, including using the pinch gesture to scale and Myron’s work had a staggeringly
translate objects: _htto:/ fvoutube.comi/watchBvsdmpmiASxhug rich repertoire of gestures, muti-
There are many other videos that demonstrate this system. Anyone in the field finger, multi-hand and multi-
should view them, as well as read his books: person interaction.

Krueger, Myron, W. (1983). Artificial Reality. Reading, MA:Addison-Wesley.

Krueger, Myron, W. (1991). Artificial Reality Il. Reading, MA: Addison-Wesley.

Krueger, Myron, W., Gionfriddo, Thomas., &Hinrichsen, Katrin (1985). VIDEOPLACE -

An Artificial Reality, Proceedings of the ACM Conference on Human Factors in

Computing Systems (CHI’85), 35 - 40.

1984:

Multi-Touch Screen (Bob Boie, Bell Labs, Murray Hill NJ)

A multi-touch touch screen, not tablet.

The first muti-touch screen that | am aware of.

Used a transparent capacitive array of touch sensors overlaid on a CRT. Could manipulate graphical objects with
fingers with excellent response time
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Developed by Bob Boie, but was shown to me by Lloyd Nakatani (see above), who invited me to visit Bell Labs to see
it after he saw the presentation of our work at SIGCHI in 1985

Since Boie's technology was transparent and faster than ours, when | saw it, my view was that they were ahead of
us, so we stopped working on hardware (expecting that we would get access to theirs), and focus on the software
and the interaction side, which was our strength. Our assumption (false, as it turned out) was that the Boie
technology would become available to us in the near future.

Around 1990 | took a group from Xerox to see this technology it since | felt that it would be appropriate for the user
interface of our large document processors. This did not work out.

There was other multi-touch work at Bell Labs around the time of Boie's. See the 1984 work by Leonard Kasday, (
LS Patent 4484178), which used optical techniques

1985:
hitpsdAwwee billhudoncomdpapers. htmifanchorid394ig

Multi-Touch Tablet (Input Research Group, University of Toronto):

Developed a touch tablet capable of sensing an arbitrary number of
simultaneous touch inputs, reporting both location and degree of touch
for each.

To put things in historical perspective, this work was done in 1984, the
same year the first Macintosh computer was introduced.

Used capacitance, rather than optical sensing so was thinner and much
simpler than camera-based systems.

A Multi-Touch Three Dimensinnal Touch-Sensitive Taklet (1985). Video at:
hitod fvoweve il bdoncomdbuxioniRGVidegs.hitml

issues and techniussintouch-sensitive tablet input.(1985). Video at:
hvgd fwww billbugon.com/ouktoniRGYideos il

1985:

Sensor Frame (Carnegie Mellon University)

This is work done by Paul McAvinney at Carengie-Mellon University

The device used optical sensors in the corners of the frame to detect fingers.

At the time that this was done, miniature cameras were essentially unavailable. Hence, the
device used DRAM IC's with glass (as opposed to opaque) covers for imaging.

It could sense up to three fingers at a time fairly reliably (but due to optical technique used,
there was potential for misreadings due to shadows.

In a later prototype variation built with NASA funding, the Sensor Cube, the device could also
could detect the angle that the finger came in to the screen.

o McAvinney, P. (1986). The Sensor Frame - A Gesture-Based Device for the Manipulation
of Graphic Objects. Carnegie-Mellon University.

o McAvinney, P. (1990). Telltale Gstures: 3D applications need 3D input. Byte Magazine,
15(7), 237-240.

o hitmid{nirsnasaanviarchivednasadcasinirsnasa o/ 138400032681 1994003264 g

1986:

Bi-Manual Input (University of Toronto)

In 1985 we did a study, published the following year, which examined the
benefits of two different compound bi-manual tasks that involved
continuous control with each hand

The first was a positioning/scaling task. That is, one had to move a shape to
a particular location on the screen with one hand, while adjusting its size to
match a particular target with the other.
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The second was a selection/navigation task. That is, one had to navigate to
a particular location in a document that was currently off-screen, with one
hand, then select it with the other.

e Since bi-manual continuous control was still not easy to do (the ADB had
not yet been released - see below), we emulated the Macintosh with
another computer, a PERQ.

» The results demonstrated that such continuous bi-manual control was both
easy for users, and resulted in significant improvements in performance
and learning.

e See Buxton, W. & Myers, B. (1986). A study in wa-handed input,
Proceedings of CHI '86, 321-326.[videg]

e Despite this capability being technologically and economically viable since
1986 (with the advent of the ADB - see below - and later USB), there are
still no mainstream systems that take advantage of this basic capability.
Too bad.

e This is an example of techniques developed for multi-device and multi-hand
that can easily transfer to multi-touch devices.

1986: Apple Desktop Bus (ADB) and the Trackball Scroller Init (Apple Computer /
University of Toronto)

e The Macintosh Il and Macintosh SE were released with the Apple Desktop
Bus. This can be thought of as an early version of the USB.

e It supported plug-and-play, and also enabled multiple input devices
(keyboards, trackballs, joysticks, mice, etc.) to be plugged into the same
computer simultaneously.

e The only downside was that if you plugged in two pointing devices, by
default, the software did not distinguish them. They both did the same
thing, and if a mouse and a trackball were operate at the same time (which
they could be) a kind of tug-of-war resulted for the tracking symbol on the
screen.

e My group at the University of Toronto wanted to take advantage of this
multi-device capability and contacted friends at Apple's Advanced
Technology Group for help.

e Due to the efforts of Gina Venolia and Michael Chen, they produced a simple
"Init" that could be dropped into the systems folder called the
trackballscroller init.

¢ It enabled the mouse, for example, to be designated the pointing device, and
a trackball, for example, to control scrolling independently in Xand Y. See,
for example, Buxton, W. (1990). The Natural Language of Interaction: A
Parspective onNonVerbal Rialesyes.In Laurel, B. (Ed.). The Art of Human-
Computer Interface Design, Reading, MA: Addison-Wesley. 405-416.

* They also provided another init that enabled us to grab the signals from the
second device and use it to control a range of other functions. See fr example,
Kabbash, P., Buxton, W.& Sellen, A. (1994). Two-Handed nput ina
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Compeund Task. Proceedings of CHI '94, 417-423.

In short, with this technology, we were able to deliver the benefits
demonstrated by Buxton & Myers (see above) on standard hardware, without
changes to the operating system, and largely, with out changes even to the
applications.

This is the closest that we came, without actually getting there, of supporting
multi-point input - such as all of the two-point stretching, etc. that is getting
so much attention now, 20 years later. It was technologically and
economically viable then.

To our disappointment, Apple never took advantage of this - one of their
most interesting - innovations.

1991:

Bidirectional Displays (Bill Buxton & Colleagues , Xerox PARC)

First discussions about the feasibility of making an LCD display that was also an input device, i.e., where pixels
were input as well as output devices. Led to two initiatives. (Think of the paper-cup and string “walkie-talkies”
that we all made as kids: the cups were bidirectional and functioned simultaneously as both a speaker and a
microphone.)

e Tookthe high res 2D a-Si scanner technology used in our scanners and adding layers to make them displays. The
bi-directional motivation got lost in the process, but the result was the dpix display
(hntpd A wwwednircomdabouthiml);
e The Liveboard project. The rear projection Liveboard was initially conceived as a quick prototype of a large flat
panel version that used a tiled array of bi-directional dpix displays.
1991: Digital Desk(Pierre Wellner, Rank Xerox EuroPARC, Cambridge)

~
s
RO RGERY

A classic paper in the literature on augmented reality. e §
Wellner, P. (1991). The Digital Desk Calculator: Tactile manipulation on a desktop .
display. Proceedings of the Fourth Annual Symposium on User Interface Software and
Technology (UIST '91), 27-33.

An early front projection tablet top system that used optical and acoustic techniques to
sense both hands/fingers as well as certain objects, in particular, paper-based controls
and data.

Clearly demonstrated multi-touch concepts such as two finger scaling and translation of
graphical objects, using either a pinching gesture or a finger from each hand, among other
things.

For example, see segment starting at 6:30 in the following 1991 video demo:
hitnidfvidessnorlecomdvidennlay Mdocid=577 253082 8816089248

1992: Flip Keyboard(Bill Buxton, Xerox PARC): www illhiion.com

A multi-touch pad integrated into the bottom of a keyboard. You flip the keyboard to
gain access to the multi-touch pad for rich gestural control of applications.

Combined kevboard £ touch tablet innut device (1994). Click here for videg (from
2002 in conjunction with Tactex Controls).
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Synthesizer
Audio Mixer
Graphics on multi-touch
surface defining controls for
various virtual devices.

1992: Simon (IBM & Bell South)
e IBM and Bell South release what was arguably the world's first smart phone, the Simon.
e What is of historical interest is that the Simon, like the iPhone, relied on a touch-screen driven
“soft machine” user interface.
* While only a single-touch device, the Simon foreshadows a number of aspects of what we are
seeing in some of the touch-driven mobile devices that we see today.
» Sidebar: my two working Simons are among the most prized pieces in my collection of input
devices.
1992: Wacom (Japan)

In 1992 Wacom introduced their UD series of digitizing tablets. These were special in
that they had mutli-device / multi-point sensing capability. They could sense the
position of the stylus and tip pressure, as well as simultaneously sense the position of .
a mouse-like puck. This enabled bimanual input.

Working with Wacom, my lab at the University of Toronto developed a nhumber of
ways to exploit this technology to far beyond just the stylus and puck. See the work on
Graspable/Tangible interfaces, below. :
Their next two generations of tablets, the Intuos 1 (1998) and Intuos 2 (2001) series
extended the multi-point capability. It enabled the sensing of the location of the
stylus in x and y, plus tilt in x and tilt in y (making the stylus a location-sensitive
joystick, in effect), tip pressure, and value from a side-mounted dial on their airbrush
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stylus. As well, one could simultaneously sense the position and rotation of the puck,
as well as the rotation of a wheel on its side. In total, one was able to have control of
10 degrees of freedom using two hands.

¢ While this may seem extravagant and hard to control, that all depended on how it
was used. For example, all of these signals, coupled with bimanual input, are needed
to implement any digital airbrush worthy of the name. With these technologies we
were able to do just that with my group at Alias| Wavefront, again, with the
cooperation of Wacom.

e See also: Leganchuk, A., Zhai, S.& Buxton, W. (1998).}anualand Cosnitive Bensfis of
Two-Handed nput AnExperimental Study. Transactions on Human-Computer
Interaction, 5(4), 326-359.

1992: Starfire (Bruce Tognazinni, SUN Microsystems)

e Bruce Tognazinni produced an future envisionment film, Starfire, that included a
number of multi-hand, multi-finger interactions, including pinching, etc.

1994-2002: Bimanual Research (Alias| Wavefront, Toronto)

¢ Developed a number of innovative techniques for multi-point / multi-
handed input for rich manipulation of graphics and other visually
represented objects.

¢ Only some are mentioned specifically on this page.

e There are a number of videos can be seen which illustrate these
techniques, along with others:

hitp:/fwwaw billboaon.com/buktonAliasVideas himl

« Also see papers on two-handed input to see examples of multi-point

manipulation of objects at:

hitp:Swwew bilthiodon.comdpapers.htmiftanchorld42822

1995: Graspable/Tangible Interfaces (Input Research Group, University
of Toronto)

e Demonstrated concept and later implementation of sensing the
identity, location and even rotation of multiple physical devices
on a digital desk-top display and using them to control graphical
objects.

® By means of the resulting article and associated thesis

introduced the notion of what has come to be known as

“graspable” or “tangible” computing.

e Fitzmaurice, G.W., Ishii, H. & Buxton, W. (1995). Bricks: Laying
the foundations for graspable user interfaces. Proceedings of
the ACMSIGCHI Conference on Human Factors in Computing
Systems (CHI'95), 442-449.
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1995: DSI Datotech (Vancouver BC)

® |n 1995 this company made a touch tablet, the HandGear, capable of multipoint sensing. They also developed a
software package, Gesture Recognition Technology (GRT), for recognizing hand gestures captured with the tablet.
® The company went out of business around 2002

1995/97: Active Desk (Input Research Group / Ontario Telepresence Project,University
of Toronto)

e Around 1992 we made a drafting table size desk that had a rear-projection data
display, where the rear projection screen/table top was a translucent stylus
controlled digital graphics tablet (Scriptel). The stylus was operated with the
dominant hand. Prior to 1995 we mounted a camera bove the table top. It
tracked the position of the non-dominant hand on the tablet surface, as well as
the pose (open angle) between the thumb and index finger. The non-dominant
hand could grasp and manipulate objects based on what it was over and opening
and closing the grip on the virtual object. This vision work was done by a
student, Yuyan Liu.

e Buxton,W. (1997). Living in Augmented Reality: Ublauilous Media and Reactive
Envirgnments. In K. Finn, A. Sellen & S. Wilber (Eds.). Video Mediated
Communication. Hillsdale, N.J.: Erlbaum, 363-384. An earlier version of this
chapter also appears in Proceedings of Imagina '95, 215-229.

finger interaction on large
interactive display surface

Simultaneous bimanual and multi-

1997: T3 (Alias| Wavefront, Toronto)

e T3 was a bimanual tablet-based system that utilized a number of techniques that
work equally well on multi-touch devices, and have been used thus.

e These include, but are not restricted to grabbing the drawing surface itself from two
points and scaling its size (i.e., zooming in/out) by moving the hands apart or towards
each other (respectively). Likewise the same could be done with individual graphical
objects that lay on the background. (Note, this was simply a multi-point
implementation of a concept seen in Ivan Sutherland’s Sketchpad system.)

» Likewise, one could grab the background or an object and rotate it using two points,
thereby controlling both the pivot point and degree of the rotation simultaneously.
Ditto for translating (moving) the object or page.

e Of interest is that one could combine these primitives, such as translate and scale,
simultaneously (ideas foreshadowed by Fitzmaurice’s graspable interface work —
above).

e Kurtenbach, G., Fitzmaurice, G., Baudel, T. & Buxton, W. (1997). The design and
avaluation of a QUi paradism based on tabets twe-hands, and LsnsQarsng.
Proceedings of the 1997 ACM Conference on Human Factors in Computing Systems,
CHI '97, 35-42. [ ¥idea].
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1997: The Haptic Lens (Mike Sinclair, Georgia Tech / Microsoft
Research)

e The Haptic Lens, a multi-touch sensor that had the feel
of clay, in that it deformed the harder you pushed, and
resumed it basic form when released. A novel and very
interesting approach to this class of device.

¢ Sinclair, Mike (1997). The Haptic Lens. ACM SIGGRAPH
97 Visual Proceedings: The art and interdisciplinary
programs of SIGGRAPH '97, Page: 179

1998: Tactex Controls (Victoria BC) htto:/ fwww tactex.com/

¢ Kinotex controller developed in 1998 and shipped in Music Touch Controller, the MTC Express in 2000.
e Seevideo at: hifn:dfeeww billbuxton.comftin _kevboard _s.mov

~1998: Fingerworks (Newark, Delaware).

¢ Made a range of touch tablets with multi-touch
sensing capabilities, including the iGesture Pad. They
supported a fairly rich library of multi-point / multi-
finger gestures.

* Founded by two University of Delaware academics,
John Elias and Wayne Westerman

e Product largely based on Westerman’s thesis:
Westerman, Wayne (1999). Hand Tracking,Finger
Identification, and Chordic Manipulation on a Multi-
Touch Surface. U of Delaware PhD Dissertation:
hitndDanwew sendeledudmwestermadmainadt

* Note that Westerman's work was solidly built on the
above work. His thesis cites Matha's 1982 work
which introduced multi-touch, as well as Krueger's
work, which introduced - among other things - the
pinch gesture. Of the 172 publications cited, 34
(20%) are authored or co-authored by me an/or my
students.

e The company was acquired in early 2005 by Apple
Computer.

e Elias and Westerman moved to Apple.

e Fingerworks ceased operations as an independent
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company.

e However, it left a lot of fans, and documentation,
including tutorials and manuals are still
downloadable from:
hitp:dfweww fingenworks comddownloads himi

1999: Portfolio Wall (Alias | Wavefront,Toronto On, Canada)

e A product that was a digital cork-board on which images could be presented as a group
or individually. Allowed images to be sorted, annotated, and presented in sequence.

¢ Due to available sensor technology, did not us multi-touch; however, its interface was
entirely based on finger touch gestures that went well beyond what typical touch screen
interfaces were doing at the time, and which are only now starting to appear on some
touch-based mobile devices.

e For example, to advance to the next slide in a sequence, one flicked to the right. To go
back to the previous image, one flicked left.

» The gestures were much richer than just left-right flicks. One could instigate different

behaviours, depending on which direction you moved your finger.

In this system, there were eight options, corresponding to the 8 main points of the

compass. For example, a downward gesture over a video meant "stop". A gesture up to

the right enabled annotation. Down to the right launched the application associated with

the image. etc.

e They were self-revealing, could be done eyes free, and leveraged previous work on
“marking menus.”

e See a number of demos at: http:/fvww biilbdoncom/bukionAliasVidess. bl

Touch to open/close image
Flick right = next
Flick left = previous

Portfolio Wall (1999)

2001: Diamond Touch (Mitsubishi Research Labs, Cambridge MA)
attpsdfwwwomedcomd

« example capable of distinguishing which person's fingers/hands are
which, as well as location and pressure

» various gestures and rich gestures.
o hitpddfwwwediamondspace.merhoomyd

2002: Jun Rekimoto Sony Computer Science Laboratories (Tokyo)
http:d Swwwecslsonveo fodpersondrekimoto/smartsiind

e SmartSkin: an architecture for making interactive surfaces that are sensitive to
human hand and finger gestures. This sensor recognizes multiple hand positions
and their shapes as well as calculates the distances between the hands and the
surface by using capacitive sensing and a mesh-shaped antenna. In contrast to
camera-based gesture recognition systems, all sensing elements can be
integrated within the surface, and this method does not suffer from lighting and
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occlusion problems.
o SmantSkin: Andnfrastructure for Freghand Manipulation on dnteractive Surfaces.,

Proceedings of ACM SIGCHI.

» Kentaro Fukuchi and Jun Rekimoto, Interaction Techniques for SmartSkin, ACM
UIST2002 demonstration, 2002.

o SmartSkindemo st Entensinment Computing 2003 {Z0Nat lanan)

e Video demos available at website, above.

2002: Andrew Fentem (UK) hitgesd fwww andrewfentemcomd

» States that he has been working on multi-touch for music and general
applications since 2002

* However, appears not to have published any technical information or
details on this work in the technical or scientific literature.

» Hence, the work from this period is not generally known, and - given
the absence of publications - has not been cited.

e Therefore it has had little impact on the larger evolution of the field.

» This is one example where | am citing work that | have not known and
loved for the simple reason that it took place below the radar of normal
scientific and technical exchange.

¢ |am sure that there are several similar instances of this. Hence |
include this as an example representing the general case.

2003: University of Toronto (Toronto)

e paper outlining a number of techniques for multi-finger,
multi-hand, and multi-user on a single interactive touch
display surface.

e Many simpler and previously used techniques are
omitted since they were known and obvious.

e Mike Wu, Mike & Balakrishnan, Ravin (2003). Multi-
Finger and Whole Hand Gestural Interaction Techniques
for Multi-User Tabletop Displays. CHI Letters

Freeform
rotation. (a)
Two fingers
are used to
rotate an
object. (b)
Though the
pivot fingeris
lifted, the
second finger
can continue
the rotation.

This
parameter
adjustment
widget allows
two-fingered
manipulation.
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2003:
Stantum: httpddstantum.coms

Jazz Mutant (Bordeaux France) htiguddwesns Jazzmutant.eomd

Make one of the first transparent multi-touch, one that became - to the best
of my knowledge — the first to be offered in a commercial product.

The product for which the technology was used was the Lemur,a music
controller with a true multi-touch screen interface.

An early version of the Lemur was first shown in publicin LA in August of
2004.

Jazz Mutant is the company that sells the music product, while Stantum is the
sibling company set up to sell the underlying multi-touch technology to other

2004:

TouchLight (Andy Wilson, Microsoft Research): nitm:d{ressarch.misreseiicomdTawilsond

Touchlieht (2004). A touch screen display system employing a rear projection display and digital image
processing that transforms an otherwise normal sheet of acrylic plastic into a high bandwidth input/output
surface suitable for gesture-based interaction. Video demonstration on website.

Capable of sensing multiple fingers and hands, of one or more users.

Since the acrylic sheet is transparent, the cameras behind have the potential to be used to scan and display paper
documents that are held up against the screen .

2005:
http:ddwwwl es.columblaedud~ghilaske/

Blasko and Steven Feiner (Columbia University):

e Using pressure to access virtual devices accessible below top layer devices
e Gabor Blaské and Steven Feiner (2004). Single-Handad nteraction Techniguss for
Mudtiple Brassure-Sensitive Strips,
Proc. ACM Conference on Human Factors in Computing Systems (CHI 2004) Extended
Abstracts, 1461-1464
2005: PlayAnywhere (Andy Wilson, Microsoft Research):

httpdfresearchomicrosoft. com/~awilson/

Contribution: sensing and identifying of objects as well as touch.

A front-projected computer vision-based interactive table system.

Addresses installation, calibration, and portability issues that are typical of most
vision-based table systems.

Uses an improved shadow-based touch detection algorithm for sensing both fingers
and hands, as well as objects.

Object can be identified and tracked using a fast, simple visual bar code scheme.
Hence, in addition to manual mult-touch, the desk supports interaction using various
physical objects, thereby also supporting graspable/tangible style interfaces.

It can also sense particular objects, such as a piece of paper or a mobile phone, and
deliver appropriate and desired functionality depending on which..

2005:

Jeff Han (NYU): aitpdAwwnccsanveedudthand

http:/www billbaxton.comimaltitouchOverview bimi{8/8/2011 2:19:30 PM]
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2006: (Perceptive Pixel: http://www perceptivepixel.com/)
¢ Veryelegant implementation of a number of techniques and applications on a table
format rear projection surface.
e RMulti-Touch Sensing through Frustrated Total internal Raflection (2005). Video on
website.
e Formed ixelin 2006 in order to further develop the technology in the private
sector
e See the more recent videos at the Perceptive Pixel site:
hito/Swww nerceptivepixet comyd
2005: Tactiva (Palo Alto) hifn:/fwwnw tactiva.com/

Have announced and shown video demos of a product called the TactaPad.
It uses optics to capture hand shadows and superimpose on computer screen, providing a
kind of immersive experience, that echoes back to Krueger (see above)

Is multi-hand and multi-touch

Is tactile touch tablet, i.e., the tablet surface feels different depending on what virtual
object/control you are touching

e
§\\\\\\\

2005: Toshiba Matsusita Display Technology (Tokyo) \
¢ Announce and demonstrate LCD display with “Finger Shadow Sensing Input” %
capability \
¢ One of the first examples of what | referred to above in the 1991 Xerox PARC §
discussions. It will not be the last. %
e The significance is that there is no separate touch sensing transducer. Just as there \
are RGB pixels that can produce light at any location on the screen, so can pixels \:
detect shadows at any location on the screen, thereby enabling multi-touch in a %
way that is hard for any separate touch technology to match in performance or, §
eventually, in price. \
o httmdifwww3loshibacododim dsndnressd2005/05:08.28 htm §
2005: Tomer Moscovich & collaborators (Brown University)
e anumber of papers on web site: http://www.cs.brown.edu/people/tm/
e T. Moscovich, T. Igarashi, J. Rekimoto, K. Fukuchi, J. F. Hughes. " & fdultizfinger

imterfacefor Performance Animation of Deformable Brawings." Demonstration at
UIST 2005 Symposium on User Interface Software and Technology, Seattle, WA,
October 2005. (vidsg)
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2006: Benko & collaborators (Columbia University & Microsoft Research)
¢ Some techniques for precise pointing and selection on muti-touch screens IR
e Benko, H., Wilson, A. D., and Baudisch, P. (2006). Bracise Saiection Technigues for
MultizTouch Scrsena. Proc. ACM CHI 2006 (CHI'06: Human Factors in Computing
Systems, 1263-1272
2006: Plastic Logic (Cambridge UK)

A flexible e-ink display mounted over a multi-point touch pad, thereby
creating an interactive multi-touch display.
Was an early prototype of their ill-fated QUE e-reader

2006: Synaptics & Pilotfish (San Jose) hitg:/ fwww.synagtics.com
e Jointly developed Onyx, a soft multi-touch mobile phone concept using
transparent Synaptics touch sensor. Can sense difference of size of contact.
Hence, the difference between finger (small) and cheek (large), so you can
answer the phone just by holding to cheek, for example.
o htto:fwww.svnagticscomionyd
2007: Apple iPhone hitn:/dwww.annlecomdinhoneftechnoiosy!

Like the 1992 Simon (see above), a mobile phone with a soft touch-based interface.
Outstanding industrial design and very smooth interaction.

Employed multi-touch capability to a limited degree

Uses it, for example, to support the "pinching" technique introduced by Krueger, i.e., using the
thumb and index finger of one hand to zoom in or out of a map or photo.

Works especially well with web pages in the browser

Uses Alias Portfolio Wall type gestures to flick forward and backward through a sequence of
images.

Did not initially enable use of multi-touch to hold shift key with one finger in order to type an
upper case character with another with the soft virtual keyboard. This did not get implemented
until about a year after its release.

2007:

Microsoft Surface Computing htig:/www.surface.com
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e Interactive table surface o

e Capable of sensing multiple fingers and hands MY

» Capable of identifying various objects and their position on the surface

¢ Commercial manifestation of internal research begun in 2001 by Andy
Wilson (see above) and Steve Bathiche

e Image is displayed by rear-projection and input is captured opticaly via
cameras

e A key indication of this technology making the transition from research,
development and demo to mainstream commercial applications.

» Seealso Thin%ight and Surface 2.0

2007: ThinSight, (Microsoft Research Cambridge, UK)
Ao/ fwwew biltbwaon.com/USTthinSight ndf

e Thin profile multi-touch technology that can be used with LCD displays.

* Hence, can be accommodated by laptops, for example

* Optical technology, therefore capable of sensing both fingers and objects
¢ Therefore, can accommodate both touch and tangible styles of interaction
» Research undertaken and published by Microsoft Research

e seealso Surfage 2.0

2008: N-trig hitp:/Asowwnztrigcomd

e L R NN

e Commercially multi-touch sensor

e Can sense finger and stylus simultaneously

» unlike most touch sensors that support a stylus, this incorporates
specialized stylus sensor

¢ resultis much higher quality digital ink from stylus

* Incorporated into some recent Tablet-PCs

e Technology scales to larger formats, such as table-top size

N

2011: Surface 2.0 (Microsoft & Samsung) kil swaiorasoft.eomsurfage

e 4" thick version of Surface

e Rear projection and projectors replaced by augmented LCD technology

* builds on research such as Thin&ight

e resultis more that just a multi-touch surface

* since pixels have integrated optical sensors, the whole display is also an
imager

* hence, device can "see" what is placed on it, including shapes, bar-codes,
text, drawings, etc. - and yes - fingers

http:/www billbaxton.comimaltitouchOverview bimi{8/8/2011 2:19:30 PM]
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One-Point Touch Input of Vector Information for Computer Displays

Christopher F. Herot*

Guy Weinzapfel
Architecture Machine Group
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

The finger as a graphical stylus enjoys a coefficient of friction with glass sufficient
to provide input of direction and torque as well as position from a single point. This
report describes a pressure-sensitive digitizer (PSD) capable of accepting these force
inputs., and discusses a set of five simple input applications used to assess the
capabilities of this device. These applications include techniques for specifying
vectors, and pushing, pulling, dispersing and reorienting objects with a single touch.
Experience gained from these applications demonstrates that touch and pressure sensing
open a rich channel for immediate and multi-dimensional interaction.

Key Words: Touch Input, Pressure Sensing, Forxce Input, Tactile Input, Kinesthetic Input,
Pressure Sensitive Digitizer, Touch Sensitive Digitizer.

1.0 INTRODUCTION

It is a central thesis of the Arxchitecture
Machine Group, that work places as opposed

to work stations., are a mnecessary
ingredient for the amplification of

creativity. (1) Work places are defined as
having a multiplicity of interactive media
which encourage a high degree of motor
involvement = tactile participation. By
austere comparison, work stations are
characterized by the all-too-prevalent
black and white CRT with its keyboard and
occasional light pen oxr other stylus. The

need for multimedia is based on the
assertion that, regardless of task.,
information relating to creative . .
performance is Dbest perceived through a The excitement generated by TSDs derives
variety of senses including at the least directly from their ability to provide a
sight, sound, and touch. While several of moxe nat?r?l input path to the computer.
our current projects explore the The u@blllcal cord_ attached ?o the
integration of multiple media (2,3,4), conventl?nal stylus is rem?ved; in fa9t
this paper reports on one effort to th? entire notion 9f a physlcal stylus is
develop a channel of tactile input. voided. élso, dislocations caused by
separate input and presentation surfaces
Recently, interest has grown around a can be circumven?ed by superim?osing
class of instruments known as touch transparent TSDs directly over display
sensitive digitizers (TSDs). Using a surfaces.
variety of technologies (5), these devices
are capable of determining the X, Y While the potentials for moxe natural,
position of a finger’s touch without coincident and even multi-finger input are
resorting to an intermediate physical obvious and are being developed by other
stylus. ‘programs{(6), little exploration has been
undertaken in the area of
multi-dimensional input - the sensing of
The worxk reported herein was conducted pressure as well as location
between July 1., 1977, and October 31, parameters(7,8,9). Yet this domain offers
1977, under Army Research Institute Grant a rich potential for man-machine
numbexr DAHC19-77-G=-0014, Nicholas interaction. The work described in the
Negroponte, principal investigator. following pages was designed to explore
that potential = to test the ability of
* Mr. Herxot’s current address: Computer the human finger to input variable
Corporation of America, 575 Technolcgy pressure  and direction from a single
Square, Cambridge, Massachusetts. touch.
210
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1.1 OUR LABORATORY S TSD.

In April, 1976, the Arxchitecture Machine
Group acquired a TSD from Instronics, Ltd.
of Ontario, Canada. This device consists
of a sheet of clear glass with
plezoelectric transducers mounted on two
adjacent edges. The glass is doubly curved
to match the face of a display tube{(10).
The transducers are used to induce
acoustic waves in the gsurface of the
glass. These waves are reflected back to
their source by fingers touched to the
glass surface. The location of the touch
is determined by ranging those echos(1ll).

It was
users sweep
display surface,

hoped that the TSD would enable
their fingers over the

thus drawing, even
“fingerpainting," with the computer. It
was found, however, that in order to
insure proper input readings, users had to
press the TSD with a force that generated
friction between finger and glass
sufficient to prevent smooth, sweeping
gestures. As a result, the device seemed
better suited to pointing than to drawing
or painting.

to

opened the
finger-glass
Namely, the

This reality, however,
possibility of using the
friction to unique advantage.

TSD could be mounted on the display with
strain gauges such that forces induced by
the finger could be used to input

pressures both normal to and parallel with
the input surface. In this way, the device
could become a pressure-{(as well as
touch~) sensitive digitizer - a TSD/PSD.

Such a configuration was implemented (as
described in Section 3.0) and provided the
basis for a four month research program
designed to evaluate the characteristics
of pressure sensitive input. The following

section discusses the methods used to
conduct that evaluation.

2.0 APPLICATIONS.

Five input routines were developed to
assess the input characteristics of the
PSD. These included:

1. Foxrce Cursor,

2. Vector History,

3. Pushing/Pulling.,

4. Dispersion, and

5. Rotation
In addition, an attempt was made to
utilize the X and Y torques to determine
the position of the finger, so as to

eliminate the need for a TSD altogether.

Due to the short duration of the project,
evaluation of the device was limited to
informal use of the five input routines by
a diverse user population, consisting of
the laboratory staff and the many visitors

which the laboratory attracts from
computer science, the arts and various
industries. No attempt was made to
quantify improvements in throughput,
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productivity, or task enjoyment resulting
from use of the device. However, all usexs
agreed that improvements were indicated in
each of these areas.

2.1 FORCE CURSOR.

The initial routine provides the pressure
sensing equivalent of a conventional
cursor = that is, a graphic feedback
mechanism which shows the wuser what is
being input. The routine does this by
displaying a vector, or arrow, whose
origin coincides with the touch point,
whose head 1lies in the direction of the
force being exerted by the finger, and
whose length is proportional to that
force. At the same time, the z force
(pressure noxmal to the face of the
screen) is reported as a square, whose
size is proportional to that force.

Use of the force cursor has produced some
surprising results. While its function is
obvicus to all who observe it, many people
experience initial difficulty making it
behave as they expect. Most notably.,
novice users have difficlty making the
vector point in the directions they
desire. This difficulty derives not from
the equipment, but from the fact that
people do not always press 1in the
direction which their finger appears to
indicate. Typically, this problem is
encountered with the user’s first vector.
The novice will press the surface of the
device, causing an arrow to appear in
proper alignment with the finger; but as
the finger is rotated, the direction of
the vector often fails to follow. Close
observation has revealed that this results

from the fact that the wuser actually
maintains pressure in the original
direction though the finger changes
orientation.



Fortunately, the learning curve with this
rovtine is guite steap. This most
certainly has to do with the fact that the
device takes advantage of +the user’s
existing eye~hand coorxdination skills.
Following some initial difficulty, meost
users ave able to control the direction of
thelr wvectors with less than a minute’s
practice. In fact, many users. realizing
that the orientation of their fingers is
irrelaevant to the direction of the veoctor.
are able to wanipulate the cursor from a
single, natural hand position.

Reyond this danitial training problem,
there was a moxe chronic difficulty:
placing the tip of the arrow with

acceptable sccuracy. This was expecially
true as greater extensions {(and hence
larger forces) weyxe attemphted. This
problem is similaxr to that of using a long
peinter at a blackboard; the vectoxr bobbed
and wobbled at its greatest extension. To
countexact this drawback, a damping effect
was added to the cuxsor woutine to filter
out minoyx pragsgure fluctuatons. This
filtexr proved a sufficient soluktion, as
users are now akhle to point at specifice
targets {e.g., the menuy labels) Ffrom
origins well acress the screen. The force
cursoy  demonstrates +that the PSD can be
used for reasonebly accurate inputs of
divection and magnitude.

2.2 VECTOK HISTORY.

The second routing was designed to
evalnate the potential for guidiang a
aurgay from & stationary input position.
in this case, the curscor scribed a path as
it moved under control of the finger’s
pregsure. This routine underwent ITwWo
implementations. In the first, the spsed
of +the cursery was congtant; only its
direction was controlled through the PED.
A later implementation allowed the speed
te be contrelled as well.

Most users, having trained with the force
vector, encountered little difficulty in
directing the mobile cursor. For example,
many people were able to write their names
on theiy first attempt.
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Surprisingly. though, the variable~speed
varsioen was move difficualt to use. This
resalts from the fact that as the cursor
deviates from an intended path, most
people’s reaction 1s to press harder on
the input surface. Since this does not
necessarily change the cursor’ s dirsctieon
but does increase its spead, "arroxs" avre
exaggexrated.

Nonetheless, the process of contxolling a
mobile cursor from a single point on the
scyeen appears o be an  engaging and
successful use of the device. Real world
applications {such as nevigating about a
map Jdisplay} can easily be imagined forx
its use.

2.3 PUSHING/PULLING.

To  explore the PED" s potential for moving
ebjects other than a cursoyr, a routine was
implenented which allows users to move
objects about the screan. This routine
differs from the previous capakility, as a
gpecific objent is indicated
simultaneously with the dinput of force.
Heye. the user points to an eobisct and
gives it a push. The touach is used to
identify the obiject, the pressure to
impart a direction and speed. Theveafter,
the user does not need to track the obiject
with the fingey but can direct its
movemant from a statie position. Use has
demonstrated this xoutine to be a viable
means for directing +the movement of
selected obijects, as users arxe abkle to
raeposition obiects with <onsiderable esase.

it was hoped that this routine might alseo
provide users with a sense for the
reélative Yweights® of displayed objiscts.
To test this potential:, the routine was
a2laborated to incorporate parameters for
differentially weighted obiects. That is,
the yeoutine would cause a "lighter” object
to move din response to a lightexr touch
than that veguired for a "heavier" ohject.

However; the rouiine failed to provide the
desired perception of welghted objects.
This failure was attributed to the asbsence
of an essential mode of feedback from the
input device - namely. the
tactilefkinesthetic sensation of the
obiject’s physical displacement. When a
person pushes an object in the natural
environment, the weight of the object is
reported not only by the pressure retarned
to  the finger, but the movement which is
both seen by the eyes and felt by the
fingerxr. Iin shoxt, gseveral feedback
channels cealeasce +to impart a coherent

perception of the object’s physical
properties{12). In the ecase of the

pressure-sensitive device, there is a
conflict Dpetween the kinesthetic response
of the =wreal obiect {the glass surface},
which the finger reports as stationavy,
and the virtual obkjesct which the eyss



i

report as moving. is  confliet is
sufficient +o impair the appraisal of the

obiect s welght reported by the
finger~s=2nsed pressure. This is not to say
that users gained no  percepticon of

welghtings, 'y it was cleayr to all users
that some objects moved move easily than

othexrs. But no one was able to say that
one abject was “twice as heavy" as
another.

Nonatheless, it should be emphasized that
the limited perceptions of weight did not
impaix the user’s ability to manipulate
the objects. Most users wevre egually
comfortable asing either routine to
ralocate objects.

2.4 DISPERSION.

¢

In pexbeps the most engaging of all the
PSD applications, a graphic “shooting
gallery® was devised to test the davice’s
ability ta accommodate inputs which
disperse numbers of elements in various

directions. This routine causes small,
8B~like circles to emanate from the user’s
fingex tip as it is pressed on the

sereen’ s suxface. The number, speed, and
direction of the BB s is controlled by the
pressaxe of the user’s fingex. N
procession of moving targets (in fact.
small ducks) 1ig played acress the top of
the screen to test the accuracy of the
users “shots.”

Interestingly enough, even users who had
expexienced some difficulties with the
previous rouk ines adaptad to the
regquirements of this application guite
rapidly. In fact, some “hunters® advanced
to the point whera selected ducks could be
felled with single shots. This calls for
very accurate contrel indeed.

2.5 ROTATION.

The £ifth routine was designed to evaluate
the P3P s ability te measure torgue inputs
and to us2 those measuarements teo advantage
in interaction. Foxr this purpose, a simple
knob is displayed . on the screen with an
aryrow indiecating its angulay position. It
was hoped that torgue about the 3 axis
could be measuyred with gsufficient
sensitivity that even winute twists of a
single finger oould bke used to tuxn the
displaved knob. However, when the devioe
was tuned to a level sensitive encugh to
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measure +these subtle inputs, +he user’s
intentions were ovarshadowed by vibrations
in the room and in the eqguipment itself.
Onee the sensitivity of the 2 torgue
pickup was lowered, it becam2 possible for
users +to turn the kncbk with two fingers.
In fact, the pusition of the knob can be
adjusted to within 5 degrees of rutation
with little diffisculty. Further tuning of
the algorithm and the harxdware might
permit even greater accurady.

Though & single, vrather sizeable knob was
used for this application, the success
achieved cpens nUMRXsGus additional
pogsgibilities. For exzampls, specific
machine parts in a complex display could
me identified and rveoriented via simples
direct manipulation, thus obviating the
neea for multiple comsands for object
s2lection and action specification.

2.6 POSITION DETECTION.

Ixn addition o the more elaborate
capablilities described above, it was hoped
that & means of detecting the position of
a surface touch c¢could be awcomplished
directly by the PSD without using the scho
ranging of the Instronics device. The
algorithm ased for this measurament
divided the X and ¥ torgues by the 2
force. The results of this funotion were
normalized for the direction of forces

paralliel to the input surface and
amplified <o produce the location of the
fingex. This approach produced a

caloulated +touch point with a resolution
egqual to that of the TSD, bub the locus of
the point was influenced by the force and
direction of the touch., The source of this
influence was never adaquately understood,
and no sclution was conceived in  the
course of the study {(13}.

2.7 EXTENSIBILITY.

It should be noted that the applications
described above were sslected because they
could all be accomplished in the time
available. It was clear from the onset how
gach ocapability should work, and the
amount of programming required for each
was guite limited. In short, the routines
weyre appropriately wmatohed to the foux
month duration eof the research.

It is not diffiecult, however, to conceive
of moere elaborate uses £for a pressure
sensitive device. For sxample, a three
dimeusional dynamio modeling system oguld
uyse the PSD foxr tactile wmanipulation of

machine parts, building volumes, and the
like, It is easy to imagine turning a
machine paxrt by twisting its

repregantation on the screen, or rotating
a building display by pushing on a «orumer.
In short, the potentials for tactile
involvement. and physical feedback {from
such & device were only hinted at by this
brief exploratory worxk.



3-9’PRINCIPLES OF QPERATION.

The P30 employs eight strain gauges, twe
sach sscured to mounting rings centered on

the four sides of the T8&8D. OF the two
gaunges secured to sach ring, one wmeasures
foree perpandicalar to the glass and the
other measures sheay paxalliel +to the
glass. These eight measurements ave then
used to derive the three force and three
torque outputs which are wused by the
routines described in the preavicus
section.

3.1 MOUNTING AND STRAIN GAUGES.

The T7TSD is secured toe the CRT by means of
four specially machined, actagonal,
aluminum vings. ALY forces exerted om the
TSP are transmitted to these rings, thus
causing deformations which in turn flex
the strain gauges gecured to them. The two

gavges are cemented to each xving as shown
in the adjacent figure. Their plavement
insures that the forces which they sense

axre orthogoenal to one another.

Sheaxr Sensing Guage

/4

/
\j

ﬁ /“‘T«—"" T,
% Ms-

rd
/

Foree Sensing Guage

It happens that the thickness, and hence
flexibility of these vings is critical to
the sensitivity of the gauge s
measurenents. Unfortunately, the rings
machined for this implementation were
designed o accommodas e very =subtle
pressures:; the fact that the TSD

necessitates high finger pressures was not
taken inte account in their design. Nox
was the wvibration from neavxby machinery
foreseen as a problem. As a vzesult,
developrment of the five input rouwtines was
somewhat hampered by vibration and
prassures which exceaded the output range
of the gauges and related civrouitry. Were
the eguipment to be rebuilt, heavier rings

would greatly improve its performence.
Altexnatively, load oells, vather than
strain gauges wight be used. Load cells
measures pregsure without deformation.

However, these devices ave significently
wore expensive than the strain gauges used
for this implementation. .
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3.2 BLECTRICAL DESCRIPTION.

The PSD utilized nine BLH
samiconduetor strain ganges.
gauges were selected because of their
sensitivity to wminiscule strains. Howsver,
as semiconductoyr devices, they avre also
very sensitive to cheanges in temperature.
Accordingly, & ninth gauge mounted such
that no strain could be exerted uapon it is
amployed to provide a reference ocutpat ko
which all other gauges can bs compared.
The gaugs oubtputs, which vary between plus
and wminus 10 wmillivolts peak to peak. ayve
aach connacted toe preamplifiers which
impart a gain of 5¢; the resultant "raw"
output is .3 volts peak to peak.

{SPB3~35~500)
Semiconductoy

The ‘yaw® . voltages frow the strain gauge
preamplifiers are combined by sum and
difference networks o produce outputs

which correspond to X force, Y force, X
moment. ¥ moment: and % moment. The sums
of oppesite Torgue gauges are used to

provide the torgues about each axis.

N N
[ s [
L Ly
‘\ { H~Force x\ :{ Tooraue
. ce i {dpout X Axis)
o ~
™ A
¥~Force Y-Torque

{About ¥ Axiej

/

e
// /
/ /

—

[a_/

7
7

E-Foree %-Torgue

{About % Axis}

///“w-
s
bt

/

The six
converted
Bury~Brown

force and torgue outputs are
o digital signals by =a
SDMBS3 data acguisition system
{OASY . The inputs to the DAS ave limited
toe &.2 volts to prevent overloading the
A/D converters. The DAS produces & 12 kit
output for each of the 6 analogue inputs.

3.3 DIGITAL INTERFACE.

The outputs from the DAS are storxed in a
buffer, allowing the DAS to assemble the
next sample while waiting for the computer
te read the current values.

Thea computeyr interface allows program
selection of either byte or halfword mode.
In byte mode, only 8 most significant bits
of each forrce and toxgue are used,
allowing fast and easy acgess to the Jdata.
In halfword moede, the programing is a bit
more complicated, but all of the data bits



are available. Due +to the influence of Third, the input youtines were used o

vibration on low order bits, the device Jetexmine 1f & pressure~sensitive device
was operxated primerily in byte mode fox could convey moyve natural perceptions of
the experiments described here. virtual objects. While limited success was

achieved in conveying the dJdifferential
welghts of cobjects, the quality of such
parceptions is only marginally improved by
the uase of the P5SD. It would be misleading
+o rely upon the devioe as a mechanism for
providing passive force feedback.

3.4 SYSTEMS SOFTWARE.

The PSSO is equipped to dinterrupt the
COmMPULEr when data is available. Howvever,

since the PSD is always uged in

conjunction with the TSR, the interrupt - . .
circuityry of that device was used. When Finally,  the PSD and its roubines were
the TSP detects the fingeyx touch, the developad o expleore any unforeseen

henefits which might aceruwe from +the
implementation of such a device. Here, two
definite advantages can Dbe identified.

program yeads the positicon from the TSD
and the forces and torqgues from the PSD.
Since hysteresis of the strain rvings and

[ . . LFE oft i First, the PSR/TSD combination affords
uncompensated temperatre drift often cause engaging and facile interaction which

the untouched PSP to produce non~z2ero
readings, it is additonally important thet
the T8» intervupt be used. When the
software dJetacts that the device is not
being touched, it reads the values of the

attracts and maintainsg the participation
of &1l who witness its use. Second, the
device has proven innately simple to use.
By capitalizing on natural skills, the PSD

£ es/ftorgue N th o ze enables users to take advantageg of
. s s s 2 ; . Cisas s s

Q§i“s quu“:h 89 Qa; ?ius“ tgem ;;Dz-;o virtually all dits c¢apabilities within

rererences Rae nex - Ame & ) +8 ninuwtes. At a rxecent open house it was

touched. . : N
et astounding to see four-and fivevyear-ovld

children pointing at woyds with the
vectox, turning the knob about and
sheooting ducks with obvicus glee.

Drift du2 toe temparature changes generated
problems for the initial input voutines.
This was overcome by adding software to
sample the force and torque readings when
the TSD was not being touched. The latest
readings, then, vwere used as offsets for
subsequent inputs. However. this software
compengation was made at the expense of
the system’s overall response range: the
offgsets blased the device unpredictably. A
zexoing circuit was designed Lo coxrrect
for +temperature drift in hardwavre. This
circuit was not installed due to the short
duration £ the study and the anticipated
cost associated with its installation.

Of course, the PSP s ultimate advantage is
its ability to collapse activities which
cthexwige reguire several disioint
commands into single, natural, taoctile
actions.

4.0 CONCLUSIONS.

Davelopment of the PSD and related inpub

routines was undertaken in orxder to
determine answers to several guestions.
Firvst, we wished to know if it was ACKNOWLEDGMENTS .
techuically feasible to measure fingex :
pressures on a sheet of glasg and to The work has Dbeen very wmuch a group
decompese those pressures into theixr X, ¥, project, initially launched by experiments
Z force and toryxgque components. That with touch senaitive display {TSD}
guestion has  been  answered in the devices; conducted by Richard Bolt and
affirmative. under AREA contract rumbex
MDA=803~76~C~0281, Apxil 1, 1976, +to
Sagcond, the wo rk wag conducted to September 30, 1976. During that period,
datermine i1f foree and torgue inputs could William Donelison, & graduate student,
be applied with sufficient accuracy and speculated that translational and Z«forces
cantrol to be useful for man-machine could be sensed by strain gauges. William
communication. AllL of the input xoutines Kelley, assisted by Robert Hoffman, John
indicate that accuracy presents no serious Soltes. and Harxy Boadwee, constructed the
problem, espacially where continucus, hardware outlined in Section 3.0. Peter
real-time, graphic feedback is provided Clay., building upon earxrlier TSD software
{as in the Force Cursor and Rotation by Rimas Ignaitis, implemented the input
routines) . Vector History indicates that routines outlined in Section 2.0. Finally,
flexible, easily controlled interaction is Michael MNaimaxk made the film which is to
possible as well. However, this routine be shown at SIGGRAPH 1978. This long story
also shows that force input iz more saited attributes the conjoint efforts of cur
to  the moduelation of velocities than fox laboratory, - as enoguraged by Dr. Frank
the control of aceelerations. Moses of the Axmy Research Institute.
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Masters Thesis

REAL TIME CONTROL OF A ROBOT TACTILE SENSOR
Jeffrey A. Wolfeld
Philadelphia, Pennsylvania

August 1981

Abstract

The goal of the Experimental Sensory ‘Processor project is to
build a system which employs both visual and tactile senses,
and then explore their interaction in a robotic environment.
Here we describe the software involved in the low 1level
control of the tactile branch of this system, and present
results of some simple expefiments performed with a

prototype tactile sensor.
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Chapter 1: Introduction

1.1 Motivation

Artificial Intelligence researchers have worked
extensively with vision systems in an attempt to give
computers, and eventually robots, a sense of sight. & great
deal of this research has been directed toward overcoming
certain basic inadeguacies in our current technology. For
example, imperfect light sensors dictate that noise must be.
eliminated or tolerated. Insufficient spatial resoclution
regquires rcutines which will intetpglate below the pixel

level.

One of the most important problems is that a camera
produces a two-dimensional image o©f a three-dimsnsional
scene. This invalidates an assumption which one would like
to rely upon —— that two adiscent points in the image are
adjacent in the scene. Therefore, substantial effort has
been devoted +to repxaﬁuﬁing 3-p data from one or several
visual images. Tactile sensors éan,be used to aid the

process.

An imaging tactile sensor, by its very nature, does not

have the problem. 8Since it produces a two-dimensional image
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of a two-dimensional scene, it does not provide as wmuch
information, but it vields useful information clearly,

without the need for complicated heuristics.

We can take this one step further. Suppose a tactile
sensor is mountzd on some kind of computer controlled 3-D
positioning device. Then, by moving the sensor to different
points on a target object, the computer can actually obtain
3~D data directly, and much more selectively. If ¢this
information is used to supplement and augment visual data, a

great deal of processing may be avoided.

One can come up with many other uses for varving kinds of
tactile sensors. Briot [BRIOP-79] demonstrated that tactile
sensors mounted on the fingers of a robot hand can be used
to determine the position, orientation, and perhaps even the
identity of an obije-t which it has grasped. He also showed
that a grid of pressure sensitive sites on a table can tell
a robot the location, orientation, and again, the identity
of a part. It should be possible with multi-valued pressure
sensors, as opposed to binary sensors, to determine the mass
af the oblject. When the angle is small, a tactile sensor
can be used to compute the angle between it and the obiject
being grasped, possibly with a-view toward improving the
grip. Also, if the device is sensitive encugh, it can be an
invaluable aid te a robot attempting to grasp a €fragile
aﬁject without breaking it. Finally, a tactile sensor makes

it possible to incorporate the properties of surface texture
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and resilience into the object recognitlon procsss.

1.2 Project Overview

The design and develapﬁenﬁ of the tactile system has
proceeded with two different Sensers in mind.
Unfortunately, there are so many disparitlies between the two
that we had difficulty keeping the system general encugh to
handle both. Let this serve as a demonstration of the
variety of characteristics that mnust be considered for a

given application.

The first sensor is about five inches long, with an
octagonal cross.sectien about 3/4 inches in diameter. EBach
of the eight rectangular faces is connected to a tapered
piece, which is in turn connected to a common tip piece.
There are & total of 133 sensitive sites -- 18 on each main
face, one on each alternate taper, and one on the tip.
Because of the the %agu@ resemblance, we will refer to this

sensor as the Finger.

The second sensor; the Pad, is a £lat rubber sguare
about two and one half inches on a side. An 8 x 8 grid of
gonical protrusions identify the 84 pressurs sensitive
sites. The pad is mounted on & sqguare metal pilece, about
three and one half inches on a side, which is in turn
copnected  to another similar plece by four metal posts.
These posts have strain gauges on them which measure the

force parallel to the object's surface.
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Initially, we only considered the fingsr. Becauss of
its shape and organization, the sensor is best sulted to
applications involving probing and tracing. This includes
testing for resiliency, examining surface texture, and
tracing cross-sections of an object. In our view, texXture
would be thought of as a kind of microscopic contour, while
the cross-section tracings would vield & macroscopic
gcontour. Taken together, we would be able to acguire an
extremely detailed description of very selective parts of

the object in guestion.

Unfortunately, this rather vague idea has not been
developed. We have instead dealt with ths two désmriptiona
independently with the assumption that they can both be

incorporated into a general oblject recognition svsten.

For his Master's Thesis, David Brown [BROWN-80]
developed a three-~dimensional positioning device for the
finger. Basically, it is & square horvizontal metal frame
mounted on four legs. Moving forward and backward on this
is a second, vertical sguare frame. A vertical track rides
left to right on that, and a2 rod moves up and down in the
track. The finger would be mounted with its tip downward at

the bottom of the rod.

Thus, we have three Jegrees of freedom -~ the ¥, ¥ and
Z axeg -~ each positiconed by a stepper motor driving a lead
sgrew. This gives us the capability of examining, from the

top, any object or objects placed on a table below the
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horizontal frame, in a total working volume of about 18
cubic inches. Since the dJdegrees of freedom are strictly
positional, as opposed to rotational, we are not capable of
reaching under an overhanging 1lip, or sideways below a
~govering ssction. This places certalin restrictions on the
kind of object we can examine. I£ we think of the
horizontal axes as ¥ and ¥, then the object nmust be
describable as & strict function of those two variables.
Needless to say, this is not a robot arm, but we felt it

would suffice, temporarily at least, for cur research.

The positioning device and tactile sensor are directly
controlled by a3 palir of 280 microprocessors, which are in
turn under the command of a PDP-11/60 minicomputer. Of the
%280%s, one {the Motor Control Processor, MCPY is responsible
for driving and poisitioning the stepper wmotors, and the
cther {(the Tactile Senszing Processor, TSP} is dedicated to
tactile data acquisition and compression. .Tha MCP and TSP
communicate with each other via a ld-bit wide parallel data
path. The PDP-11/68 issues high level commands, and
receives positional information, through a serial connection
to the MCP. Finally., tactile data is passed to the 11760

through a DMA link from the TSP,

One of the aforementioned high level commands would
reguest the microprocessors to trace the crosg—-section of an
obiject in any arbitrary plane in space, passing the saquence

of 3~D coordinates back to the host computer. A great deal
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of thought went into the implementation of this command, and
it is, to .swme extent, responsible for the architecture
described above. The procedure will be described in detail
in a8 later section. It is a good example of how tactile
sensory feedback can be used in a real time, closed loop

fashion.

The finger was designed and fabricated at L.A.2.8.; the
major robotics establishment of the French government.
Because of a severe lack of communication, many of the
finger's details were not known to us when the software was
being designed. This had a pogitive affect in that we were
forced to be as general as possible. Hovever, due to a
number of unexpected delays, we 5till do not have the fingerx

in our possession.

We arranged to borrow the pad s+ nsor from Lord
Corporation in Brie, Penna.®* They traditionally deal with
blending rubbers and bonding rubber to metal. This sensor,
still in the prototype stage, iz  an attémpt to expand their

business.

At any rate, we had the pad sensor in our possession
for three very long days. In preparation £or that ordeal,
we planned a number of different experiments. The Lord
people were very helpful in this, and they provided us with
the appropriate wooden test obiects.

50K 000K 905 G0 VOF 3K A0 AA0 COB X V0K KX GO IO GO0 TOF B 1V HCK I T 00 HH CAT B XX KK FXX JT TP T GO KT KKK FXK I TN T D T KK I F KR S SO R K0 K 1000 KRS T, I PO O30k U8 SR U0 D AV K IR, 5% AR wwh WP SR SR W S0 A0 A0 A0 AV

% Lord has since moved to Cary. SBouth Carolina.
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The characteristics of the pad sensor are vwvery
different than those of the finger. In particular, there is
only one sensitive face. This makes the pad much less
suited to ﬁontaué. tracing. We therefore declided to
concentrate on  some of the ather aspects of tactile
sensing =~ dynamic texture analysis, static pattern
recognition, and measurement of small angles betwesen the

osbiect and sensor surfaces.

The ensuing sections will describe in detaill the work

performed.,
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Chapter 2: The Proposed Micr@pra@essar Software

In anticipation of the arrival of the finger, a great
deal of software was planned. Then, when the delays becanme
apparent, work on those aspects not directly applicable to
the pad sensor screeched to a halt. As a result, some of
the design described here has not vet been implemented. 1In
a later section we will discuss in detail exactly what the

gxisting software does.

One of the important features of the Experimental
Sensor Processor is its delegation of low level tasks to
other processors. This helps o diminish the computational
load on the host pdp-11/60. The tactile branch, in keeping
with this principle, would have a set of commands which
could be invoked by the host to perform various I/0 and
timing intensive operations, or functions involving real

time feedback. Following are some of the commands that werse

considered:

1. Reset the machine.
2. Move to absolute coordinates (x, v, Z}; stop on

collision with an object. This can be used as a
®find something in this direction® command.
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3. Scan Cross—section == Trace the contour of an
obiect in an arbitrary plane in 3-spacs.
Returns to the host a 1list of step vectors

- describing the finger's path.

4. Local Texture -~ Trace around a small circle on
the surface of an object and produce a
description of the texture. This could be in
terms of degree of roughness, dJdegres af
compliance, or something as corude as a list of
pressure values for each point in the path.

8. Search {in an as yet unspecified manner) for
either a concave or a convex edge. It is
aszsumed that the finger is already in contact
with a surfacs.

£. PFollow the contour of a concave or convex edge.
Pazges a3 list of step vectors to the host
describing the finger's path.

The £irst command, Reset, is trivial. It simply
invelves the reinitialization of variables. The nove
command, due to its fundamental nature, has been implemented
for use with the pad sensor. The creosi-sectional scan
command has received a great deal of atter:ion, but has not
been completely implemented because of its incompatibility
with a single~face éensmr, The £final three commands, Local
Texture, Find Edge, and Follow Edge, have to date received
very little serious consideration., They are guite

tentative, and may never be implemented.

2.1 Processors

As described in other sections of this thesis, the
tactile branch consists of two microprocessors,; the Tactile
Sensing Processor (TSP}, and the Motor Control Progcessor

- {MCP}. A different program yuns in the firmware of each

18
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Processor. Both are entirely interrupt driven using the
Z-80 vectored interrupt system. From the host computer’s
point of view, the TSP provides data for texture analysis,

and the MCP provides data for contour analysis.

2.1.1 Tactile Sensing Progessor

The TSP program consists of a single loop in which each
of the sensors is interrogated for its 8~bit pressure value.
Bach value iz thrown into sne of three categories with
respect to a low aﬁ& a high threshold. the category
indicates whether the segser is not touching anvthing, is in
contact with an obiect, or is pressing the object too hard.*
The sensors are then grouped by finger face, and a £face
status is computed for sach face using the following rules:
If any sensor :8 over range, the face is over rangse;
If all sensors are below range., the face is below range;
Otherwise, the face ig within range.

If there were any face status changes since the last pass,

the Motor Control Processor is informed.

It is worth noticing that this condensation algorithm
is independent of the particular organization of the finger.

The number of faces, the faces? orientations, and even ths

% We hope that the sensors have enough compliance of their

T own SO we can  arrange the thresholds successfully. We
would like to guarantee that for any movement toward an
object, there is at least one position in which the
leading sensor is ¥in contact® before it exceeds the upper
threshold.

11
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mapping of sensor number to face number are stored in
tabular form, and may be altered according to the parameters
of a different sensor. It will be obviocus later that the
more faces we have, the easier it is to keep in contact with
an object. In the ideal case, we would like a hemispherical
finger with many sensors, each on its own face. Such an
organization can be accommodated just as well as the current

finger.

In addition to providing thisz condensed stakus
_imf@xmaticnlfm:lthe_sister processor . the TSP nust gsend some
data to the host, for the texture analysis. ‘ Eéw %uch-data
does the host need? If we send it all we can -~ 133 8-bit
bytes per step, 125 steps per second -~ we would need the
equivalent of 20 9800 baud serial communication lines to
handle the load! The bottleneck is removed by using a Divrect
Memory Access (DMA} interface. But even 50, we <cannot
expect the PDP-11/60 to analyze data arriving at such an
incredible rate, and still be able to keep up with the other
sensory branches, and perform the higher level recmgniti@n'

tasks at the same time. It simply dJdoes not have the

computational power.

The answer, of course, 1is to f£filter or condense the
data before sending it. We have(several possibilities in
mind. First, a sgensor is only considered wvalid if its
pressure value is "within range®. This filter iz always in

effect. Other possibilities include averaging ' sensor

12
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readings over time and only reporting after a fixed number
of steps, or combining somehow the readings from a3ll sensors
on each face which is "within range®™ ¢to produce a single
face pressure value. & final possibility is to arrive at
soma kind of measure of roughness for the surface under
consideration, and only pass that number back te the host

computer. This decision has not been made. e

2.1.2 Motor Control Processor

The Motor Control Processor's basic job is  to control
and coordinate the three stepping motors which position the
finger. When it is necessary that the host compubter know
the path that the finger follows during the execution of a

command, the MCP provides it.

Steps are taken in a synchronous fashion. That is, if
the step rate is set to 125 steps per second {the default
case} , the pr@cessét is interrupted every sight millissconds
to determine which motors are to bDe stepped, and in which

direction.

So, after each interval, the MCP may pulse any
combination of the three motors, and each can be in one of
two dirsctions. This leads to 286 possible directions in
which a single step <an move {ignoring the case wvwhere no

step is taken at all}. We represent this direction as a

13
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6~bit "step vector®™, organized as follows:

it 5 4 3 2 1 g
H Z i Z i b4 i ¥ | X i X g
{ direction | step ! direction ! step ! direction ! step !

o o AN

Since this £its easily in an 8~bit byte, it is very
convenient now for the MCP to give a path to the host
computer. It simply sends a one-bvite step vector over the
serial 1line for each step taken. The host collects the
seguence of step vectors in a buffer,; and the exact path can

be reconstructed very quickly at any time.

There are, of course, situations in which it is
necessary to give an absolute coordinate. For example, when
the abscolute move command is aborted due to calliﬁimn with
an object, it is necessary to inform the bhost what the new

position is. A mechanism is provided for this, too.

Hotice that the MCP returns {effectively) a seguence of
points. It does not try to f£it them ‘ta curves, surfacs
patches, generalized cvlinders, etc. Thisz is left to the
host computer. It is unreasonable to expesct an 8B-bit
microprocessor which lacks even a multiply instruction to do

these in real time.

When moving from one position to another in 3-space, it
is desirable to do s¢ in a2 straight line. This reguires

varying the speeds of the individual moteors so that they all

arrive at thelr destinations simultaneously. The following

14
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example shows how we would like to arrange the steps in a

sample situation.

A B

steps desired time between steps
X 17 8.88 milliseconds
¥ 21 8.00 milliseconds
Z 5 33.6 milliseconds

The values in column B were arrived at by dividing the
column A values intoe the greatest c<olumn & value, and
multiplying the result by 8 millisecs. {8 millisecs is the

speed at which we would like the fastest motor to operatel.

This iz a lot of work for an 8~bit microprocessor to
perform. Alsoc, 1f the precision of these c¢alculations is
not great encugh, it becomes virtually impossible to predict

exactly where the finger will be at any given point in time.

Fortunately, the synchronous stepping scheme makes
matters much simpler. The overall line of motion is a line
in 3-space. This is described and stored in terms of three
direction components. There are also two accoumulating
counters, one for the nid direction, and one for the nin
direction. {The mid direction is the dimension which has
the second-largest number of steps to take. Min direction

iz defined similarly.) Both are preset to zero.

After each 8~-millisecond interval, a sieg vector is
created, and the motors are stepped accordingly. The max

direction is always stepped. For each of the other two

15
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directionz,; the accumulating counter is incremented by the
corresponding direction conmponent value, and the result is
taken modulo the max direction component. If an overflow

oocured, a step is-taken.

Applying the algorithm to the above example results in

the following sequence of steps.

Step X Y % 1 Step X Y %

0 g ey 5 o 300w g cuoe oy 90 o 100 A0 DX DTN I JTTN D WO UK wOD
=5 = =S == BIRRB

1 # i 11 *
2 & % : 12 *
3 & % g 13 £ % &
4 * % 1 14 %
5 ¥ % ® i 15 * %
6 * ] 16 *
i E g 17 & & &
g % % ] 18 ® %
g ® % % § 18 * &
10 x % 1 20 %
] 21 * % %

When aastep is taken, two ceorollary actions ocour.
First, if the MCP is ?xaviﬁing path information, the steé-
vector is sent to the host. Second, a termination test is
made . For the absolute move command, termination occurs

when the finger reaches its destination.

This command also terminates if the Tactile Sensing
Processor indicates that the finger has come in contact with
an object. Primarily, this is to protect the finger from
damage. However, it also makes it possible for the host to
say, "look in this direction for an obiject.® In that sense,

this command can be used as an object finder.

18
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2.2 Cross~8ectional Scan Command

This command is invoked by the host to trace the
contour of an obiject's cross-section in any arbitrary plane
in 3~space.® The arguments include the coefficients a, b and
¢ in the eguation of the plane ax + by + ¢z = 8, and a pair
of special 3~D points which define the search volume. The
finger must already be touching an obiect, and the plane is

assumed to pass through the finger's current position.

Conzider a conical object and a2 slicing plane parallel
to the x-y plans. The MCP will drive the finger in the
plane such that it remains in contact with the surface of
the cone. 311 the while, it passes its path back to the
host. Later, the host will analyze the path, and discover

that it describes a circle.

The search volume is included to limit the finger's
range of motion. Suppose, for example, the host wanted to
construct a 3-D bicubic surface patch. It could do this by
reguesting four cross-sectional scans using vertical planes
whose v~z projection i3 a rectangle. Then it could £it

gurves to each of the four point sequences, and perhaps £it

a patch to these four curves.

00 00c 4006 00 XN IO GO0 GO A KO 1K 0N X0 K S G O €0 G B0 KOOF WWOE VO O K KOO A A CCRD EOD HA0 N HAF AT

* My terms will be very confusing unless I define them at
the outset. "Plane®™ generally refers to the arbitrary
gross~sectional plane given by the host. "Surface™ is the
{possibly curved) surface of the object. “Pace®” refers to
one of the faces of the finger on which sensors are
mounted. "Search volume®” means the physical volume in
which the finger iz allowed to move.
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Unless we provide some mechanism for limiting the
gsearch space, there is no way to prevent the finger from
doing a complete scan of the object’s cross-section, when

only 2 small portion of that scan is needed.

The search volume is a rectangular parallelepiped with
diagonally opposed corners defined by two arbitrary points
in 3-space. The arbitrary points are chosen by the host
computer and passed to the MCP as arguments to this command.
Yery often, the points may contain special coordinate values
of ¢ oy ‘max’. These may be used to effectively leave one

or more dimensions completely unconstrained.

In the surface patch example, we would like to
constrain the x and v position to the projsction of the four
glicing planes onto the z-y plans. The z position should
not be constrained at all. Thus, the two arbitrary points

might be (X1, ¥1,0) and (X2, Y2, max).*

Tﬁ& scan will éexminate when the finger either exceeds
one of the bounds, or returns to its initial position. This
second termination condition is useful if the host is
interested in producing a contour map of the obiject. It
could do this by regquesting a series of scans, using
cross~section planes parallel to the x-vy plane, but at

varying 2 values. In this case we would like the finger teo

* In addition to this constraint, there is an implicit
maximum search volume given by the dimensions of the
device.
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completely circumscribe the object, continuing until it

returns to its starting point.

A problem which has not vet been mentioned is that of
keeping in contact with the surface of an object. It turns
out that in meost situations, this is relatively simple. The

method reguires three kinds of information.

As described eariier, ¢the finger has a number of
distinet faces. The present structure of the positioning
device does not allow for rotation or re-orientation of any
kind. Hence, except for possible translation, these faces
are fixed. Their equations, as well as those of the planes
parpendicular to  them, are predefined as constants in the

MCP program.

Second; we have the equabtion of the cross—~sectioning
plane. All motion of the finger is to be restricted to that
plane. By intersecting this plans with either the plane of
& fagce of the gléne perpendicular t@{ a face, we can
calculate 8 line of motion. This can then be fed to the

abseolute move routine to effesct the movement.

Finally, there is the data from the Tactile Sensing
Processor. This indicates whether each face is below range,
within range, or above range. Typically, there will be only
one face which is within range. This is labelled the
"active face,” because it is the one which is in contact

with the surface. There are exceptions, and we will see
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shortly how we can account for them.

The obijective in keeping in contact with a surface is
to keep the active face within range. Recalling that by
definition of the command, the active face is initially
within range, we have the following cases:

{1} Retive face is within fange;

{2} BActive face is below range;

{3} Active face is above range; and

{4} A second face comes within or above range.

Iin case (i), the finger is in contact with the surface.
Our best estimate of the shape of the object at this point
is a plane parallzsl to thé active face. Calculate the line
of motion (if it has not been calculated already) as the
intersection between the active face and the
cross-sectioning plane. Send the current position to the

host, and take a step.

In cases (2} and {3}, the finger either has lost
contact, or is preséing the surface too hard. Calculate a
line of motion as the intersection between the
cress—-sectioning plane and the plane perpendicular to the
active face. Then take a step along it away from or toward
the finger's cente., respectively. Do not send this step

vector to the host, because it is not part of the surface

gontour .

Case (4} could _result £rom “several different

situations. Take the scenarico in which the finger hit a
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concave corner. In this case, the appropriate action is to
make the new face the active face, and then act according to

its status.

Another scenaric in which case (4} could occur invelves
reaching either a convex corner, ©f a point at which the
surface curves away from the currently active face. BAgain,
the appropriate action is to declare the new face as the

active face, and act according to its status.

There are a nunber of other situations in which a
second face coould come within o©or above range. The
appropriate action is not always the same as above. In
fact, one could imagine situations in which a third and
perhaps a fourth face must be coonsidered. Though these
cases have not vet been adequately resolved, we do not

gxpect them to be overly troublesoms.
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Chapter 3: The Implemented Software

We noted earlier that although the software was
designed for the finger, it was eventually implemanteé for
the pad sensor. The most notable difference between design
and implementation was the fact that in the end, we only
used one microprocessor. Bll  those commands which reguired
multiple face sensing ~- trace contour, follow edge, etc.
== were eliminated because the pad sensor in fact has only
one face. It happened that these commands coincided with
the ones which reguired real time feedback. Therefore, the
regquirements of the tactile data acguisition software became
almost trivial, and could be handled easily and much more

simply by the Motor Control Processor.

3.1 Environmental Details

The microprocessor software is written in Z80 assembly
language. It resides on the PDP-11/60, which runs under the
RSEX~11M operating syvstem. We use a §ximitive %80 assembler,
written in €, which produces Intel hex~-format object code.
This we download to the microprocessor  wvia the 1200 baud

serial line which connects the two systems. As it turned
22
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out, 1200 baud was aé fast as the 11/60 could reliably

receive and store data.

The microprocessor system is made up of a California
Computer Systems S~100 bus and mainframe, 8K of RAM, and a
Cromemoo Single Card Computer (8CC) with 1K RAM and Loom imr4
BK of PROM, 1K of which is taken up by a modified form of
Cromenco’s power-on monitor. The SCC has five timers, three
parallel ports {(input/output), and a serial port. Since the
A/D converter built into the pad sensor produced CMOS outputb
Jevels, we decided to temporarily add our own converter, a

Cromemce D+7A board.

Iin the following sections we give a complete

description of the software as it currvently stands.

3.2 Command Pormat and Interpretation

The ésmmaﬁd language was to be a ée:maﬁant part of the
goftware. It would be used initially by a human user to
control the pad sensor's movement and data acguisitien.
Bventually, however, it would become the EBExperimental

Sensory Processor’s way of driving its tactile branch.

Thus we had three goals in mind. First, the command
language should be versatile. It should be able to handle
the commands described in the previocus chapter as well as
the simple placement and Jdata acquisiti@s commands we needed

for the pad sensor experiments. Second, it should be
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concise encugh, and sasy enough to interpret, to be used for
interprocessor  communication. Finally, it had to  be
legible, so that the user could issue commands from his

kevhoard.

We settled on & syntax with mnemonic, single character
commands, optionally preceded by an ascii-coded positive or
negative integer which defaults to +1 if omitted, and
optionally followed by any special arguments reguired by the
command. The preceding integer is decoded by the parser.
It generally refers to the wmultiplicity, though its
interpretation is up to the individual command routines.
The trailing arguments are parsed and interpreted completely

by the individual command routines.

Commands may be strung together to form a command
segquence. EBxecution will not begin until a carriage return
is received. The seguence is, of course, stored in a buffer
until execution is complete. A key advantage to this is
that it makes loops possible. In the syntax, a subsequencs
may be grouped by parentheses, which in turn may optionally
be preceded by a multiplicity M. The entire subseguence
will be repeated M times. Subseguences may be nested to any

reasonable depth.

There is one more rather important feature. While the
compmand seguence is incomplete, the Motor Control Processor
completely disables interrupts. Since the motors are driven

by periodic timer interrupts, all movement nmust stop.
24

Page 1098 of 1714



Similarlﬁy ﬁhﬁraétexsjceming from the serial line ﬁuriﬁg
command execution are ignored. This generally deoes not
matter, becauss sexecution will have terminated before a new
command seguence arrives. ‘chever, should it becone
necessary for the host computer {(or user) to abort
gxecution, it (he} may send an ESCape character. - This
causes a non-local subroutine return to the command seguence

input routine, which immediately disables interrupts.

The following is a list of the commands currently available.

1 Home -- return to inner, upper left corner,
and reset the current position to {(§,08,0).

ndk Move n  steps in the ¥ direction {(n may be
positive or negative, and defaults to +1 if
omitted) .

n¥ Move n steps in the ¥ direction.

ng Move n steps in the Z direction.

€x,y,2 Move to absolute position (X,v¥,2}.

n{ Begin nest.

3 End nest.

= Return current position as XY 2

coordinates, ascii-coded decimal values
geparated by commas.

Q guit the program -~ yeturn (o power-on
monitor.

is Take a snapshot of the sensor, store data in
memory, increment frame count.

~318 Take as many snapshots as possible until the
complation of the current motor step.

g8 Clear the frame memory.

G Send the contents of the frame memcry to the

host, beginning with the frame count. All
data is in ascii-coded hexadecimal. Then
glear the frame memory.
space Wull operation.
These commands are obviously very simple. However,
they can be very powerful when grouped together. For

example, the seguence

£100,100,100 S50( 3( 20%X 207 § ~208) 20Y -60X} G
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takes 150 snapshots, in a 50 by 3 grid, beginning at
{100,100,100}, then sends all the collected data to the host
computer. Since optical limit switches prevent the motors
from moving past the ends of travel, one could find the
maximum limits in all directions by issulng
€10000,1000Q,10000 =

{the actual rangs is roughly 1233v steps per axis}. This
would move the sensor to the corner opposite the home

pogsition and report the actual coordinates.

This list will eventually be enhanced to include the
commands described in the previous chapter. We expect to be
able to continue to denote each command with one mnemonic

character.

3.3 HMotor Control

It is not surprising that the most complicated task
performed by the Motor Control Processor is, in fact, motor
control. The complexity arises for two reasons. Pirst, it
is intended to be a permanent part of the MCP software, and
iz therefore very general in design. Second and most
important, the step service routines &fﬁéctively and

completely insulate the higher level coommand execution

processes from the hardware.

At the top level, an individual command routine uses
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the step services in the following fashion:

Set the direction components in LINE
Call SCPILL to £i1l the step control table
Do until termination-conditions
Call STEP to initiate a step when ready
Call NEWPOS to update current position
Call NEXTPO to prepare the next step
End
Note that it does not concern itself with timing in any
way, nor does it have to take into account the physical
limits of the device. The STEP routine guarantees a minimum
pulse width (maximum step rate}, and even modifies the step
request 1f such an action would drive a motor past its end

of travel.

Also note that the routine must actively reguest that a
step be taken. If, for some vreason, the evaluation of the
termination conditicn is wvery time consuming, the mnotors
will simply run slowrr. Thiszs has another advantage. Should
the program be damaged by an unusually high incidence of
cosmic rays, the motors will not go out of control. They

will simply stop, because nothing 1is calling the STEP

routine.

Before we take a closer look at these routines, we must
discuss the data structures involved. The f£irst one that
was mentionsed is LINE. It takes three numbers to define the
direction of a 1line in 3-space: delta-x, delta-v, and
delta-z. These are the line's direction components. Simply

put, when we take delta~x steps in the x direction, we must
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also take delta-~y steps in the y direction, and delta~z
steps in the 2z direction. Within the MCP, these values are
stored and manipulated as unrestricted 16-bit integers.
However , should 1t later become necessary to compare 1ihe
directions, these may have to be restricted to relatively
prime integers. LINE is a three word array which defines

the desired path to the step routines.®

& commonly accepted canonical form for these values is
a list of direction cosines. This recquires that the values
be real numbers, and that the sum of thelr sguares egual

unity. Portunately, we have not found this form necessary.

The second data structure is the SBtep Control Table
{(S8CTAB) . This 15-byte table is basic to the operation of

the step service routines. Following is a layout of its

contents.

SCTAB+ 0: {byte} Next port image

1: (byte} Port image skeleton (direction bits)

2: {word} Max direction component

4: {word} Mid direction component

§: {word} Min direction component

B: {word) Mid accumulating counter

10: {word) Min accumulating counter

12: (bvte} Max direction's motor pulse and power bits
13: {byte} Mid direction's motor pulse and power bits
14: {(byte} Min direction’s motor pulse and power bits

Let us Jdigress a moment before we explain BSCTAB.

Instructions are passed to the stepper motors via an 8-~bit

A D D v I A GV 0 A AR U8 VWAR QU AR D R WIS AR IR SR AN U U0 R AT A6 AR SRR W A A AR AR YW TR U SR S0 AR A TR S ¥R A AR AR WA (R T 1 S SRR S AN D WA K A D U8 (R SUKR IR SORR R S0 SRR S SRR SR KRR

% The 280, of course, does not really have any distinet
concept of a *word.® However, being an old PDP-11 man, I
always have and always will refer to a 2~byvte guantity as
a word.
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cutput port, which looks like this:

bit 7 & 5 4 3 2 i ¢
{ & §+ & 1 ¥Z¢P Y ¢ ¥ I X I X it X i
{ dir istep lpower! dir istep ipower! dir istep }

o o an wan m oo o T WD A AR R IR XK TR SR R P O .

The three direction bits indicate which direction the
corresponding motor is to move. Gﬁe implies the negative
direction, zero implies the positive. The step bits, when
pulsed, cause their corresponding motors to take a step in
the indicated direction. Due to a low-pass f£ilter which is
applied to these bits for nolise immunization purposes, there
is 2 minimum pulse width. The MCP uses a separate timer for

this, as will be described later.

Finally, the power bits, when on, cause drive power to
be applied to the corresponding motors. For now, the reader
need only understand that a motor must have power in order

o operate.

How we should be able to make sense oubt of the Step
Control Table. The first item, the "next port image® is
gxactly that -- the 8-bit guantity that is teo be sent by the
STEP subroutine to  the motor drive output port at the next
opportunity. It is very important to note that this value
is, in general, calculated concurrently with the previous

step, by a call to NEXTPO.

The second item, the “port image skeleton,” contains

the three direction bits. These bits are applied with every
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step. The SCFILL routine sets them according to the signs
of the three direction components in LINE, and they do not

change again until a new line is chosen.

The next three items, the Max, Mid and Min direction
components, are actually the magnitudes of the numbers that
appeared in the LINE arvay, but in sorted order. These are
used in conjunction with the Mid and #Min accunulating

counters to deternmine which motors to step at the next

timing interval.

Finally, the wapping from the sorted order to the X-y~-32
order is given by the last three items. Each of these bvtes
has exactly two Dbits sel, corvesponding to the appropriate

motor's step and power bits.

The NEXTPO routine first decides which motors are to be
stepped, and then adds together the corresponding mapping
bytes, along with the direction bits from the skeleton. The

resulting valuee is the next motor port image.

Let us now return to the high level contreol loop given
at the beginning of this section. Pirst of all, note that
the values passed in the LINE array indicate a direction
only. They do not completely describe a line segment in
3~zspace. It is assumed that the line of motion will begin
at the current position, and the control loop is rasponsible

for knowing when to stop.

Once the LINE table iz set, SCFILL iz called to £ill
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the Step Control Table. A1l walues are caloculated
independent of the previous contents. The NEXTPC routine is
then called automatically to use the new table to compute

the first port image and place it in the zeroth location.

Since a step is never taken unless specifically
reguested by the contreol loop, it is -perfectly reasonable to
completely change direction at any time by sinply changing
LINE and calling SCFILL, before calling BSTEP again. One

need not be concerned with the timing considerations.

Within the control loop itself, the first action is a
call to the STEP routine. This routine waits, if necessary,
for the previous step to complete. Then it calls CHECK to
check the optical end-of-travel limit switches and, i€
necessary, modify the candidate port image. Finally, the
routine outputs the image to the motor port and returns to

the calling control loop.

Internally, one Qf the five on-board timers is also set
to cause an interrupt after a‘time aqual to half the minimum
step pulse width has elapsed. The routine which‘ handles
that interrupt will clear the motor step bits and set the
timer to interrupt again after another egual interval. At
that point, an entire step has completed. The STEP routine,
if it is walting, is allowsd to proceed with another step.
In this way, something like an open ended sguare wave is

generated on the motor pulse bits.
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This brings us to the other subroutine calls in the
main control leoeop. During the timing delays, the CPU is
free to do gquite a substantial amount of processing. Recall
that the STEP routine has the power to modify the candidate
port image. This modified image is returned to the control
loop, where it is passed again to the NEWPUS routine.
WEWPOS, based on the direction ané gtep bits which were

actually sent, updates the current coordinate counters.

The calculation o©f the next port image is then
accomplished by a call to NEXTPO, which proceeds as follows.

1. Begin with the motor port skeleteon, which
defines the direction bits.

2. BAdd in the Max direction’s pulse and power bits.
That motor is to move at the maximum rate, and
will therefore always take a step.

3. A44 the Mid direction component to the Mid
accumulating counter, and take the result modulo
the Max direction component. If there was an
overflow, we want to step the Mid motor. Add in
its pulse and power bits.

4. Repeat step 3 for the Min direction.

The resulting value is placed in the first byte of the Step
Control Table. An example of this algorithm in operation

was given in chapter 2.

There iz one final item to discgssa Conceptually, a
stepper motor has a series of magnetic coils arrangéd in a
circle arcund an iron core. As steps are taken,; each coil
in successién is energized, drawing the core around the

circle., During normal operation, a given coill iz only
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energized for a brief period before 1its successor takes
over .. However, when the motor is standing still, one coil
is energized continuously for a long period of time. It can

generate quite a bit of heat -- enough, perhaps, to burn

itself out.*

To solve this problem we implemented the following
scheme . Every time a motor is stepped, 1its power is
automatically turned On. At the same time, ite
corresponding usage counter is reset to some constant.
Periodically, another of the on-board timers interrupts the
processor to decrement all the usage counters. When any one

reaches zero, the corresponding power bit is turned off.

The effect of this is to power down any motor that has
not been stepped in the last two seconds. The action is so
completely transparent to the higher level control software

that we refer to it as the ®burnout protection demon.”

3.4 Tactile RData Acoguisition

Due to its ‘temporary . status, the tactile data
acgquisition 1is perhaps the least important part of the
software. As soon ar the finger arrives, these routines
will be removed from the Mctaf Control Processor and
rewritten completely E£or the Tactile Sensing Processor,

% A%0%.00F 900 GO0 1008 100X A G0 COS G5 PO 0N XY G G OO HB0 00 VA KX XA A0 A0 GO0 CUO A KX KXY A KU HOO T COF WK XXX AP A AT GAS KA OOF FE KN HXY IS GAL Cx K0 L I AW IV AU GO0 AT A GO0 COD B0 VOF 1O 0K X AN AN G Y CAS QD L

* T don't know wheather motors would actually burn out, but

when I found I could fry eggs on them, I did not want to
take chances.
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azeording to  the plans given in chapter 2. Therefore, as
might be expected, the current code is far from general. It
is entirely driven by the 8§ and & commands described

garlier. Nothing happens asynchronously.

The entire unused portion of the MCP's memory board is
used as a buffer for tactile data. Upon MCP initialization,
the €rame count is resst to zero. Then, each ‘time a
snapshot is reguested, the data record is placed in the next
position in the buffer, and the frame count is incremented.
When the readout is reguested {(via the &G command}., the
program simply types it all out, one line per record;
beginning with a line consisting solely of the frame count.
The information is transmitted in ascli coded hexadecimal,

as an optimization of both transmission time and coding

time.
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Chapter 4: Experiments and Results

In this chapter we will discuss the experiments which
were acbually performed using the pad sensor. We will
consider the methods, the goals, the problems, and the
results. When possible and appropriate, we will refer to

figures which illustrate the results.
4.1 Calibration

The pad sensor consists of an 8 x 8 array of sensitive
sites whose analog output values are fed into an analog
multiplexer, and finally into an analog to digital
converter. 211 this cirecuitry is part of the sensing
device. Unfortunately, since the 3/D converter emits CMOS
yoltage levels, and our parallel ports use TTL inputs, we
had to bypass the internal A/0 and use our own. This
reselved the incompatibility, but gave vent to ancother
problem. The pressure signals coming out of the multiplexer
ranged roughly from +2.0 to +2.5 volts, and our A/D
converter expected a range of -2.5 to +2.5. As a result,
the digital pressure readings never went below about 235,

out of a maximum 255.

In other words, the fact that we can exhibit only a
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little over four bits of precision is not a reflection on
the device, but on the interface. With the right interface,

we would estimate upwards of six bits of valid data.

EBach of the 64 pressure gensitive sites puts out a
slightly different range of voltage levels. They therefore
required individual calibration. The most straightforward
way of doing this is to press the sensor down bard on a £lat
surface, take a snapshot, release the sensor entirely, and
take another snapshot. This vields a matrix of minimum and
maximum pressure values, to which all subsequent data would

be scaled in a linear transformation.

Of course, nothing is ever so simple. Each pressure
sensitive site requires roughly 1.3 pounds of pressure Lo
completely depress it. Multiplying that by 64 sites, we
£ind that we need over 80 pmunés'of pressure ro acguire the

maximum readings. Our Z-axis motor is not capable of this.

The solution was to depress each site individually, and
then combine the data into a single matrix of maximum
pressure values. Fortunately, the Motor Control Processor's
command language was flexible and powerful encough to do this
painlessly in one command sequence, with two loops for ¥ and

¥ positioning.

Once the minima and maxima were obtained, it was a
simple matter to map all input data into a uniform range of

g - 255. It is worth mentioning here that throughout the
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entire testing period, these rangss never changed more than
one unit. In addition, we never had any problem with
spurioug data being gensrated where there was no nentacﬁg
Those points always mapped to zero. We were quite impressed

with the robustness ¢f the pad sensor.
4.2 Static Tactile Image Analysis

4.2.1 Single Image

The sbvious first step in analvzing tactile images is
to lay the sensor down on a known object, take a snapshot,
and see whether it is recognizable. This we 3id, and the

results are depicted in fig. 1.

In fig. 1f we used a one inch sguare, set off-center.
but oriented orthogonally with the sensor’s grid axes.
There is no gquestion as to the identity of that obiect. A

simple threshold operation would clearly distinguish it from

the background.

Fig. le and fig. 1d show the same sguare rotated
counterclockwise 30 degrees and 45 degrees, respectively.
Fig. 1o shgws an eguilateral txiangle; point downward, and
fig. 1b depicts the same triangle rotated clockwise about 75
degrees. Notice how some pixels are much lighter than
others in the images with non-orthogenal edges. This
phenomenon arises when ﬁhé obiect covers less than half the

area of a site. Bince the site 1is conical in shape, the
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- one

edge must be pressing on the wall of the cone. It cannot

depress the cone as far as it could if it were pressing on

the apex.

In theory, it should be possible in some cases to
determine egacﬁly how much of the cone is actually &@yered
by the obiject. However, we mnmust assume the Ffollowing:
1} that the object surface, particularly the eége in
guestion, is smooth, 2} that the obiect surface iz in a
plane parallel to that of the pad sensor, 3} that the
individual sites on the sensor are in fact conical, with
bases that meet the bases of their neighbors, and 4) that we
know how to calculate the actual dépression as a function of

output pressure value.

Unfortunately, nelther of the last two assumptions are
valid in our case. The cones are actually cut off before

they reach the apex,* and we 4o not have the data to perform

the depression calculation.

Finally, fig. la shows a one inch diameter g¢ircle.
Hotice that it appears to be  identical to the sguare in
fig. lc. This is a question of resclution. Clearly, Lf the
spatial resclution were doubled or  guadrupled, the

distinction would be cobvicus.

D AR R AR AN VR S SRR AT AT A TR SR YRR GV R U0 WD <) 0 AR AR, AR JUCK SRR (U GO0 00 AR S0 G0 K0

shape is ®frustum.”
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4.2.2 Spatial Resolution

How do varliations in sensor resolution effect the
image? The simplest way to tackle this guestion is to vary
the size of the features on the test objects. We used a met
of disks with raised concentric circles projecting from them
in relief. The variations consisted of two amplitudes and

three Ffrequencies, totalling six disks.

Fig. 2 shows the images obtained. As might be
expected, those disks in which the spacing betwsen the
circles approach the spacing between the sensitive sites

.. . {figs. 2a and 28} are clear. . Az the freguency. increases,
the shape becomes less obvious, until it is completely

unintelligible at the highest freguency.

The effect of amplitude is also fairly predictable. At
low amplitude, the circles are wider, and tlerefore more
sites are in contact with the surface. This can be seen
mest clearly  {again) in figs. 2a and 24. Also, the inner
circle is more distinct in fig. 2e than in fig. 2b. This is
begcause at the lower amplitude, the depth of a trough is
considerably less than the height of a conical site, and
thereiq:e some trough siteg QUme iﬁ.Aamntaﬁt with the

surface.

Theoretically, it should be possible o  compare

pressure valuss and determine where the troughs and crests

ocour . However; here we run into the limitation in ocur 3-D
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positioning device which we alluded to in the Calibratien.
gection. The Z-axzis motor, which supplies the normal force,
is a3 bit too weak for this pad sensor. Each szensitive site
regquires a certain amount of force to depress it, and the
motor must be able to exert the sum of these forces in order
to obtain a reliable réééingg Therefore, as more sites
contact the surface;, each one receives less pressure.
Furthermore, if the surface is not uniform, neither are the

reductions in pressure.

4.2.3 Multiple Images

How can we Iimprove the spatizal resolution with the
gquipment available to us? One simple way to double the
number of data polints on each dimension is 5o take a reading
at each of the four corners of a small sguare, whose sides
are half the length of the distance between sites. This we
did; using the s=ame six disks, and the results are visible

in fig. 3.

The images are slightly clearsr, but not as much as we
had hoped. Again, the disappointment is indirectly caused
by the deficient Z~axis motor. When taking a snapshot, we
try ¢to depress the sensitive cones as much as possible,
since we are not capable of depressing any of them
completely. To do this, we simply instruct the Motor
Control Processor to lower the Z-axis motor until it won't

goe any further.
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This works gquite well in general. However, consider
the following hypothetical case. Suppose the test object is
a single sine wave and the sensor is a single cone. First,
we lower the cone onto the crest of the wave as far as it
will go, and take a snapshot. Then we move the cone to the
trough and repeat the operation. The two images 1look
identical! In both cases,; the cone was depressed as far as
it would go, and it is in £fact the cone depression which
determines the image. This, we believe, is the root of the

multiple image problem.®

The solution, of course, is to strengthen the Z-~axis
motor .  Then, instead of $im§ly'lmwexiﬁg the sensor until it
stops, we would lower it to a consistent Z-coordinate. The

resulting set of images would be much clearer.

4.2.4 Large Objects

Can we examine- obijects which é:a much larger than the
sensor? For this experiment we used a f£lat surface about 12
inches long and three inches wide -- glightly wider than the
sensor pad ltself. A set of eight grooves were cut into
this surface in order to form a pattern of diverging lines
{see fig. 4a). By taking a series of snapshots at
successive lengthwise positions, we should be able to

reconstruct the entire image, in spite of the f£act that it

0% > 46 100 a0 3 AN GO0 OO0 1OAE KK IO I I T X XX I o o o s o0 v oo oo 0 cox o0 000 o

* Or, “"Ave, there's the rubi®
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-is much longer than the sensor.

The Motor Control Processor's command language again
made this a simple task. We toock £ifty images, stepping
about f£ive millimeters between each. The reconstruction,
shown in fig. 4b, was accomplished by superimposing the
images in the appropriate positions relative to each other.
&s before, when the distance between features approaches the
distance between sensitive sites, the pattern becomes

clearer.

Can we use our nmultiple image trick to improve the
resclution? We repeated the same procedure, except that this
time we took three snapshots, four millimeters apart
widthwise, for sach of the £ifty steps lengthwisse. The
reconstruction, figs 4¢, shows the angled edges wnuch more
clearly at lowsr frequencies than does £ig. 4b. At higher
frequencies, however, both reconstructions are egually
unintelligible. Once again,; we blame the failure on the

%-axis mwotor, and our method of maximizing pressure.

4.2.5 Small Angle Measurement

When a robot hand grasps an obiject, does it have a good
grip? Very often, a "good grip® is one in which the flat
surfaces of the object are wholly in contact witﬁ the flat
faces of the fingers. The guestion «an then be answered
vary simpiy by measuring, for esach fingér, the angle between

these two planes.
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Thig experiment proved to be extremely succéssfulp
Using the one inch sgquare as ocur test object, we took four
snapshots. In the first image we laved the pad sensor flat
on the square, as usual, giving us a zero degree standard.
For the three subseguent images, we lowered the left end of
the table by 1.0, 1.2%, and 1.5 inches respectively,

producing angles of 3.3, 4.1, and 4.9 degrees.

The results are shown in table 1. PFor each image we
arrvived at a single number describing the szlant. The number
was calculated simpl§ by averaging all the pressure
differences between horizontally adijacent sites. In theory
the ratio of the third slant value to the second should be
1.25,% and the fourth to the the second should be 1.5. This

was not the case.

However, the first image, whose slant should have been
zera, did exhibit a small slant value. If we take this as
an error, we can produce a correction factor by dividing it
by the slant wvalue €or the second frame. When that
percentage is subtracted from each of the two ratios arrived
at earlier, we get remarkable results. The corrected ratics

differ from the expected values by less than two percent!

A5 400 1000 10K WXF GO0 XX BV 10K XN KN 00 T I I KK VK FOXK KK T T O KX 1K, I T G G I OV U KK K IOV I TUD O 100 K KX T KXN TP 0 U T AT KK KK J00K KX F T GUD W I K KA KK HR JOTR KD G K DU S G0 WD T 0 XK AR XK S

¥ Proof is obvicus from the geometry, as long as we assume 3
linear relationship between depression distance and output
value.
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4.3 Dynamic Texture Analysis

We believe that until tactile senscors can be fabricated
with extremely fine resolution, information about the
texture of a surface would best be obtained by moving the
sensor  along the surface, and examining the changes in
pressure readings, as opposed toe the pressure readings

themselves.

Toward this end, we ¢tried several times to make the
positioning davice -drag the pad sensor along different
surfaces, but falled each time. The sensitive cones,
because they were designed to grasp an object without
allowing it to slip, were made out of "high €riction rubber.
This, of course, Jdirectly hindered the experiment. The
stepper potors were not powerful enough to pull the sensor
and still wmaintain enocugh contact pressure to vield a

significant reading.

In the eand Qe perfaéme& a singularly unscientific
grperiment. We dismounted the pad sensor from the
positioning device and dragged it by hand along a flat
wooden surface, taking 100 snapshots over a periocd of about
five seconds. This may not have bsen so bad, except that we
neglected to measure the exact distance traversed, or
anything that could directly or indirectly give us the

velocity.

The analysis ig interesting, though guite inconclusive.

44

Page 1118 of 1714



The sensor is made up of an 8 by 8 grid of sensitive c&nes?
Let us Jefine a column as the series of cones lined up in
the X-direction, and a row as the cones lined up ig the
¥-direction. Given that the sensor was dragged in  the
positive X~direction, we contend that there should be some
aspect of the data which is consistent down a column, but
different across & row. Purthermore, there should be a
small but constant time delay betwesn the features exhibited
by one site and those exhibited by the next site down the

column .

The motivation for this hypothesis is as follows.
Picture a textured surface as & terrain of bumps and ridges.
s the sensor grid passes over this terrain, the coones
across a row will collect entirely unrelated data. However,
those down a columr will encounter the exact same bumps and
ridges that were sacountered by thelr predecessors, but a
little bit later. Thus w2 have e2ight instances of
gight~-£f01d raﬁuméamﬁ data. We should be able to £ind some

consistency somewhere.

Initially, we plotted the raw pressure data from each
of the 64 cones as a function of time. Fig. 5 is a
reproduction of this, with each plot placed in the same grid
position as the corresponding cone. We expsct to be abls to
lock down a column and see some consistency that does not
écaur ACYOSE B rOow. Unfortunately, no such consistenciles

were immediately obvious.
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The next step was £o try to home in on the changes in
pressure, as opposed to  the pressures themselves. However,
a simple pairwise difference derivative ({see fig. 6} was no

more enlightening than the raw data.

Well, what about the Pourier transform? Surely the
freguency Jdomain is closer to our geoal than the time domain.
Unfortunately, applying this transform meant giving up our
time delay information, which we needed for comparing

SUIVES »

What we really needed was some smooth measure of
frequency as a function of time. A colleague?® suggested the
following procedure. First, take the pairwise dJdifference
derivative. Then, pass a window along the time axis. For
each point in timv , count the number of zero crossings in
the window, and divide by the width of the window. A window
n units wide would have a maximum of n  =ero crossings, and
thus the ratio would be unity. ¥No crossings would produce a
ratico of zero. Note that the operator ig walid, and
produces the same range of values, independent of the window

size. The only difference iz in the precision.

HWe used 3 window with an odd number of points, 8o it
could be symmetric about the point under consideration., If

the distance to one margin or the other was smallesr than

half the window size, the window was shrunk accordingly, so

* Thank you, Gerry Radack.
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that symmetry was maintained. We tried various window sizes
in order to obtain the smeoothest curve possible without
losing too many features. The optimal size was about 23
units {(out of 1008}, shown in fig. 7a. & 13 unit window is

shown in f£ig. 7b for comparison.

There are {finally} some definitely visible
similarities among the resultant curveas of fig. 7a.
Examine, for example, the troughs in rows 6, 7 and 8 of
column 1. Hotice how similar they are, and how a small,
constant time dJdelay occurs between each curve and its
successor. The same phenomenon is visible in rows 1, 3, &

and 8 of the third column, and in rows 1 and 3 of column 7.

As one looks up and down a column, there ssems  to be
some kind of topological similarity. This is  exactly what
we want to find. However, identifying it mathematically is
no simple task. The obvious operatoar o apply would be the
¢cross correlation. This compares two graphs and produces 3
pumber describing the closenesg of the matceh, then shifis
one graph relative to the other and repeats the calculation.
Une correlation value is generated for each possible shift.
The resulting curve shows nob only how well the twe graphs

matceh, but at what time delay value the match iz optimal.

Unfortunately, the results were very disappointing. No
matter which pair of graphs we compared; the oross
gorrelation never went substantially higher than zero, and

the best matceh always occured at zero shift. Heedless to
47

Page 1121 of 1714



say, at least one more level of processing is called for.

4.4 Conclusions

First, it is clear that an 8 by 8§ grid of pressure sensitive
sites is generally not encugh for pattern recognition of
single static images. In most real applications, either the
objects will be larger than the pad, or the features will be

below the padis resolution.

With reasonably good positioning equipment, the
resolution can be significantly improved, and the size of
the area undsr consideration considerably increassed, by
taking multiple images. However, this is often too tinme

consuming, and therefore infeasible.

The straightforward solution ié~£o increase the spatial
resolution, the number of sites, or both. We have shown
that when feature dimensions are comparable to resolution,
shape recognition can be guite simple. This has also been
demonstrated by Hillis [HILLIS-81], using a sensor recently
developed at the MIT A.XI. Laboratory, and of courss by Briot
{BRIOT~738), who used an array of binary sensors. One
typical application for this might be the table sensor vwhich

was described in the introduction.

A more novel approach might be toe build multiijeointed
fingers for the robot gripper. such as the three fingered

hand developed by Ken Salisbury [SALISBURY-81] at the
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Stanford A.I. Laboratory. This would enable the robot to
manipulate the object while transperting it, in such a way
that it becomes not only feasible, but a matter of course to

take multiple tactile images.

In the experiment concerning measurement of small
angles, we obtained impressive results. The computed values
were even more accurate than we had hoped. From this we
conclude that a tactile sensor with properties similar to
those of the pad sensor i3 eminently suited to applications

involving small angle measurement, such as grip improvement.

3gs far as texture analvsis is concerned, we believe our
appreoach is a good one. Visually, it is apparent that we
are on the right track. However, the experiment must be
repeated in a nmuct more controlled fashion, and different
surfaces must be examined and compared. Then, we hope we
will eventually be able to manipulate the data in such a way

that we can use it to identify the surface.

4%
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Chapter S: Further Work

As was mnmentioned earlier, the pad sensor was in our
possession for only a short time, by no means long encugh
for exhaustive experimentation. In fact, many of the more
interesting ideas occured to us after the sensor was

returned, when we began to analyze the data.

It should be possible to calculate the coefficient of
friction between various surfaces and the rubber face of the
sensor. First, one must know the force as a function of
digital output for each sensitive site, as well as for the
strain gauges on tle metal posts. Then, one would drag the
sensor along the surface in guestion, and take force
measurewrents. The ﬁarmal force N is simply the sum of the
forces on 311l the sites, and the frictional force F is
derived from the bhorizontal forces given by the strain
gauges. By plugging these numbers inte the eguabion

F = uN one can ecalculate u, the coefficient of friction.

This might be usable as a distinguishing characteristic

between surfaces.

It might alsc be useful to measure granularity. This

could be done simply by placing the sensor onto the surface
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and counting the number of sensitive sites which exhibig
significant pressure. Of course, the grains in the test
surfaces must be comparable in size to the resolution of the

B8NE0Y .

Certainly the dynamic texture analysis tests should be
repeated and extended. Once that data has been hashed out,
it should bé possible to identify surfaces based on pressure

response to friction.

Finally, there are two aspects of tactile sensing which
we have not experimented with because they are better suited
to the finger than the pad sensor. First, the finger should
be capable of poking a surface and comparing predicted
pressure with actual pressure in order to measure of surface
resilisnce. Second, there is the whole quastion of tracing
cross secti@ns and producing, sssentially, a 3-D description

of the contour of an object.

Thus we have ~shape based on both static images and
contour descriptions, granularity, coefficient of friction,
and surface resilience and texture. These features, when
they are better understood, should be incorporated as
distinguishing characteristics into the Experimental Sensory

Frocessor.

51

Page 1125 of 1714



i W,,, FL Rl

i h
f ,
:

Loloil il

?j q%mé; M‘E.ng,..ﬁm;wigi ,a;.;:,-,....
L zmim, ;mi.m ...M iw ms.gww.fwfswriwf mf,w..,w m smw Lw Mm ,,,w.sw,,;..w sm m
R, Lot bt Lol e R e

: :LF,\WMLTWWL ! sw;iwwm meﬂw | ;mmai;aw
T T R R e

sguare

Hol

m

N

| S r.:{lim v

3_?8

T::
i

1®* square rotated 45

1® square rotated 30°

I

£

d}
2}

Tt SR

...L .ILm. 1 D wr:..EL

i
.

Single Image Shape Recognition

T

L

o M :i.Lw.: R I W .“wa,. u

S S R e T

Fig. 1.

1.5" triangle

1® diameter circle

= M.. | ..S“ R TR

oy

I .
SV 3 SONUD S SNPS SPUII- SIS SEUNE Y GRIORPS S

1.5® triangle rotated 75°

b?

R e,

T

e R das,w m-éw

R

¢}

Fy

52

Page 1126 of 1714



...... N O
' N BEBUIHUN pebil
L0 O
il g w BREE
e A4 T e T
m?mmu. w. 8 . ”».\.¢
i « -3 @d LA I
@ .2 W9 43 & 32 i
c CRe iR | T
g e 2F HE L
N = 38 s ]
anH
TT m ok 2 dméL
Vil wh ol | L !
i G R M..,L
° L
d P o
v

53

low amplitude

o end

|l

ook i 808

Single Image Recognition
Varying Frequency and Amplitude

E-f;:'

]

Fg

T T ]

HEH

Fig. Z.

[

a} One circle, low amplitude
B} Two eirciésg low amplitude

e} ?iviigirciess
L;’:i
E

=
ey
ﬁ
——

Page 1127 of 1714



b

a) One ecircle, low amplitude

Fig. 3.

H X
R
s B
XX

777 KO
S i; if‘i o aé:' E‘::g {

d) One circle, high amplitude

Multiple Image Recognition

Varying Frequency and Amplitude

" B H

B z>< % ST 3‘32‘?23

3 RPN

‘ % & 5=
=

IR X

X% S

m B Bgg
= 7

.gﬁ@\

b} Twe circles, low amplirude

)
B K= MRS e
g

e} ?iva ﬁireie§; low amplitu&e
M=
all IR

§§§ hj%ﬁg Y ag
3N
Be BEw
B oo g® B
RO
I
N

54

: 3
R

Page 1128 of 1714

B ED
‘,}‘{
?ﬁﬁ$§§
o
B E
PRI
o

H o x

e} Two circles, high amplitude

£) Five circles, high amplitude

B

A e B
’3? 2y R
R g?“txmv
5 fOB
m

K XX 3
2 B o

b2
=

=

B



Page 1129 of 1714

55

Fig. &&;
Drawing of the
Large Test Object



i
[+
&
5]
4q
¢ ISR E R R TSV R a3 0 ] uis e pael oo gunien o i i e ue ieie St odisGE IO RS JoSuil B ISIHETIE S FRURE O F & I D EUOEE FIN- G4 4 EROSEIPOIE § BE § S S .
U4 1 1!.3 L GRS 20 Qununﬁnwwudqﬁzu:,,; NS0 N 0 S N0 s e T v velere Lre el § SRS M WL E § SNty :w PUHIZ.ITOOD WO DISNY  2 g
¢ M Y830 01 L i A S A LS S O G O IR TSIV I N 2 v S8 oh.xm POl SR idie S5 TR S-S
B IR DI 0% vrod wiocs anvivuais tmyonistmy ot SR Euit Sa S A SERREEEIRE Y FQUITIRORAINE o RN P
5 SRR R ettt ate pamF I EAT TR S F OIS Ru Faiod's Ehvth oo 3 3 I RER 1Y Bt § 1t Sagy
a% “ ) . BRSNS el SAREEENEE Sk F ¥ S Rictii ﬁ.h..: SR R NN I
o RIREN N I I o e I S R B o e G R« I+ B Je Qo T o R o Jbe ) N B B L e A B A L B
- PEoMRUEY INEVIE PRETT a CF TV ED S0 0B 13 L3 03 OB LB 3 U3 L3 A3 KB D 43 949 93 R} PP AV OFD BB OER L3 f. 0t o, il TS ST I
o B : Y TQ gg&wﬁ@ﬁwﬁﬂmﬁ %&ﬁﬁnﬁ&wﬁgﬁwﬂﬁﬁwﬁﬁuwﬁ%ﬂﬁmnﬁm numuw#ﬁ ﬁnﬁ wﬁ&ﬁ Mﬁﬁ:wﬁw ﬂhmwb,ﬁnﬂmﬁnﬁhﬁﬁzuﬁn,ﬁ. NP3 I
] oot o4 ? ! T S L e
T K 2 uasug : o b ' . o
3] [ TR YIRS B DR PRANLY MIPSACY I 6 S BUD
IR RIS R TR T LS P S S AR s 264 b S N IR S SRS wib PN S I F IR
% PEARIITUIBEIIIRTLLIL IARVTREL P 0 00, Tab R HRIIREEE e
IR EIRVECEI RV R I I PR mwamx.mﬁndmgwuﬁﬁﬁuﬁmw BAFLIZIAVICINIYIL 8 13 0 U ﬁhu;h (e todbe i d BPGILS IRC DRSS 38 +1
[as) (TSR I s W eRoll ¢4 ¢ B FIE GRS R DT TR CRR DO o ¢ BRAAR-VUN 3 JEA0 r:.mb [§] f 48 8. 0. P} 131247 Tk APETR 2 mil iYL R
o um:xunzma&mcﬁnﬁmnﬁﬁ@xﬁmmannn..uﬁ. £9 wltom._;@mg:u1“::..:;.“3: - e 8
£ e - .t ) A
wwd
W
ﬁ H
. 53
%) «
1] .
&
&
n
wo L e AR %%ﬂm da
TR % L5l
m _ LR S MmmmﬁmEmg%ﬁ% i wgﬁm m Hm : I
i
aw (A1
o 1]
= {3
o O
e Y
s 4
a [ ,
o .
n *
ol .
11]
= .

!

Page 1130 of 1714



TABLE 1 == %easurament of Small Angles

o0 20 200n 00en mmn
e

1.4¢

1.53

Table Horiz. Avyg.
Slant Data Differsnce DifF.
g= 45 64 840 18 18 12.625
42 48 &4 & 16
48 g 75 12 18
34 58 51 22 ~5
1® 15 &4 18¢ 48 9& 78
28 80 192 52 112
18 7% 185 58 128
17 8% 183 68 &8
1.245% 48 168 112 114
48 182 144
&0 188 120
56 136 B0
1.5® 48 188 112 142
48 240 182
&80 225 1685%
71 176 98

* Ratic is calculated as
vertical average at 1°
ratio of the 1" slant

value is to
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the table

the vertical average divided by the
multiplied by one minus the

sla
fle]
sla

ik,
the
nt,
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SW

slant.

The closer this

the bhetter the results. As
the reader can see, the results are exceedingly good.



Lo LU i

L m ;w, a T3
oo | TR | e g
e Ll bl | BN | st | g Lt
Egx
=ry
i
a,,p_»,v,,,gsﬁinéﬁi%mzu,,,n.»iaﬂiiaakisnmm&
inky
0 e 4L
. . : ~ » wm w m mgs,t
il || b LTRHITE et | bl ey el Se s
_ e
] 3
amcw
9 44 TiY
4ok 4
2 5 . 3 o B o B o BB, g sBos b PR e ST T S 3. B B b A ot b d Q‘%*mnmww
. a esm.m
R
I B 4d e
Lﬁwﬁiﬂa %Txm,qmw% mwr I % ﬁﬁ %,m M *
,__.pu,,.a.h.hm‘?@d
PR
003
2858
VIR ANTS A AR BA . e CLAITTREE s § ey um [ W ¢ - .. r— Voot o
_ m
= | i m T
AT oo LR |
2 5 o PR sSantenas Sapnesen sansaspy Sesvainn s b oo B oo B

58

Page 1132 of 1714



g .
- 9 4 &y L < oY
o . P —— <+
by St o o SSVVeN menee
o ) . - it aaiad (=
o & froeeseyd L SO
prreend seveey L m...E:; d b g
Ponsvn wsu— fm = s ] oy :,_"3
Jocooacs ~oonoad W A e TR R ostNNETTNGSY
D R .
e I P R POV £ .
P ey ey F e ——
W -—"ﬂm""““" m‘!‘.‘m AR e SoCs By
i 2SR n o
] g g Py
¥5000000EOOUA00
o & oo o <o aoo0gpon E N
. .
. .
B oy, St
Ermnn
— Bocnns
°

d Pt Serresd Soomeoere BT

e e s wo -, - R - =R

Fig. 6. Palrwise Difference Derivative -

59

Page 1133 of 1714




I

S

| G| A7 o |7 ™

Page 1134 of 1714

Fig. 7a. Frequency as a Function of Time

wWindow

™

2% Units

T UMY ON



VT

7=

. |

R

vibva

Page 1135 of 1714

ol AT T | RV

Fig. Tb.

!

Prequency as a Function of Time
Window = 15 Units

&0a

T OUMTON



References

[BOYKIN~80] Boykin, W. H., and Diaz, Gary., "The
Application of Robotic Sensors ~~ a Survey and

Assessment,” ASME Century 2 Conference, August 12-15,
1%80.

{BRIOT-73] Briot, Maurice, "Utilization of an *Artificial
Skin? Sensor for the Identification of 501id Objects,”
Proc. ©f 9th International Symposium con Industrial
RODOLS , WaSHINJLONy Debes MALCH Lim~l5, L9785,

[BROWN~80] Brown, David J., "Computer Architecturs for
Obiect Recognition and Sensing.® Master®s Thesis,
Pepartment of Computer and Information Scisnce,
University of Pennsylvania, December, 1%80.

{DANE-817 Dane, Clayton, Fortheoming PhD. Dissertation,
Department of Computer and Information Science,
University of Pennsylvania, 1881.

{HIn1~73] Hill, John W., and Sword, Antony J., ®Touch
Sensors and Control;”® in Remotely Manned Systemg —-
BExploration and Operation in Space, ed. by Bwald Hesr,

Talifornia Institute of Technology Press, Pasadena,
California, 1973.

{HILLIS~81] Hillis, William Daniel, "Active Touch Sensing,”
Massachusetts Institute of Technology., Artificial
Intelligence Laboratory. Memo 62%, April, 1%81.

{IVANCEVIC~74] Ivancevic, Neboisa $., "Stereometric Pattern

Recognition by Artificial Touch,.” Pattern Recognition,
VYol. 6 pp. 77-83, 1974,

[KINOSHITA-75] Rinoshita, Gen-ichiro, *A Pattern
Classification by Dynamic Tactile Sense Info.
Processing,” Pattern Recognition, Vol. 7 pp. 243251,
18758,

[NITZAN-80] Nitzan, David, "Assessment of Robotic Sensors,®

Workshop on the Research Needed to Advance the State of
Enowledge in RObOLICS. Aprii io~17 1580U0

&1

Page 1136 of 1714



{ORADA~T7] Okada, T., and Tsuchiva, S.. "Object Recognition
by Grasping,” Pattern Recognition, Vol. $ pp. 111~119%,
1877,

{?URBRxcxwﬁlE Purbrick, John A., ®"A Force Transducer
Employing Conductive Silicone Rubber,® Proc. 1lst
International Conference on Robot Vision and Sensory
CONtroLs; GLLBLLOLO~UDPON~AVON; Whe.s LFS {(PuUbLicacions)
Ltda; A?i:’il 1“35 1931«

[SALISBURY-~-81] Salisbury, Ken, Stanford Artificial
Intelligence Laboratory, Personal Communication, May,
1881, and, Proc. of 1%81 Joint Automatic Control
Conference, Ghariotsviliie, virginia, June, L9BL.

62

Page 1137 of 1714



K
i

o

Page 1138 of 1714

~d
o
e8]
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peoduct usability, usability evaluation methody: personal communicators

Simon {TM-BellSowh Com.) is a comrseraially avaiable personal compmaucator {FO),
combimng fegmures of 3 PUA (personsd digual assistanty wih a 847 sune of somrmunications
features. This papar deseribes the involvemeny of human factors engesrmy in the
devalopment of Simm, and summarizes the variouz approaches (o usabilay evaluadon
employed diurmy wy developroent.  Simen has resarved 3 considerable amount of prasss fom
the wdustey and seon several lndustry sywasds, with recognition both for its mnovatv
engnesrmig aod Re usabelity.

INTRODUCTION

The Simon is 2 cethular telephone, designed with = 36 x 115 won toush soreem (COA resohmion) replacmg
the stasdard »Ei"‘phm% kay areq. Research iu the usability of cellular selephonos {Tsol, (993) has shown

that many of the preblems peopls have using sellular telephones are the resull of nflexble somtrol labsling
and lirted Sedback. Replacing the siandard key/diepley svea with 2 toush screen allowed ths Siman
developars 1o creste & sixpler user interface for cellular relephons tasks. Tt alss atlowed the dovelopmat of
2 suitz of zpplitations i addition to s collulyr talephone, inchuding an appointment calendar, an address
book, 8 to-da ligt, a world clock, a nots pad, 2 sketch pad, sending aud receiving elesunmie mail, sending
axvd receiving fanes, revepnon of pages, fle management, 2 caleulator, aosss 1o systom setngs, and
saeuriy,

My first gontact with the Simon developreent group £878 83 8 raquest 1o 205WRr A0 appereraly stmple
question: How small can 2 touch screen butten be, and =il ba waable? Fornmately, | had juss completed 5
literatiars review eovering the results of human fctors studies of toesh screens from 1980 1o 1997 (Lewis,
1982, so | wag abls 1o convey wo Shvon devolopment that the answer to this simple queston was actaslly
somewhat somplex and depended on ths touch selection sirateny {Sears and Schineiderman, 198%). From
this stast, { speet the next two years 45 2 part of tho Simen twam, conducting studies and providing ueability
guidance. The approsches 1o vsability engmesring and assessment apphisd duning Stmon develepment
sHlustrate the broad spectrum of modem usability methods, and the resulting product demonviates Gie
effectivenseas of thess modem methods. The deseriphions appear in rough order of socurtencs, bt the
activitieg oviclapped eonviderably,
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APPROALHES TO USABILITY EMNGINEERING AND ASSESSMENT N THE

DEYVELOPMENT OF BIRON
¥ocus Groogs
Gy After prelimusary demgn work, mn indepeodant agsnay eonducted several foous groups with dufforent typez

of collular telenhens and compuier usars 1o hilp define the approprime goals for the product.

Daily Degivn Meetingyg

Bafore writmy any signficant amount of cods, the software weam (including 2 human facters engineer and
graphic desgner) worked out more speeific details about how to ackisve the design goals. These meeimgs
tamed for sgvern) hours every momming over 2 pened of several months. After aach mesting, the individual

asigners worked on their assignments, which typically involved deaded functional and task anatyses.
Ousig the mestmgs, the designers prasead their analyses and the reat of the team proposed seeearios fs
testing the task flows. Determmanion of problems with wask flows in thess mestings led scdrional
refinement of task analvses, which fed to refioemsm of design conss.

Literatvre Reviews

Literature reviews of humen Sacors studies of touch screems {Lewis, 1992) and eelindar wsiephone usabiliy
provided sasly, valuablo puidsncs ko Simon development. It is offen tempiing 10 skip ta tadinm inherent i
o Vsroturs review, b kesp 1o mend thet 1 would be foolish to spend thees menths 1n the laboratory 10
obtain wiormation mvaidable with an invesgaent of three kours i 2 libeary,

i

Ezxvert Tvplpations of Comaetitve Produsty

Tsing an spproach similar to Nislses's {1992) heurists avalustions, 1 conducted several sxpart evaluatiens

. of compeitive products, buth defining the sequsnce of steps reguirad to perform key tasks and making note
of protabls problem aress. These evaluation: rvesled opporhmities for improved desipn in such diverse
arsas as battery installation and removal, display contiat adjustmant, key definiion a5 & funcion of mode,
seting calendar atarms, affoctive setmy and removal of repeatng mestmgs, and clear procedures for
ssftmg passwords and locking units,

i

-
Lo

Development of Test Scengring

ws

Consdering the focus groups, daily design mestmgs, andd sxpert evaluations of competitive products, the
ream devaioped an ntisi sex oF 38 test scenanog. By the end of Rerative tesung, theve werg 54 SCERSTICS.
As suggestad by Lews, Henry, and Mack {1900), some seanancs forused on tasks within a smgls
spplication. whils athers evaluated work that crassed spplication boundaries. We used the scenanos for
both gathering competrtive pesformancs and satizfacnon benchunerks and for iterstive problem discovery
studies with development-level versions of Bimon.

Compatitive Usability Benchmuarking

~s w -

O application of the 18t sconanos was the determination of cormpetitive usability beachmarks for both
user gerformance {scenurio completion times and sucoess rates) and sansfecuon. We used the Afler-
Srengno Quesuonnaite (AS() to 2esesy nser satishierion following each somuna, and by Post-Biudy
Svatem Usabulity Guestionnaire (PSS UG to assess more global usebility sstshenen bllowing the
completion of all scenarios (Lawis, 1995a). Figurs | shows the PSSUQ beachmarks evtablished during the
compenstive usabiliry bemchmsrking, We collscied data From three products regarded 85 the mont likely
campetniors of Simen. Analysis of the preblems discovered during these svaluations provided additional
oppomuases for tnproved design i Simon,
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Derative Usability Studies

We condumad thme Sulrhy axdanmive problem discovery studies =t difforent slages durmg Siseon
development {aarty 1892 pregetyns, Hirst doslen with rsasomably somorehensive Ranction, sad the desig
rvaedistely preceding the finsl desipn), Our phdlosoplyy for these studies was that measpsement of
suenario perfrmsocs and profopsacs variables wess briporany, bl that problere dissovery was mas
inportat, A5 bug 52 you have competidve benchuearks, Somnio menamimnenes 2ive vou a8 ides about
vehere Yo a0 relitive Lo your compRition, but provids 1o real guidsnes sbout what 10 do whan your
praduct ils 1o measure up. Ansbysis of usabiliy probime, on the other haod, provides sieoog guidanes
for product radesion. ‘W used the methods deseribed Iy Leswiz {19944 to datermine appmpniate sampls
sizes for thess stedige. As 2 comsummencs of Us process of terative problem idemification and design
improverment, sach furtion showed riguifieant rprovesres [n both usst performance snd zanefhcrion
Figura | chows the PSSUD scale ratings for tas final Bsration (showing mesns and 95% confidemes
imervaie), with the coanpatitive FEEUQ beuchumarks For reforence. (A lower PSEUQ scom is belter than a
higher one ) A5 Figure 1 shows, Simen significantly exeosdad &y benchimarks for all PSSUQ seslen,

leon Asorgumemt

Moct igons that sppear on Simon fnchude o desertoive labied, There sy four leoss, hosesver, thay sppear on
avery Simon soreen,  Bovause these ioons appear on svery soress, wy had 5 design goal wo provids smedl
foxesy the ik oot venmice labels {Sonsorving valuable scresn spaee). We asseseod these Joons using a
battery of on sssessment methods mohuding 3 nutching and confidence task, leca prochention task, and a
senusngn differsriial (Lawiz, 1988; Lin, 1897} Tha owreowms of the siudy iedicated 2 orotdes with
recoppition of the ioon represmiing aveszs 10 the aovphons office tovls, and led to reorspresamanon of the
Hmctizn with & B0 08 23 500802 10 & mobile offics.

Az oftsn negivted ares of msabiliy design and svaluation is thet of beguage.  Bven modem, otherwiss
usable, systems pften costain complicated tarme for which thers are much more commog names, Un-lme
essagss and other doowoeTEation comiak Numenon senbennay in the passive voios thet it woudd be casy o
reenst i acive vaies, Theso scmsicderztions sught seem trivial, excepd that peycholinguistic research has
shorem that {1} fragueney of socurrence of 2 werd [ 3 bmguage signifieamly affees the spsed of human
lordcal agoess (Forstar, 1950) aud {2) & is harder to sxiract wmeaning {om 4 DagSive siuinss relative 1o ity
active commsrpatt {(Hallay, 1989, To promote claray aod comsistancy m termunoiogy, 1 provided the
Sisem developers with & a9t of fanguage gusdstimes, and Borstyvely roviswed mssseges and dotwmesation

: aganst the guitdalines, Dur soneee book for determining the best word to use when considering severad
] synotyms was Tha Living Word Vosabulary (Dale snd O Rourks, 19813, 1 also selevtod randomm toxt
samplss Srora competitors’ dosuments sng developsd sompetitvs readebality benchunircks for ot
cloudicsss {2 measure dazed co the number of spacifically identifisd abiswact words and passivized verbs in
3 passags divided by the nusber of words in the passage).  Avthe md of Simon development,
messuresnems taken Som o random sample of tets Srom Simon’s doswmentision showsd that the Sunon
texts bad & significantdy lowsr Qowsr 15 batter) toxs cloudingsy thao any of &S compstitors. Purthermors,
uging deta colleotsd during competithes usability benchmacking and Rerative usability studiss, Simon had a
sigarficantly better PSBUG Inforration Quality rating (Lowis, 15950} than any of i3 compeinors,

Statiatizal Modadies

Becanse Simon had 3 colstively il display ares, & was nscessary 1o provide some siople setisucal
miodeling for the stes of calendar entrieg (Lowis, 19%3a) and nams lengths (Lewis, 19930} to provids
guidanges 0 the calendar azd address book dewiopers. The calendar entyy research indicated they {1}
mEnEgers wie aompaler cakndars more thas mon-numagery, {2} mensgses have more suiviss per day then
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calendar-usmy nonmanagers; and (3} for usar-generated entries, the 8%t percantds for the mumber of
charasters in sn eutry wag 2532, The naune length ressarch showed that the mean tanie kengeh it the United
States way about 14 characters, and that & toucheseesen Suttos thee would show 20 charasers wonld show
# person’s conmlats name 99.2% of the tirae {ia the United States),

Tesizned Exneriments

On oocasion, & was nesessary to conduct designed cxperiments 10 answer questions thay avess during
develogman, Ons such expenimas (Lewis, 19948) explored diffhrent scresn designs for setting dates and
timgs. Although such sethags seem sirsightforward, users have epuflicting divsction sterectypes that
ApResT 10 preciide the uss of arrows alone for seting tives and daes. Two other expenments {Lovas,
Adlard, and Hudson, 1994; Lavaz, 199%4) svalumed different sspects of Simon's predictive kovboard, A
predictive keyboard is an on-zoresn kevbonrd thar coutams fewer butlons than g standsrd kevboard, and
upss lingusstis probabilities to prodict which Jetters & wser will mos: lkely wamt 1o fype next. These mogt~
likely lenars appear in the keyboard’s buttorss. Lewas, Allard, and Hudsen (1994) studied the sffects of
diffarent word populations, nusber of dizplayed letters, 2nd number of trigragh tables o te Hkelthood that
the desived next letter would appesr oo the peogictive keybourd,  Lewis {1995} studisd mput rases and user
praferanca for the three Simou dsta iopur metheds {tapping on 3 small on-screen Sandard keyboasd,
tappmE an the pradicive keyboard, and handwritng on the skeseh pad). The results showed that the most
sifartive and preforred inpwt methed was tapping ot me sandard kevboard, In condugting these
eXpArUTEnis, 116 sxperuneantal danigus deseribed @ Lowas {19930) wers guite wsefud,
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Figure 1. PESUL seale seores for Stmon ansd competition

INDUSTRY RECOLGNITION

Qe indlication of the sueosss of Shaow’s desiga = that #t won the Best of Show aweard at Comdex ‘93, wen
an Awvard of Distmction in the 1994 BY'TE awards (BYTE, January 1998), and was a Grand Award
winner i the Tth Asnual Best of What's New awards (Popular Scisnes, December, 19941 The Hillowng
quotanions from revisws of Simen in trads joumals aleo reflect the success of the veability effort,

“It looks and fele [iks 5 product you alresdy koow how 1o uss, rather than 3 new mligion you most
rnerse yowrself w7 (O Malley, [994)

“T horps that Somea is the fivst in a loug series of personal communications toals, It even as 2 fiow
generation protduet, Simon s a joy to use.” Dlelson, 1995)
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“Simon is net the first personal communicator product {"ve darmoed, it 1t is by far the most
corrrehsusive, well-designed, and easiest to use.” {Canor-Lomne, 1994)

DISCUSSION

This paper has described the broad rangeof usability evaluation methods applied 10 the development of
Simen. The mdustry recognition for Simon stands as evidence for the success of the appfication of modern
usability evaluation methods in this case. The breadth of methods also suggests that professional usability
pracutioners need to be fusnst with s wide armay of usability techniques because differsnt development
situations demand the appiication of differen: usability methods. Sore of these methods coms from
traditional experimental psvehology (statistical medeling, designed expernments, iitarature reviews), amd
others are mare recent tschniques (heuristic evaluations, competitive usability benchmarking, scensrio-
bases usabilny problem discovery studies). Ali of these tectmiques have potential application m product
devalopment, and deserve a olace it the toolbox of the professional usability pracistionar.
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Seoft Machines:
A Philosephy of User-Computer Interface Design

Lioyd H. Nakatani
Bell Laboratories, durray Hill, New Jersey 37974

John A, Robrlich
Bell Laboratories, Whippany, New Jersey 97981

ABSTRACT

Machines and computer  systems  differ in many
characteristics that have importani consequences for the
user. Machines are special-purpose, have forms suggestive
af their functions, are operated with comirols in obvious
one-to-one correspondence with their actions, and the
consequences of the actions on visible objects ave
immediately and readily apporent. By contrast, computer
systems are general-purpose, have inscrutable form, are
operated symbolically via a keyboard with no obvious
correspondence between keys and acrions, and iypicaily
operate on invisible objects with consequences that are not
immediarely or readily apparemt. The characterisiics
possessed by machines, but sypically absent in computer
systems, aid learning, use and transfer among machines.
But “hard" physical machines have Iimitations: they are
inflexible, and their complexity can overwhelm us. We
have built in our laboratory “soft maching” interfaces for
computer systems 1o capitalize on the good characteristics
af machines and overcome their limitations. A soft
machine is implemented using the synergistic combination
of reai-time computer graphics to display “soft controls,”
and a touch screen io make soft controls operable like
conventional hard controls.

INTRODUCTION

The justaposition of the terms “soft® and “"machine"
connotes the essence of a philosophy for the design of user~
computer interfaces {0 interactive computer systems.
"Machine” connotes an interface which is machine-like in
appearance and operation. Such interfaces, we believe, can
make computer systems as obvious, casy and cfficient to use
as well-designed conventional machines. "Soft” connotes a
machine realized through computer generated images of
controfs on a high resolution color display with a touch-
sensitive screen for actuating the controls. This software
realization gives us the flexibility and power to overcome
the limitations of conventional machines.

Permission to copy without fee all or part of this material is granted
provided that the copies are not made or distributed for direct
commercial advantage, the ACM copyright notice and the title of the
publication and its date appear, and notice is given that copying is by
permission of the Association for Computing Machinery. To copy
otherwise, or o republish, requites a foe and/or specific permission.

@ 1983 ACM 0-89791-121-0/83/012/001% $00.75
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From our experience in building prototypes of soft
machines in our laboratory, we have become aware of
principles underlying the design and use of machines. We
hope here to make some of these principles explicit, and to
tndicate how soft machines based on these principles can
fead 1o better user-computer interfaces. We conclude with
thoughts on how 2 collection of soft machines might be
organized.

MACHINES AND COMPUTERS

We are struck by how easy most conventional machines—
stoves, lape recorders and caleulators—are to use, and how
troublesome computer systems are {0 use by comparison.
Machines and computers seerm fo contrast most sharply on
the following aspects of their use:

e fearning — We can lears how o use many
machines by “playisg around” and seeing what
happens; learning is usually casual and easy. By
contras, we learn computer systems by reading
instruction manuals and secking help; learning is
deliberate and often effortful. The recent flowering
of human factors is reflective of this fact.

s Transfer — Having mastered a machine, say a
copier, we can usually switch to another copier in a
matter of minetes. Transfer between machines is
generally so easy that we take it for granted and are
surprised when it is hard. Having mastered a
cornputer system, say a text editor, we 8nd it
relatively hard to learn another text editor. Transfer
between computer systems can be so troublesome
that ads for word processing persounnel specify
brands of equipment.

s Efficiency — Machines have specialized controls
optimized for efficient operation; multi-purpose
computers have unspecialized keyboards., We are

1. What follows are broad generalizations. Bxceptions and
counterexamples can be found, but we feel that the generalizations
capture important dJdifferences betwesn machings and computer
systems which help explain why specialized computer systems are
usuafly more machine-like in design and operation than penesal~
purpose computer systems, and why microprocessor-based consumes
products retain their machine-like character.
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seeing, however, thai as compuier gystems become
more specialized, they acguire specialized, machine-
like conirols optimized for the functions they
perform, For example, dedicated word processors
have special function keys, and home computers
used for games have joysticks or trackballs that are
superior for pointing {Card, English & Burr, 1978;
Albert, 1982}, And, we observe that dumb
machines that acquire microprocessor  brains
continue {0 be operated ltke machines rather than
commputers. These trends suggest that typical user
interfaces to compuier sysiems represent a siep
backward in interface design compared io the
control panel of machines.

For ease of learning, transfer of knowledge and efficiency of
operation well-designed hard machines seem better than
computers. True, any single machine is not asked to do the
wide varisty of tasks that we perform with computers, but
the superior usability of machines for their intended task is
attributable to some inmtrinsic characteristics of machines
that can exploited even for computers intended for multiple
functions. What are these intrinsic characteristics?

HARD MACHINES AND HARD CONTROLS

By “hard” machines and controls, we mean convestional
machines such as stoves, radios and copiers operated with
knobs, switches, keys, pushbuttons and other familiar
controls. Hard machines have many characteristics that
make for ease of learning, efficiency of operation and ecase
of transfer, but they are ultimately limited by their
"hardness.”

Modularity

The modalarity of bhard machines, most typically
mechanical machines, is a natural comsequence of design
consirained by size, complexity and cost. Modularity is
obvious in the kitchen where different machines perform
different funciions: a stove for cooking, 3 mixer for mixing,
and 50 on.  Modularity keeps complexity within
manageable limits, and also provides a "hig picture” for
organizing the bits of knowledge in learning and using 2
machine.

Form Follows Function -

In machine design, form follows function; in its use, insight
follows form. Form encompasses the overall shape of the
machine, the control panel, and the individual controls with
their labels and markings. Scrutiny of the form leads to
conjectures about what the machine does and how it is
operated. The conjectures are tested by operating the
controls and observing what happens. By “playing around,”
we discover the what and how of the machine.

One-to-One Mapping of Contrels and Operations

The success of "playing around” depends critically on the
mapping between the controls on a machine’s panel and
operations or actions that the machine performs. Ideally,
the mapping is one-te-ong; that is, corresponding to each
machine operation Is a control which causes the operation
to happen. Then if a machine has N controls, we know
that the machine is capable of N and only N operations.
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This Himits the possible conjectures to a reasonable number,
and testing each conjecture is a trivial matter of actuating
a control and observing what happens. Contrast this with
the case where two controls have to be actuated in sequence
to get each wachine operation 1o happen. Now there are
NXN possible things the machine could do, and NxN
possitie comtrol sequences. We are unlikely to discover
such 3 machine by playing arcund because the possibilities
are too nnmerous and testing too tedious. Tape recorders
turn this fact into a safety feature by requiring two controls
to be actuated in sequence to make a recording. The
improbability of discovering the proper sequence makes
accidential erasure unbkely by 4 naive user.

RManual Gperation

Machines are operated manually rather than symbolically.
Manual operations conform to a universal language based
on physical laws that govern the interactions hetween
physical objects. Knowledge of this language enables us to
cope with novel situations and tasks, usually without
instruction or training. For example, if we want to toast
bread, from the nature of the bread, toaster and the
toasting  process, it should be discoverable—if not
imroediately, then eventually after some trial-and-error—a
procedure that will accomplish the task. By contrasi,
symbolic operations require languages which by definition
are human imventions. The existence of English and
Chinese, FORTRAN and Pascal, and different command
languages makes clear that there is no universal language
for symbolic operations. The multitude of languapes and
their arbitrariness is bound to render us illiterate and
heipless when faced with a computer that speaks a
language we do not know. Suppose, for example, that the
toaster was operated by an unknown command language.
We are unulikely to discover by trial-and-error how to
operate such 2 foaster.

Immedinte Feedback

it goes almost without saying that being able to observe
immediately the consequences of our actions is important
for evalyating whether our conjectures were correct or not,
and for stimulating further conjectures,

The Language of Controls

Gver centuries of machine design, 2 subtle language of
controls {Chapanis, 1972} has evolved that we learn from
our experience with machines, Designers of machines can
use this language to tell us what the machine does and how
to use i, Of course, the existence of this language does not
guarantes good design, but we believe that a design which
does not speak this language is likely to be bad. Some of
the important messages in this language follow:

® Presence — The presence and absence of controls
tell us what the machine can and cannot do. For
example, the presence of controls  labeled

"LIGHTER" and "DARKER" on 2 copier tell us
that we can make copies lighter or darker than the
original. ‘

8 Labels — Good labels, whether text or symbels, tell
us what the controls do and thereby what the
machine as a whole can do.
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s Type — The type of control suggests the nature of
the thing controlled. For example, a toggle switch
controls something with only two states, and 2 knob
controls something that varies continuously.

s Clustering —~ Distinct clusters of controls often
sorrespond to the distinet subfunctions of a machine.
A copler may have, for example, a cluster of
controls to specify the number of copies, and another
to start and stop copying.

® Arrangement —  The proper arrangement of
controfs can make labels superflucus. In a car, for
¢xample, a rectangular arrangement of power
window switches on the cenier console makes
obvious without labels the correspondence between
switches and windows.

& Movemen: — Controls operaie acecording to well-
established conventions. For example, we flip a light
switch up to turn the lights on, and turn the volume
knob clockwise to make the music louder.

e Status —~ The seitings of the controls can tell us
what the machine is doing and what state it is in.
On a toaster, for example, the position of the lever
tells us that bread is toasting.

s (raphics — Graphic cues such as a frame around 2
group of controls or lines connecting conirols can
indicate the relationship between controls. On a
conteal panel for 3 model train lavout, for example,
& line counects switches countrolling poinis on a
common section of track.

Limitations of Hurd Controls

The physical and mechanical properties of bard controls
make them nice to use. They can be felt and operated
without looking, their distinciive movements provide
kinesthetic feedback, and their sounds confirm their
actuation, Unfortunately, the "hardness” of hard controls is
also the source of many limitations,

# Inflexibility ~ The inflexibility of hard controls is
the root of other limitations. Hard controls can’t
appear or disappear, move around, or change their
appearance. Inflexible hard controls make for
inflexible machines. We are now in an awkward
situation where the functionality of machines is
casily changed by software, but the inflexibility of
hard controls severely limits the changes that can be
aceommaodated without changing the hardware or
compromising the operability of the machine. For
example, if a keyboard does not provide special
cursor positioning keys, we have to make do with
controls intended for other uses; most likely, cursor
positioning will be more awkward as a conseguence.

e Manapement of complexity — Some machines are
already too complex for many people, and the use of
microprocessors which allow the easy addition of
"bells and whisties” will lead to more complexity.
The complex electronic calculator compared to the
simple mechanical adding machine is an example of
this trend. With hard controls it is difficult to keep
the complexity from overwhelming us because the
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progressive disclosure of controls is diffieult to
achieve. Some machines, television sets for example,
hide infrequently uwsed controls behind panels to
simplify their appearance and use. The problem of
too many controls is aggravated by the compactness
madc possible by microelectronics. There may be no
room on compact machines for controls which are
large enough and spaced widely encugh to be easily
operable. Digital watches indicate the problem.
The inflexibility of hard controls Hmit the
cormplexity that can be easily managed with
machines to far below their potential promised by
microelectronics.

SOFT MACHINES AND SOFT CONTROLS
Definition and Antecedents

A soft machine can have practically all the advaniages of
hard machines without the disadvaniages that accrue from
hardware implementations. A soft machine is implemented
by software which simulates hard machines in two
important respects. First, a soft machine is made to look
like a hard machine by graphics software that penerates
images of controls such as keys, pushbuiton switches, and
slide potentiometers on the screen of a color video display.
The screen serves as a tabula rasa upon which computer
sysiems are visually represented as soft machines through
images of their control panels. Second, a soft machine is
made to operate like a hard machine by covering the
display screen with a touch-sensitive position sensor, or
touch screen for short. The touch screen emables us to
touch and operate the controls in the display as if they were
physical controls. And we are not limited to pointing. We
can, for cxample, drag our finger to activate "slide®
switches, and forthcoming force-discriminating touch
screens will make possible soft controls regulated by
pressure.  This mode of direct operation of controls by
touch rather than through some intermediary pointing
device such as a light pen or mouse gives soft machine
users a sense of immediacy they would otherwise not have.

The basic ideas underlving soft machines were first
articulated by Ken Knowiton (3977} who explored how the
inflexibility of hard controls could be overcome partially by
optically superimposing computer-generated labels on hard
keys. Keys were made to disappear visuaily and logically
by climipating labels and voiding their operations.
Computer graphics and color were used to indicate the
clusters of related keys and their proper sequencing.

The first commercial realization of 2 soft machine to our
knowledge is the XEROX 5700 Electronic Printing System
{Schuyten, 1980}, All the controls for the 5700 appear on
a black-and-white video display with a touch screen for
operating the controls.

More recently, Schmandt {1981} described a soft machine
for editing specch recordings. Like us, Schmandt used
color graphics and a touch screen to implement his soft
machine. Mirrer 1982} developed in our laboratory a
simifar but more elaboraie soft machine for making hybrid
speech documents consisting of a speech recording and
associated text outline. We have also developed soft
machines for displaying colored speech spectrograms, and
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for spreadshest analysis.
A Caleniated Example

An example should make clearer how a soft machine
retains the attributes of hard machines that lead to ease in
learning and transfer while taking advantage of the power
and flexibility of computers to manage complexity.

Our example will be a calculator. The forerunner of the
calonlator is the adding maching, s hard machine with one
purpose and a form suggestive of that purpose. A simple
adding machine has few keys, and a complex one has many
more. There is a one-to-one correspondence between keys
and functions. The close resemblance of an electronic
calculator to the adding machine enables us to use a
caleudator for simple caleulations with g bit of exploration
and without reading a manual.

In design, today’s complex, multifunction caleulator is no
more than a shrunken adding machine with extra
capabilities, It offers some aids to help us manage
complexity, but its appearance, except for more fabels,
reveals Iittle about s added capabilities. fts operation is
obscured by keys with multiple labels and mode-dependent
actions that require many-to-one mapping of controls onio
functions, and by invisible stacks and memory registers that
hide their contents.

A calewlator implemented as 3 soft machine makes obvious
much more of its functionality and current state while
maintaining a simple appearance. The "soft calculator”
appears on the screen as a simple four function calculator
augmented with keys to access the more complex functions,
memory registers and on-line instructions. The placement
of the extra keys off to one side and their labels hint at
their purpose. Touching one of these keys labeled
*STATISTICAL FUNCTIONS” causes it to light up and
another group of keys to appear. These new koys enable us
to do statistical calculations easily. Touching the
"STATISTICAL FUNCTIONS" key again causes it {o go
dim and the evoked keys to disappear. We can achieve the
ideal of a one-to-one mapping between keys and functions
regardless of the number of functions the calculator may
have because there is ample room on the screen, and keys
can disappear when no longer needed. Additional displays
are created on demand to store and show intermediate
resufts and useful comstants. Such numbers are entered
into further calculations simply by {ouching the
corresponding  displays.  Touching a  key labeled
"MEMORY" cvokes keys to store, recall and accumulate
numbers in memory registers with corresponding displays
showing their contents.

The caleulator is troublesome fo represent as a computer
sysiem using other interface designs. A calculator operated
with a command language could not be learned without
consulting a manual. A menu interface would be extremely
tedious. Rapid entry of numbers would be difficult by
selecting soft keys with a mouse in see-and-point interfaces
Like those of the XEROX Star (Smith, Irby, Kimball &
Verplank, 1982) and Apple Lisa' {(Ehardt, 1983}
professional workstations, Of course, such interfaces will

Page 1147 of 1714

22

be ideal in other sitnations and applications, We hope that
this calculator example shows clearly and convincingly that
a soft machine interface is qualitatively different from
command languages, menus and see-and-point interfaces,
and that there are circumsiances where a soft machine
offers obvious advantapes.

Operability with Flexibility

A soft machine, properly designed, preserves the essential
properties of hard machines that make them easy to use:
the global properties —rmodularity, revealing form, a one-
to-one mapping between controls and operations, ete.—and
the local properties—~presence, labels, type, eto.—that are
the language of controls.

A soft machine, furthermore, is flexible. Graphics software
enables soft controls to appear and disappear on demand, to
move about the screen, and to change appearance so that
the form of the machine acquires a dynamic character
indicative of the ever changing state of the soft machine.
This flexibility gives the designer of soft machines the
power to manage the complexity of computer systems to
keep us from being overwhelmed. A complex soft machine
can be composed of many simpler sofi machines, each
serving one of the subfunctions of the whole machine.
Then to accomplish the overall function, we need deal with
only one simple machine at a time. This strategy for
managing complexity is essentially identical to the notion of
progressive disclosure that characterizes the XEROX? Star
interface {Smith et al,, 1982). This layered approach also
overcomes the problem of overcrowding of controls on
complex hard machines. Since only those controls relevant
to a subfunction need be present at any given time, the
Hmited space on the display screen can be shared among
many controls. Hence the space available for controls on a
soft machine is practically limitless.

Primitive Operations: Sow’s Fars and Sk Purses

A weli-designed machine, hard or soft, is comprised of
primitive operations which are comprehensible and
complete. By comprehensible, we mean that the nature of
the operations themselves and how they should be combined
and sequenced to accomplish some larger task are easily
understood, learned and remembered. By complete, we
mean that the operations are sufficient to do all the tasks
we demand of the machine. Sofi machines represent a way
to organize, present and actuate the primitive operations,
but leave unanswered an important guestion in machine
design: How do we determine a good set of primitive
operations, and rules for combining and sequencing the
operations? A sow’s ear of 3 design will not yield a silk
purse of a machine—hard or soft. Soft machines are no
panacea for bad design, but they do pive the designer the
flexibility and power to make a good design even better.

1. Apple is a registered trademark, and Lisa 3 trademark, of Apple
Computer.

2. XEROX is a registered trademark of the Xerox Corporation.
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ORGANIZING A COLLECTION OF SOFT MACHINES

Waork on any subsiantial project will entail working with a
collection of soft machines. We want the collection
orpanized so that we have easy acoess to all the machines
needed for the project with no uoneeded machines
cluttering our work environment. We propose that our
work eavironment be organized into parallel three-level
structures of fools {2 soft machine is an instance of a tool)
and data {e.g., documents, spreadsheets and databases.)

For tools, the three levels are tool bin, workshop and
workbench, The foof bin is the entire collection of tools
available on a particular computer. The workshop is a
work environment specialized for a particular type of work
or task such as document preparation or programming, and
containing all and only those tools needed to accornplish the
task. The tools in the workshop are simply copies to those
found in the tool bin. The workbench is  analogous to a
work sucface or counter in the workshop where the actual
work is done. On the workbench are tools nceded just for
the current task. These tools are temporary copies which
are "put away” when the work is done. These three levels
correspond naturally 1o a houseware store, kitchen, and
kitchen counter.

For data, the three levels are file, folder and paper as in the
Star and Lisa systems. As in our traditional office
environment, fifes contain relatively inactive data, folders
contain data for am active praject, and papers represent the
aspect of the project that is being actively worked on. Files
reside in some independent space, but folders reside in
workshops, and papers ¢n workbenches. The analogy to the
traditional office environment is clear.

Our houses have evolved special work environments such as
the kitchen, bathroom and woodshop to make activities
more cfficient and to eliminate nuwanted Interference
between activities. We believe that computers shounld be
organized for similar reasons into  specialized work
environments with both the tools and data needed for
particular tasks conveniently and simultanecusly on hand.
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Abstract

Gesture-based interfaces, in which the user specifies commands by simple {rechand drawings,
offer an alternative to traditional keyboard, menu, and direct manipulation interfaces. The ability
to specify objects, an operation, and additional parameters with a single intaitive gesture makes
gestare-based systems appealing to both novice and experienced users.

Unfortunately, the difficulty in building gesture-based systerns has prevented such systems from
being adequately explored. This dissertation presents work that atterapts to alleviate two of the
major difficulties: the construction of gesture classifiers and the integration of gestures into direct-
manipulation interfaces. Three example gesture-based applications were built to demonstrate this
work.

Gesture-based systems require classifiers to distinguish between the possible gestures a user
may enter. In the past, classifiers have often been hand-coded for each new application, making
them difficult to build, change, and maintain. This dissertation applies elerentary statistical pattern
recognition technigues to produce gesture classifiers that are trained by example, greatly simplifving
their creation and maintenance. Both single-path gestures (drawn with a mouse or stylus) and
nwidtiple-path gestures (consisting of the simultancous paths of nwltiple fingers) may be classified.
On a 1 MIPS workstation, a 3{-class single-path recognizer takes 175 milliseconds to train (once
the examples have been entered). and classification takes 9 milliseconds, typically achieving 97%
accuracy. A method for classifying a gesture as soon as it is unambiguous is also presented.

This dissertation also describes GRANDMA, a toolkit for building gesture-based applications
based on Smalltalk’s Model/View/Controlier paradigm. Using GRANDMA, one associates sets of
gesture classes with individual views or entire view classes. A gesture class can be specified at
runtime by entering a few examples of the class, typically 15. The semantics of a gestore class can be
specified at runtime via a simple progranuning interface. Besides allowing for casy experimentation
with gesture-based interfaces, GRANDMA sports a novel input architecture, capable of supporting
muitiple input devices and multi-threaded dialogues. The notion of virtual tools and semantic
feedback are shown to arise naturally from GRANDMA’s approach.
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Chapter 1

Introduction

People naturally use hand motions to communicate with other people. This dissertation explores the
use of human gestures to communicate with computers.

Random House [122] defines “gesture” as “the movement of the bady, head, arms, haads, or
face that is expressive of an idea, opinion, emotion, etc.” This 15 a rather general definition, which
characterizes well what is generally thought of as gesture. It might eventually be possible through
compuler vision for machines to interpret gestures, as defined above, in real time. Currently such
an approach is well beyond the state of the art in computer science.

Because of this, the term “gesture” usually has a restricted connotation when used in the context
of human-computer interaction. There, gesture refers to hand markings, entered with a stylus or
maouse, which function to indicate scope and commands [109]. Buxton [14] gives a fine example,
reproduced here as figure 1.1, In this dissertation, such gestures are referred (o as single-path
gestures.

Recently, input devices able to track the paths of multiple fingers have come into use. The
Sensor Frame [84] and the DataGlove [32, 130] are two examiples. The human-computer interaction
community has naturally extended the use of the term “gesture” to refer to hand motions used to
indicate commands and scope, entered via such nwultiple finger input devices. These are referred to
here as multi-path gestures.

Rather than defining gesture more precisely at this point, the following section describes an

deally, ws want a one-ig-one mapping betwes

3

\Soncepts and gestures,

designsd with a clear op

User interfaces should De
of the mental
model we are irying to establish, Y Phrasing can

rginforce the chunks or structurs of the model

Figure 1.1: Proofreader’s Gesture (from Buxton [15])
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Figure 1.2: GDP, a gestore-based drawing program

example application with a gestural interface. A more technical definition of gesture will be
presented in section 1.6,

1.1 An Example Gesture-based Application

GRANDMA is a toolkit used to create gesturc-based systems. It was built by the avthor and is
described in detail in the pages that follow. GRANDMA was used to create GDP, a gestore-based
drawing editor loosely based on DP [42]. GDP provides for the creation and manipulation of lines,
rectangles, ellipses, and text. In this section, GDP is used as an example gesture-based systenw
GDP’s operation is presented first, followed by a description of how GRANDMA was used to create
GDP’s gestural interface.

1.1.1  GDP from the user’s perspective

GDP’s operation from a user’s point of view will now be deseribed. (GDP’s design and implemen-
tation is presented in detail in Section 8.1.) The infent is to give the reader a concrete example of
a gesture-based system before embarking on a general discussion of such systems. Furthermore,
the description of GDP serves to illustrates many of GRANDMA’s capabilities. A new interaction
technigue, which combines gesture and direct manipulation ig a single interaction, is also introduced
in the deseription.
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11 ANEXNAMPLE GESTURE-BASED APPLICATION

{8

Figure 1.2 shows some snapshots of GDIP in action. When first started, GDP presents the user
with a blank window. Panel (2) shows the rectangle gesture being entered. This gesture is drawn
like an “L."! The user begins the gesture by positioning the mouse cursor and pressing a mouse
button. The user then draws the gesture by moving the mouse.

The gesture is shown on the screen as is being entered. This technique is called inking [109],
and provides valuable feedback to the user. In the figure, inking is shown with dotted lines so that
the gesture may be distinguished from the objects in the drawing. In GDP, the inking is done with
solid lines, and disappears as soon as the gesture has been recognized.

The end of the rectangle gesture is indicated in one of two ways. If the user simply releases
the mouse button immediately after drawing “L” a rectangle is created, one corner of which is at
the start of the gesture (where the button was first pressed}, with the opposite corner at the end of
the gesture (where the button was released). Anocther way to end the gesture i3 to stop moving the
mouse for a given amount of tme ((.2 seconds works well), while still pressing the mouse button.
In this case. a rectangle is created with one cormer at the start of the gesture, and the opposite comer
at the current mouse location. As long as the button is held, that comer 1s dragged by the mouse,
enabling the size and shape of the rectangle to be determined inferactively.

Panel (b) of figure 1.2 shows the rectangle that has been created and the ellipse gosture. This
gesture creates an ellipse with its center at the start of the gesture. A point on the ellipse tracks the
mouse after the gesture has been recognized; this gives the user interactive control over the size and
eccentricity of the ellipse.

Panel (¢) shows the created ellipse, and a line gesture. Similar to the rectangle and the eflipse, the
start of the gesture determines one endpoint of the newly created line, and the mouse position after
the gesture has been recoguized determines the other endpoing, allowing the line to be rubberbanded.

Panel (d) shows all three shapes being encircled by a pack gesture. This gesture packs (groaps)
all the objects which it encloses into a single composite object, which can then be manipulated as
a unit. Panel () shows a copy gesture being made; the composite object is copied and the copy is
dragged by the mouse.

Panel {f) shows the rotate-and-scale gesture. The object is made to rotate around the starting
point of the gesture; a point on the object is dragged by the mouse, allowing the user to interactively
determine the size and orientation of the object,

Panel (g} shows the delele gesture, essentially an “X” drawn with a single stroke. The object at
the gesture start is deleted, as shown in panel (h).

This brief description of GDF illustrates a number of features of gesture-based systems. Perhaps
the most striking feature is that cach gesture corresponds to a high-level operation. The class of the
gesture determines the operation; atiributes of the gesture determine its scope (the operands) and
any additional parameters. For exampie, the delele gesture specifies the object to be deleted, the
pack gesture specifies the objects to be combined, and the ling gesture specifies the endpoints of
the line.

Ut is often convenient to describe single-path gestures as if they were handwritten letters, This is not meant to imply
& E Y N

that gesture-based systems can only recognize alphabetic symbols, or even that they usuaily recognize alphabetic sy

The many ways in which gesture-based systems are distinet from handwriting-recognition systems will be ennerated 1o

section 1.8.
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Figure 1.3: GDIP’s View class hierarchy and associated gestares
A period indicales the first point of each gesiure,

It is possible to control more than positional parameters with gestural attributes. For example,
one version of GDIP uses the length (in pixels) of the ine gestare to controf the thickness of the new
line.

Note how gesturing and direct manipulation are combined in a new two-phase interaction
technigue. The first phase, the collection of the gesture, ends when the aser stops moving the mouse
while holding the button. At that time, the gesture is recognized and 2 vumber of parameters to
the application command are determined. After recognition, a manipulation phase is entered during
which the user can control additional parameters interactively.

In addition to its gestural interface, GDP provides a more traditional click-and-drag intertace.
This is mainly used to compare the two styles of interface, and is further discussed in Section §.1.
The gestural interface is grafted on top of the click-and-drag interface, as will be explained next.

1.1.2  Using GRANDMA to Design GDP’s Gestures

I the current work, the gesture designer creates a gestural interface to an application out of an
existing chick-and-drag interface fo the application. Both the click-and-drag interdface and the
application are built using the object-oriented toolkit GRANDMA. The gesture designer only
madifies the way input is handied, leaving the output mechanisms untouched.

A systent built using GRANDMA utilizes the object-oriented programming paradigm to rep-
resent windows and the graphics objects displayed in windows. For exanple, figure 1.3a shows
GDP’s View class hierarchy.? This hierarchy shows the relationship of the classes concerned with
output. The task of the gesture designer is to determine which of these classes are to have associated
gestures, and for each such view class, to design a set of gestures that intnitively expresses the
allowable operations on the view. Figure 1.2b shows the sets of gestures associated with GDP’s
GraphicObjectView and GdpTopview classes. The GraphiclbisctView collectively

*For expositional purposes, the hierarchy shown is a simplified version of the actual hierarchy. Some of the details
that follow have aiso been simplified. Section 8.1 teils the truth in gory detail.
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Figure 1.4: Manipulating gesture han-

. Figure 1.5: Adding examples of the
dlers at runtime

delete gesture

refers to the line, rectangle, and ellipse shapes, while GdpTopVview represents the window in
which GDP runs.

GRANDMA is a Model/View/Controller-like systern [70]. In GRANDMA, an input evend
handler {a “controller” in MVC terms) may be associated with a view class, and thus shared between
all instances of the class (including instances of subclasses). This adds flexibility while eliminating
a major overhead of Smalltalk MVC, where one or more controfler objeets are associated with each
view object that expects input.

The gesture designer adds gestures to GDP’s initial click-and-drag interface at runtime. The
first step is to create a new gesture handler and associate it the GraphicObjectvView class,
casily done using GRANDMA. Figure 1.4 shows the gesture handler window after a number of
gestares have been created (using the “new class” button), and figure 1.5 shows the window in which
examples of the delele gesture have been entered. Fifteen examples of each gesture class typically
saffice. If a gesture is to vary in size and/or orientation, the examples should reflect that.

Clicking on the “Semantics” button brings up a window that the designer uses to specify the
semantics of each gesture in the handler’s set. The window is a structured editing and browsing
interface to a simple Objective-C [28] interpreter, and the designer enters three expressions: recog,
evaluated when the gesture is first recognized; manip, evaluated on subseguent mouse points; and
done, cvaluated when the roouse button is released. In this case, the delste semantics siraply
change the mouse cursor to a delete cursor, providing feedback to the user, and then delete the view
at which the gesture was aimed. The expressions entered are®

*Objective C syniax is used throughout. [view delete] sends the delete message to the object referred to
by the variable view. [handler mousetool:DeleteCursori sends the mousetocl: message (o the object
referred fo by the variable handlexr passiug the value of the variable DeleteCu

for more information on Objective C notation.

-
f

sor as ag argvrent. See Section 6.3
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6 CHAPTER 1 INTRODUCTION

raecog = { Seqg :{handler mousetcol:DeleteCursor]
:iview deletel];

manip = nil;

done = nil;

The designer may now iramediately try out the delete gesture, as in figure 1.2g.

The designer repeats the process to create a gesture handler for the set of gestures associated
with class GdpTopView, the view that refers to the window in which GDP runs. This handler
deals with the gestures that create graphic objects, the pack gesture {which creates a set out of
the enclosed graphic objects), the dot gesture (which repeats the last conimand), and the gestures
also handled by GraphicCObjectView s gesture handler (which when made at a GdpTopView
change the cursar without operating directly on a graphic object).

The attributes of the gesture are directly available for use in the gesture semantics. For exaniple,
the semantics of the line gesture are:

'Seq : [handler mousetool:LineCursor]
:{view createLine]
setBEndpoint 0 X:<startXs> y:<gtart¥s1ii;
manip = [recog setEndpoint:l X:<currentXs> y:<current¥>];
done = nil;

The semantic expressions execute in a rich environment in which, for example, view is bound
to the view at which the gesture was directed (in this case a GdpTopView) and handler is bound
to the current gesture handler. Note that Seq executes its arguments sequentially, retuming the
value of the last, in this case the newly created line. This is bound 0 recog for later use in the
manip expression.

The example shows how the gesture attributes, shownin angle brackets, arc useful in the semantic
cxpressions. The attributes «<startX> and <gtart¥s, the coordinates of the first point in the

recoy =

7]

gesture, are used to determine one endpoint of the line, while <currventXs» and <currentys,
the mouse coordinates, determine the other endpoint.

Many other gesture attributes are useful in semantics. The line semantics could be augmented
to cantrol the thickness of the line from the maximum speed or total path length of the gesture.
The rectangle semantics could use the initial angle of the rectangle gesture to determine the
orientation of the rectangle. The attribute <encloseds is especially noteworthy: it contains a
Hist of views enclosed by the gesture and is used, for example, by the pack gesture {figure 1.24d).
When convenient, the semantics can simulate input to the click-and-drag interface, rather than
communicating directly with application objects or their views, as shown above.

When the first point of a gesture is over more than one gesture-handling view, the union
of the set of gestures recognized by each handler is used, with priority given to the foremost
views. For example, any gesture made at a GDP GraphicObjectView is necessarily made
over the GdpTopView. A delete gesture made at a graphic object would be handled by
the GraphicOhijectView while a line gesture at the same place would be handled by the
GdpTopView. Set union also occurs when gestures are (conceptually) inherited via the view
class hierarchy. For example, the gesture designer might create a new gesture handler for the
GobjSetView colass containing an unpack gesture.  The set of gestures recognized by
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-

GobiSetViews would then consist of the unpack gesture as well as the five gestures handled by
GraphicChjectView.

1.2 Glossary

This section defines and clarifies some terms that will be used throughout the dissertation. It may
safely be skipped and referred back 1o as needed. Some of the terms {click, drag) have their common
usage in the human-computer interaction comnwunity, while others (pick, mave, drop) are given
technical definitions solely for use here.

class In this dissertation, “class” is used in two ways. “Gesture class” refers to a set of gestures all
of which are intended to be treated the same, for example, the class of delete gestures. (In this
dissertation, the names of gesture classes will be shown in sans senif typeface.) The job of
a gesture recognizer is, given an cxample gesture, (o determine its class (see also “gesture™).
“Class” is also used in the object-oriented sense, referring to the type (loosely speakinglof a
software object. It should be clear from context which of these meanings is intended.

chick A click consists of positioning the mouse cursor and then pressing and releasing a mouse
button, with no intervening mouse motion. In the Macintosh, a click is generally used to
select an object on the screen.

chick-and-drag A click-and-drag interface i3 a direct-manipulation interface in which objects on
the screen are operated upon using mouse clicks, drags, and sometimes double-clicks.

direct manipulation A direct-manipulation interface is one in which the user manipulates a graphic
representation of the underlying data by pointing at and/or moving them with an appropriate
device, such as a mouse with buttons.

double-click A double-click is two clicks in rapid succession.

drag A drag consists of locating the mouse cursor and pressing the mouse button, moving the
mouse cursor while holding the mouse button, and then releasing the mouse button. Drag
interactions are used in click-and-drag interfaces to, for example, move objects around on the
screen.

drop The final part of a drag (or click) interaction in which the mouse button is released.

eager recognition A kind of gesture recogunition in which gestures are often recognized without the
end of the gesture having to be explicitly signaled. Ideally, an eager recognizer will recognize
gesture as soon as enough of it has been seen to determine its class unambiguously.

=

gesture Fssentially a frechand drawing used to indicate a command and all its parameters. De-
pending on coniext, the term maybe used to refer to an example gesture or a class of gestures,
eg. “a delete gesture” means an example gesture belonging to the class of delste gestures.
Usually “gesture” refers to the part of the interaction up until the input is recognized as one
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3 CHAPTER 1 INTRODUCTION

of a number of possible gesture classes, but sometimes the entire interaction (which includes
a manipulation phase after recognition) is referced {o as a gesture,

move The component of drag interaction during which the mouse is moved while a mouse buiton
is held down. It is the presence of a move that distinguishes a click from a drag.

multi-path A multi-path gesture is one made with an inpuat device that allows more than one position
to be indicated simultaneously (multiple pointers). One may make multi-path gestures with a
Sensor Frame, a multiple-finger touch pad, or a DataGlove, to name a few such devices.

off-line Considering an algorithm to be a sequence of operations, an off-line algorithm is one which
cxamines subsequent operations before producing output for the current operation.

on-line An on-line algorithm is one in which the output of an operation is produced before any
subsequent operations are read.

pick The initial part of a drag (or click) interaction consisting of positioning the mouse cursor at
the desired location and pressing a mouse button.

press refers to the pressing of a mouse button.

real-time A real-time algorithm is an on-line algorithm in which each operation is processed in
time bounded by a constant.

release refers to the releasing of a mouse button.

segment A segment is an approximately linear portion of a stroke. For example, the letter “L is
two segments, one vertical and one horizontal.

single-path A single-path gesture is one drawn by an input device, such as a mouse or stylus,
capable of specifving only a single point over time. A single-path gesture may counsist of
multiple strokes (like the character “X”).

single-stroke A single-stroke gesture is a single-path gesture that is one stroke. Thus drawing “L”
is a single-stroke gesture, while “X” is not. In this dissertation the only single-path gestures
considered are single-stroke gestures.

stroke A stroke is an unbroken curve made by a single movement of a pen, stylus, mouse, or other
instrument. Generally, strokes begin and end with explicit user actions (e.g. , pen down/pen
up, mouse button down/mouse button up).

1.3 Summary of Contributions
This dissertation makes contributions in four areas: new interaction techniques, new algorithms for

gesture recognition, a new way of integrating gestures indo user interfaces, and a new architecture
for input in object-oriented toolkits.
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The first new interaction technique is the two-phase combination of single-stroke gesture collec-
tion followed by direct manipulation, mentioned previously. In the GDP example discussed above,
the boundary between the two phases is an interval of motionlessness. Hager recoguition, the sec-
ond new interaction fechnique, climinates this interval by recogunizing the single-stroke gesture and
entering the manipulation phase as soon as encugh of the gesture has been seen to do so unambigu-
ously, making the entire interaction very smooth. A third new interaction technique is the two-phase
interaction applied to multi-path gestures: after a multi-path gesture has been recognized, individ-
ual paths (i.e fingers, possibly including additional fingers not involved in making the recognized
gestare) may be assigned to manipulate independent application parameters simultaneously.

The second contribution is a new trainable, single-stroke recognition algorithm tailored for
recognizing gestures. The classification is based on meaningful features, which in addition to
being useful for recognition are also suitable for passing to application routines. The particular
set of features used has been shown to be suitable for many different gesture sets, and is easily
extensible. When restricted to features that can be apdated incrementally in constant time per
input point, arbitrarily large gestures may be handled. The single-stroke recognition algorithm has
been extended to do eager recognition (eager recognizers are automatically generated from example
gestures), and also to multi-path gesture recogaition.

Third, a new paradigm for creating gestural interfaces is also propounded. As seen in the
example, starting from a click-and-drag implementation of an interface, gestures are associated
with classes of views {(display objects), with the set of gestores recognized at a parficular screen
{ocation dynamically determined by the set of overlapping views at the location, and by inheritance
up the class hierarchy of each such view. The classification and attributes of gestures map directly to
application operations and parameters. The creation, deletion, and manipulation of gesture handlers,
gesture classes, gesture examples, and gesture semantics all occur at runtime, enabling quick and
easy experimentation with gestoral interfaces.

Fourth, GRANDMA, as an object-oriented user interface toolkit, makes some contributions to
the area of input handling. Event handler objects are associated with particular views or entire view
classes. A single event handler may be shared between many different objects, eliminating a major
overhead of MVC systems. Multiple event handlers may be associated with a single object, enabling
the object to support nwltiple interaction technigues siraultancously, including the use of nwltiple
input devices. Furthermore, a single mechanism handles both mouse tools (e.g. a delete carsor that
deletes clicked-opon objects) and virtual tools (e.g. a delete icon that is dragged arovnd and dropped
upon objects to delete them). Additionally, GRANDMA provides support for semantic feedback,
and enables the rontime creation and manipulation of event handlers.

1.4 DMotivation for Gestures

At this point, the reader should have a good idea of the scope of the work to be presented in this
dissertation. Stepping back, this section begins a general discassion of gestures by examining the
motivation for using and studying gestore-based interfaces. Much of the discussion is based on that
of Buxton [14].

Computers get faster, bitmapped displays produce ever increasing information rates, speech and
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Figure 1.6 Macintosh Finder, MacDraw, and MacWrite (from Apple [2])

music can be generated in real-time, yetinput just seems to plod along with little or no tmprovement.
This is regrettable because, in Paul McAvinney’s words {841, most of the useful information in the
world resides in humans, not computers. Most people who interact with computers spend most
of their time entering information [22]. Due to this input bottleneck, the total time to do many
tasks would hardly improve even if computers became infinitely fast. Thus, improvements in input
technology are a major factor in improving the productivity of computer users in general.

Of course, progress has been made. Input has progressed from batch data entry, to interactive
line edifors, to two-dimensional screen editors, to mouse-based systems with bitmapped displays.
Pointing with a mouse has proved a useful interaction technique in many applications. “Click
and drag” interfaces, where the oser directly manipulates graphic objects on the screen with a
mouse, are often very intuitive to use. Because of this, direct manipulation interfaces have become
commonplace, despite being rather difficult to build.

Consider the Macintosh [2], generally regarded as having a good direct-manipulation interface.
As shown in figure 1.6, the screen has on it a number of graphic objects, including file icons, folder
tcons, stiders, buttons, and pull-down menu names. Each one is generally a rectangular region,
which may be clicked, sometimes dogble-clicked, and sometimes dragged. The Macintosh Finder,
which may be used to access all Macintosh applications and documents, is almost entirely controlled
via these three interaction technigques.*

The click and double-click interactions have a single object (or location) as parameter. The drag

*Obvionsly this discussion ignores keyboard entry of fext and commands,
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interaction has two parameters: an object or location where the mouse button is first pressed, and
another object or location at the release point. Having only these three interaction techniques is one
reason the Macintosh is simiple to operate. There is, however, a cost: both the application and the
user nust express all operations in terms of these three interaction techoiques.

An application that provides more than three operations on any given object (as many do) has
several design alternatives. The first, exemplified by the Finder, relies heavily on selection. In
the Finder, a click interaction selects an object, a double-click opens an object (the meaning of
which depends upon the object’s type), and a drag moves an object {(the meaning of which is also
object-type specific). Opening an obiect by a double-click s a means for invoking the most comrmon
operation on the object, e.g. opening a MacWrite document starts the MacWrite application on the
document. Dragging is used for adjusting sliders (such as those which scroll windows), changing
window size or position, moving files between folders, and selecting menu ieros,

All other operations are done in at least two steps: first the object to be operated upon is selected,
and then the desired operation is chosen from a menu. For example, to print an object, one selects
it {click) then chooses “Print” {rom the appropriate menu (drag); to move some text, one selects it
{drag), chooses “Cut” (drag), selects an insertion point {click), and chooses “Paste” {drag). The cost
of only having three interaction techniques is that some operations are necessarily performed via a
sequence of interactions. The user must adjust her mental model so that she thinks in terms of the
compaonent operations.

An alternative to the selection-based click-and-drag approach is one based on modes. Consider
MacDraw {2], a drawing program. The user is presented with a palette offering choices such as line,
text, rectangles, circles, and so on. Clicking on the “line” icon puts the program into line-drawing
mode. The next drag operation in the drawing window cause lines to be drawn. In MacDraw, after
the drag operation the program reverts back to selection mode. DP, the program upon which GDP
is based, is siroilar except that it remains in its corrent mode untl it is explicitly changed. Mistakes
occur when the vser believes he is in one mode but is actually in another The claim that direct
manipulation interfaces derive their power from being modeless is not really true. Good direct
manipulation interfaces stmply make the modes very visible, which helps to alleviate the problems
of modal interfaces.

By mandating the sole use of click, double-click, and drag interactions, the Macintosh interface
paradigm necessarily causes conceptually primitive tasks to be divided into a sequence of primitive
inferactions. Theintentof gestural interfaces is to avoid this division, by packing the basic interaction
with all the parameters necessary to complete the entire transaction. Ideally, each primitive task in
the user’s model of the application is executed with a single gesture. Such interfaces would have
less modeness than the aurrent so-called modeless interfaces.

The Macintosh discussion in the previous section is somewhat oversimplified. Many applications
allow variations on the basic interaction techmigues; for example “shift-click” (holding the shift key
while clicking the mouse) adds an objeet to the current set of selected objects. Other computer
systems allow different reouse buttons to indicated different operations. There is a tradeoff between
having a small number and a large number of (consistently applied) interaction techniques. The
former resolts in a system whose primitive operations are easy to leam, perform, and recall, but a
single natural chonk may be divided into a sequence of operations. In the latter case, the primitive
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operations are harder to learn (because there are more of them), but each one can potentially
implement an entire natural chunk.

The motivation for gestural interfaces may also apply to interfaces which combine modalities
{e.g. speech and pointing). As with gestures, one potential benefit of multi-modal interfaces is that
ditferent modalities allow many parameters to be specified simultaneously, thus eliminating the need
for modes. The “Put-That-There” system is one example [12].

1.5 Primitive Interactions

The discussion thus far has been vague as to what exactly may be considered a “primitive” interaction
technigue. The Macintosh has three: click, double-click, and drag. Tt is interesting to ask what
criteria can be vsed for judging the “primitiveness” of proposed interaction technigues.

Buxton [14] suggests physical tension as a criterion. The user, starting from a relaxed state,
begins a primitive interaction by tensing some muscles. The interaction is over when the user again
refaxes those muscies. Buxton cites evidence that “such pericds of tension are accompanied by
a heightened state of attentiveness and improved performance.” The three Macintosh interaction
techriques all satisfy this concept of primitive interaction. (Presumably the user remains tense
during a double-click because the time between clicks is short.)

Buxton likens the primifive jnteraction to a musical phrase. Fach consists of a period of
tension followed by a return to a state where a new phrase may be introduced. In human-computer
interaction, such a phrase is used to accomplish a chunk of a task. The goal is to make each of these
chunks a primitive task in the vser’s model of the application domain. This is what a gesture-based
interface attempts to do.

1.6 The Anatomy of a Gesture

In this section a technical definition of gesture is developed, and the syntactic and semantic properties
of gestures are then discussed. The dictionary definition of gesture, “expressive motion,” has already
been seen. How can the notion of gesture in a form suitable for sensing and processing by machine
be captured?

1.6.1 Gestural motion

The motion aspect of gestore is formalized as follows: a gesture consists of the paths of muldtiple
points over time. The points in question are {conceptually} affixed to the parts of the body which
perform the gestore. For hand gestures, the points tracked might inclade the fingertips, knackles,
palm, and wrist of each hand. Over the course of a gesture, each point traces a path in space.
Assuming enough points (attached to the body in appropriate places), these paths contain the
essence of the gestural motion. A computer with appropriate hardware can rapidly sample positions
atong the paths, thus conveniently capturing the gesture.

The idea of gesture as the motion of multiple points over time is a generalization of pointing.
Pointing may be considered the simplest gestare: it specifies a single position at an instance of
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time. This is generalized to allow for the movement of the point over time, fe a path. A further
generalization admits nwitiple paths, /e the movement of multiple points over time.’

Current gesture-sensing hardware limits both the number of points which may be tracked
simultancously and the dimensionality of the space in which the points travel. Gestures limited to
the motion of a single point are referred to here as single-path gestures, Most previous gestural
research has focused upon gestures made with a stylos and tablet, mouse, or single-finger touch pad.
The gestures which may be made with such devices are two-dimensional, single-path gestures.

An additional feature of existing hardware is that the points are not tracked at all times. For
example, 4 touch pad can only determine finger position when the finger is touching the pad. Thus,
the path of the point will have a beginning (when the finger fust makes contact) and ao end (when
the finger is lifted). This apparent limitation of certain gesture-sensing hardware may be used
to delineate the start and possibly the end of cach gesture, a necessary function in gesture-based
systems, Mouse buttons may be used to similar effect.®

In all the work reported here, a gesture {inchuding the manipulation phase after recognition) is
always a primitive interaction. A gesture begins with the user going from a relaxed state to one
of muscular tension, and ends when the user again relaxes. It is {urther assumed that the tension
or relaxation of the user is directly indicated by some aspect of the sensing hardware. For mouse
gestures, the user is considered in a state of tension if and only if a mouse button is pressed. Thus,
in the current work a double-click is not considered a gesture. This (s certainly a liifation, but one
that could be removed, for example by having a minimum time that the button needs to be released
before the vser is considered to have relaxed. This added cormplication has not been explored here.

The space in which the points of the gesture move is typically physical space, and thos a path
is represented by a set of points {(x, ¥, 2, §) consisting of three spatial Cartesian coordinates and
time. However, there are devices which measure non-spatial gestural parameters; hence, gestures
consisting of paths through a space where at least some of the coordinates are not lengths are
possible. For example, some touch pads can sense force, and for this hardware a gesture path might
consist of a set of points (x, 3, £ O, fbeing the force measurement at time ¢

The formalization of gesture as multiple paths is just onc among many possible representations.
it is a good representation because it coincides nicely with most of the existing gesture-sensing
hardware, and it is a useful form for efficient processing. The multiple-snapshot representation, in
which each snapshot gives the position of multiple points at a single instant, is another possibility,
and in some sense may be considered the dual of nmitiple paths. Such a representation might
be more suitable for gestural data derived from hardware (such as video cameras) which are not
considered in this dissertation.

1.6.2 Gestural meaning

In addition to the physical aspect of a gesture, there is the content or meaning of the gesture
to consider. Generally speaking, a gesture contains two kinds of information: cafegorical and

SA configuration of multiple points at a single instance of time may be termed posture. Posture recognition is
commonly used with the DataGlove.

“Buxton [17] presents a model of the discrete signaling capabilities of varons pointing devices and a list of the
signaling requirements for cormmon interaction techpiques.
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parametric. Consider the different motions between people meaning “come here” (beckoning
gestures), “stop” (prohibiting gestures), and “keep going” (encouragement gestures). These are
different categorics, or cfasses, of gestures. Within cach class, a gesture also can indicate parametric
data. For example, a parameter of the beckoning gesture is the urgency of the request: “hurey up” or
“take your time.” In general, the category of the gesture must be determined before the parameters
can be interpreted.

Parametric information itself comes in two forms. The first is the kind of information that can
be culled at the time the gesture is classiied. For example, the position, size and orientation of the
gesture fall into this category. The second kind of parametric gestural information is manipulation
information. After the gesture is recognized, the user can use this kind of parametric information to
continuously communicate information. An example would be the directional information commnu-
nicated by the gestures of a person helping a driver to back up a truck. An example from GDP (see
Section 1.1)1s the rubberbanding of a line after it is created, where the user contingously manipulates
one endpoint.

The term “gesture™ as vsed here does not exactly correspond to what is normally thought
of as gesture. Many gestures cannot currently be processed by machine doe to limitations of
existing gesture-sensing hardware. Also, consider what might be referred to as “direct-manipulation
gestures.” A person turning a knob would not normally be considered to be gesturing. However,
a similar motion used to manipulate the graphic image of a knob drawn on a computer display is
considered to be a gesture. Actually, the difference here is more illusory than real: a person might
make the knob-turning gesture at another person, in effect asking the latter to turn the kaob. The
intent here is simply to point out the very broad class of motions considered herein to be gesture.

While the notion of gesture developed here is very general (multiple paths), in practice, machine
gestures have hitherto almost always been limited to finger and/or hand motions. Furthermore, the
paths have largely been restricted to two dimensions. The concentration on fwo-dirnensional band
gesturing 15 a resuft of the available gesture-sensing hardware. Of course, such hardware was built
because it was believed that hand and fingers are capable of accurate and diverse gesturing, yet more
amenable to practical detection than facial or other body motions. With the appearance of new input
devices, three (or more} dimensional gesturing, as well as the use of pasts of the body other than the
hand, are becoming possible. Nonetheless, this dissertation concentrates largely on two-dimensional
hand gestures, assoming that by viewing gesture simply as multiple paths, the work described may
be applied to non-hand gestures, or generalized to apply to gestures in three or more dimensions.

1.7  Gesture-hased systems

A gesture-based interface, as the ferm s used here, is one in which the user specifies cormmands
by gesturing. Typically, gesturing consists of drawing or other frechand motions. Excluded from
the class of gesture-based interfaces are those in which input is done solely via keyboard, memu,
or click-and-drag interactions. In other words, while pointing is in some sense the most basic
zesture, those interfaces in which pointing is the only form of gesture are not constdered here to be
zesture-based interfaces. A geosture-based system is a program (or set of programs) with which the
user interacts via a gesture-based interface.
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In all but the siruplest gesture-based systems, the user may enter a gesture belonging to one of
several different gesture categories or classes; the different classes refer to different commands to the
systern. An fmportant conponent of gesture-based systems is the gesture recognizer or classifier,
the module whose job is to classify the user’s gesture as the first step toward inferring its meaning.
This dissertation addresses the implementation of gesture recognizers, and thelr incorporation into
gestore-based systems.

1.7.1  The four states of interaction

User interaction with the gesture-based systeras considered in this dissertation may be described
using the following four state model. The states—-WAIT, COLLECT, MANIPULATE, EXECUTE-usually
oceur in sequence for each interaction.

¢ The WAIT state is the quiescent state of the system. The system is waiting for the user to
initiate a gesture.

¢ The COLLECT state is entered when the vser begins to gesture. While in this state, the system
collects gestural data from the input hardware in anticipation of classifying the gesture. For
most gesturing hardware, an explicit start action (such as pressing a mouse button) indicates
the beginaing of each gesture, and thus causes the system to enter this state.

& The MANIPULATE state is entered once the gesture is classified. This occurs in one of three
ways:
1. The end of the gesture is indicated explicitly, e g by releasing the mouse button;
2. the end of the gesture is indicated implicitly, e.g. by a imeout which indicates the user
has not moved the mouse for, say, 200 milliseconds; or

(%)

. the system initiates classification because it belicves it has now secen enough of the
gesture to classify it unambiguously (eager recognition).

When the MANIPULATE state is entered, the system should provide feedback to the user as to
the classification of the gesture and update any screen objects accordingly, While in this state,
the user can further manipulate the screen objects with his motions.

¢ The EXECUTE state is entered when the user has completed his role in the interaction. and has
indicated such {e.g. by releasing the mousse button). At this point the system performs any
final actions as implied by the user’s gesture. Ideally, this state lasts only a very short time,
after which the display is updated to reflect the current state of the system, and the system
reverts back to the WAIT state.

This model 1s sufficient to describe most current systerms which use pointing devices.  (For
simplicity, keyboard input is ignored.) Depending on the system, the COLLECT or MANIPULATE
state may be omitted from the cycle. A handwriting interface will useally omit the MANIPULATE
state, classifying the collected characters and executing the resulting command. Conversely, a
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direct-manipulation system will omit the COLLECT state (and the attendant classification). The
P example described above has both COLIECT and MANIPULATE phases. The result is the new
two-phase inferaction techuigue mentioned earlier.

1.8 A Comparison with Handwriting Systems

in this section, the frequently asked question, “how do gesture-based systems differ from handwriting
systems?” is addressed.

Handwriting systems may broadly be grouped into two classes: on-line and off-line. On-line
handwriting recognition simply means characters are recognized as they are drawn. Usually, the
characters are drawn with a stylus on a tablet, thus the recognition process takes as inpat a Hst
of successive points or line segments. The problem is thus considerably different than off-line
handwriting recoguition, in which the characters are first drawn on paper, and then optically scanned
and represented as two-dimensional rasters. Suen, Berthod, and Mori review the literature of both
on-line and off-line handwriting svsteras {125}, while Tappert, Suen, and Wakaha [129] give a recent
review of on-line handwriting systems. The intention here is to contrast gesture-based systems with
on-line handwriting recognition systenis, as these are the most closely refated.

(esture-based systems have much in comimon with systems which employ on-line handwriting
recognition for input. Both use frechand drawing as the primary means of userinput, and both depend
on recognizers to interpret that input. However, there are some important differences between the
two classes of systems, differences that iltastrate the merits of gesture-based systems:

& (estures may be motions in two, three, or more dimensions, whereas handwriting systems
are necessarily two-dimensional. Similarly, single-path and multiple-path gestures are both
possible, whereas handwriting is always a single path.

e The alphabet used in a handwriting system is generally well-known and fixed, and users will
generally have lifelong experience writing that alphabet. With gestures, it is less likely that
users will have preconceptions or extensive experience.

s In addition to the command itself, a single gesture can specify parameters to the command.
The proofreader’s gesture (figure 1.1) discussed above, is an excellent example. Another
example, also due to Buxton [21], and used in GSCORE (Section 8.
editor, in which a single stroke indicates the location, pitch, and duration of a note to be added
to the score.

23, is a musical score

8 As stated, a command and alf its parameters may be specified with a single gesture. The phys-
ical relaxation of the user when she completes a gesture reinforees the conceptual completion
of a command {14].

e Gestures of a given class may vary in both size and orientation. Typical handwriting recog-
nizers expect the characters to be of a particular size and oriented in the usual manner {(though
successful systerns will necessarily be able to cope with at least small variations in size and
ortentation). However, some gesture commands may use the size and orientation to specify
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parameters; gesture recognizers must be able to recognize such gestures in whatever size and
orientation they occur, Kum [67] discusses augmenting a handwriting recognition system so
as to allow it to recognize some gestures independently of their size and orientation. Chapter
3 discusses the approach taken here toward the same end.

s (Gestures can have a dynamic component. Handwriting systems usually view the input
character as a static picture. In a gesture-based systeny, the same stroke may have different
meanings if drawn left-to-right, right-to-lefi, quickly, or slowly. Gesture recognizers may use
such directional and temporal information in the recognition process.

{n summary, gestures may potentially deal in dimensions other than the two commonly used in
handwriting, be drawn from vnusual alphabets, specify entire conwnands, vary in size and orientation,
and have a dynamic component. Thus, while ideas from on-line handwriting recognition algorithms
may be used for gestare recogunition, handwriting recognizers generally rely on assumptions that
make them inadequate for gesture recognition. The ideal gesture recognition algorithm should be
adaptable to new gestores, dimensions, additional features, and variations in size and orientation,
and should produce parametric information in addition to a classification. Unfortunately, the price
for this generality is the likelyhood that a gesture recognizer, when used for handwriting recognition,
will be less accurate than a recognizer built and tuned specifically for handwriting recognition.

1.2 Motivation for this Rescarch

In spite of the potential advantages of gesture-based systems, only a handful have been built.
Examples include Button Box [86], editing using proofreader’s symbols [25], the Char-rec note-
input tool [21], and a spreadsheet application built at IBM [109]. These and other gesture-based
systems are discussed in section 2.2. (Gesture recognition in most existing systems has been done
by writing code to recognize the particular set of gestures used by the systern. This code is usually
complicated, making the systems {and the set of gestares accepted) difficult to create, maintain, and
medify. These difficalties are the reasons more gesture-based systems have not been built.

One goal of the present work is to eliminate hand-coding as the way o create gesture recognizers.
Instead, gesture elasses are specified by giving examples of gestares in the class. From these
examples, recognizers are automatically constructed. If a particular gesture class is to be recognized
in any size or orientation, its examples of the class should reflect that. Simularly, by making all of
the examples of a given class the same size or orientation, the system leamns that gestures in this
class moust appear in the same size or orienfation as the exaraples. The first half of this dissertation
is concerned with the automatic construction of gesture recognizers.

Hven given gesture recognition, it 1s still difficult to build direct-manipelation systems which
incorporate gestures. This is the motivation for the second half of this dissertation, which describes
GRANDMA-Gestore Recognizers Automated in a Novel Direct Manipulation Architectare.
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1.18  Criteria for Gesture-based Systems

The goal of this research was to produce tools which aid in the construction of gesture-based systems.
The efficacy of the tools may be judged by how well the tools and resulting gesture-based systems
satisfy the following criteria.

1.16.1 Meaningful gestures must be specifiable

A meaningful gesture may be rather complex, involving simultaneous motions of a number of
points. These complex gestures nwst be casily specifiable. Two methods of specification are
possible: specification by example, and specification by description. In the former, cach application
has a training session in which examaples of the different gestures are submitted to the system. The
result of the training is a representation for all gestures that the system must recognize, and this
representation is used to drive the actual gesture recognizer that will nun as part of the application.
In the latter method of specification, a description of each gesture is written in a gesture description
fanguage, which is a formal language in which the “syntax” of each gesture is specified. For
example, a set of gestures may be specified by a context-free gramumar, in which the terminals
represent primitive motions (e.g. “straight line segment”) and gestures are non-terminals composed
of terminals and other non-terminals.

Al else being equal, the aothor considers specification by example to be superior to specification
by description. In order to specify gestures by description, it will be necessary for the specifier to
leamn a description language. Conversely, in order to specify by example, the specifier need only be
able to gesture. Given a system in which gestares are specified by example, the possibility arises
for end users to train the system directly, cither to replace the existing gestures with ones more o
their liking, or to have the system improve ifs recognifion accuracy by adapting to the particular
idiosyncrasies of a given user’s gostures.

One potential drawback of specification by example is the difficulty in specifying the allowable
variations between gestures of a givenclass. In adescriptionlanguage, it can be made straightforward
to declare that gestures of a given class may be of any size or of any orientation. The same information
might be conveyed to a specity-by-cxample system by having owltiple examoples of a single class
vary in size or orientation. The system would then have to infer that the size or otentation of a
ziven gesture class was irrelevant to the classification of the gesture. Also, training classifiers nay
take longer, and recoguition may be less accurate, when using examples as specifications, though
this is by no means necessarily so. Similar issoes arise in demonstrational interfaces [97].

1.10.2 Accurate recognition

An important characterization of a gesture recognition systern will be the frequency with which
gestures fail to be recognized or are recognized incorrectly. Obviously © is desirable that these
nurnbers be made as small as possible. (uestions pertaining to the amount of inaccuracy acceptable
to people are difficult to answer objectively. There will likely be tradeotfs between the complexity
of gestures, the number of different gestures to be disambiguated, the time needed for recogaition,
and the accoracy of recognition.
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In speech recognition there is the problem that the accuracy of recognition decreases as the
user populaticn grows. However the analogous problem in gesture recognition is not as easy {o
gauge. Different people speak the same words difterently due to inevitable differences in anatomy
and upbringing. The way a person says a word is largely deterroined before she encounters a
speech recognition system. By contrast, most people have few preconceptions of the way to
gestare at a machine. People will most likely be able to adapt themselves to gesturing in ways
the machine understands. The recognition system may simpilarly adapt to each user’s gestures. It
would be interesting, though outside the scope of this dissertation, to study the fraction of incorrectly
recoguired gestures as a function of a person’s experience with the system.

1.18.3  Evaluation of accuracy

It should be possible for a gesture-based system to monitor its own performance with respect to
accuracy of recognition. This is not necessarily easy, since in general it is impossible to know
which gesture the user had intended to make. A good gesture-based system should incorporate
some method by which the user can easily inform the system when a gesture has heen classified
incosrectly. Ideally, this method should be integrated with the undo or abort features of the systems.
{Lerer [78] gives an alternative in which subsequent user actions are monitored to determine whe
the user is satisfied with the results of system heuristics.)

1.16.4 FEificient recognition

The goal of this work is to enable the construction of applications that use gestures as input, the
idea being that gesture input will enhance human/computer interaction. Speed of recognition is very
important—a slow systern would be frustrating to use and hinder rather than enhance interaction

Speed s a very important factor in the success or fallure of user interfaces in general. Baecker
and Buxton {5] state that one of the chief determinants of user satisfaction with interactive computer
systeras is response tirae. Poor performance in a direct-manipulation system is particulagly bad, as
any noticeable delfay destroys the feeling of directness. Rapid recognition is essential to the success
of gestare as a medium for human-computer interaction, even if achieving it means sacrificing
certain featores or, perhaps, a imited amount of recognition accuracy.

1L.18.5  Own-line/real-thme recognition

When possible, the recognition system should attempt to mateh partial inputs with possible gestures.
t may also be desirable to inform the user as soon as possibie when the input does not seem to match
any possible gesture. An on-line/real-time matching algorithm has these desirable properties. The
gesture recoguition algorithios discussed in Chapters 3, 4, and 5 all do a small, bounded amount of
work given each new inpwt point, and are thus all on-ling/real-time algorithis.

1.18.6 General guantitative application interface

An application must specify what happens when a gesture is recognized. This will often take the
form of a callback to an application-specific routine. There is an opportunity here to relay the
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parametric data contained in the gesture to the application. This inclades the parametric data which
can be derived when the gesture is first recognized, as well as any rmoanipulation data which follows.

1.10.7 Immediate feedback

In certain applications, it is desirable that the application be informed immediately once a gesture
is recoguized but before i s completed. An example is the turning of a knob: once the systern
recognizes that the user is gesturing to turn a knob if can monitor the exact details of a gesture,
relaying guantitative data to the application. The application can respond by immediately and
continuously varying the parameter which the knob controls (for example the volume of a musical
instrument),

1.16.8  Context resirictions

A gesture sensing system should be able, within asingle application, to sense different sets of gestures
in different contexts. An example of a context is a particular area of the display screen. Different
areas could respond to different sets of gestures. The set of gestures to which the application
responds should also be variable over time—the application program entering a new mode could
poterdially canse a ditferent set of gestures to be sensed.

The idea of contexts is closely related to the idea of using gestures to manipulate graphic objects.
Associated with each picture of an object on the screen will be an area of the screen within which
gestures refer to the object. A good gesture recognition system should allow the application program
to make this association explicit.

1.18.9 Efficient training

An ideal system would allow the user to experiment with different gesture classes, and also adapt to
the user’s gestures to improve recognition accaracy. It would be desirable if the system responded
immediately to any changes in the gesture specifications; a system that took several hours to retrain
itself would not be a good platform for experimentation.

1.10.1¢  Good handling of misclassifications

Misclassifications of gestures are a fact of life in gesture-based systems. A typical system might have
a recognition rate of 93% or 99%. This means one out of twenty or one out of one hundred gestares
will be pusunderstood. A gesture-based systen: should be prepared to deal with the possibility of
misclassification, typically by providing easy access to abort and undo facilities.

1.16.11  Bevice independence

Certain assuroptions about the form of the input data are necessary if gesture systems are to be built,
As previcusly stated, the assemption made here is that the input device will supply position as a
function of time for cach input “path” (or supply data from which it is convenient to calculate such
positions). {A path may be thooght of as a contimuous corve drawn by a single finger) This form of
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data is supplied by the Sensor Frame, and (at least for the single finger case) a mouse and a clock
can be made to supply similar data. The recognition systems should do their recognition based on
the position versus time data; in this way other input devices may also benefit from this research.

1.18.12 Device utilization

Each particular brand of input hardware used for gesture sensing will have characteristics that
other brands of hardware will not have. It would be unfortonate not to take advantage of all the
special features of the hardware. For example, the Sensor Frame can compute finger angle and
finger velocity.” While for device independence it may be desirable that the gesture matching not
depend on the value of these inputs, there should be some facility for passing these parameters to
the application specific code, if the application so desires. Baecker [4] states the case strongly:
“Although portability is facilitated by device-independence, inferactivity and usabilify are enhanced
by device dependence.”

111 QOutline

The following chapter describes previcus related work in gesture-based systems. Thisis dividedinto
four sections: Section 2.1 discusses various bardware devices suitable for gestural input. Section
2.2 discusses existing gesture-based systems. Section 2.3 reviews the various approaches to pattern
recognition in order o determine their potential for gesture recognition. Section 2.4 examines
existing software systems and toolkits that are used to build direct-manipulation interfaces. Ideas
from such systems will be generalized in order to incorporate gesture recogmition into such systems.

Everything after Chapter 2 focuses on various aspects of the gesture-based interface creation
tool built by the author. Such a tool makes it easy to 1) specify and create classifiers, and 2) associate
gestures classes and their meanings with graphic objects. The former goal is addressed in Chapters
3,4, and 5, the latter in 6 and 7.

The discussion of the implementation of gesture recognition begins in Chapter 3. Here the
problem of classifying single-path, two-dimensional gestures is tackled. This chapter assumes that
the start and end of the gesture are known, and uses statistical pattern recognition to derive efficient
gestare classifiers. The training of such classifiers from example gestures is also covered.

Chapter 3 shows how to classify single-path gestures; Chapter 4 shows when. This chapter
addresses the problem of recognizing gestures while they are being made, without any explicit
indication of the end of the gesture. The approach taken is o define and construct another classifier.
This classifier is intended solely to discriminate between ambiguous and unambiguous subgestures.

Chapter 5 extends the statistical approach to the recognition of multiple-path gestures. This
is vseful for utilizing devices that can sense the positions of multiple fingers simultaneously, in
particular the Sensor Frame.

Chapter 6 presents the architecture of an object-oriented toolkit for the construction of direct-
manipelation systemns. Like many other systems, this architecture is based on the Model-View-

"This describe
velocity and angle

s the Sensor Frame as originally envisioned. The hardware is capable of producing a few bits of finger
information, although to date this has not been attempted.
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Controller paradigm. Compared to previous toolkits, the input model is considerably generalized
in preparation for the incorporation of gesture recognition into a direct-manipulation systent. The
notion of virtual tools, through which input may be generated by software objects in the same manner
as by hardware ieput devices, is infroduced. Semantic feedback will be shown to arise naturally
from this approach.

Chapter 7 shows how gesture recognizers are incorporated into the direct-manipulation archi-
tecture presented in Chapter 6. A gesture handler may be associated with a particular view of an
object on the screen, or at any level in the view hierarchy. In this manuner, different objects will
respond fo ditferent sets of gestures. The communication of pararsetric data trom gesture handler
to application is also examined,

Chapter 8 discusses three gesture-based systems built using these techoiques: GDF, GSCORE,
and MIDP. The first two, GDP and GSCORE, use mouse gestures. GDP, as already mentioned,
is the drawing editor based on DP. GSCORE is a musical score editor, based on Buxton’s SSSP
work [21]. MDP is also a drawing editor, but it operates using multi-path gestures made with a
Sensor Frame. The design and implementation of each system is discussed, and the gestures for
cach shown.

Chapter 9 evaluates a number of aspects of this work. The particular recognition algorithms are
tested for recognition accuracy. Measurements of the performance of the gesture classifiers used
in the applications is presented. Then, an informal user study assessing the utility of gesture-based
systems is discussed.

Finally, Chapter 10 concludes this dissertation. The contnibations of this dissertation are dis-
cussed, as are the directions for future work.

1.12 What Is Not Covered

This dissertation attempts to cover many topics relevant to gesture-based systems, though by no
means all of them. In particular, the issues involved in the ergonomics and suitability of gesture-
based systeros applied to various task doroains have not been studied. ¥t is the opinion of the author
that such issugs can only be studied after the tools have been made available which allow easy
creation of and experimentation with such systems. The intent of the current work is to provide
such tools. Future research is needed to determine how to use the tools to create the most vsable
gesture-based systems possible.

Of course, choices have had to be made in the implementation of such tools. By avoiding
the problem of determining which kind of gesture-based systerns are best, the work opens itself to
charges of possibly “throwing the baby out with the bath-water.” The claim is that the general system
produced is capable of implementing systems comparable to many existing gesture-based systems;
the example applications implemented (see Chapter 8) support this claim. Furthermore, the places
where restrictive choices have been made {e.g. two-dimensional gestures) have been indicated, and
extensible and scalable methods (e.g. linear discrimination) have been used wherever possible.

There are two major limitations of the current work. The first is that single-path nwlti-stroke
gestures (e.g handwritten characters) are not handled. Most existing gesture-based systers use
single-path multi-stroke gestures. The second hmitation is that the start of a gesture muost be
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b
3

explicitly indicated. This rules out {at least at first glance) using devices such as the DataGlove
which lack buttons or other explicit signaling bardware. However, one result of the current work is
that these apparent limitations give rise to certain advantages in gestural interfaces. For example,
the lunitations enforee Buxton's notion of fension and release mentioned above.

Gestural output, i.e. generating a gestusce in response to a query, is also not covered. For an
example of gestaral output, ask the author why he has taken so long to complete this dissertation.
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Chapter 2

This chapter discusses previous work relevant to gesture recognition. This jncludes hardware
devices suitable for gestural input, existing gesture-based systems, pattern recognition techniques,
and software systems for building user interfaces.

Before delving into details, 1t is worth mentioning some general work that attempts to define
gestare as a technique for interacting with compaeters. Morrel-Samuels [87] examines the distinction
between gestoral and lexical commands, and then further discusses problems and advantages of
gestural commands. Wolf and Rhyne [140] integrate gesture into a general taxonomy of dirvect
manipulation interactions. Rhyne and Wolf [109] discuss in general terms human-factors concerns
of gestural inkerfaces, as well as hardware and software issucs.

The use of gesture as an interaction technique is justified in a number of studies. Wolt [139] per-
formed two experiments that showed gestural interfaces compare favorably to keyboard interfaces.
Wolf {141} showed that many different people naturally use the same gestures in a text-editing
context. Hauptmann [49] demounstrated a similar result for an image manipulation task, further
showing that people prefer to combine gesture and speech rather than use either modality alone.

2.1 Input Devices

A number of input devices are suitable for providing input to a gesture recognizer. This section
concentrates on those devices which provide the position of one or more points over fime, of whose
data is easily converted into that representation. The intention is to list the types of devices which
can potentially be used for gesturing. The techniques developed in this dissertation can be applied,
directly or with some generalization, to the devices mentioned.

Alarge variety of devices may be used as two-dimensional, single-path gesturing devices. Some
graphical input devices, such as mice {33], tablets and styli, light pens, joysticks, trackballs, touch
tablets, thumb-wheels, and single-finger touch screens {107, 124], have been in common use for
years. L.ess common are foot conirollers, knee controllers, eye trackers {12}, and tongue-activated
joysticks, Each may potentially be used for gestural input, though ergonomically some are better
suited for gestoring than others. Bascker and Buxton {51, Buxton [14], and Buxton, Hill and Rowley
[ 18] discuss the suitability of many of the above devices for various tasks. Boxton further points out

N2
(=1
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that two different joysticks, for example, may have very different properties that must be considered
with respect to the task.

For gesturing, as with pointing, it is useful for a device to have some signaling capability in
addition to the pointer. For example, a mouse usually has one or more buttons, the pressing of
which can be used to indicate the start of a gesture. Sumilarly, tablets usually indicate when the
stylus makes or breaks contact with the tablet (though with a tablet it is not possible to carefully
position the screen cursor before contact), If a device does not have this signaling capacity, it will
be necessary to simmulate it somehow. Exactly how this is done can have a large impact on whether
or not the device will be suitable for gesturing.

The 38PACE Isotrack system, developed by Polhemus Navigation Sciences Pivision of Me-
Donnel Douglas Electronics Company [32], is a device which measures the position and orientation
of a stytus or a one-inch cube using magnetic ficlds. The Polhemus sensor, as it is often called, is a
full six-degree-of-freedom sensor, returning x, y, and zrectangular coordinates, as well as azimuth,
altitude, and rolf angles. It is potentially useful for single path gesturing in three positional dimen-
sions. By considering the angular dimensions, 4, 3, or § dimensional gestures may be entered. It is
also possible €0 vse one of the angular dimensions for signaling purposes.

Bell Laboratories has produced prototypes of a clear plate capable of detecting the position and
pressure of many fingers {10, 99]. The position information is two-dimensional, and thers is a
third dimenston as well: finger pressure. The author has seen the device reliably track 19 fingers
simuitaneously. The pressure detection may be used for signaling purposes, or as a third dimension
for gestoring. The inventor of the multi-finger touch plate has invented another device, the Radio
Drrum [11], which can sense the position of multiple antennae in three dimensions. To date, the
antennae have been embedded in the tips of drum sticks (thus the name), but it would also be possible
to make a glove containing the antenna which would make the device more suitable for detecting
band gestures.

The Sensor Frame [84] is a frame mounted on a workstation screen (figure 2.1). It consists of
a light source (which frames the screen) and four optical sensors (one in each comer). The Sensor
Frame computes the two-dimensional positions of up to three fingertips in a plane parallel to, and
slightly above the screen. The net result is simifar to a multi-finger touch screen. The author has
ased the Sensor Frame to verify the multi-finger recognition algorithm described in Chapter 5. The
Sensor Cabe [85] is a device simnlar to the Sensor Frame but capable of sensing finger positions
in three dimensions. It is currently under construction. The VideoHarp {112, 111] is a musical
instrument based on the same sensing techunology, and is designed to capture parametric gestural
data.

The DataGlove {32, 130] is a glove wormn on the hand able to produce the positions of multiple
fingers as well as other points on the hand in three dimensions. By itself it can only ouiput relative
positions. However, in combination with the Polhenws sensor, absolute finger positions can be
computed. Such a device can translate gestures as complex as American Sign Language [123] info
a mukti-path form suitable for processing. The Data(Glove, the similar Dexterous Hand Master from
Exos, and the Power Glave from Mattel, are shown in figure 2.2

The DataGlove comes with hardware which may be trained to recognize certain stafic config-
urations of the glove. For example, the DataGlove hardware might be trained to recognize a fist,
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Figure 2.1: The Sensor Frame
The Sensor Frame is a frame mounted on a computer display consisting of a rectangular fight source and
four sensors, one in cach corner. It is capable of detecting up to three fingers its field of view. {(Drawing by

Paul McAvinney)

Figure 2.2: The DataGlove, Dexterons Hand Master, and PowerGlove (from Eglowstein [32])
The DataGlove, Dexterous Hand Master and PowerGlove are three glove-Jike input devices capable of

measuring the angles of various hand and finger joints.
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Figure 2.3: Proofreading symbols (from Coleman [25))

The operations intended by each are as tolfows: a} delete text (from a s ingle line), } insert b
i)

b) text, ¢} swap fext,
d} move text, e} join {delete space), f} insert space, g} scroll up, b} scrolf down, and i) defet zvlu' ple fines of

text. Many of the marks convey additional parameters to the operation, e.g. the text to be moved or deleted.

signaling the host compater whenever a fist is made. These static hand positions are not considered
to be gestures, since they do not involve motion. The glove hardware recognizes “posture” rather
than gesture, the distinction being that posture is a static snapshot (a pose), while gestore involves
motion over time. Nonetheless, it 1s a rather elegant way to add signaling capability to a device
without buttons or switches.

The Videodesk {71, 72] is an input device based on a constrained form of video jnput. The
Videodssk consists of a translucent tablecloth over a glass top. Under the desk is a light source,
over the desk a video camera. The user’s hands are placed over the desk. The tablecloth diffuses the
Light, the net effect being that the camera receives an image of the sithouette of the hands. Additional
hardware is used to detect and track the user’s {ingertips.

Some researchers have investigated the attachment of point light sources to various points on
the body or hand to get position information as a function of time. The output of a camsera (or pair
of cameras for three dimensional input) can be used as input 1o a gesture sensor.

2.2 Example Gesture-based Systems
This section describes a number of existing gesture-based systems that have been described in the

literature. A system must both classify its gestural input and use information other than the class
{(i.e. parametric information) to be included in this survey. The order is roughly chronological.
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Figure 2.4: Note gestures (from Buxton [211)
A single gesture indicates nofe duration {from the shape of the stroke as shown) as well as pitch and stariing
(& o 1 T v 1 tel

thme, both of which are determined from the position of the start of the gesture.

Coleman [25] has created a text editor which used hand-drawn proofreader’s symbols to specify
editing commands (figare 2.3}. For example, a sideways “8” indicated that two sets of characters
should be interchanged, the characters themselves being delimited by the two halves of the “§.”
The input device was a touch tablet, and the gesture classification was done by a hand-coded
discrimination net (7.e. a loop-free flowchart).!

Buxton {21} has built a nmsical score editor with a small amount of gesture input using a mouse
{(figure 2.4). His system used simple gestures to indicate note durations and scoping operations.
Buxton considered this system to be more a character recognition system than a gesture-based system,
the characters being taken from an alphabet of musical symbols. Since information was derived not
only from the classification of the characters, but their positions as well, the author considers this to be
a gesture-based system in the true sense. Buxton’s technique was later incorporated into Notewriter
H, a commercial music scoring program. Lamb and Buckley [76] describe a gesture-based music
editor usable by children.

Margaret Minsky [86} implemented a system called Button Box, which uses gestures for se-
lection, movement, and path specification to provide a complete Logo progranuming environment
{(figure 2.5). Her input device was a clear plate mounted in tront of a display. The device sensed the
position and shear forces of a single finger touching the plate. Minksy proposed the use of multiple
fingers for gesture input, but never experimented with an actual mulgiple-finger input device.

In Minsky’s system, buttons for each Logo operation were displayed on the screen. Tapping
a button caused it to execute; touching a button and dragging i caused it to be moved. The
classification needed to distinguish between a touch and a tap was progranmuned by hand. There
were buttons used for copying other buttons and for grouping sets of buttons together A path could
be drawn through a series of buttons-touching the end of a path caused its constituent buttons to
execute sequentially.

VIDEOPLACE {72] is a system based on the Videodesk. As stated above, the sithouette of the
user’s hands are monitored. When a hand is placed in a pointing posture, the tip of the index finger

'Curiously, this research was done while Coleman was a graduate student at Carnegie Mellon. Coleman apparently

never received 3 Phuld. from CMU, and it would be twenty years before another CMU graduate student (me) would go
near the topic of gesture recognition.
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Figure 2.5: Button Box (from Minksy [86])
oe

Tapping a displayved button causes it to execute its assigned function while touching a button and dragging it

causes it to be moved.,
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Figure 2.6: A gesture-based spreadshect (from Rhyne and Wolf [109])
The Paper-Like Interface project produces systems which combine gesture and handwriting, The input shown

here selects a group of cells and requests they be moved to the cell beginning at location "G 5"
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Figure 2.7: Recognizing flowchart symbols

Recognizing Howchart symbols {(from Murase and Wakakara [89]). The system takes an entive frechand

drawing of a flowchart {feff} and recognizes the individual Howchart symbols (right), producing an internal
represenitation of the flowchart (as nodes and edges) and a Howchart picture in which the freehand symbols
are replaced by machine generated line-drawings drawn from the alphabet of symbols. This system shows a
stvle of inferface in which patiern recognition is used for something other than the detection of gestures or

characters.

may be used for menu selection. After selection, the fingertips may be used to manipulated graphic
obiects, sach as the controlling points of a spline curve.

A group at IBM doing research into gestural homan-computer systems has produced a gesture-
based spreadsheet application [109]. Somewhat similar to Coleman’s editor, the aser manipulates
the spreadsheet by gesturing with a stylus on a tablet (figore 2.6). For example, deletion is done by
drawing an "X overacell, selection by an “0”, and moving selected cells by an arrow, the tip of which
indicates the destination of the move. The application is interesting in that 1t combines handwriting
recoguition (isolated letters and numbers) with gesturing. For example, by using handwriting the
user can enter numbers or tfext into a cell without using a keybeard. The portion of the recoguizer
which classifies letters, numbers, and gestures of a fixed size and orientation has (presurnably) been
trained by example using standard handwriting recognition techniques. However, the recognition
of gestures which vary in size or orientation requires hand coding [67].

Murase and Wakahara [89] describe a system in which frechand-drawn flowcharts symbols are
recognized by machine (figure 2.7}, Tamura and Kawasaki [128] have a system which recognizes
stgn-language gestures from video input {figore 2.8).

HITS from MCC {55] and Axtkit from the University of Arizona [52] are both systems that may
be used to construct gesture-based interfaces. The author has seen a system built with HITS similar

Page 1198 of 1714



32 CHAPTER 2 RELATED WORK

Figure 2.8: Sign language recognition {from Tanwra [128])

This system processes an image from a video camera in order to recognize a form of Japanese sign fanguage.

to that of Murase: in it an entire conirol panel is drawn freehand, and then the freehand symbols are
segmented, classified and replaced by icons. (Similar work is discussed by Martin, ef. a/[82], also
from MCC.) Artkit has mach in common with the GRANDMA system deseribed in this dissertation,
and will be mentioned again later (Sections 4.1 and 6.8). Artkit systerns fend to be similar to those
created using GRANDMA, in that gesture coromands are executed as soon as they are entered.

Kurtenbach and Buxton [75] have implemented a drawing program based on single-stroke
gestures (figare 2.9). They have used the program to study, among other things, issues of seope in
gestural systenis. To the present author, GEdit's most interesting attribute is the use of compound
gestures, as shown in the figure. GEAU's gesture recognizer is hand-coded.

The Glove-talk system [34] ases a DataGlove to control a speech synthesizer (figure 2.10). Like
Axtkit and the work described in Chapter 4, Glove-talk performs eager recognition: a gesture i
recagnized and acted uwpon without its end being indicated explicitly. Wetmer and Ganapathy {136}
describe a systern combining DataGlove gesture and speech recogaition.

The use of the circling gesture as an alternative means of selection is considered in Jackson and
Roske-Hofstrand {61]. In their system, the start of the circling gesture is detected antomatically, f.e.
the mouse buttons are not used. Circling is also used for selection in the JUNOU systern from Xerox
Corporation [142].

A mumber of computer products offer a stylus and tablet as their sole or primary input device.
These systems include GRID Systems Corp.’s GRIDPad [50], Active Book Company’s new portable
(43}, Pencept Inc.’s computer {3%], Scenario’s DynaWriter, Toshiba's PenPC, Sony’s Palmtop,
Mometa’s laptop, MicroSlate’s Datalite, DEFM System’s Travelite, Agilis Corp.’s system, and Go
Corp.’s PenPoint system [81, 24]. While details of the interface of many of these systems are hard to
find (many of these systems have not yet been released), the author suspects that many use gestures.

-
3

For further reading, please see [16, 106, 31].
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Figure 2.9: Copying a group of objects in {(3Edit (from Kurienbach and Buxton [757)

Note the compound gesture:  the initial closed curve does selection, and the final

shouid be copied rather than moved.
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Figure 2.18: GloveTalk (from Fels and Hinton [34])
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Glovelalk connects a DataGlove to a speech synthesizer through several neural networks. Gestures fndicate

roof words (shown) and modifiers. Reversing the direction of the hand motion causes a word to be emitted

from the synthes
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Figure 2.11: Basic PenPoint gestures (from Carr {24})

Recently, prototypes of Go Corporation’s PenPoint system have been demonstrated. Fach
consists of a notebook-sized computer with a flat display. The sole input device is a styhus, which
is used for gestures and handwriting on the display itself. Figure 2.1 shows the basic gestures
recognized; depending on the context, additional gestures and handwriting can also be recognized.
As can be seen, PenPoint gestures may consist of multiple strokes. Although it seems that trainable
recognition algorithms are used internally, at the present time the user cannot add any new gestures
to the existing set. The hardware is able to sense pen proximity thow near the stylus is to the tablet),
which is used to help detect the end of multi-stroke gestures and characters. PenPoint applications
include a drawing program, a word processor, and a form-based data eniry system.

Many of the above systems combine gesture and direct manipuolation in the same interface. GEdit,
for example, appears to treat yoouse input as gestural when begun on the backgroond window, but
drags objects when mouse input begins on the object. Almost none combine gesture and direct
manipulation in the same interaction. One exception, PenPoint, uses the dot gesture {touching the
stylus fo the tablet and then not moving until recognition has been indicated) to drag graphic objects.
Button Box does something similar for dragging objects. Artkit [52] uses eager recognition, more
or less crediting the idea to me.

2.3 Approaches for Gesture Classification
Fr {40] states that “the problem of pattern recognition usually denotes a discrimination or classifica-

tion of a set of processes or events,” Cleatly gesture recognition, in which the input is considered to
be an event to be classified as one of a particular set of gestures, is a problem of pattern recognition.
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In this dissertation, known technigues of pattemn recognition are applied to the problem of sensing
gesiures.

The general pattern recoguition problem consists of two subprobleras: patiern representation
and decision making [40]. This imaplies that the architecture of the general patiern recognition
consists of two main parts. First, the representer takes the raw pattern as input and outputs the
interpal representation of the pattern. Then, the decider takes as input the output of the representer,
and outputs a classification {and/or a description) of the pattern.

This section reviews the pattern recognition work relevant to gesture recognition. In particular,
the on-line recognition of handwritten characters is discussed whenever possible, since that is the
closest solved problem to gesture recognition. For a good overview of handwriting systems in
general, see Suen et al [125] or Tappert et al [129].

The review is divided into two parts: alternatives for representers and alternatives for deciders.
Each alternative is briefly explained, usually by reference to an existing systern which uses the
approach. The advantages and disadvantages of the altemative are then discussed, particularly as
they apply to single-path gesture recognition.

231 Alternatives for Representers

The representer module takes the raw data from the input device and transforms it into a form suitable
for classification by the decider In the case of single-path gestures, as with on-line handprint, the
raw data consists of a sequence of points. The representer outpats features of the input pattern.

Representers may be grouped in terms of the kinds of featares which they output. The major
kinds of features are: templates, global transformations, zones, and geometric features. While a
single representer may combine different kinds of features, representers are discussed here as if
each only outputs one kind of feature. This will make clearer the differences between the kinds of
features. Also, in practice most representers do depend largely on a single kind of feature.

Tempiates.

Templates are the simplest features to compute: they are simply the input data in its raw form.
For a path, a template would simply consist of the sequence of points which make up the path.
Recognition systems based on terpplates require the decider to do the diffienlt work; namely,
matching the template of the input pattern to stored example teraplates for each class.

Templates have the obvious advantage that the features are simple to compute. One disadvantage
is that the size of the feature data grows with the size of the input, making the features unsuitable as
input to certain kinds of deciders. Also, template features are very sensitive to changes in the size,

o

location, or orientation of the input, complicating classifiers which attempt to allow for variations
of these within a given class. Examples of template systems are mentioned in the discussion of
ternplate matching below.
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Global Transformations.

Some of the problems of template features are addressed by global transformations of the input
data. The transformations are often mathematically defined so as to be invariant under e g rotation,
transiation, or scaling of the input data. For example, the Fourier transform will resualt in features
invariant with respect o rotation of the input pattern {46]. Global fransformations generally output
a fixed mumber of features, often smaller than the input data.

A set of fixed features allows for a greater variety in the choice of deciders, and obviously the
invariance properites allow for variations within a class. Unfortunately, there is no way to “tumn
off” these invariances in order to disallow intra-class variation. Also, the global transformations
generally take as jnput a two-dimensional raster, making the technique awkward to use for path
data (it would have to first be transformed info raster data). Furthermiore, the computation of the
transformation may be expensive, and the resulting features do not usuvally have a usefuol parametric
interpretations {in the sense of Section 1.6.2), requiring a separate pass over the data to gather
parametric information.

Zones.

Zoning is a simple way of deriving {eatures froni a path. Space is divided into a number of zones,
and an input path is transformed into the sequence of zones which the path traverses [57]. One
variation on this scheme incorporates the direction cach zone is entered into the encoding [101]. As
with templates, the number of features are not fixed: thus only certain deciders may be used. The
major advantage of zoning schemes are their simplicity and efficiency.

It the recogoifion is to be size invariant, zoning scheroes generally require the input to be
normalized ahead of time. Making a zoning scheme rotationally invariant is more difficult. Such
normalizations make it impossibie to compute zones incrementally as the input datais received. Also,
small changes o a pattern might cause zones to be missed entirely, resulting in misclassification.
And again, the features do not usvally hold any useful parametric information.

eometric Features,

Geometric features are the most comanonly used in bandwriting recognition {125]. Some geometric
features of a path {such as its total length, total angle, nurber of times it crosses itself, efc) represent
zlobal properties of the path. Local propertics, such as the sequence of basic strokes, may also be
represented.

It is possible to use combinations of geometric features, cach invariant under some transforma-
tions of the input pattern but not others, For example, the initial angle of a path may be a feature, and
all other features might be invariant with respect to rotation of the input. In this fashion, classifiers
may potentially be created which allow different variations on a per-class basis.

Geometric features often carry useful parametric information, eg the total path length, a
zeometric feature, is potentially a uselul parameter. Also, geometric features can be fed to deciders
which expect a fixed number of features (if only global geometric features are used), or to deciders
which expect a sequence of features (if Tocal features are used).
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Geometric features tend to be more complex to compute than the other types of features listed.
With care, however, the computation can be made efficient and incremental. For all these reasons,
the current work concentrates on the use of global geometric features for the single-path gesture
recognition in this dissertation (see Chapter 3).

23.2  Alternatives for Deciders

(iven a vector or sequence of features output by a representer, it is the job of the decider to
determine the class of the input pattern with those features. Seven general methods for deciders may
be enumerated: template-matching, dictionary lookup, a discrimination net, statistical matching,
linguistic matching, connectionism, and ad fioc. Some of the methods are suitable to only one kind
of representer, while others are more generally applicable.

Template-matching,

Actemplate-matching decider compares a given input template to one or more prototypical templates
of each expected class. Typically, the decider is based on a function which measures the stmilarity
{or dissimilarity) between pairs of templates. The input is classified as being a member of the same
class as the prototype to which it is most similar  Usually there is a similarity threshold, below
which the input will be rejected as belonging to none of the possible classes.

The similarity metric may be computed as a correlation function between the input and the
prototype {69]. Dynamic programming technigues may be used to efficiently warp the inputin order
to better match up points in the input temaplate to those in the prototype {133, 60, 9].

Template systems have the advantage that the prototypes are simply example templates, making
the system easy to train. In order to accommodate large variations, for example in the orientation
of a given gesture, a mumber of different prototypes of various orientation must be specified.
Unfortunately, a large number of prototypes can make the use of template matching prohibitively
expensive, since the input pattern mwust be compared to every template.

Lipscomb [80] presents a variation on template matching used for recognizing gestures. In his
scheme, each training example is considered at different resolations, giving rise to multiple templates
per example. (The algorithm is thus stmilar to meltiscale algorithms used in image processing
[138].) Lipscomb has applied the multiscale technigue to stroke data by using an angle filter, in
which different resolutions correspond to different thresholds applied to the angles in the gestures.
To represent a gesture at a given resofution, poings are discarded so that the remaining angles are
all below the threshold. To classify an input gesture, first ifs highest resolution representation is
{conceptually) compared to each teruplate (at every resolution). Successively lower resolutions of
the input are tried in tum, until an exact match is found. Multiple matches are decided in favor of
the template whose resolution is closest (o the current resolution of the input.

Dictionary lookup.

When the input features are a sequence of tokens taken from a small alphabet, lockup techniques
may be used. This is often how zoning features are classified {1011, The advantage is efficient
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recognition, since binary search (or similar algorithms) may be used to lookup patterns in the
dictionary. Often some allowance is made for noun-exact matches, since otherwise classification is
sensitive to sroall changes in the input. Even with such allowances, dictionary systeros are often
brittle, due to the features eniployed (eg sequences of zones). Of course, a dictionary is inttially
created from example training input. It is also a simple matter to add new entries for rejected
patterns; thus the dictionary syster can adapt to a given user.

Biscrimination nets.

A discrimination net {(also called a decision tree) is basically a flowchart without foops. Each
interior node contains a boolean condition on the features, and is connected to two other nodes (a
“true” branch and a “false” branch). Each leaf node is labeled with a class name. A given feature
set is classified by starting at the root note, evaluating cach condition encountered and taking the
appropriate branch, stopping and outputting the classification when a leat node is reached.

Discrimination nets may be created by hand [25], or derived from exaraple inputs [8]. They
are more appropriate to classifying fixed-length feature vectors, rather than sequences of arbitrary
fength, and often result in accurate and efficient classifiers. However, discrimination nets trained by
example tend to become unwieldy as the number of examples grows.

Statistical matching.

In statistical matching, the statistics of example featore vectors are used to derive classifiers. Typi-
cally, statistical matchers operate only on feature vectors, not sequences. Some typical statistics used
are: average feature vector per class, per-class variances of the individual features, and per-class
correlations within features. One method of statistical moatching is to compute the distance of the
input feature vector to the average feature vector of each class, choosing the class which is the clos-
ost. Another method uses the statistics to derive per-class discrimination functions over the features.
Drscrimination functions are like evaluation functions: each discrimination function is applied to
the input feature vector, the class being determined by the largest result. Fisher [35] showed how to
create discrimination functions which are simply linear combinations of the input features, and thus
particularly efficient. Arakawa et al[3] used statistical classification of Fourier features for on-line
handwriting recognition; Chapter 3 of the present work uses statistical classification of geometric
features.

Some statistical classifiers, such as the Fisher classifier, make assumptions about the distributions
of features within a class {such as multivariate nommality); those tend to perform poorly when the
assumuptions are violated. Other classifiers [48] make no such assumptions, but instead attempt to
estimate the form of the distribution from the training exaraples. Such classifiers tend to require many
training examples before they function adequately. The former approach is adopted in the current
work, with the feature set carefully chosen so as to not violate assumptions about the vaderlying
distribution too drastically.
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Figure 2.12: Shaw’s Pictare Description Language
PDI. enables line drawings to be coded in string form, making it possible to apply textual pavsing algoritiyns
to the recognition of Jine drawings. The component Jine segments and combining operations are shown on

the leit; the right shows how the letter "A” can be described using these primifives.

Linguistic maiching.

The linguistic approach attempts to apply automata and formal language theory to the problem of
pattern recognition {37]. The representer outputs a sequence of tokens which is composed of a setof
pattern primitives and composition operators representing the relation between the primitives. The
decider has a grammar for each possible pattern class. It takes as input the sentence and attempis to
parse it with respect to each pattern class grammar. Ideally, exactly one of the parses is successful
and the pattern is classified thus. A useful side effect of the syntax analysis is the parse tree (or other
parse trace) which reveals the internal structure of the pattern.

Linguistic recognizers may be classified based on the form of the representer output. If the
output is a siring then standard language recognition fechnology, such as regular expressions and
context-free gramunars, may be used to parse the input. An error-correcting parser may be used in
order to robustly deal with errors in the input. Alternatively, the output of the representer may be a
tree or graph, in which case the decider could use graph matching algorithms to do the parse.

The token sequence could come from a zoning representer, a representer based on local geometric
properties, or from the output of a lower-level classifier. The latter is a hybrid approach—where, for
example, statistical recognition is used to classify paths (or path segments), and linguisticrecognition
is used to classify based on the relationships between paths. This approach is similar to that taken
by Fu in a number of applications [40, 39, 38].

Shaw’s picture descriptionlanguage (PDL, see figure 2.12) has been used successfully to describe
and classify line drawings [116, 40]. In another system, Stallings [120, 37] uses the composition
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operators Jeft-of, above, and surrounds to describe the relationships between strokes of Chinese
characters.

A major problem with linguistic recognizers is the necessity of supplying a grammar for each
pattern class. This usually represents considerably more effort than simply supplying exanples for
cach class. While some research has been done on automatically deriving graromars from examples,
this research appears not to be sufficiently advanced to be of use in a gesture recogrifion systern.
Also, linguistic systems are best for patterns with sobstantial internal strocture, while gestures tend
to be atomic (but not always [75]).

Connectionism,

Pattern recognition based on neural nets has received much research attention recently {65, 104,
132, 134]. A neural net is a configuration of simple processing elements, each of which is a super-
stmaplified version of a neuron. A number of methods exist for training a neural network patter
recagnizer from examples. Almost any of the different kinds of features listed above could serve
as input to a neural net, though best results would likely be achieved with vectors of quantitative
features. Also, some statistical discrimination functions may be implemented as simple neural
networks.

Neural nets have been applied successfully to the recognition of line drawings [55, 821, characters
[471, and DataGlove gestures [34]. Unfortunately, they tend to require a large amount of processing
power, especially to train. It now appears likely that neural networks will, in the future, be a
popular method for gesture recognition. The chief advantage is that neural nets, like template-based
approaches, are able to take the raw sensor data as input. A neural network can leam fo extract
interesting features for use in classification. The disadvantage is that many labeled examples (often
thousands) are needed in training.

The statistical classification method discussed in this dissertation may be considered a one-level
neural network. It has the advantage over multilayer neural networks, in that i may be trained
quickly using relatively few examples per class (tvpically 15). Rapid training time is important in
a system that is vsed for prototyping gesture-based systens, since if allows the system designer to
casily experiment with different sets of gestures for a given application.

Ad hoc methods,

If the set of patterns to be recognized is stmple encugh, a classifier may be programmed by hand.
Indeed, this was the case in many of the gestore-based systems mentioned in Section 2.2. Even
s0, having to program a recognizer by hand can be difficuit and makes the gesture set difficult o
modify. The author believes that the difficulty of creating recognizers is one major reason why more
gesture-based systems have not been built, and why there i3 a dearth of experiments which study
the effect of varying the gestures in those systems which have been butlt. The major goal of this
dissertation is to make the building of gesture-based systems casy by making recognizers specifiable
by example, and incorporating them into an easy-to-use direct manipulation framework.
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2.4 Direct Manipulation Architectures

A direct manipulation system is one in which the user manipulates graphical representations of
obiects in the task domain directly, usually with a mouse or other pointing device. In the words of
Shneiderman {1171,

the central ideas seemed to be visibility of the object of interest; rapid, reversible,
incremental actions; and replacement of complex command language syntax by direct
manipulation of the object of interest—hence the term “direct manipulation.”

Asexamples, he moentions display editors, Visicale, video games, computer-aided design, and driving
an automobile, among others.

For many application domains, the direct manipualation paradigm results in programs which are
casy to learn and use. Of course there are tasks for which direct manipulation is not appropriate, due
to the fact that the abstract nature of the task domain is not casily mapped ontoe concrete graphical
obiects [58]. For example, direct manipulation systemns for the abstract task of programming have
been rather difficult to design, though much progress has been made [98].

It 1s not intended here to debate the merits and drawbacks of direct manipulation systems.
Instead, it {5 merely noted that direct mamipulation has become an increasingly important and
popular style of user interface. Furthermore, all existing gesture-based systems may be considered
direct-maanipulation systems. The reason is that graphical objects on the screen are natural targets
of gesture conumands, and updating those objects is an intaitive way of feeding back to the user
the effect of his gesturing. Tn this section, existing approaches for constructing direct manipulation
systems are reviewed. In Chapters 6 and 7 it is shown how sonie of these approaches may be
extended to incorporate gestural input.

While direct manipulation systems are easy to use, they are among the most difficult kinds of
interface to constract. Thus, there is a great interest in software tools for creating such interfaces.
Myers [96] gives an excellent overview of the various tools which have been proposed for this
purpose. Here, it is sufficient to divide user-interface software tools into three levels.

The lowest software level potentially seen by the direct manipulation aystem programmmer is
usually the window nmanager. Example window managers include X [113], News [127], Sun
Windows [ 1261, and Display Postscript [ 102]; see Myers [94] for an overview. For current purposes,
it is sufficient to consider the window manager as providing a set of routines (1 & a programming
interface) for both output {(fextual and graphical} and input (keyboard and mouse or other device).
Programming direct manipulation interfaces at the window manager level is a usually avoided, since
4 large amount of work will likely need to be redone for each application (e g menos will have
to be implemented for each). Building from scrateh this way will probably result in different and
inconsistent interfaces for cach application, making the total systemn difficult to recall and use.

The next software level is the user interface foolldt. Toolkits come in two forms: non-object-
oriented and object-oriented. A toolkit provides a set of procedures or objects for constructing
maenus, seroll bars, and other standard inderaction techniques. Most of the toolkits come totally
disassembled, and it is up to the programmer {o decide how to use the components. Some toolkits,
notably MacApp [115] and GWUIMS [11&], come partially assembled, making it easier for the
programmer to customize the stractore to fit the application. For this reason, some authors have
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referred to these systems as User Interface Management Systems, though here they are grouped with
the ather toolkits.

A non-abject-oriented toolkit is simply a set of procedures for creating and manipulating the
interaction techniques. This saves the programmer the effort involved in programming these inter-
action techniques directly, and has the added benefit that all systems created using a single toolkit
will fook and act similarty. One problem with non-object-oriented toolkits is that they osually do
not give much support for the programmer who wishes to create new interaction techniques. Such
a programmer typically cannot reuse any existing code and thus finds himself bogged down with
many low-level details of input and screen management.

Instead of procedures, object-oriented toolkits provide a class {(an object type) for each of
the standard interaction techniques. To use one of the interaction techniques in an interface, the
programmer creates an instance of the appropriate class. By using the inheritance mechanism of
the object-oriented programming language, the programmer can create new classes which behave
tike existing classes except for modifications specified by the programer. This subclassing gives
the programmer a method of customizing each interaction technique for the particular application.
it also provides assistance to the programmer wishing to create new interaction technigues—he can
almost always subclass an existing class, which is usually much casier than programming the new
technique fron scratch. One problem with object-oriented toolkits is their complexity; often the
progranumer needs to be familiar with a large part of the class hierarchy before he can understand
the functionality of a single class.

User Interface Management Systems (UIMSs) form the software level above toolkits [96].
UIMSs are systerns which provide a method for specifying some aspect of the user interface that is
at a higher level than simply using the base programming language. For example, the RAPIDAISE
system {135] uses state transition diagrams to specify the structure of user input, the Syngraph systera
(04} uses context-free granmmers similardy, and the Cousin systern [51] uses a declarative language.
Such systems encourage or enforce a strict separation between the user interface specification and
the application code. While having modularity advantages, it is becoming increasingly apparent
that such a separation may not be appropriate for direct manipulation interfaces [110].

UTMSs which employ direct grapfical specification of interface components are becomting in-
creasingly popular In these systems, the UIMS is itself a direct manipulation system. The user
interface designer thus uses direct manipulation to specify the components of the direct manipulation
interface he himself desires to build. The NeXT Interface Builder {1021 and the Andrew Devel-
opment Environment Workbench (ADEW) {10{] allow the placement and properties of existing
interface components to be specified via direct manipulation. However, new interface components
must be programmed in the object-oriented toolkit provided. In addition to the direct manipulation
of existing interface components, Lapidary [93] and Peridot [90] enable new interface components
to be created by direct graphical specification.

UIMSs are generally built on top of user interface toolkits. The UIMSs that support the con-
struction of direct manipulation interfaces, such as the ones which use direct graphical specification,
tend to be built upon object-oriented toolkits. Since object-oriented toolkits are currently the pre-
ferred vehicle for the creation of direct manipulation systems, this dissertation concentrates upon
the problem of integrating gesture into such toolkits. In preparation for this, the architectures of
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several existing object-oriented toolkits are now reviewed.

24.3  Object-oriented Toolkits

The object-oriented approach is often used for the construction of direct manipulation systems.
Using object-oriented programming techanigues, graphical objects on the screen can be made to
correspond quite naturally with software objects infernal to the systemn. The ways in which a graphic
object can be manipulated correspond to the messages to which the correspounding software object
responds. It is assumed that the reader of this dissertation is familiar with the concepts of object-
oriented programming. Cox [27, 28], Stefik and Bobrow [121], Horn [56], Goldberg and Robson
{441, and Schmucker [115] all present excellent overviews of the topic.

The Smalitalk-80 system [44] was the first object-oriented system that ran on a personal computer
with a mouse and bitmapped display. From this system emerged the Model-View-Controller MV(C)
paradigm for developing direct manipulation inferfaces. Though MVC literature is ondy now
beginning to appear in print {70, 63, 68], the MV paradigm has directly influenced every object-
oriented user interface architecture since its creation. For this reason, the review of object-oriented
architectures for direct manipulation systems begins with a discussion of the use of the MVC
paradigm in the Smalltalk-8( system.

The terms “model,” “view,” and “controller” refer to three different kinds of objects which play
arole in the representation of single graphic object in a direct manipulation interface. A modelis an
obiect containing application specific data. Model objeets encapsulate the data and computation of
the task domain, and generally make no reference to the user interface.

A viewobject is responsible for displaying application data. Usually, a view 18 associated with a
single model, and communicates with the model in order to acquire the application data that it will
render on the screen. A single model may have multiple views, each potentially displaying different
aspects of the model. Views implement the “look™ of a user interface.

A controller object handles user interaction (i e input). Depending on the input, the controller
may communicate directly with a model, a view, or both. A controller object is generally paired with
a view object, where the controller handles inputto a model and the view handles cutput. Internally,
the controlier and view objects typically contain pointers to each other and the associated model,
and thus may directly send messages to cach other and the model. Controllers implement the “feel”
of a user interface.

When the application programmer codes a rodel object, for modularity purposes he does not
generally include references to any particular view(s). The result is a separation between the
application {the models) and the oser interface {the views and controflers}. There does however
need to be some connection from a model to a view—otherwise how can the view be notified when
the state of the model changes? This connection is accomplished in a modular fashion through the
use of dependencies.

Dependencies work as follows: Any object may register itself as a dependent of any other object.
Typically, a view object, when first created, registers as a dependent of a model object. Generally,
there is a list of dependents associated with an object; in this way multiple views may be dependent
on a single model. When an object that potentially has dependents changes i< state, it sends itself
the message [self changed]. Each dependent d of the object will then get sent the message {d
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updatel, informing it that an object upon which it is dependent has changed. Thas, dependencies
allow a model to conununicate o its views the fact that it has changed, without referring to the views
explicitly.

Many views display rectangular regions on the screen. A view may have sabviews, each of
which typically results in an object displayed within the rectangular region of the parent view. The
subviews may themselves have subviews, and so on recursively, giving rise to the view &ierarchy.
Typically, a subview’s display is clipped so as to wholly appear within the rectangular region of its
parent. A subview generally occludes part of ifs parent’s view.

A common criticism of the MV paradigm is that two objects (the view and controller) are
needed to implement the user interface for a model where one would suffice. This, the argument
goes, is not only inefficient, but also notmodualar. Why implement the look and feel separately when
in practice they always go together?

The reply to this criticism states that it is useful (often or occasionally) to control look and feel
separately [68]. Knolle discusses the usefulness of a single view having several interchangeable
controflers; implementing different user abilities (L ¢ beginning, intermediate, and advanced) with
different controllers, and having the system adapt to the vser’s ability at runtime is one example.
While Knolle’s examples may not be very persuasive, there is an important application of separating

views from controllers, namely, the ability to handle multiple input devices. Chapters 6 and 7
explore further the benefits accrued from the separation of views and controllers.

Nonetheless, there is a simplicity to be had by combining views and controllers into a single
object, giving rise to object-oriented toolkits based on the Data-View (DV) paradigm. Though
the terminology varies, MacApp [115, 114], the Andrew Toolkit [105], the NeWS Development
environment [108], and InterViews [79] all use the DV paradigm. In this paradigm, data objects
contain application specific data (and thus are identical to MVC models} while view objects combine
the functionality of MVC view and controller objects. In DV systerns, the look and feel of an object
are very tightly coupled, and detailed assumptions about the input hardware {eg a three buiton
maouse} get built into every view.

Object-oriented toolkits also vary in the method by which they determine which controller
objects get informed of 4 particular input event, and also in the details of that communication.
Typically, input events {such as mouse clicks) are passed down the view hicrarchy, with a view
querying its subviews (and so on recursively) o see if one of them wishes to handle the event before
deciding to handle the event itself. Many variations on this scheme are possible.

Controllers may be written to have methods for messages such as leftButtonbDown. This
atyle, while conventent for the programumer, has the effect of wiring in details of the input hardware
all throughout the system {115, 68]. The NeXT AppKit {102}, passes input events to the controfler
object in a more general form. This is generalized even further in Chapters 6 and 7.

Controllers are a very general mechanism for handling input. Gamet [92], amodern MVC-based
system, talkes a ditferent approach, called inferactors{95, 911 The key insight behind interactors is
that there are only several different kinds of interactive behavior, and a (parameterizable) interactor
can be built for each. The user-interface designer then needs only to choose the appropriate interactor
for each interaction technique he creates.

(Gestaral input is not currently handled by the existing interactors. It would be interesting to see
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if the interactor concept in Garnet is general enough to handle a gesture interactor. Unfortunately,
the author was largely unaware of the Garmnet project at the time he began the research described in
Chapters 6 and 7. Had it been otherwise, a rather different method for incorporating gestures indo
direct manipulation systems than the one described here might have been created.

The Axtkit system {52] has a considerably more general input mechanisi than the MV systeras
discussed thus far. Like the GRANDMA system discussed in this dissertation, Artkit integrates
gestare into an object-oriented toolkit. Though developed simultaneously and independently, Artkit
and GRANDMA have startlingly similar input architectures. The two systems will be compared in
more detail in chapter 6.
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Chapter 3

Statistical Single-Path Gesture
ecognition

3.1 QOverview

This chapter address the probiem of recognizing single-path gestures. A single-path gesture is one
that can be input with a single pointer, such as a mouse, stylus, or single-finger touch pad. Itis
further assumed that the start and end of the input gesture are clearly delineated. When gesturing
with a mouse, the start of a gesture might be indicated by the pressing of a mouse button, and the
end by the release of the button. Similarly, contact of the stylus with the tablet or of a finger with
the touch screen could be used to delineate the endpoints of a gesture.

Baecker and Buxton[5] warn against using a mouse as a gestural input device for ergonomic
reasons. For the research described in this chapter, the author has chosen to ignore that warning.
The mouse was the only pointing device readily available when the work began. Furthermore, it was
the only pointing device that is widely available-an important consideration as it allows others to
utilize the present work. In addition, it is probably the case that any trainable recognizer that works
well given mouse input could be made to work even better on devices more suitable for gesturing,
such as a stylus and tablet.

The particular mouse used is labeled DEC Model VSI0X-EA, revision A3. It has three buttons
on top, and a metal trackball coming out of the bottom. Moving the mouse on a flat surface causes
its trackball to roll. Inside the mouse, the trackball motion is mechanically divided into y and y
coniponents, and the roouse sends a pulse to the compuier each fime one of its components changes
by a certain amount. The windowing software on the bost iroplements mouse acceleration, meaning
that the faster the mouse is moved a given distance, the farther the mouse cursor will travel on the
screen. The metal mouseball was rolled on a Formica table, resulting it what might be termed a
“hostile” system for stadying gestural input.

All the work described in this chapter was developed on a Digital Equipment Corporation
MicroVAX 11} The software was written in € {66] and runs on top of the MACH operating system

"MicroVAX is trademark of Digital Equipment Corporation.
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e,

Y

2 . 4 '\1 o

Figure 3.1: Some example gestures
The period indicates the start of the gesiure. The aciual mwouse points that make up the gestures are jndicated

as well,

[131], which is UNIX? 4.3 BSD compatible. X1 [113] was the window system used, though there
is a layer of software designed to make the code easy to port to other window systems.

3.2 Single-path Gestures

The gestures considered in this chapter consist of the two-dimensional path of a single point over
time. Each gesture is represented as an array g of Ftime-stamped sample points:

5 = {(Xp, ¥y bp} 0<p< P

The points are time stamped (the &) since the typical interface to many gestural input devices,
particularly mice, does not deliver input points at regular intervals. In this dissertation, only
two-dimensional gestures are considered, but the methods described may be generalized to the
three-dimensional case.

When an igput point is very close to the previous input point, it is ignored. This simple
preprocessing of the input results in features that are much more reliable, since much of the jiggle,
especially at the end of a gesture, is eliminated. The resultis a large increase in recognition accuracy.

For the particular mouse used for the majority of this work, “very close” meant within three
pixels, This threshold was cropirically determined to produce an optimal recognition rate on a
nuamber of gesture sets.

Similar, but more complicated preprocessing was done by Leedham, ef. al, in their Pittman’s
shorthand recognition systemn[77]. The difference in preprocessing in Leedhants system and the
current work stems largely from the difference in input devices (Leedham used an instrumented
pen), indicating that preprocessing should be done on a per-input-device basis.

Figure 3.1 shows some example gestures used in the GDP drawing editor. The first point {gg)} in
each gesture is indicated by a period. Bach subsequent point (g,) is connected by a line segment to
the previous point (gp—1). The time stamps are not shown in the figure.

The gesture recognition problem is stated as follows: There is a set of C gesture classes,
numbered § through C— 1. The classes may be specified by description, or, as is done in the present

TUNIX is a trademark of Bell Laboratories.
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work, by example gestures for each class. Given an input gesture g, the problem is to deterraine the
class to which g belongs (J.e the class whose members are most like g). Some classifiers have a
reject option: if g is sufficiently different so as not to belong to any of the gesture classes, it should
be rejected.

3.3 Features

Statistical gesture recognition is done in two steps. First, a set of features is extracted from the input
gesture. This set is represented as a feature vector, £ = [ A,..., ). (Here and throughout, the
prime denotes vector franspose.) The feature vector is then classified as one of the possible gesture
classes.

The set of features used was chosen according to the following criteria:

The number of features should be small. In the present scheme, the amount of time it takes to
classify a gesture given the feature vector is proportional to the product of the size of the
feature vector (1., the number of features) and the vumber of different gesture classes. Thus,
for efficiency reasons, the number of features should be kept as small as possible while still
heing able to distinctly represent the different classes.

Kach feature should be caleulated efficiently. It is essential that the calculation of the feature
vector itself not be too expensive: the amount of time to update the value of a feature when an
input point g, is received should be bounded by a constant. In particular, features that require
all previcus points to be examined for each new input point are disallowed. In this manner,
very large gestures (those consisting of many poinis) are recognized as efficiently as smaller

gestures.

In practice, this incremental calculation of features 18 often achieved by conputing auxiliary
features not used in classification. For example, if one feature is the average x value of the
iput points, an auxiliary feature consisting of the sum of the x values might be computed.
This would require constant time {one addition} per input point. When the feature vector is
needed (for classification) the average x value feature is computed in constant time by dividing
the above som by the number of input points.

Each feature should have a meaningful interpretation. Unlike simple handwriting systems, the

gesture-based systems built here use the features not only for classification, but also for
parametric information. For example, a drawing program might use the initial angle of a
gesture fo orient a newly created rectangle. While it is possible to extract such gestoral
attributes independent of classification, it is potentially less efficient to do so.
Meaningtul features also provide useful information to the designer of a set of gesture classes
for a particular application. By understanding the set of features, the designer has a better
idea of what kind of gestures the system can and cannot distinguish; she is thus more likely
to design gestures that can be classified aceurately.
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Individual features should have Gaussian-like distributions. The classifierdescribed in this chap-
ter is optimal when, among other things, within a given class each feature has a Gaussian
distribution. This is because a class is essentially represented by its mean feature vector, and
clagssification of an example takes place, to a first approximation, by determining the class
whose mean feature vector is closest to the example’s. Classification may suffer if a given
feature in a given class has, for example, a bimodal distribution, whereby it tends toward one
of two different valaes.

This requirement is satisfied when the feature is stable, meaning a small change in the input
gesture results in a small change in the value of the feature. In general, this rules out features
that are small integers, since presumably some small change in a gesture will cause a discrete
unit step in the feature. When possible, features that depend on thresholds should also be
avoided for similar reasons. Ideally, a feature is a real-valuoed continuous function of the input
points.

Nate that the input preprocessing is essentially a thresholding operation, and does have the
effect that a seemingly small change in the gesture can cause big changes in the feature vector.
However, eliminating this preprocessing would allow the noise inherent in the inpuot device
to seriously affect certain features. Thus, thresholding should not be ruled out per-se, but
the tradeofts must be considered. Another alternative is to use multiple thresholds to achieve
a kind of multiscale representation of the input, thus avoiding problems inherent in using a
single threshold {80].

The particular st of features used here evolved over the creation of two classifiers, the first being
for a subset of GDP gestures, the second being a recognizer of upper-case letters, as handwritten by
the author. In the current version of the recognition program, thirteen features are employed. Figure
3.2 depicts graphically the values used in the feature calculation.

The features are:

Cosine and sine of imitial angle with respect to the X axis:

i

cosa = {x — x)/d
sine = (n — w)/d

i

St b

where d= /{1 — P + (1 - w).

Length of the bounding box diagonal:

i
. Iy 3 o
f= \/’ (Kmox — Xppiny™ + (.ymax — Yiain)*

Where Spmay, Xminy Vmaxs Vmin ar¢ the maxinmm and minimum valiues
for x, and y, respectively.

Angle of the bounding box:
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Figure 3.2: Feature calculation

e
3]

Gesture 6 of figure 3.1 is shown with its relevant lengtis and angles labeled with the intermediate variab

used fo compute features or the features themselves where possible.

T min

- R
I = arctan
Xmax — ¥min

Distance between first and last point:

. /s \; , "
=4/ = ) + (Veey — o)
Cosine and sine of angle between first and last point:

S ,'q = (*X}j—-l - AO)/ [5
=sin = (e — )/ 6

B
oH
e

e}

7

Qi

Total gesture length:

Let dx, = x50 — %
AYp = Ypur — 3p
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P-2
=0

Total angle traversed (devived from the dot and cross product definitions{73]):
A5 — DXy 1.4y,

8, = arctan -
g Ly g+ Ay,dy,

P2

@:E‘gﬁ

=1

-2
fip = E ’#p‘
[jl:::l
P2
<N 42
1= 0

=l

Maximum speed (squared):

Path duration:

fa=tpy ~ b

Features fip and £y allow the gesture recognition to be based on temporal factors; thus gestures
have a dynamic component and are not siraply static pictures,

Some features ( fi, 5, &, and #) are sines or cosines of angles, while others (&, fo, 1, A2
depend on angles directly and thus require inverse trigonometric functions to compute. A four-
quadrant arctangent is needed to compute #,; the arctangent function maost take the numerator and
denominator as separate parameters, returning an angle between —u and ». For efficient recognition,
it would be desirable to use just a single feature to represent an angle, rather than both the sine and
cosine. However, the recognition algorithm requires that each feature have approximately a Gaussian
distribution; this poses a problen: when a small change in a gesture causes a large change in angle
measurerpent due to the discontinuity when near 2w, This mattered for initial angle, and the angle
between the start and end point of the gesture, so each of these angles is represented by its sine and
cosine. The bounding box angle is always between { and % /2 so there was no discontinuity problem
for it
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For features dependent on 8, the angle between three successive input points, the discontinuity
only occurs when the gesture stroke tums back upon itself. In practice, likely due to the few gestures
used which have such changes, the recognifion process has not been significantly hampered by
the potential discontinuity (but see Section 9.1.1). The feature § is a rmoeasure of the total angle
traversed; in a gesture consisting of two clackwise loops, this feature might have a value near 47
I the gesture was a clockwise loop followed by a counterclockwise loop, & would be close to zero.
The featore 4, accumnulates the absolute value of instantaneous angle; in both loop gestures, its
value would be near 4w, The feature £ ts a measure of the “sharpness” of gesture.

Figure 3.3 shows the value of some features as a function of p, the input point, for gestures 1 and
2 of figure 3.1. Note in particular how the value for #; (the sharpness) increases at the angles of the
gesture. The feature values at the last (rightmost) input point are the ones that are used to classify
the gesture. The intent of the graph is to show how the features change with each new input point.

Al the features can be computed incrementally, with a constant anount of work being done for
each new input point. By utilizing table lookup for the square root and inverse trig functions, the
amount of computation per input point can be made quite small.

A number of features were tried and found not to be as good as the featares used. For example,
instead of the sharpness metric £y, initially a count of the number of times 8, exceeded a certain
threshold was used. The idea was to count sharp angles. While this worked faitly well, the more
continuous measure of sharpness was found to give nmch better results. In general, features that
are discrete counts do not work as well as continuous features that attempt to quantify the same
phenomena.  The reason for this is probably that continuous features more closely satisty the
normality criterion. In other words, an error or deviation in a discrete count tends to be much more
stgnificant than an error or deviation in confinuous metric.

Appendix A shows the C code for incrementally calculating the feature vector of a gesture.

3.4 Gesture Classification

Given the feature vector X compuied for an input gesture g, the classification algorithim is quite
simple and efficient. Associated with each gesture class is a linear evaluation function over the
features. {Jesture class chas weights wf‘ for§ < i < F, where Fis the number of features, currently
13. (Per-class variables will be written using superscripts with hats to indicate the class. These are
not and should not to be contused with exponentiation.) The evaluation functions are calculated as
follows:

0<e<C (3.1

The value v© is the evaluation of class ¢. The classifier simply determines the ¢ for which v©is a
maximurn; this ¢ is the classification of the gesture g The possibility of rejecting g1s discussed in
Section 3.6.

Practitioners of pattern recognition will recognize this classifier as the classic linear discriminator
{35, 30, 62, 74]. With the correct choice of weights Wf, the linear discriminator is known to be
optimal when (1) within a class the feature vectors have a multivariate normal distribution, and (2)
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the per class feature covariance matrices are equal. (Exactly what this means is discussed in the
next section. Other continuous distributions for which linear discrirninant functions are optimal are
investigated by Cooper {26].) These conditions do not hold for most sets of gesture classes given
the feature set described; thus weights calculated assuming these conditions will not be optimal,
even among linear classifiers {and even the optimal linear classifier can be outperformed by some
non-linear classifiers if the above conditions are not satisfied). However, given the above set of
features, linear discriminators computed as if the conditions are valid have been found to perform
quite acceptably in practice.

3.8 C(lassifier Training

Once the decision has been made to use linear discriminators, the only problem that remains is the
determination of the weights from example gestures of each class. This is known as the trainming
problem.

Two methods for computing the weights were tried. The first was the multiclass perceptron
training proceduore described in Sklansky and Wassel[119]. The hope was that this method, which
does not depend on the aforementioned conditions to choose weights, might perform better than
methods that did. In this method, an initial guess of the weights was made, which are then used
to classify the first example. For each class whose evaluation function scored higher than the
correct class, each weight is reduced by an amount proportional to the corresponding feature of the
examiple, while the correct class has its weights increased by the sarpe amount. This is similar o
back-propagation learning procedures in newral nets [34]. In this manner, all the examples are tried,
nwltiple times if desired.

This method has the advantage of being simple, as well as needing very few example gestures
to achieve reasonable resulis. However, the behavior of the classifier depends on the order in which
the examples are presented for training, and good values for the initial weights and the constant
of proportionality are difficult to determine in advance but have a large effect on the success and
training cfficiency of the method. The number of iterations of the examples is another variable
whose optinvam valoe is difficult to determine. Perhaps the most serious problem is that a single
bad example might sericusly corrupt the classifier.

Eventually, the perceptron training method was abandoned in favor of the plug-in estima-
tion method. The plug-in estimation method usually performs approximately equally to the best
perceptron-trained classifiers, and has none of the vagueness associated with perceptron training. In
this method, the means of the features for each class are estimated from the example gestures, as is
the common feature covariance matrix (all classes are assumed o have the same one). The estimates
are then used to approximate the linear weights that would be optimal assuming the aforermentioned
conditions were true.

3.5.1  Deriving the linear classifier

The derivation of the plug-in classifier is given in detail in James [62]. James’ explanation of the
dertvation is particularly good, though anfortunately the derivation itself is riddied with typos and
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other errors. Krzanowski [74] gives a similar derivation (with no errors), as well as a good general
description of multivariate analysis. The derivation is summarized here for convenience.

Consider the class of "L gestures, drawn starting from the top-left. One example of this class
is gesture 2 in figure 3.1, It i3 easy to generate many more examples of this elass. Fach one gives
rise to a feature vector, considered to be a colamn vector of Freal numbers (§,. .., £.1).

Let £ be the random vector {(i.e a vector of random variables) representing the feature vectors
of a given class of gestures, sav “L gestures. Assume (for now) that § has a nudhvariate normal
distribution. The multivariate normal distribution 1s a generalization to vectors of the normal
distribution for a single variable. A single variable (univariate) normal distribution is specified by
its mean value and variance. Analogously, a8 multivariable normal distribution is specified by its
mean vector, 77, and covariance matrix, 5. In a mudtivariate normal distribution, each vector element
(feature) has a univariate normal distribution, and the mean vector is simply a vector consisting of
the means of the individual features. The variance of the features form the diagonal of the covarnance
matrix; the off-diagonal elements represent correlations between features.

The univariate normal distribution has a density tunction which is the tamiliar bell-shaped curve.
The analog in the two vartable (bivariate) case is a three-dimensional bell shape. In this case, the
lines of equal probability (cross sections of the bell) are concentric ellipses. The axes of the ellipses
are parallel to the feature axes if and only if the variables are uncorrelated. By analogy, in the higher
dimensional cases, the distribution has a hyper-bell shape, and the equiprobability hypersurfaces are
cllipsoids.

A more in-depth discussion of the properties of the multivariate normal distribution would take
us too far afield here. The reader unfamiliar with the subject is asked to rely on the analogy with the
univariate case, or to refer to a good text, such as Krzanowski [74].

The nultivariate normal probability density functionis the multivariate analog to the bell-shaped
curve. It is written here as a conditional probability density, e the density of the probability of
getting vector X given X comes from roultivadate distribution L with F variables, mean @, and
covariance matrix £,

o &2

—1f2 o~ i-Ey B - (3.2)

Note that this expression involves both the determinant and the inverse of the covariance matrix.
The interested reader should verify that it reduces to the standard bell-shaped curve in the univariate
case (F=1,% = [o?].

In the univariate case, to determine the probability that the value of a randorm variable will
le within a given interval, simply integrate the probability density function over that interval.
Analogously in the mudtivariate case, given an interval for cach of the variables (4.6 a hypervolume)
perform a multiple integral, integrating cach variable over its interval to determine the probability a
random vector is within the hypervolume.

All this is preparation of the derivation of the linear classifier. Assume an example feature
vector ¥ 1o be classified is given. Let CF denote the event that a randor feature vector X is in class
¢ and x, when used as an event, denote the cvent that the random feature vector X has value x.
We are interested in AT i x), the probability that the particular featore vector X is in group C* A
reasonable classification rule is to assign X to the class j whose probability R C? | x) is greater than
that of the other classes, . [x) » H Ol x) for all j# i This role, which assigns the example
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to the class with the highest conditional probability, is known as Bayes” rule

The problem is thus to determine ] x) for all classes . Bayes’ theorem tells us
Px| CHPCH
S Rx | CHRCH

all k&

PChx =

Substituting, the assignment rule now becomes: assignx toclass 7if Px | CHRCH » Px| CHPCH
forall j# i

The terms of the form A C%) are the a prioriprobabilities that a random exarmple vector is in class
. In a gestare recognition system, these prior probabilities would depend on the frequency that each
gesture conmand is likely to be used in an application. Lacking any better information, let us assume
that all gestures are equally fkely, resulting in the rule: assign x to class jif Px|C B> x| chy
forall j# 7

A conditional probability of the form P(x | C%) is known as the Jikelibood of C° with respect
to X {30]; assuming equal priors essentially replaces Bayes’ rule with one that gives the maximum
likelthood.

Assume now that each CF is multivariate normal, with mean vector ﬁe, and covariance matrix
25 Substituting the multivariate normal density functions (equation 3.2} for the probabilities gives
the assignment rale: assign x to class 7if, forall j# 4,

i

B = R F L Y Te T T P S P, 5100 vt V0 iy ¥
(27,{_) 1/_11“%! /28 5(X u)}'_ X ,L):> (271') o2 IR 1/’..6 2(‘ M“) i X~Eh)

Taking the natural log of both sides, canceling, and multiplying through by —1 (thus reversing the
inequality) gives the role: assign X to class 7if, forall j# J,

di(x) < dj(X), where d(x) =In| X+ x -5 Eg‘ (x =Y 3.4
d*(x) is the discrimination function for class ¢ applied to x. This is quadratic diserimination,
since do(x) is quadratic in elements of X (the features). The discriminant computation invalves the
weighted sum of the pairwise products of features, as well as terms linear in the features, and a
constant term.

Making the further assumption that all the per-class covariances matrices are equal, ie 2 =
;= X, the assignment rule takes the forny assign x to class 7if, forall j# 4,

S+ -EYE - gh < | B+ - g) s - g,

Distributing the sebtractions and multiplying throagh by — 4 gives the rule: assign x to class 7if, for
all j# 1,

v(x) > vix), where v O = @H I - {EHETIE” (3.5)

Nate that the discrimination functions v “(x} are linear in the features (i e the elements of x), the
weights being (7Y 2! and the constant term being — %(;_L'! yET
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Comparing equations 3.5 and 3.1 it is seen that to have the optimum classifier (given the
assumptions) we take

F
W}“:? 3 1<j<F
=
and
i F
,IE‘ g N Fa
Wy = 5L , Wi by

for all classes c. It is not possible to know the ¥ and 57; these must be estimated from the examples
as described in the next section. The result will be that the w will be estimates of the optimal
weights.

The possibility of a tie for the largest diseriminant has thus far neglected. If vi(x) = 2 5x) >
pI(x) for all j # fand 7 # & it is clear that the classifier may arbitrarily choose 7 or & as the class of
x. However, this is a prime case {or rejecting the gesture ¥ altogether, since it is ambiguous. This
kind of rejection is generalized in Section 3.6.

3.5.2 Estimating the parameters

The linear classifier just derived is optimal (given all the assumptions) in the sense that it maximizes
the probability of correct classification. However, the parameters needed to operate the classifier,
namely the per-class mean vectors i * and the common covariance matrix Y, are not known a priord.
They must be estimated from the training examples. The simplest approach is to use the plug-in
estimates for these statistics. Since the equations that follow actually need to be programmed, the
natrix notation is discarded in favor of writing the sums out explicitly in terms of the components.

Let z“: he the & feature of the & example of gesture class ¢, 0 < e < F 5, where F¢ is the
nuraber of training examples of class ¢ The plug-in estimate of ¢, the mean {eature vector per

class, is denoted . Yt is simiply the average of the features in the class:

Ei-1
P W ept et
5= 2 = G- )
e=0

{For convenience in the next step, the uswal 1/{(F — 1) factor has not been included in 55 The sg
are averaged (o give sy, an estimnate of the common covariance matrix 1.

‘T‘C—j '[”

Luc=0 Sy
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The plug-in estimate of the cornmon covariance matrix sy is then inverted, the result of which is
denoted (5"‘1 Y i

The v are estimates of the optimal evaluation functions » °(x). The weights w are computed
from the estimates as folows: ’

and

As mentioned before, it is assumed that all gesture classes are equally likely o occur. The
constant {orms V{ may be adjusted if the a priord probabilities of each gesture class are known in
advance, though the author has not found this to be necessary for good results. If the derivation of
the classifier is carried out without assuming equal probabilities, the net result is, for each class, to
add In A(CH to u(; A similar correction may be made to the constant terms if differing per-class
costs for misclassification must be taken into account {74}

Estimating the covariance matrix involves estimating its F{F+ 1)/2 elements. The matrix will be
singular if, for example, less than approximately Fexamples are used in its computation. Or, a given
feature may have zero variance in every class. In these cases, the classifier is underconstrained.
Rather then give up {which seems an inappropriate response when underconstrained) an attempt is
made to fix a singular covariance matrix. First, any zero diagonal element is replaced by a small
positive mumber.  If the martax is still singular, then a search is made to climinate unnecessary
featares.

The search starts with an empty set of features. At each iteration, a feature § is added to the set,
and a covariance matrix based only on the features in the set is constructed (by taking the singular
i« Feovariance matrix and using only the rows and columus of those features in the set). If the
constructed matrix is singular, feature is removed {rom the set, otherwise 7 is kept. Fach featare
is tried in turn. The result i3 a covariance matrix {and its inverse) of dimensionality smaller than
Fx F. The inverse covariance matrix is expanded to size ¥ X F by adding rows and columns of
zeros for each feature not used. The resulting matrix 15 used to compute the weights.

Appendix A shows C code for training classifiers and classifying feature vectors.

3.6 Rejection

Given an input gesture g the classification algorithm calculates the evaluation vF, for each class ¢
‘The class kwhose evaluation vy 18 jarger than all other v is presumed to be the class of g However,
there are two cases that might cause us to doubt the correctness of the classifier. The gesture gmay
be ambiguous, in that i is similar to the gestures of more than one class. Also, gmay be an outfier,
ditferent from any of the expected gesture classes.

It would be desirable to get an estimate of how sure the classifier is that the input gestuie is
unambiguously in class i Intuitively, one might expect that if some m i is close to o, then
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the classifier is unsure of its classification, since it almost picked rminstead of 7 This intuition is
bomme out in the expression for the probability that the feature vector x is in class 7. Again assuming
normal features, equal covariances, and equal prior probabilities, substitute the multivariate normal
density function (equation 3.2) into Bayes’ Theorem (equation 3.3).

g3 E-EY ET Y

Ri9 =5

Ly 5 i By

=t

The common factor (27)™ /2] X112 has been canceled from the numerator and denominator. We

may further factor out and cancel & 752 ¥ and substitute equation 3.5, yielding
RS
Hilyy=s ——r
s iy
N
Knnnnd
j:f)

Substitoting the estimates v* for the » "(X) and incorporating the numerator into the denominator
yields an estimate for the probability that i3 the correct class for x:

j?{glx)zﬁ__l____

-1 L
TN (pd ety
$2
=

This value is computed after recoguition and compared to a threshold 7p. If below the threshold,
instcad of accepting gas being in class 4, gis rejected. The effect of varying 7p will be evaluated
in Chapter 9. There is a tradeoft between wanting to reject as many ambiguous gestures as possible
and not wanting to reject unambiguous gestures. Empirically, Tp = .95 has been found to be a
reasonable value for a number of gestore sets (see Section 9.1.2).

The expression for Hi { %) bears out the intuition that if two or more classes evaluate to near
the same result the gesture is ambiguous. In such cases the denominator will be significantly larger
than unity. Note that the denominator is always at least unity due to the /= jterm in the sum. Also
note that all the other terms the exponents (v# — /) for j # iwill always be negative, because x has
been classified as class i by virtue of the fact that v/ > v for j # 1

Hi | x) may be computed efficiently by using table-lookup for the exponentiation. The table

need not be very extensive, since any time v — +/ is sufficiently negative (less than —6, say) the
term is negligible. In practice this will be the case for almost all ;.
A linear classifier will give no indication if gis an outlier Indeed, most outliers will be
considered unambiguous by the above measure of P To test if gis an outlier, a separate metric is
needed to compare gto the typical gesture of class & Anapproximation to the Mahalanobis distance
174} works well for this purpose.

(iven a gesture with feature vector X, the Mahalanobis distance between X and ¢lass 7 1s defined
as
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Note that §7 is used in the exponent of the nusltivariate normal probability density function {equation
). 1t plays the role that ((x— u)/o)* plays in the univariate normal distribution: the Mahalanobis
distance §° essentially measures the (square of the) mumber of standard deviations that X is away

-

from the mean &

I £ 7! happens to be the identity matrix, the Mahalanobis distance is equivalent to the Fuclidean
distance. In general, the Mahalanobis distance normalizes the effects of ditferent scales for the
different features, since these presumably show op as different magnitudes for the variances s;, the
diagonal elements of the common covariance matrix. The Mahalanobis distance also normalizes
away the etfect of correlations between pairs of features, the off-diagonal elements of the covariance
roattx.

As always, it is only possible to approximate the Mahalanobis distance between a feature vector
¥ and a class [ Substitoting the plug-in estimators for the population statistics and writing out the
matrix multiplications explicitly gives

2 SN 1, —i o A
=33 s g i - .

In order to reject outliers, compute f, an approximation of the Mahalanobis distance from
the feature vector X to its computed class 7 If the distance is greater than a certain threshold T,
the gesture is rejected. Section 9.1.2 evaluates various settings of Tp: here it is noted that setting
Ip = jz-}ﬁ is a good compromise between accepting obvious outliers and rejecting reasonable
gestures.

[¢)

Now that the underlying mechanism of rejection has been explained, the guestion arises as
to whether it is desirable to do rejections at all. The answer depends vpon the application. In
applications with easy to use undo and abort facilities, the reject option should probably be fumed
off completely. This is because in either failure mode {rejection or misclassification) the user will
have to redo the gesture (probably about the same amount of work in both cases) and turning on
rejection merely increases the number of gestares that will have to be redone.

{n applications in which it is deemed desirable to do rejection, the question arnises as to how the
interface should behave when a gesture s rejected. The system may prompt the user with an error
raessage, possibly listing the top possibilities for the class (judging from the discriminant functions)
and asking the user to pick. Or, the system may choose to ignore the gesture and any subsequent
input until the user indicates the end of the interaction. The proper response presumably depends
on the application.

3.7 Discussion

Une goal of the present research was to enable the implementor of a gesture-based system to produce
gesture recognizers without the need to resort to hand-coding. The original plan was to try a number
of pattemn recognition techniques of increasing complexity until one powerful encugh to recognize
gestures was found. The author was pleasantly surprised when the first technique he tried, lincar
discrimination, produced accurate and efficient classifiers.
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Figure 3.4: Two different gestures with identical feature vectors

The etficiency of linear recogunition is a great asset: gestures are recognized virtually instanta-
necusly, and the system scales well. The incremental feature calculation, with each new input point
resulting in a bounded {and small) amount of computation, is also essential for efficiency, enabling
the system to handle large gestures as efficiently as small ones.

3.7.1 The features

The particolar feature set reported on here has worked fine diseriminating between the gestores used
in three sample applications: a simple drawing program, the uppercase letters in the alphabet, and a
simple score editor. Tests using the gesture set of the seore editor application are the most significant,
since the recogunizer was developed and tested on the other two. Chapter 9 studies the effect of
training set size and number of classes on the performance of the recognizer. A classifier which
recognizes thirty gestures classes had a recognition rate of #6.8% when trained with 100 examples
per class, and a rate of 95.0% when trained with 10 examples per class. The misclassifications were
largely beyond the control of the recognizer: there were problers using the mouse as a gesturing
device and problems osing a user process in a non-real-time system (UINIX} to collect the data.

It would be desirable to somchow show that the feature set was adequate for representing
differences between all gestures likely to be encountered in practice. The measuvrements in Chapter
9 show good resalts on a number of different gestures sets, but are by no means a proot of the
adequacy of the features. However, the mapping from gestures (sequences of points) to featurs
vectors is not one-to-one. In fact, it can easily be demoustrated that there are apparently different
gestures that give rise to the same feature vector. Figure 3.4 shows one such pair of gestures.
Since none of the features in the feature set depend on the order in which the angles in the gesture
are encountered, and the two gestures are alike in every other respect, they have identical feature
vectors. (Ubviously, any classifier based on the current feature set will find it impossible to distinguish
between these gestures.

Of course, this particular deficiency of the feature set can be fixed by adding a feature that does
depend on the order of the angles. Even theg, it would be possible to generate two gestures which
have the same angles in the same order, which differ, say, in the segment lengths between the angles,
but nontheless give rise to the same feature vector. A new feature could then be added to handle this
case, but it seems that there is still no way of being sure that there do not exist two different gestures
giving rise to the same feature vector.

Nonetheless, adding featuores i3 a good way to deal with gesture sets containing ambigaous
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classes. Pventually, the number of features might grow to the point such that the recognizer
performs inefficiently; if this happens, one of the algorithnis that chooses a good subset of features
could be applied [62, 103]. (Though not doure in the present work, the contribution of individual
features for a given classifier can be found using the statistical techaiques of principle conponents
analysis and agalysis of variance [74].) However, given the good coverage that can be had with 13
features, 20 features would make it extremely unlikely that grossly different gestures with similar
feature vectors would be encountered in practice. Since recognition time is proportional to the
number of features, it is clear that a 20 feature recognizer does not entail a significant processing
burden on modern hardware, even for large (40 class) gesture sets. There still may be good reason
to employ fewer features when possible; for example, to reduce the number of training examples
required.

The problem of detecting when a classifier has been trained on ambiguous classes is of great
practical significance, since U determines if the classifier will perform poorly.  Oune mcthod is
to run the training examples through the classifier, noting how many are classified incorrectly.
Unfortunately, this may fail to find ambiguous classes since the classifier is naturally biased toward
recognizing its training examples correctly. An alternative is to compute the pairwise Mahalanobis
distance between the class means; potentially ambiguous classes will be near each other.

3.7.2 'Training considerations

There is a potential problem in the training of classifiers, even when the intended classes are
unambiguous. The problem arises when, within a class, the training examples do not have sufficient
variability in the features that are irrelevant to the recognition of that class.

For example, consider distinguishing between two classes: (1) a rightward horizontal segment
and (2) an upward vertical segment. Suppose all the training exaroples of the rightward segment
class are short, and all those of the upward segraent class are long. H the resulting classifier is asked
to classify a long rightward segment, there is a significant probability of misclassification.

This 1s not surprising. Given the training examples, there was no way for classifier to know that
being a rightward segment was the important feature of class (1), but that the length of the segment
was ifrrelevant. The same training examples could just as well have been used to indicate that all
elements of class (1) are short segments.

The problem is that, by not varying the length of the training examples, the trainer does not give
the systemn significant information to produce the desired classifier. It is not clear what can be done
about this problem, except perhaps to iropress upon the people doing the training that they need to
vary the irrelevant features of a class.

3.7.3 The covariance matrix

Animportant problem of linear recognition comes from the assumption that the covariance matrices
for each class are identical. Consider a classifier meant to distinguish between three gestures classes
named €, U, and I {figure 3.5). Examples of class € all lock like the letter “(”, and examples
of class U all look Like the letter “U.” Assume that example € and U gestures are drawn similarty
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Figure 3.5: A potentiaily troublesore gesture set
This figure contains examples of thiee classes: C, U, and L. ¥ varies in orientation while C and U depend
upon orientation fo pe distinguished. Theoretically there should be a problem recognizing gestures in this

set with the current algorithm, but in praciice this bas been shown not to be the case.

except for the inttial orientation. Examples of class 1, however, are strokes which may occur in any
initial orientation.

The point of this set of gesture classes is that initial orientation is essential for distinguishing
between € and U gestures, but must be ignored in the case of ¥ gestures. This information is
contained in the per-class covartance matrices sf, .sy, and SE/,, In particular, consider the variance
of the feature £, which, for each class ¢, is proportional to %fl Since the initial angle is almost
the same for each example C gesture, 55 will be close to zero. Similarly, s¥ will also be close to
zero. However, since the exarmples of class I have different orientations, 5%1 will be significantly
HOB-ZEro,

Unfortunately, the information on the variance of i is lost when the per-class covariance
matrix estimates s;; are averaged to give an estimate of the common covariance matrix sy (equation
3.6). Initially, it was suspected this would cause a problem resulting in significantly lowered

recognition rates, but in practice the effect has not been too noticeable. The classifier has no

e

problem distinguoishing between the above gestures correctly.

A more extensive test where some gestures vary in size and orientation while others depend on
size and orientation to be recognized is presented in Section 9.1.4. The recognition rates achieved
show the classifier has no special difficulty handling such gesture sets. Had there been a real
problem, the plan was to experiment with improving the linear classifier, say by a few iterations
of the perceptron training method {119}, Had this not worked, using a quadratic discriminator
(equation 3.4) was another possible area of exploration.
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3.8 Conclusion

This chapter discussed how linear statistical pattern recognition techniques can be successfully
applied to the problem of classifying single-path gestures. By using these techniques, implementors
of gesture-based systems no longer have to write application-specific gesture-recognition code. t
is hoped that by making gesture recognizers easicr to create and maintain, the promising ficld of
gesture-based systems will be more widely explored in the future.
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Chapter 4

On

4.1 Introduction

In Chapter 3, an algorithm for classifying single-path gestures was presented. The algorithm assumes
that the entire inpat gesture is known, i.a that the start and end of the gesture are clearly delineated.
For some applications, this restriction is not a problem. For others, however, the need to indicate
the end of the gesture makes the user interface more awkward thay it need be.

Consider the use of mouse gestares in the GDP drawing editor (Section 1.1). To create a
rectangle, the user presses a mouse button at one comer of the rectangle, enters the “1 gesture,
stops {while still holding the button}, waits for the rectangle to appear, and then positions the other
comert. It would be much more natural if the user did not have {o stop; i.e if the systeni recognized
the rectangle gesture while the user was rraking it, and then created the rectangle, allowing the user
to drag the corner. What began as a gesture changes to a rubberbanding interaction with no explicit
stgnal or timeout,

Another example, mentioned previously, is the manipulation of the image of a knob on the
screen. Let us suppose that the knob responds to two gestures: it may be tumed or it may be tapped.
It would be awkward if the user, in order to turn the knob, needed to first begin to turn the knob
(entering the turn gesture), then stop turning it (asking the system to recognize the tum gesture),
and then continue tuming the knob, now getting feedback from the system (the image of the knob
now rotates). It would be better it the system, as soon as enough of the aser’s gesture has been seen
80 a8 to unambiguously indicate her intention of turming the knob, begins to trn the knob.

The author has coined the term eager recognitionfor the recognition of gestures as soon as they
are unambiguous. Heory et. al. [52] mention that Artkit, a system similar to GRANDMA, can
be used to build applications that perform cager recognition of mouse gestures. There is currently
no information published as to how gesture tecognition or eager recoguition is implerented using
Artkit. GloveTalk [34] does something similar in the recognition of DataGlove gestures. GloveTalk
attempts 1o use the deceleration of the hand to indicate that the gesture in progress should be
recognized. It utilizes four nearal networks: the first recognizes the deceleration, the last three
classify the gestare when indicated to do so by the first.

Eager recognition is the automatic recogmition of the end of a gesture. For many applications, it

67
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Get next point
of input gesture

Manipulation
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Figure 4.1: Eager recognition overview
Lager recognition works by colfecting points until the gesture is unambiguous, at which point the gesture is
classified by the techriques of the previous chapter and the ranipulation phase is entered, The deferminiation
as to whether the gesture seen so far is ambiguous is done by the AUC, 1.e. the ambiguous dnambiguous

classifier

is not a problem to indicate the start of a gestare explicitly, by pressing a mouse button for example.
in the present work, no attenipt is made fo solve the problem of deternuining the start of a gesture.
Recognizing the start of a gesture automatically is especially important for gesture-based systems
that use input devices without any explicit signaling capability (eg. the Polhenwus sensor or the
DatatGlove). For such a device, sudden changes in speed or direction might be used to indicate the
start of a gestore. More complex techniques for determining the start of a gesture are outside the
scope of this dissertation.

There has been some work on the automatic recognition of the start of gestures. Jackson
and Roske-Hofstrand’s system [61] recognizes the start of a circling gesture without an explicit
indication. In GloveTalk, the user is always gesturing: thus the end of one gesture indicates the
start of another. Also related is the automatic segmentation of characters in handwriting systems
[125, 13, especially the online recognition of cursive writing [53].

4.2  An Overview of the Algorithm

In order to implement cager recognition, a module is needed that can answer the guestion “has
enough of the gesture being entered been seen so that it may be svnambigoously classified?” (figure
4.1). The insight here is to view this as a classification problem: classify a given gesture in progress
(called a subgesture below) as an ambiguous or unambiguous gesture prefix. This is essentially
the approach taken independently in GloveTalk. Here, the recognition techniques developed in the
previous chapier are used to build the ambiguous/unambiguous classifier (AUC).

Two main problems need to be solved with this approach. First, training data is needed to train
the AUC. Second, the AUC must be powerful enough to accurately discriminate between ambiguous
and onambigoous subgestures.
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In GloveTalk, the training data problem was solved by explicitly labeling snapshots of a gesture
inprogress. Pach gesture was made up of an average of 47 snapshots (samaples of the DataGlove and
Polhenwms sensors). For each of 638 gestures, the snapshot indicating the time at which the systom
should recognize the gesture had to be indicated. This is cleardy a sigoificant amount of work for
the trainer of the system.

In order to avoid such tedious tasks, the present system constructs training examples for the AUC
from the gestures used to train the main gesture recognizer. The system considers each subgesture of
each example gesture, labels it cither ambiguous or not, and uses the labeled subgestures as training
data. It seemns there is a chicken-and-egg problem here: in order to create the training data, the
system needs to perform the very task for which it is trying to create a classifier. However, during
the creation of the training data, the system has access to a crocial piece of information that makes
the problem tractable: to determine if a given subgesture is ambiguous the system can examine the
entire gesture from which the subgesture came.

Once the training data has been created, a classifier must be constructed. In GloveTalk this
presented no particular difficulty, for two reasons. There, the classifier was trained to recognize
decelerations that, as indicated by the sensor data, were similar between different gesture classes.
Also, neural networks with hidden layers are better suited for recognizing classes with non-Gaussian
distributions.

in the present system, the training data for the AUC consists of two sets: unambiguous
subgestures and ambiguous subgestures. The distribution of feature vectors within the set of
unambiguous subgestures will likely be wildly non-Gaussian, since the member subgestures are
drawn from many different gesture classes. For example, in GDP the anambiguous deiete subges-
tures are very different from the anambiguous pack gestures, etc., so there will be a multimodal
distribution of featare vectors in the unambiguous set. Similarly, the distribution of feature vectors
in the ambiguous set will also likely be non-Gauassian. Thas, a linear diserimivator of the form
developed in the previous chapter will surely not be adequate to discriminate between two classes
ambiguous and unambiguous subgestures. What must be done is o tum this two-class problem
(ambiguous or unambiguous) into a multi-class problem. This is done by breaking up the am-
biguous subgestures into multiple classes, each of which has an approximately normal distribution.
The vnambiguous subgestures must be similarty partitioned.

The details of the creation of the fraining data and the construction of the classifier are now
presented. First a failed attempt at the algorithm is considered, during which the aforementioned
problems were uncovered. Then a working version of the algorithm is presented.

4.3 Incomplete Subgestures

Ag in the last chapter, we are given a set of O gesture classes, and a number of examples of each
class, g5, 0 < < C, 0 < e < E°, where F7 is the number of exaraples of class ¢ The algorithm
described in this chapter produces a function 7 which when given a subgesture retums a boolean
indicating whether the subgesture is unambiguous with respect to the C gesture classes. When the
function indicates that the subgesture is unambiguous, the recognition algorithm described in the
previous chapter is used to classify the gesture.
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Figure 4.2: Incomplete and complete subgestures of U and D

The character indicates the classification (b the fill dlassifier) of each subgesture. Uppercase character

<

indicate compiete subgestures, meaning that the sut

nd all larger subgestures are correctly classified,

Note that along the horizontal segment (where the subgesiures are ambiguous) some subgestures are conplete
while others are not.

The classification algorithm of the previous chapter showed how, given a gesture g, to calculate
a feature vector X. A linear discriminator was then used to classify x as a class ¢. For much of this
chapter, the classifier can be considerad to be a function £ ¢ = ((g). In other words, C{g} is the
class of g as computed by the classtfier of Chapter 3.

The function { was produced from the statistics of the example gestures of each class ¢, g7, The
algorithms deseribed in this chapter work best if only the example gestures that are in fact classified
cotrectly by the computed classifier are used. Thus, in this chapter it is assumed that {(g0) = ¢ for
all example gestures g©. In practice this is achieved by ignoring those very few training examples
that are incorrectly classified by (.

Denote the nurpber of input points in a gesture gas
< p<
ipoints of g. Thus, glil, = g, and |gli}] = 1 The subgesture gi/} is simply a prefix of g, and is
undefined when 7 > igl. The term “full gesture” will be used when it is necessary to distinguish the
full gestare g from its proper subgestures g{f] for 7 < |gl. The term “full classifier” will be used to
refer to £, the classifier for full gestures.

For cach example gesture of class ¢, g = g7, some subgestures g{/] will be classified correctly
by the full classifier C, while others likely will not. A subgesture gif} is termed complete with
fespact to gesture g, if, for all j, i < j < gl,Cglfl) = C{g). The remaining subgestures of g are
Incomplete. A complete subgesture is one which is classified correctly by the full classifier, and all
larger subgestures (of the same gesture) are also classified correctly.

Figure 4.2 shows examples of two gestures classes, U and . Both start with a horizontal segraent,
but U gestures end with an upward segment, while D gestures end with a downward segment. In
this simple example, it is clear that the subgestures which include only the horizontal segment
are ambiguous, but subgestures which include the comer are unambiguous. In the figure, cach
point in the gesture is labeled with a character indicating the classification of the subgesture which
ends at the point. An upper case label indicates a complete subgesture, lower case an incomplete
subgesture. Notice that incompiete subgestures are all ambiguous, all unambiguous sobgestures are
complete, but there are complete subgestures that are ambiguous {along the horizontal segment of

gl. and the particolar pointsas g, = (X, ¥, £).

The i subgesture of g, denoted gff], is defined as a gesture consisting of the first

p
1.
&
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Figure 4.3: A first atternpt at determining the ambiguity of subgestures
A two-class dassifler was built to distinguish incoinplete and cormplete sutyestures, with the hope that those
classified as complete are unambiguous and those classified as incomplete are ambiguous. The characters
indicate where the resultant dlassifier differed from its training examples. The horizontal segment of the D
gestures were classified as incomplete (a fortuitous evvor), but the horizontal segroent of the frst \J gesture
was dassified as complete, The latier is a grave mistake as the gesttwes are ambiguous along the horizontal

segment and {t would be premature for the fill dassifier to atteropt to recogrize the gesture al stch poiois.

the D examples).

4.4 A First Attempt

For eager recognition, subgestures that are unambiguous must be recoguized as the gesture is
being made. As stated above, the approach is to build an AUC, i.e. a classifier which distinguishes
between ambiguous and unambiguous subgestures. Notice that the set of incomplete and coraplete
subgestures approximate the set of ambiguous and unambiguous subgestures, respectively. The
author’s first, rather naive attempt at eager recognition was to partition the subgestures of all the
example gestures into two classes, incomplete and complete. A linear classifier was then produced
using the method described in Chapter 3. This classifier attempts to discriminate between conmplete
and incomplete subgestures. The function THg) then simply returns false whenever the above
classifier reports that gis incomplete, and true whenever the classifier claims g is complete.

Figure 4.3 shows the output of the computed classifier for examples of U and D. Points corre-
sponding to subgestures are labeled only when the classifier has made an error, in the sense that the
classification does not agree with the training data (shown in figure 4.2). The worst possible error is
for the classifier to indicate a complete gesture which happens to stitl be incomplete, which occurred
along the right stroke of the first U gesture.

This approach o eager recognition was not very successful. That it is inadequate was indicated
even more strongly by its numerous errors when tried on an exaraple confaining six gesture classes.
it does however contain the germ of a good idea: that statistical classification may be used to
determine if a gesture is ambiguous. A detatled examination of the problems of this attempt is
instructive, and leads to a working eager recognition algorithm.
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This first attempt at eager recognition has a number of problems:

e The distinction between incomplete and complete subgestures does not exactly correspond
with the distinction between ambiguous and unambiguous subgestures. In the U and D
exanple, subgestures consisting only of points along the right stroke are complete for gestures
which eventually turn out to be D, and incomplete for gestures that turn out to be U, Yet, these
subgestures have essentially identical features. Training a classifier on such conflicting data
is bound to give poor results. In the example, as long as the right stroke is in progress the
gestare is ambiguous. That it happens to be a complete D gesture is an artifact of the classifier
(it happens to choose D given only a right stroke).

e All the subgestures of examples were placed in one of only two categories: complete or
incomplete. In the case of multiple gesture classes, within each of the two categories the
subgestures are likely to form further clusters. For example, the complete U subgestures will
cluster together, and be apart from the conplete B subgestures. When more gestare classes are
used, even more clustering will occur, Thus, the distribution of the complete subgestures is not
likely to be normal. Furthermore, it is likely that incomplete subgestures will be more similar
to complete gestares of the same class than to incomplete subgestares of other classes. (A
similar remark holds for complete subgestures.) It is thus not likely that a linear discriminator
will give good results separating complete and incomplete subgestures.

e The classifier, once computed, may make errors. The most severe error is reporting that a
gesture is complete when it s in fact sull ambiguous. The final classifier must be taned
to avoid such errors, even at the cost of making the recognition process less eager than it
otherwise might be.

4.5 Constructing the Recognizer

Based on consideration of the above problems, a four step approach was adopted {or the constraction
of classifiers able to distinguish anambiguous from ambiguous gestares.

Compute complete and incomplete sets,

Partition the example subgestures into 20 sets. These sets are named b-c and C-¢ for each
gesture class ¢, A complete subgesture gf 7] is placed in the class C~¢, where ¢ = ({gl i) = C(g).
An incompiete subgesture gl i} is placed in the class ¢, where ¢ = C{giil) (and it is likely that
¢ # Clgy. The sets f-c are termed incomplete sets, and the sets C-¢, complete sets. Note that
the class in each set’s name refers to the full classifier’s classification of the set’s clements. In
the case of incomplete subgestures, this is likely not the class of the example gesture of which
the subgesture is a prefix.

Figure 4.4 shows pseudocode to perform this step. Figure 4.2, already seen, shows the result
of this step, with the subgestures in class -0 Tabeled &, class I-U labeled v, clags C-D labeled
D, and class G-U labeled u. The practice of labeling incomplete subgestures with lowercase
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for c:=0 to C— 14 /% initializethe2C sets®/
= @/ Thisis the set f-c %/
8 /* Thisis theset C-c ¥/

incorpiete

conplete,

}

for c:=0 to O 1{/* evarydassc*/

for e =0 to B~ 1 {/* evervirainingexanpleinc ¥/

p= gl ¥ subgestures, largest to srrallest ™/

while p> 0 A Clglpl) = C(gd { .
conpiete,, = conplete.. a1 g8p]

P i pl) = TP gty Y HBEIPT

p=p—1

)

i

7* Once a subgesture is misrecogrized by the fld] dassifien */

/* it ard its subgestures are all incorrplete */
while p> 0 {

inoorplete, . s o = inconplete,, lipl)
fncorrgiele Cigtioh OIpiete, (gl U{giinl

pu=pe- 1

i

()

St

Fioure 4.4: Step 1: Computing complete and incomplete sets
= f=1

letters and complete subgestures with uppercase letters will be continued throughout the
chapter.

Move accidentally complete elements,
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Measure the distance of each subgesture g{i] in each complete set to the mean of each
incomplete set. If g{7 is sufficiently close to one of the incomplete sets, it is removed from its
complete set, and placed in the close incomplete set. In this manner, an example subgesture
that was accidentally considered coraplete (such as a right stroke of a D gesture) is grouped
together with the other incomplete right sirokes (class 1D in this case). Figure 4.5 shows
pseudocode to perform this operation.

Quantifying exactly what is meant by “sufficiently close” turned oot to be rather difficult.
Using the Mahalanobis distance as a metric tams ouf not to work well if applied naively.
The problem is that it depends on the estimated average covariance matrix, which in fumn
depends upon the covariance matrix of the individual classes. However, some of the classes
are malformed, whichis why this step of moving accidentally complete elerments is necessary
in the first place. For example, the G-I class has accidentally complete subgestures in it, so its
covariance matrix will indicate large standard deviations in a nuniber of features (total angle,
in this case). The effect of using the inverse of this covariance matrix (o measure distance is
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that large differences between such features will map to small distances. Unfortunately, it is
these very features that are needed to decide which subgestures are accidentally complete.

Alternatives exist. The average covariance matrix of the full gesture set (which does not
include any subgestores) might be used. It would also be possible to ase only the average
covariance matrix of the incomplete classes. Ur an attempt might be made to scale away
the effect of different sized units of the features, and then apply a Fuclidean metde. Or,
the entire regrouping problem might be approached from a different direction, for example
by applying a clustering algorithma to the training data [74]. The first alternative, using the
average covariance matrix of the foll gesture set (the same one used in the creation of the
gestare classifier of Chapter 3) was chosen, since that matrix was easily available, and seems
to work.

{nce the metric has been chosen (Mahalanobis distance using the covariance matrix of the
full gesture set), deciding when to move a subgesture from a complete class to an incomplete
class is still difficolt. The first method tried was to measure the distance of the subgestare to
its current {complete) class, i.e its distance from the mean of its class. The subgesture was
moved to the closest incomplete class if that distance was less than the distance to ifs current
class. This resulted in too few moves, as the mean of the complete class was biased sinee it
was comaputed using some accidentally complete subgestures.

Instead, a threshold is computed, and if the distance of the complete subgestare to an in-
complete class is below that threshold, the subgesture is moved. A fixed threshold does not
work well, so the threshold is conputed as follows: The distance of the mean of each full
gesture class to the mean of each incomplete subgesture class is computed, and the minimum
found. However, distances less than another threshold, #2, are not included in the minimum
calculation to avoid trouble when an incomplete sebgesture looked like a full gesture of a
different class. (This is the case if, in addition to U and D, there is a third gesture class
consisting simply of a night stroke.) The threshold used is 90% of that miniroum.

The complete subgestures of a full gesture were tested for accidental completeness from
fargest (the full gesture) to smallest. Once a subgesture was determined to be accidentally
complete, it, and the remaining (smaller) complete sobgestures are moved to the appropriate
incomplete classes.

Figure 4.6 shows the classes of the subgestures in the example after the accidentally complete
subgestures have been moved. Note that now the incomplete subgestures (fowercase labels)
are all ambiguous.

Build the AUC, a classifier which attempts to discriminaie between the partition sets,

Now that there is training data containing C complete classes, indicating unambiguous sub-
gestures, and O incomplete classes, indicating ambiguous subgestures, it is a simple matter to
run the algorithm in the previous chapter to create a classifier to discriminate between these
2C classes. This classifier will be used to compute the function D as follows: if this classifier
places a subgesture s in any incomplete class, Ds) = false, otherwise the s is judged to be
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Figure 4.5: Step 2: Moving accidentally complete subgestures

The distapce function and threshold value are described jn the text. Though not apparent from ihe above

code, the distance finction to an incomplete set does not change whern elements are added to the set.

in one of the complete classes, in which case D(s) = true. Figure 4.7 shows pseudocade for
building this classifier.

Evaluate and tweak the classifier,
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it is very important that subgestures not be judged unambiguous wrongly. This is a case where
the cost of misclassification is unequal between classes: a subgesture erroneously classified
ambiguous will merely cause the recognition not to be as eager as it could be, whereas a
subgesture erroneously classified unambiguous will very tikely result in the gesture recognizer
misclassifying the gesture (since it has not seen enough of it to classify it unambiguously).
To avoid this, the constant terms of the evaluation function of the incomplete classes 7, wyp,
are incremented by a small amount, In{A4, where M is the relative cost of two kinds of
misclassification. A reasonable valucis M= 35, i.e misclassifications as unambiguous are five
times more costly than misclassifications as ambiguous. The effect is to bias the classifier so
that it believes that ambiguous gestures are five times more likely than unambigoous gestures,
so it is much more likely to choose an ambiguous class when ansure.

Each incomplete subgesture is then tested on the new classifier. Any time such a subgestureis
classified as belonging to a complete set {a serious mistake), the constant term of the evaluation
function corresponding to the complete set is adjusted automatically (by just enough plus a
tittle more) to keep this from happening.

Figure 4.9 shows the classification by the final classifier of the subgestures in the exampie. A
farger example of eager recognizers is presented in section 9.2,
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Figure 4.6 Accidentally complete subgestures have been moved
Camparing this to figure 4 2 it can be seen that the subgestures along the horizontal segment of the [ gestures

have been made incomplete. Unlike before, after this step ali ambiguous subgestures are incomplete.

s:= gNewClassifiex()
forc=0t0 C—1{
Y g € conplete,
gAddExamplels, g "C— "
= inconplete,

Yoo
sAddExample(s, g "

=]

ey

n

<}
}
sDoneAdding {s)

Figure 4.7: Step 3: Building the AUC
The functions called to build a classifier are sNewClassifier (), which refurns a new classifier object,
sAddExample, which adds an exampie of a class, and sDoneAdding. called to gencrate the per-class
evaluation functions after all examples have been added. These functions are described in detail in appendix
A The notation " C- v ¢ indicates the generation a dass reure by concaterating the string " C-" with the

value of c.

4.6 Discussion

The algorithm just described will determine whether a given subgesture is ambiguous with respect
to a set of full gestures. Presumably, as soon as it i1s decided that the subgesture is unambiguous it
will be passed to the full classifier, which will recoguize it, and then ap to the application level of
the system, which will react accordingly.

How well this eager recognition works depends on a number of things, the most critical being
the gestare set itself. It is very easy to design a gesture set that does not lend itself well to eager
recagnition; for example, there would be no benefit trying o use eager recognition on Buxton’s
note gestures {21] (igure 2.4). This is because the note gestures for longer notes are subgestures of
the note gestures for shorter notes, and thus would always be considered ambiguous by the eager
recognizer. Designing a set of gestures for a given application that is both intuitive and amenable (o
sager recognition is in general a hard problen.
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Figure 4.9 Classification of subgestures of U and D

This stiows the results of rurning the AUC onthe traindog exanrples. As can been seeny the AUC perforrs

arrbigrity of an urarrtigious subgesture

The training of the eager recognizer is between one and two orders of magunitode more costly
than the training of the corresponding classifier for full gestures. This is largely due to the number of
training examples: each full gesture example typically gives rise to ten or twenty subgestures. The
amount of processing per training example is also large. In addition to computing the feature vector
of each training example, a mumber of passes must be made over the training data: first to classify
the subgestures as incomplete or complete, then to move the accidentally complete subgestures,
again to build the AUC, and again to ensure the AUC is not over-eager. While a full classifier takes
{ess than a second to train, the cager recognizer nuight take a substantial portion of a minute, making
it less satisfying to experiment with interactively. As will be seen (Chapter 7), a full classifier may
be trained the first time a user gestures at a display object. One possibility would be to use the full
classifier (with no eagemess) while training the AUC in the background, activating eager recognition
when ready.
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The running time for the eager recognizer is also more costly than the full classifier, though not
prohibitively so. A feature vector needs to be calculated for every input point; this eliminates any
benefit that using auxiliary features (Section 3.3) might have boughi. Of course, the AUC peeds
to be run at every data point; this takes about 2 CF multiply-adds (since the AUC has 2 classes).
Since input poiats do not usually come faster than one every 30 milliseconds, and 2CF is typically
at most 1000, this computational load is not uswvally a problem for today’s typical workstation class
machine. In the current system, the multiply-adds are done in {loating point, though this is probably
not necessary for the recognition to work well.

One slight defect of the algorithm used to construct the AUC is that it relies totally upon the f{ull
classifier. 1o particular, a subgesture will never be considered unambiguous unless it is classified
correctly by the full classifier. To see where this might be suboptimal, consider a full classifier that
recognizes two classes, GDIP’s single segment line gesture and three segment delete gesture. The
full classifier would likely classify any subgesture that is the initial segment of a deleie as aline. It
mayalso classify some two segment subgestures of delete as ling gestures, even though the presence
of two segments implies the gesture is unambiguously delete. The resulting eager recoguizer will
then not be as eager as possible, in that it will not classify the input gesture as unambiguocusly delete
tmrnediately after the second segment of the gestare is begun.

Two classifiers are used for eager recognition: the AUC, which decides when a subgesture is
unambiguous, and the full classifier, which classifies the unambiguous subgesture. [t may seem
odd to use two classifiers given the implementation of the AUC, in which a subgesture is not only
classified as unambiguous, but unambiguously in a given class (i e classified as C-cfor some o).
Why not jpust return a classification of cwithout bothering to query the full classifier? There are two
main reasons. First, the full classifier, having only C classes to discriminate between, will perform
better than the AUC and its 2C classes. Second, the final tweaking step of the AUC adjasts constant
terms to assure that ambiguous gestures are never classified as unambiguous, but makes no attempt
to assure that when clagsified as unambiguously ¢ o is the correet class. The adjustinent of the
constant termos typically degrades the AUC in the sense that it makes it more likely that cwill be
incorrect.

It 18 likely that within a decade it will be practical for neural networks to be used for gesture
recognition. When this occurs, the part of this chapter concerned with building a 2C class linear
classifier will be obsolete, since a two-class neural network could presumably do the same job.
However, the part of the chapter which shows how to construct training examples for the classifier
from the full gestures will still be useful, since it eliminates the hand labeling that otherwise might
be necessary.

y s
4.7 Conclusion

Axn eager recognizer is able to classify a gesture as soon as enough of the gesture has been seen
to conclude that the gesture is unambiguous. This chapter presents an algorithm for the automatic

construction of eager recognizers for single-path gestures from examples of the full gestures. It is
hoped that such an algorithm will make gesture-based systems more natural o use.
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Chapter 5

lulti-Path Gesture Recognition

Chapters 3 and 4 discussed the recognition of single-path gestares such as those made with a mouse
or stylus. This chapier addresses the problem of recoguizing multi-path gestures, e g those made
using an input device, such as the DataGlove, capable of fracking the paths of multiple fingertips.
It is assumed that the start and end of the nwlti-path gestare are known. Eager recognition of
nulti-path gestures has been left for future work.

The particular input device used to test the ideas in this chapter is the Sensor Frame. The Sensor
Frame, as discussed in Section 2.1, i3 a frame which is mounted on a CRT display. The particalar
Sensor Frame used was mounted on the display of a Silicon Graphics IRIS Personal Workstation.
The Frame detects the XY positions of up to three fingertips in a plane approximately one half inch
in front of the display.

By defining the problem as “multiple-path gesture recognition”, it is quite natural to attempt to
apply algorithms for single-path gesture recognition (e g those developed in Chapter 3). Indeed,
the recognition algorithm described in this chapter combines information culled from a number of
single-path classifiers, and a “global feature” classifier in order to classify a nultiple-path gesture.
Before the particular algorithia is discussed, the issue of mapping the raw data returned from the
particular input sensors into a form suitable for processing by the recognition algorithm must be
addressed. For the Sensor Frame, this processing consisted of two stages, path tracking and path
sorting.

5.1 Path Tracking

The Sensor Frame, as it corrently operates, delivers the X and Y coordinates of all fingers in its plane
of view each time it is polled, at a maximurm rate of 30 snapshots per second. No other information is
sapplied; in particular the correspondence between fingers in the current and the previous snapshots
is not comnmunicated. For exaniple, when the previous snapshot indicated one finger and the current
snapshot two, it is left to the host program to determine which of the two fingers (if any) is the same
finger as the previously seen one, and which has just entered the field of view. Similarly, if both
the previous and current snapshots indicate two {fingers, the host program nwst determine which
{inger in the current snapshot is the same as the first finger in the previous snapshot, and so on. This

79
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Figure 5.1: Some multi-path gestures
&
Shown are sorre MDP gestures mrade with a Sersor Frane The start of each pathi is labeled with a path
index; fnclicating the path's positionin a canonical ordering Gesture (a) is MDP sedit gesture, an " E7 rade
witha singe finger, Gesture (W, parallel “ 1.7 s is two finger paralielogram gesture () 1s MDP's two firger
pinch gestare (used for moving objecis!, and (ff is MDP's three finger undo gesture thiree parallel “ 7 s,
The finger rrotions were sooatly, ard sorme noise due to the Sersor Fraire's position detection can be seen in

the exanples.

problem is known as patfi tracking, since it groups the raw input data into a mumber of paths which
exist over time, each path having a definite beginning and end.

The path tracking algorithm used is quite straightforward. When a snapshot is first read, a
triangular distance matrx, containing the Fuclidean distance squared between cach finger in the
current snapshot and each in the previous, is comaputed. Then, for cach possible mapping between
current and previous fingers, an error metric, consisting of the sum of the squared distances between
corresponding fingers, is calculated. The mapping with the smallest error metric is then chosen.

For efficiency, for each possible number of {ingers in the previons snapshot and the current
snapshot, a list of all the possible mappings are precomputed. Since the Sensor Frame detects from
zero to three fingers, only 16 lists are needed. When the symumetry between the previous and current
snapshots is considered, only eight lists are needed.

The fow level tracking software labels each finger position with a path identifier. When there
are no fingers in the Sensor Frame’s field of view, the next path.identifiex varable is set
to zero. A finger in the current snapshot which was not in the previous snapshat {as indicated by
the chosen mapping) has its path identifier set to the value of next _path_identifier whichis
then incremented. It is thus possible for a single finger to generate multiple paths, since it will be
assigned a new path identifier each time it leaves and reenters the field of view of the Sensor Frame,
and those identifiers will increase as long as another finger remains in the field of view of the Frame.

The simple tracking algorithm described here was found to work very well. The anticipated
problem of mistracking when finger paths crossed did not arrive very often in practice. (This was
partly because all gestures were made with the fingers of a single hand, making it awkward for
finger paths to cross.) Enhancements, such as using the velocity and the acceleration of each finger
in the previous snapshot to predict where U is expected in the current snapshot, were not needed.
Examples of the tracking algorithm in operation are shown in figure 5.1, In the figure, the start of
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each path is labeled with its path index (as defined in the following section), and the points in the
path are connected by line segments. Figure 5.1d shows an uncommon case where the path tracking
algorithm failed, causing paths ¥ and 2 to be switched.

5.2 Path Sorting

The multi-path recognition algorithm, to be described below, works by classifying the first path in
the gesture, then the second, and so on, then combining the results to classify the entire gesture.
It would be possible to use a single classifier to classify all the paths; this option is discussed in
Section 5.7. However, since classifiers tend to work better with fewer classes, it makes sense o
create pmitiple classifiers, one for the first path of the gesture, one for the second, and so on. This
however raises the guestion of which path in the gesture is the first path, which is the second, ete.
This is the path sorting problem, and the result of this sorting assigns a number to cach path called
its path index.

The most important feature of a path sorting technique is consistency. Between similar multi-path
gestures, it 1s cssential that corresponding paths have the same index. Note that the path identifiers,
discussed in the previous section, are not adequate for this purpose, since they are assigned in the
order that the paths first appear. Consider, for exaniple, a “pinching” gesture, in which the thumb
and forefinger of the right hand are held apart horizontally and then brought together, the thumb
moving right while the forefinger moves left. Using the Sensor Frame, the thumb path might be
assigned path identifier zero in one pinching gesture, since it entered the view plane of the Frame
first, but assigned path identifier one in another pinching gesture since in this case it entered the
view plane a fraction of a second after the forefinger. In order for multi-path gesture recognition
using of multiple classifiers to give good results, it is necessary that the all thumb motions be sent
to the same classifier for fraining and recognifion, thus using path identificrs as path indices would
not give good results.

For muiti-path input devices which are actually attached to the hand or body, sach as the
DataGlove, there is no problem determining which path corresponds to which finger. Thus, i
would be possible to build one classifier for thumb paths, another for forefinger paths, etc. The
characteristics of the device are such that the question of path sorting does not arise.

However, the Sensor Frame {(and multifinger tablets) cannot tell which of the fingers is the
thumb, which is the forefinger, and so on. Thus there is no a priori solation to the path sorting. The
solution adopted here was to impose an ordering relation between paths. The consistency property
is required of this ordering relation: the ordering of corresponding paths in similar gestures must be
the same.

The primary ordering criterion used was the path starting time. Howevey, to avoid the aforemen-
tioned timing problem, two paths which start within 200 milliseconds are considered simultaneous,
and the secondary ordering criteria is used. A path which starts more than 200 msec before another
path will be considered “less than” the other path, and show up before the other path in the sorting.

The secondary ordering criterion is the initial xcoordinate. There is a window of 150 Sensor
Frame length units {(about ong inch) within which two paths will be considered to start at the same ¥
coordinate, cassing the tertiary ordering criterion to be applied. Outside this window, the path with
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Figure 5.2: Tnconsistencies in path sorting

The inteation of the path surting is that corresponding paths in two similar gestures should have the same

path index. Here are four similar gestures for which this does not bold between (b) and (c) the path sorting

has changed.

the smaller initial x coordinate will appear before the other path in the sorting {assaoming apparent
simulianeity).

The tertiaty ordering criterion is the initial ycoordinate. Again, a window of 150 Sensor Frame
tength units is applicd. Outside this window, the path whose yeoordinate is less will appear carlier
in the path ordering. Finally, if both the initial x and v coordinate differ by Iess than 150 units, the
coordinate whose difference is the largest is used for ordering, and the path whose coordinate is
smaller appears earlicr in the path ordering.

Figure 5.2 shows the sorting for sone multi-path gestures by labeling the start of each path with
its index. Note that the counsistency criteria is not maintained between panels (b) and (¢), since
the “corresponding” paths in the two gestures have different indices. The order of the paths in (b)
was determined by the secondary ordering criterion {since the paths began almost simultancously),
while the ordering in (¢} was determined by the tertiary ordering criterion (since the paths began
simuitaneously and had close x coordinates). Generally, any set of ordering rules which depend
solely on the imitial point of each path can be made to generate inconsistent sortings.

In practice, the possibility of inconsistencies has not been mouch of a problem. The ordering rules
are set up so as to be stable for near-vertical and near horizontal finger configurations; they become
unstable when the angle between (the initial points of) two fingers causes the 156 unit threshold to
be crossed.! Knowing this makes it easy to design gesture sets with consistent path orderings. A
more robust solution mught be to compute a path ordering relation based on the actual gestares used
to train the system.

As stated above, some multiple finger sensing devices, such as the BataGlove, do not require any
path sorting. To use the Data(zlove as input to the multi-path gesture recognizer described below,
ane approach that could be taken is to compute the paths {in three-space over tirne) of each fingertip,
using the measured angles of the various hand joints. This will result in five sorted paths {one for
each finger) which would be suitable as input into the multi-path recognition algorithm. (Of course,
the lack of explicit signaling in the DataGlove still leaves the problem of determining the start and

“In retrospect, the 150 unit windows make the sorting more corapiicated then it need be. Using the coordinate whose
difference is the largest (for simultaneous paths) makes the algorithm more predictable: it will become inconsistent when
the initial points of two paths form an angle close to —45° from the horizontal,
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end of the gesture.)

5.3 Maulti-path Recognition

Like the single path recognizers described in Chapter 3, the multi-path recognizer is trained by
speciiying a mumber of cxamples for each gesture class. The recognizer consists of a number
of single-path classifiers, and a global feature classifier. These classifiers all use the statistical
classification algorithm developed in Chapter 3. The differences are mainly in the sets of features
used, as described in Section 5.5.

Each single-path classifier discriminates between gestures of a particular sorting index. Thus,
there is a classifier for the frst path of a gesture, another for the second path, and another for the
third path. (The current implementation ignores all paths beyond the third, although it takes the
actual number of paths into account.) When a multi-path gesture is presented to the system for
classification, the paths are sorted (as desceribed above) and the first path is classified using the first
path classifier, and 30 on, resulting in a sequence of single-path classes.

The sequence of path classes which results is then submitied to a decision rree. The root node
of the tree has slots painting to subnodes for each possible class returned by the first path classifier.
The subnode corresponding to the class of the first path is chosen. This node has slots pointing to
subnodes for each possible class returned by the second path classifier. Some of these slots may be
noll, indicating that there is no expected gesture whose first and second path classes are the ones
computed. In this case the gesture is rejected. Otherwise, the subnode corresponding to the class of
the second path is chosen. The process is repeated for the third path class, if any.

Once the entire sequence of path classes is considered there are three possibilities. f the
sequence was unexpected, the multi-path gesture is rejected since no node corresponding to this
sequence exists in the decision tree. I the node does exist, the multi-path classification may be
unambiguous, meaning only one multi-class gesture corresponds o this particular sequence of
single-path classes. O, there may be a number of multi-path gestures which correspond to this
sequence of path classes. In this case, a global feature vector (one which encompasses information
about all paths) is computed, and then classified by the global feature classificr. This class is used to
choose a further subnode in the decision tree, which will result in the muiti-path gesture either being
classified individually or rejected. The intent is that, if needed, the global feature class is essentially
appended to a sequence of path classes; some care is thus necessary to insure that the global feature
classes are not confused with path classes.

Figure 5.3 shows an example of the use of a decision tree to classify multi-path gestures. The
multi-path classifier recognizes four classes. Fach class is composed of two paths. There are only
two possible classes for the first path (path ), since classes P, , and S all have similar first paths.
Similarly, Q and § have similar second paths, so there are only three distinet possibilities for path 1.
Since {J and S have identical path components, the global classifier is used to discriminate between
these two, adding another level in the decision tree. The classification of the example input is
indicated by dotted lines.
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