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CDLDIJR AND THREE DIMENSIONAL SPACE

history that began with isaac Newton, but it was only in the twentieth century

that numerical systems became important industrially.
The answer to the question ‘why is colour specified by three numerical

labels?‘ is that we have three different types of cone in our retinas which have

different sensitivities to different wavelengths (Figure l5.?[a}J. Light can be spec-

ified physically as a spectral power distribution or SPD — the oblective measure-

ment of light energy as a function of wavelength - and we should be able to

categorize the effect of any SPD on a human observer by three weights — the rel-

ative response of the three different types of cone, And so it happens that we can

visually match a sample colour by additively mixing three coloured lights. We

can, for example, match a sample or target colour by controlling the three inten-

sities of a red, green and a blue light. However, note the important point that in

matching with primary colours red, green and blue we are not basing the

labelling of an SP1) on the cone specb'al sensitivity curves, but are using the

human vision system to match colours with a mix of primaries. To do this for all

colours on a wavelength-by-wavelength basis leads to spectral sensitivity curves

that our retinas would have if the cones responded maximally to these colours.

The reason for this somewhat convoluted approach is that we can derive these

functions easily from colour matching experiments; precise knowledge of the

actual spectral sensitivity curves of the retina was harder to come by.

Thus numerical specification of colour is by a triple of primary colours. Most,

but not all, peroeivable colours can be produced by additively mixing appropri-

ate amounts oi three primary colours (red, green and blue, for example]. if we

denote a colour by C, we have:

C=rIl+gG+I:Il!

where r, g and b are the relative weights of each primary required to match the

colour to be specified. The important point here is that this system, even though

it is not specifying information related directly to the 51*!) of the oolour, is say-

ing that a colour (3 can be specified by a numerical triple because if a matching

experiment was performed an observer would choose the components r, g, b to
match or simulate the colour (3.

in a computer graphics monitor a colour is produced by exciting triples of

adjacent dots made of red, green and blue phosphors. The dots are small and the

eye perceives the triples as a single dot of colour. Thus we specify or label colours

in reality using three primaries and the production of colours on a monitor is
also specified in a similar way. However, note the important distinction that

colour on a monitor is not produced by mixing the radiation from three light
sources but by placing the light sources in close proximity to each other.

Unfortunately in computer graphics this three-component specification of

colour together with the need to produce a three-component RGB signal for a

monitor has led to a widely held assumption that |ight—object interaction need

only be evaluated at three points in the spectrum. This is the ‘standard’ l-iGl3 par-

adigm that tends to be used in Phong shading, ray tracing and radiosity. if it is

intended to simulate accurately the interaction of light with objects in a scene,
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then it is necessary to evaluate this interaction at more than three wavelengths;

otherwise aliasing will result in the colour domain because of undersampllng of

the light distribution and obiect reflecrivity functions. Of course, aliasing in the

colour domain simply consists of a shift in colour away from a desired effect and
in this sense it is invisible. ["l”'his is in direct contrast to spatial domain aliasing

which produces annoying and disturbing visual arlefa-sis.) Colours in most com-

puter graphics applications are to a great extent arbitrary and shifts due to inac-
curate simulation in the colour domain are generally not important. It is only in

applications where oolour is a subtle part of the simulation, say. for example, in

interior design, that these effects have to be taken into account.
Given that we can represent or describe the sensation of colour. as far as

colour matching experiments are concerned, with numeric labels, we now face

the question: which numbers shall we use? This heralds the concept of different

colour spaces or domains.
it may he as we suggested in the previous section, that a calculation or ren-

dering domain be a wavelength or spectral space. Eventually, however, we need

to produce an image in Reflmertimr space to drive a particular monitor. ‘What about

the storage and communication of images? Here we need a universal standard.

RGBm1m. spaces, as we shall see, are particular to devices. These devices have

different garnuts or colour ranges all of which are subseu of the set of perceiv-

able colours- A universal space will be device independent and will embrace

all perceivable colours. Such a space exists and is known as the CIE KY2.‘ stan-

dard. A CIE triple is a unique numeric label associated with any perceivable
oolour.

Another requirement in computer graphics is a facility that allows a user to
manipulate and design using colour. it is generally thought that an interface that

allows a user to mix primary colours is anti—intuitive and spaces that are inclined

to perceptual sensations such as hue, saturation and lightness are preferred in
this context. '

We now list the main colour spaces used in computer imagery.

[1] Chi XYZ space: the dominant international standard for colour specification.

A colour is specified as a set of three tri-stimulus values or artificial primaries
XYZ.

[2] Variations or transfomtations of CIE KY2 space (such as Gil‘. :-ry‘r" space} that

have evolved over the years for different contexts. These are transfonns of

CIE KY2 that better reflect some detail in the perception of colour, for

example. perceptual linearity.

Spectral space: in image synthesis light sources are defined in this space as :1

wavelength samples of an intensity distribution. Object reflectivity is
similarly defined. A colour specified on a wavelength—by—waveiength basis is

how we measure colour with a device such as a spectrophotometer. As we

have pointed out, this does not necessarily relate to our perception of an

5-PD as one colour or another. We synthesize an image at tr wavelengths and

then need to ‘reduce’ this to three components for display.
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(4) RGB space: the ‘standard’ computer graphics paradigm for Phong shading.

This is just a three-sample version of spectral space. light sources and obiect

reflectivity are specified as three wavelengths: lied. Green and Blue. We
understand the primaries It. (3 and B to be pure or saturated colours.

RGBms.m. space: a triple in this space produces a particular colour on a

particular display. In other words it is the space of a display. The same triple

may not necessarily produce the same colour sensation on different

monitors because monitors are not calibrated to a single standard. Monitor

RG35 are not pure or saturated prlrnaries because the emission of light from

an excited phosphor exhibits a spectral power distribution over a band of

frequencies. If the usual three-sample approach is used in rendering then

usually whatever values are calculated in RGB space are assumed to be

weights in |tGBm.u.. space. if an is sample calculation has been performed
then a device-dependent transformation is used to produce a point in
Efifinhdtw space.

{6} H51? space: a non-linear transfonnatlon oi RG5 space enabling colour to be

specified as Hue. Saturation and Value.

(7) YIQ space: a non-linear transformation of RGB space used in analogue TV.

We will now deal with the issues surrouncllng these colour spaces. We will start
with RGB space because it is the most familiar and easiest to use. We will then

look at certain problems that lead us on to consideration of CIl:'. space.

RGB space

Given the subtle distinction between {4} and {5} above we now describe R-GB

space as a general concept. 11iis model is the traditional form of colour specifi-

cation io computer imagery. it enables, for example. diffuse reflecfion coeffi-

cients in shading equations to be given a value as a triple (ll, G, B]. In this system

(It), 0. [ll is black and (1, 1,. 1] is white. Colour is labelled as relative weights of

three primary colours in an additive system using the primaries Red, Green and

Blue. The space of all colour available in this system is represented by the RGB

cube (Figure 15.2 and Figure 15.3 {Colour Plateil. important points oonoeming
RGB space are:

(1) It is perceptually non-linear. Equal distances in the space do not in general

correspond to perceptually equal sensations. A. step between two points in

one region of the space may produce no perceivable difference; the same

increment in another region rnay result in a noticeable colour change. in

other words, the same colour sensation rnay result from a multiplicity of

RGB triples. For example. it each of RGB can vary between 0 and 255, then

over 16 million unique RG3 codes are available.

(2) Because of the non-lirrear relationship between RGB values and the Intensity
produced at each phosphor dot {see Section 15.5}, low IIGB values produce
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Figure is:
The FIGB colour solid. See

also Figure 15.3 [Colour
Plate).

Yellow

small changes in response on the screen. its many as Bi) steps may be
necessary to produce a ‘just noticeable difference’ at low intensifies; whereas
a single step may produce a perceivable difference at high intensities.

{3} The set of all colours produced on a computer graphics monitor, the KGB
space, is always a subset of the colours that can be perceived by humans.
This is not peculiar to RGB space. any set of three visible primaries can only
produce through additive mixing of a subset of the percelvable colour set.

(4) It is not a good colour description system. Without considerable experience,
users find it difficult to give RGB values to colours known by label. What is
the RGE value of ‘medium brown’? Once a colour has been chosen it may
not be obvious how to make subtle changes so the nature of the colour. For
example, changing the ’vividness' of a chosen colour will require unequal
changes in the RGB components.

The Hsit‘ single hexcone model

The H{ue] Siaturation Walue} or single heiccone model was proposed by A.H..
Smith in 1998 [Smith I9.'r'8}. its purpose is to facilitate a more intuitive interface
for colour than the selection of three primary colours. The colour space has the
shape of a hexagonal cone or hexcone. The H51’ cone is a non-linear transfor-
mation of the RGB cube and although it tends to be referred to as a perceptual
model, it is still just a way of labelling colours in the monitor gamut space.
Perceptual in this oontext means the attributes that are used to represent the
colour are more akin to the way in which we think of colour; it does not mean
that the space is perceptually linear. The perceptual non-linearity of KGB space
is carried over into HSV space; in particular, perceptual changes in hue are
distinctly non-linear in angle.
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It can be employed in any context where a user requires control or selection
of a colour or colours on an aesthetic or similar basis. it enables control over the

range or gamut of an RGB monitor using the perceptually based variables Hue,
Saturation and Value. This means that a user interface can be constructed where

the effect of varying one of the three qualities is easily predictable. A task such

as make a colour brighter, paler or more yellow is far easier when these percep-

tual variables are employed, than having to decide on what combinations of

RGB changes are required.

The H5? model is based on polar coordinates rather than Cartesian and H is

specified in degrees in the range CI to 360. One of the first colour systems based

on polar coordinates and perceptual parameters was that due to ‘ivlunsell. His

colour notation system was iirst published in 1905 and is still in use today.

Munsell called his perceptual variables Hue, Chroma and Value and we can do

no better than reproduce his definition for these. Chroma is related to saturation

— the term that appears to be preferred in oom puter graphics.
iilunselI’s definitions are:

I Hue: ‘It is that quality by which we distinguish one colour family from
another, as red from yellow, or green front blue or purple.‘

I Chroma: ‘it is that quality of colour by which we distinguish a strong colour

from a weak one; the degree of departure of a colour sensation from that -of

a white or grey; the intensity of a distinctive hue; colour intensity.’

Value: ’lt is that quality by which we distinguish a light colour from a dark
one.’

The Munseii system is used by referring to a set of samples — the Munseli

Book of Colour. These samples are in ‘inst discrimir1able' steps in the colour
space.

The HSV model relates to the way in which artists rnix colours. Referring to

the difficuity of mentally imagining the relative amounts of ii, G and B required

to produce a single colour, Srrdth says:

Try this mixing technique by mentally trarying RGB to obtain pink or brown. it is not

unusual to have difficulty. . . . the following [H51-"] model mimics the way an artist mixes
paint on his palette: he chooses a pure hue, or pigment and lightens it to a tint of that hue
by adding white, or darkens it to a shade of that hue by adding black, or In general obtains
a bone of that hue by adding some mixture of white and black or grey,

in the HSV model, varying H corresponds to selecting a colour. Decreasing

S {desaturating the colour} corresponds to adding white. Decreasing V
ldevaiulng the colour) corresponds to adding black. The derivation of the

transform between RGB and HSV space is easily understood by considering a
geometric interpretation of the hexcone. if the RGB cube is proiected along its

main diagonal onto a plane normal to that diagonal, then a hexagonal disc
results.

The following correspondence is then established between the six RGB

yertices and the six points of the hexcone in the HSV model:
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Figure 15.4
HSV single hexcone colour
solid. See also Figure is.s
(coma: Plate].

RGB HSV

I100} red {I}, 1. 1)

(110) yellow {Gt}. 1, 1}

{D10} green (120, 1, 1}
(till) cyan (180, 1, 1]

(001) blue i240. 1. 1}

{I01} magenta (300, 1, I)

where H is measured in degrees. This hexagonal disc is the plane containing V s
1 in the hexcone model. For each value along the main diagonal in the RGB cube
{increasing blackness) a contained sub-cube is defined. Each sub-cube defines a

hexagonal disc. The stack of all hexagonal discs makes up the HS? colour solid.

Figure 15.4 shows the H5‘! single hexcone colour solid and Figure 15.5

(Colour Plate) is a further aid to its interpretation showing slices through the
achromatic axis. The right-hand hali of each slice is the plane of constant H and
the ieft—hand half that of H + 130.

Apart from perceptual non-linearity another subtle problem implicit in the
HSV system is that the attributes are not themselves perceptually independent.

This means that it is possible to detect an apparent change in Hue. for example,
when it is the parameter Value that is actually being changed.

Finally, perhaps the most serious departure from perceptual reality resides in
the geometry of the model. The colour space labels all these colours reproducible
on a computer graphics monitor and implies that all colours on planes of con-

stant V are of equal brightness. Such is not the case. For example, maximum
intensity blue has a lower perceived brightness than maximum intensity yellow.

We oonclude from this that because of the problems of perceptual non-linearity
and the fact that different hues at maximum V exhibit different perceptual val-
ues, representing a monitor gamut with any ‘regular’ geometric solid such
as a cube or a hexcone is only an approximation to the sensation or colour

and this fact means that we have to consider perceptually based colour spaces.

3{53tiII'c'|liDI'I]
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A simpler way of expressing this fact is to reiterate that colour is a perceptual sen-
sation and cannot be accurately labelled by dividing up the RG3 voltage levels

of a monitor and using this scale as a colour label. This is essentially what we are

doing with both the RGB and the HSV model and the association of the word
‘perceptual’ with the HS? model is unfortunate and confusing.

"(IQ space

YIQ space is a linear transfonnation of RG1! space that is the basis for analogue
TV. Its purpose is efficiency in terms of bandwidth usage (compared with the

RG13 form} and to maintain compatibility for black and white TV {all the

information required for black and white reception is contained in the in’

component).

‘1’ 0.299 I153? 0.144 R

l = 0.596 -{L2?5 -0.321 G

Q 0.212 -0.523 0.311 5

Note that the constant matrix coefficients mean that the transformation

assumes that the RGB components are themselves defined with respect to a stan-

dard [in this case an MISC definition]. The Y component is the same as the CIE

in’ primary (see Section 15.3.1] and is called luminance. Colour information is
‘isolated’ in the i and Qcomponents {equal RGB components will result in zero

1 and Q values}. The bandwidth optimization oornes about because human

beings are more sensitive to changes in luminance than to changes in colour in
this sense. We can discriminate spatial detail more finely in grey scale changes

than in colour changes. Thus, a lower bandwidth can be tolerated for the l and

Q oomporients resulting in a bandwidth saving over using RGB components.

Colour representations where the colour and luminance infomtation are sep-

arated are important in image processing where we may want to operate on

image stmcture without affecting the colour of the image.

 w -'_“§\."I.‘s‘.".'{-,U_'r':'_'fiI2'.-TE-.5! ‘lH.'?'..'Il£-D‘_L'-U*!GFb i3E§ '

Colour, information and perceptual spaces

We now come to consider the use of perceptual spaces in computer imagery. in

particular we shall lo-olr at the CIE XYZ spaoe — an international numerically

based colour labelling system first introduced in 1931 and derived irom colour

matching experiments.

To deal with colour reality we need to manipulate colours in a space that bears

sortie relationship to perceptual experience. We have already alluded to applica-
tions where such considerations may be important. For example, in CMLD for

interiors, the design of fabrics or the finish on such expensive consumer durables

as cars. it will be necessary for computer graphics to move out of the arbitrary

RGB domain into a space where colour is accurately simulated. Of course, in
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attempting to transmit an illusion of reality in a computer graphics simulation
there are many other factors involved - surface texture, the macroscopic nature
of the colour (metallic paint or ordinary gloss paint, for example) and geomct'ri~
ca] accu racy, but at the moment in computer graphics it is the case that the RGB
triple is the tie focto standard for rendering.

Colour is used much in visualization applications to oommunicate numerical
information. This has a long history. Possibly the most familiar manifestation is
a coloured terrain map. Here colours are chosen to represent height.
Traditionally colours are chosen widr green representing low heights. Heights
from O to Iiitim may be represented by lightening shades of green through to
yellow. Darkening shades of brown tnay represent the range 1000 to 3000 rn.
Above 3i.‘l-U0 m there are usually two shades of purple, and white is reserved for
t5DIJCIm and above.

This technique has been used in image processing and computer graphics
where it is called pseudo-colour enhancement. It is used most commonly to dis-
play a function of two variables. flat, y], in two space where before such a func-
tion would have been displayed using 'iso-f'contours. in pseudo-oolour
enhanoement a deliberately restricted colour list (of, say, 1|) oolours] is dlosen
and the value of f is mapped into the nearest oolour. The function appears like a
terrain map with islands of one colour against a background of another.

In computer graphics and image processing the most popular mapping of
fix, yl into colour has been some variation of the rainbow colours with red used
to represent high or hot and blue used for low intensity or cold — in other words
a path around the outer edge of H51? space. One of the problems with this map-
ping is that depending on the number of colour steps used, transitions between
different oolours appear as false contours. Violent colour discontinuities appear
in the image where the function f is continuous. There is a contradiction here:
we need these apparent disoontinuities to highlight the shape of the function
but they can easily be interpreted as transitions in the function where no tran-
sition exists. This is particularly true in non-mathematical images which are not
everywhere continuous to start with. Natural discontinuities may exist in the
function anyway, say in a medical image made up of the response of a device
to different tissue. The appearance of false contours in such an image may beundesirable.

Thus, whether the oontours add to or subtract from the perception of
the nature and shape of f depends in the end on the image context. The
effect of false contours is easily diminished by adding more colours to the
mapping but this may have the effect of making the function more difficult to
interpret.

The use of perceptual colour spaces in the context of numerical information
is extremely important. if an accurate association between colours and numeric
information is required, then a perceptually linear colour scale should be used.
We discussed in Section 5.2.1 the perceptual non-linearity of ROB space and it
is apparent that unless this factor is dealt with, it will interfere with the associa-
tion ot a colour with a numeric value. There is no good reason. apart from
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cultural associations like the example of the terrain map coding in cartography,

why a hue circle should be used as a pseudo-colour scale.
The use of pseudo—colour in two space to display iunctions of two spatial vari-

ables has been around for many years. The last ten years have seen an increas-
ing application of three-dimensional computer graphics techniques in the
visualization of scientific results and simulations (an area that has been awarded

the acronym VLSC}. The graphim tech nlques used are mainly animation, volume
rendering (‘both dealt with elsewhere in this text] and the use of pseudocolour
in three space, which we will now examine.

Figure 13.1 (Colour Plate) illustrates an application. It shows an isosurface
extracted from a Navier—Stoites simulation of a reverse flow pipe oombustor. in

this simulation the primary gas flow is from leit to right. Air is forced into the
chamber under compression at the left, and dispersed by two fans. Eight fuel
iets, situated radially approximately halfway along the combustor, are directed
in such a way as to send the fuel mixnire in a spiralling path towards the iront
of the chamber. Combustible mixing takes place in the central region and thrust
is created at the exhaust outlet on the right. The isosui-faces shown connect all

points where the net flow along the long axis is zero - a zero velocity surface.
Such an lsosu rface can be displayed by using conventional three-dimensional

rendering techniques as the Illustration demonstrates. In the second Illustration
we have sought to superimpose a pseudo-colour that represents temperature. A
spectral colour path, from blue to magenta, around the circumference of the
HSV cone is used.

Thus, in the same three-dimensional image we are trying to represent two

functions simultaneously. First, the shape of an isosurface and, second. the tem-

perahire at every point on the iscsurface. Perceptual problems arise in this case
because we are using colour to represent both shape and temperature, whereas
nonnally the colour is experienced as an association with a single phenomenon.
For example, it tends to be difficult in such representations. to Interpret the
shape of the isosurface in regions at rapidly varying hue or temperature.
Nevertheless representational sche_mes like this are becoming commonplace in
visualization techniques. They represent a ltind of summary of complex data
that, prior to the use of threedimensional computer graphics, could only be
examined one part at a time. For example, the simulation in the illuslration may
have been investigated by using a rotating cross-section. This leaves the difficult
task of building up a three—dimensional picture of the data to the brain of the
SHEWEI.

CIE KY2 space

We have discussed in previous sections that we need spectral space to try to simu-
late reality. This implies that we need a way of ‘reducing’ or converting spectral
space calculations for a monitor display. Also, we saw that we need perceptual
colour spaces for choosing mappings for pseudocolour enhancement. Another
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ttrisovr dlirre for perceptual colour spaces in computer graphics is for the storage and
the communication of files within me computer graphics community and for
oommunication between computer gr-aphicists and industries that use colour.

The CD5 standard allows a colour to be specified as a numeric triple (X, Y, Z).
CIE KY2 space embraces all colours peroeivable by human beings and it is based
on experimentally determined colour matching functions. Thus, unlike the
three previous colour spaces, it is not a monitor gamut space.

The basis of the standard, adopted ir1 1931, was colour matching experinlents
where a user controls or weights three primary light sources to match a target
monochromatic light source. The sources used were almost monochromatic and
were I1 = ?iIiO nm. I3 = 546.1 nm and B 2 435.8 nm. In other words the weights in:

C=rIl+gG+bIi

are determined experimentally.

The result of such experiments can be summarized by colour matching func-
tions. These are shown in Figure 15.d{b] and show the amounts of red, green and
blue light which when acitiitively mixed will produce in a standard observer a
monochromatic colour whose wavelength is given by it. That is:

Ca. = [UL] + gilt) + bill

For any colour sensation C which exhibits an SPD Plitl, r, g and b are given by:

r = it IPl?-Jrilidlll

s = ifi[Pl.1l3llldi3tl

1* = K!‘ Pillbilidfll

Thus, we see that colour matching functions reduce a colour C, with any shape
of spectral energy distribution to a triple rgb. At this stage we should make the
extremely important point that the triple rgb bears no relationship whatever to
a triple RGB specified in the aforementioned (computer graphics} system. .-‘is we
discussed in Section 15.2, computer graphic-ists understand the triple RGB to be
three samples of the SPD of an illuminant or three samples of the rellectivity
function of the object which are linearly combined in rendering models to pro-
duce a calculated RGB for reflected light. in other words, we can render by work-
ing with three samples or we can extend our approach to working with rt
samples. In contrast the triple rgb is not three samples of an SPD but the values
obtained by integrating the product of the SPD and each matching function. In
other words, it is a specification of the SPD as humans see it (in terms of colour
matching} rather than as a spectrophotometer would see It.

There is, however, a problem in representing colours with an additive primary
system which is that with positive weights, only a subset of perceivable colours
can be described by the weights it, g. b]. The problem arises out of the fact that
when two colours are mixed the result is a less saturated colour. it is impossible
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Figure ms
The ‘evolution’ of the cue

mlmlr matching l'1.|m:|iaI11. _ _ _
Speclral 3-l‘ll5Il1\"Il')" curves
IJfIh¢|J...I531'IdflDOl'IB3il'llh¢
nelinamdlheirlelationship
lutlIenIaI1I:n‘.:'tr0InatiC+:tIl.cI.IrS:

r::d="."|Ilnm

greun-=5-1=|5.| nm
hfl:Lte=43S.3nn'l

-1-0l.'l 4351 503 546.1

(8)

RGB Do-lour matching
funclinns for line CIE I931
Standard Chiuurinumic
Obscnrcr

CIE rmlclling funclinns
for lh: CIE l'9'3l Slandatrii
Calmurimetric Dhserw.-.r
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Figure 15¢
{ai CIE KY1 solid.

lb) #1 typical monitor
gamut in EiE iii’: space.

to form a highly saturated colour by superimposing colours. Any set of three
primaries forms a bounded space outside of which certain perceival:-le highly
saturated colours exist. in such colours a negative weight is required.

To avoid negative weights the CIE devised a standard of three supersaturated
(or non-realizable} primaries X, Y and 2., which, when additively mixed, will pro-
duce all peroeivable colours using positive weights. The three corresponding
matching functions xii], y(.'i.] and zit.) shown in Figure 15.5-{ct are always posi-
tive. Thus we have;

X = *1‘ Pfllxilldill

1’= if I Piklrilldlll

z = t _[1=(i.:rz{i.,ian.)
where:

it = 63!] for self—luminous oblects

The space formed by the li‘i"Z values for all perceiirahle colours is CIE XYZ space.
The matching functions are transformations of the experimental results. In addi-
tion the i-{A} matching function was defined to have a oolour matching function
that corresponded to the luminous efficiertc}-t characteristic of the human eye, a
function that peaks at 550 nm [yellow-green}.

The shape of the CIE KY2 colour solid is basically conical with the apex of the
cone at the origin (Figure 15.?,i. also shown in this space is a monitor gamut
which appears as a parallelepiped. If we compare this space to H5? space we can

i’
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View the solid as distorted H55.-' space. The black point is at the origins and the

l-ls‘! space is deformed to embrace all colours and to encompass the fact that the

space is based on perceptual measurements. if we consider, for example, the outer
surface of the deformed oone, this is made of rays that emanate from the origin

terminating on the edge of the cone. Along any ray is the set of colours of

identical chromaticity [see the next section}. If a ray is moved in towards

the white point, situated on the base of the deformed cone then we desaturate

the set of colours specified by the ray. Within this space, the monitor gamut
is a deformed (sheared and scaled) cube, forming a subset of the volume of

perceiuable colours.

CIE ity"l" space

An alternative way of specifying the (K, Y, 2) triple is [1, y, Y] where {x, y) are

known as chromaticity coordinates:

L
X+Y+Z

- ._L
V‘ :~;+r+z

Ix:

Plotting it against y for all visible colours yields a two—dimensional fa, yjl space

known as the CIE chromatlcity diagram.

‘l'he wing-shaped CIE. chromaticity diagram (Figure 15.8] is extensively used

in colour science. it encompasses all the perceivable colours in two—dimensional

space by ignoring the luminance Y. The locus of the pure saturated or spectral

colours is formed by the cunred line from blue [-iilil nm) to red Uflfi nm}. ‘The
straight line between the end points is known as the purple or magenta line.

Along this line is located the purples or magentas. These are colours whose per-

ceiyable sensation cannot be produced by any single monochromatic stimulus,

and which cannot be Isolated from daylight.

Also shown in Figure 15.8 is the gamut of colours reproducible on a computer

graphics monitor from three phosphors. The monitor gamut is a triangle formed

by drawing straight lines between three KGB points. The RGB points are con-
tained within the outermost curve of monochromatic or saturated colours.

Examination oi the emission characteristics of the phosphors will reveal a spread

about the dominant wavelength which means that the colour contains white

light and is not saturated. When, say, the blue and green phosphors are fully

excited their emission characteristics add together into a broader band meaning

that the resultant colour will be less saturated than blue or green.

The triangular monitor gamut in CIE icy space is to be found in most texts

dealing with colour science in oomputer graphics. but it is somewhat mislead-

ing. The triangle is actually the proicction out of CIE xyY space of the monitor

gamut, with the vertlces formed from phosphor vertices that each have a differ-

ent luminance. Figure 15.9 shows the general shape of monitor gamut in CIE
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Figure 15.5
CIE chlomaticily diagram
showing typical gamuls for
colour film. colour rnonitor
and printing inks.

Figure 15.9

Monitor grrnul in CIE xy'I"
space [see also Figure 15.10
{Colour Plate)-}.

xy‘r' space and Figure 15.10 (Colour Plate] shows three slices through the space.
The geometric or shape transformation from the scaled and sheared cube in KY2
space to the curvilinear solid (with six faces] in xy‘i' space is difficult to interpret.
For example, one edge of the cube maps to a single point.

There are a number of important uses of the CIE chromaticitv diagram. We
give one important example. It can be used to compare the gamut of various dis-
play devices. This is important in computer graphics when an image is eventu-
ally to be reproduced on a number of different devices. Figure 15.3 shows a CIE
chrornaticity diagram with the gamut of a typical computer graphics monitor
together with the gamut for modern printing lnlcs. The printing inlc gamut is
enclosed within the monitor gamut. which is itself enclosed by the gamut for
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colour film. This means that some colours attainable on film are not repro-

ducible on a computer graphics monitor. and certain colours on a monitor can-
not be reproduced by printing. The gamut of display devices and reproduction

techniques is always oontained by the gamut of perceivable colours - the satu-
rated or spectral colours being the most ditl-icult to reproduce. However, this is

not generally a problem because spectral and near spectral colours do not tend

to occur naturally. it is the relative spread of device gamut: that is important

rather than the sire of any gamut with respect to the visual gamut.

'KTiM$i' -

Reand colon spc

We have discussed reasons for the lack of accurate colours in computer graphics

and now look at one of these reasons in more detail - colour aliasing Is invisible.

Physics tells us that the light reflected from a surface, as a function of wave-

length, is the product of the wavelength-dependent surface rellectance function

and the spectral energy distribution function of the light source. it we simply

evaluate this product at three wavelengths [the RGB Phong shading model dis-

cussed in Chapter 6] then clearly. because of the gross undersampllng, we will

not produce a result that simulates the real characteristic. What happens is that

the three-sample approach will produce a colour shift away from the real colour.
However, this shift is in most contexts completely invisible because we have no

expectations of what particular colour should emerge from a computer graphics

model anyway. A wrong colour does not necessarily loolt wrong.

To try to simulate real colour interaction numerically we can simply expand

our three-sample rendering approach to it samples and work in spectral space.

sampling the light source distribution function and the reflectivity of the object

at appropriate wavelength intervals.

We look at three approaches which are summarized in Figure 15.11. The first
— the tie {acre standard approach to rendering — takes no account of colour except

in the most approximate way. The illuminant SPD is sampled at three wave-

lengths, or more usually arbitrarily specified as 1. 1. 1 for white light. Similarly

the reflectivity of the ohlecl: is specified at each of me E, G and B wavelengths.

Three rendering equationsrfmodels are applied and the calculated RGB intensities

are fed directly to the monitor without further alteration. This method produces

works with input values that are arbitrary in the sense that a use: may want to

render a dark red oblect. but may not be concerned with specifying the colour

of the ob|ect and illuminant to any degree of accuracy. Only three rendering

equations are used.

The second approach applies the rendering equations in spectral space for a set

of wavelengths in = 9 appears to be a good compromise}. Here the rendering cost

is at least a factor of three greater than the ‘arbitrary’ colour method. The output

from the tenderer is a sampled intensity function and this must be transformed

into {three-sample} l7tl3B.mmr space for display. The implication here is that if we

have gone to the trouble to render at rr wavelengths then we wish to display the
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Figure 15.1!

Iiendering strategies and
colours. {a} 'Standard'
rendering for ‘arbitralf

colour applications.
Eb} Spectral space rendering
for colour-sensitive

applications. (:3 EIE space
rendering for colo-ur~
sensitive applications.

' '-'.-.-.-.-'\::it'.'sw-i-.-al_:~::r:i=I-rav;;'gI.:e:_ .-

illuminant

rt-sarnple
reflectivity

SFD

' RGB
Refllflivily transform equations

function

(cl

result as accurately as possible and we need certain monitor parameters to be able

to derive the spectral-to-RG Bmonllor transformation {see Section 15.5.2).
in the final approach we render in CIE spaoe. This means specifying the SPD

illuminant as CIE KYZ values using the matching functions. However, we have

the problem of the surface reflectivity. What values do we use for this? This is a

subtle point and the reader is referred to the paper by Borges [1991] which

addresses exactly this issue. Here, we can note that we can simply express the

reflectivlty function as a CIE KY2 triple and use this in a three equation render-

ing approach. 'ihe output from the renderer is a CIE. XYZ triple and we then

require a CIE-to-liflflmum transform to display the result. .
The difference between an image produced by ‘spectral rendering’ and ‘RG3

rendering‘ is shown {to within the limits of the reproduction process] in Figure
15. 12 (Colour Plate} for a ray tracer.

We must remember that we are only attending to a single aspect in the
simulation of reality — which is the prevention of erroneous colour shifts due

to undersampling in spectral spate. Colour is also determined by the local

reflection model itself. Defects in the accuracy with which the reflection model

simulates reality still exist. We cannot overcome these simply by extending the

number of samples in spectral space.

Monitis

Rcflmum space and other monitor considerations

Serious use of oolour in computer imagery needs careful attention to certain

aspects of the display monitor. Computer graphics monitors are not standardized

'-‘  .£H'.l‘-_Zu'iKffi.'n"3fl'-‘-€‘5fl'T.'il'En’.“£n.%'l§ ’-E.|5ri..-1 '-"-|-‘r-.1"'-'~=-
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and the application of the saute KGB triple to different monitors will produce

different colours on the screen. The most important factors are:

(1) Colour on a monitor is not produced by the superposition mixing of three

lights, but relies on the eye to spatially mix the tin}! light sources produced by

three phosphor dots. There is nothing that we can do about this. One of
the consequences is that saturated colours are not displayed at their full

brightness - an area of pure red is only one-third red and two-thirds blaclt.

This means that, for example, even as we as human beings seem to

oompensate for this effect, taking photographs directly from the screen

produoes poor results.

Different monitors are manufactured with phosphors that have different

spectral energy distributions. For example. different phosphors are used to

achieve different persistences (the length of time a phosphor glows after

being activated]. This can be corrected by a linear transformation as we
demonstrate in the next section.

(3) The relationship between the RGB values applied to the monitor and the

intensity of light produeed on the screen is non-linear. The cure for this,

gamma correction - a non-linear transformation - is described in the next
section.

In image synthesis, shading equations can produce colours that are outside

the gamut of the monitor — undisplayable colours. We have somehow to clip
these colours or bring them back into the monitor gamut. This is also a non-

linear operation.

Monitor considerations - different monitors and the same colour

Contexts in which real colours are produced in computer imager].-' are, for exam-

ple. rendering in spectral space and using perceptual space mapping. with spec-
tral space we can produce a CIE JI'.'r'Z triple from our final set -of results. CIE KY3

space is used as a final standard and we need a device-specific transformation to

go from CEE X‘i'Z space to the particular RGi'i....i..m.. spaoe.
We can write:

X X. it, Xi: R...

Y = Y: y; ya Gm

z z. 2, 2.. ii...

Rm

5 I Got

En

lnirhere T is particular to a monitor and a linear relationship is assumed between
he outputs from the phosphors and the RGB values. If T: is the transfonnation
or monitor 1 and T2 the transfonnation for monitor 2. then Ti" Ti converts the
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RGB values of monitor 1 to mose for monitor 2. T can be calculated in the {ol-
lovving way. We define:

Dr=X:-I-Y.-+3:

D3=X;+}";+Z3

Da=X|..+}"|.+Zh

giving:

X DI-X: D313 D111» Rm

1’ = fly. Dy; Days Gm
Z Drzr D523 Dbzb But

where:

.1; == XJD. 1"; = YJD. Z1: = ZJD. etc.

Writing the coefficients as a product of two matrices we have:

X 11- 1; Jo. D. 0 IE} Rm
Y = yr 1': re 0 D: U G»-
4? It lg II) D '3 sol: Em

where the first matrix is the £‘hl'0miltl.-tit]? coordinates of the monitor phosphor.
We now specify that equal RGB voltages of (I, I, 1} should produce the align-ment white:

X..- .1‘. Ar! 1., D,

VI» '= J": J": J5 D;
210 3. 2; 2.. Di.

For example. svlth standard white D55 we have:

x. = 0.313 ya. = 0.329 2.. = 0.353

and scaling the white point to give unltv luminance yields:
Xn=fla95l FE: Zn:

Example chromaticitv coordinates for a
n Interlaced monitor (long persistencephosphors) are:

I J“

red t'_I.62U t}.33D

green {:-.210 0.685

blue (1. 150 0.063

Using these we have:

)4’ 0.584 0.138 {'.|.1?S' R.-
Y = 0.311 0.614 CIvl}.'a"5 Gm

Z 0.04? 0.103 0.939 B..
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inverting the coefficient matrix gives:

Rm 2.043 -0.563 -0.344 X

Gm = -1.035 1.939 0.043 1'

En. 0.011 -0.134 1.Il.'.'I?B Z

The significance of the negative components is that RG13 space is a subset of KY2
space, and XYZ colours that lie outside the monitor gamut will produce negative
RGB values.

Monitor considerations — colour gamut mapping

Monitor gamuts generally overlap and colours that are available on one monitor

rnay not be reproducible on another. This is manifested by ltGii values that are

less than zero, or greater than one, after the transformation Il"r"T1 has been

applied. This problem may also arise in rendering. in accurate colour simulation.

using real colour values, it is lilcelv that colour triples produced by the calculation

may lie outside the monitor gamut. In other words the image gamut may be, in

general, greater than the monitor gamut. This problem is even greater in the case

of hard copy devices such as printers which have smaller gamuts than monitors.

The goal of the process is to compress the image gamut until it iust fits in the

device gamut in such a way that the image quality is maintained. This will gen-

erally depend on the content of the image and the whole subject area is still a

research topic. There are, however, a number of simple strategies that we can

adopt. ‘The process of producing a displavable colour from one that is outside the

gamut of the monitor is called ‘colour clipping’.

Clearly we could adopt a simple clamping approach and limit our of range

values. Better strategies are suggested by Hall {I939}. Undisplavabie colours fall

into one of two categories:

(1) Colours that have chromaticltles outside the monitor gamut (negative RGEI
values).

(2) Colours that have displayable chromaticities, but intensities outside the

monitor gamut [RG5 values greater than one).

Any correction results in a shift or change from the calculated colour and we can

select a method depending on whether we wish to tolerate a shift in hue, satu-
ration andfor value.

For the first category the best approach is to add white to the colour or to

desaturate it until it is displayabie. This maintains the hue or dominant wave-
length and lightness at the cost of saturation. [n the second case there are a num-

ber of possibilities. The entire image can be scaled until the highest intensity

is in range; this has an effect similar to reducing the aperture in a camera.

Alternatively the chromaticity can be maintained and the intensity scaled.

Finally, the dominant hue and intensity can be maintained and the colour destit-

urated by adding white.
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Figure 15.13
-Gamma correction.

[aft A -viewer should ideally
see the same colour: on a
TV monitor as it he or she
were viewing the scene.
(in) Gamma correction is
applied in a TV camera.

(:1 Computer graphics
system.

Monitor considerations - gamma correction

an of the foregoing discussion has implicitly assumed that there is a linear rela-
tionship between the actual RGB values input to a monitor and the intensity

image of a scene on a monitor, to see the colour relationships as he perceives
them from the scene. This implies that the end-to-end response of the TV
system should be linear (Figure 15.I3[a}J. in a TV system gamma correction is
applied at the camera (for reasons that also have to do with coding the signal
optimally for noise} to pre—compensate for the monitor non-linearity. This is
shown in Figure 15.13{b} which shows gamma correction introduced in the cam-
era compensating for the non-linear relationship at the monitor. A computer
graphics system [Figure 15.1.‘:-‘(til is analogous to a TV camera with a linear inten~
sity characteristic because the rendering calculations are linear. Because of this
gamma correction is required after the calculation and this is usually imple
mented in the form of a look-up table.

Now consider the details. The red intensity,
itot screen by an Input value of R‘; is:

Rm = KIRIIJTJ

for example, produced on a man-
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Figure 15.14
Garnrna correction.

(a) Intensity as a function
of applled voltage values.
ib} Corrected values as a

function of applied ones.

Mormon cousiornmons

where 1-. is no-rmallgr in the range 2.3 to 2.8. The goal oi‘ the proc is to linearize

the relationship between the RGB values produced by the program and if 1;. 1;,

and -r. are known then so-called gamma correction can be applied to convert the

program value R. to the value that when plugged into the above equation will

rault in a linear relationship. That is:

R‘: = kiRr}""r

An inexpensive method for determining 1 is given in a paper by Cowan [1933].

The two relationships are shown in Figure 15.14. The second graph is easily

incorporated in a video look-up table. Note that the price paid for gamma cor-

rection is a reduction In the dynamic range. For example. if I: Is chosen such that

ii maps to ID and 255 to 255 then 256 intensity levels are reduced to 16?. This

can cause banding and it is better to perform the correction in floating point and
then to round.

Using a monitor with uncorrected gamma results in both intensity and

chrornaticity shifts away from the colour calculated by the program. Consider.

for example, the triple (0, 255, 127). if this is not gamma corrected the
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display will decrease the blue component, leaving the red and green components,
unchanged.

Gamma correction leaves. zero and maximum intensities unchanged and
alter: the Intensity in mid-range. A ‘wrong’ gamma that occurs either because
gamma correction has not been applied or because an inaccurate value of
gamma has been used in the correction will always result in a wrong image with
respect to the calculated colour.

.,'."___--,---.-
-r-

1
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Image-based rendering and

photo-modelling

lteuse of previously rendered imagery — two-dimensional
techniques

16.2 Varying rendering resources

16.3 Using depth infonnartion

16.4 View interpolation

16.5 Four-dimensional techniques — the Lumigraph or llght field
rendering approach

16.6 Plsoto-mocleiiing and Iliii

Inlroduclion

A new field with many diverse approaches. image-based rendering [IRE] is diffu-

cuit to categoriee. 'I'he mofivation tor the name is that most of the techniques

are based on two-dimensional Imagery, but this is not always the case and the
way in which the imagery is used varies widely amongst methods. at more accu-

rate oommon thread that runs through all the methods is pare-calculation. All
methods make oost gains by pre-calculating a representation of the some from

which images are derived at run-time. IBR has mostly been studied for the oom-

mon case of static scenes and a moving View point, but applications for dynamic
soenes have been developed.

There is, however, no debate concerning the goal of Ililt which is to decouple
rendering tlrne from some oomple:-dty so that the quality of imagery, for a given

frame time constraint, in applications like computer games and virtual reality
can he hnproved over conventionally rendered scenes where all the geometry is

reinserted into the ginphics pipeline whenever a change is made to the view
point. it has emerged, simultaneously with Loo approaches (see Chapter 2} and

scene management techniques. as an effective means of tackling the dependency
of rendering time on scene oompiexity.
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We will also deal with photo-oclelling in this chapter. 'i'hls is related in
hnagebased rendering because many image-based rendering scltemes um
designed to operate with photo-modelling. The idea oi photo-modelling it in

capture the real-world complexity and at the same time retain the flexlbflgtr
advantages of three-dimerrsional graphics.

Reuse of previously rendered Imagery - two-dimensional
techniques

We begin by considering methods that rely on the concept of frame CDl'l'El'E|.‘I,I:g
and reuse of already rendered imagery in some way. Also, as the title of file
section implies, we are going to consider techniques that are essentially mu.

dimensional. Although the general topic of image-based rendering, oi course,
itself implies trvodirnerrslonal techniques there has be some use of the dept];
information associated with the image. as we shall see In toture sections. The

distinction is that with techniques which we categorize as two-dimensional we

do not operate with detailed depth values. for example. a value per pixel. Vat:
may only have a single depth value associated with the image entity as is implied
by visibility ordr-_r-ing in image layers [see Section 16.2.2}.

A useful model oi an image-based tenderer is to consider a required lnrapr
beirrg generated from a source or reference image - rendered in the normal my

— try warping the reference image in lrnage space [Figure IE-.1}. in this section tie
shall oonsider simple techniques based on texture mapping that can exploit the

hardware facilities available on current 3-D graphics cards. The novel approach
here is that we ouiisirier rendered ob|er:ts in the scene as texture maps, consider

a texture map as a ‘|1l'l.l'EIE41ll'l'lE‘l'iS?l.Cll1a.l entity and pass it through the graphics
pipeline. The common application of such techniques is in systems where a
viewer moves throtrgh a static environment.

To a greater or lesser extent all such techniques involve some approxlmatlrat

oompared with the projections that are oomputed using conventional tech-

niques and an important part of such methods is determining when It is valid to
reuse previously generated imagery and when new images must be generated

IBR|saproreIaIltIprudueesanii1u,3;elrywarpin,g.
areiierertoeirruge



0466

|l.£l.ISI at rntvtuustr genome imam ~ TWG-DIMEIISIOIMI. rtcimiovts E5)

Planarlmpostors orsprttes

impo-star is the name usually given to an image of an oh|ect that is uxd in the

form of a textiire map — an entity we called a hillboascl in Chapter 3. In Chapter

B the billboard was an object in its own right - it was a two-dimensional entity
Inserted into the scene. Iniposbors are generalizations of this idea. The idea is
that because of the inherent coherence in oonscculive frames in a rnnving view

point sequence, the same irnpostor can be reused over a number of frames until

an error measure exceeds some threshold. such impostors are sometimes quali-
tied by the ad|et:tlve dynamic to distinguish them from pre-calculated ohiect
Images that are not updated. ili planar sprite is used as a texture map in a normal

rendering engine. We use the adjective planar to indicate that no depth infor-
rnation is associated with the sprite - lust as there is no depth associated with a

teithire map iaitliough we retain depth Irtiorrriation at the vertices oi the rec-

tangle that contains the sprite). The normal {perspective} texture mapping In the
rentleret takes care of was-pang the sprite as the view point changes.

There are many different possible ways in which sprites can be incorporated

into it rendering seqtienoe. Schaufl-er's method ischaufler and Sturzllnger 1996}

is typical and for generating an impostocr frnrn an n'b|ect model it proceeds as lot-
lows. The object is enclosed in a bounding boat which is proiected onto the

image plane resulting in the determination of the object‘: rectangular extent in

screen space- for that partieuiarview. The pianeoi theimpostoris chosen to be
that which is normal to the view plane normal and passesthrorugh the centre oi‘
the bounding box. The rectangular extent in screen space is initialized to trans-

parent and the object rendered into it. This is then treated as a texture map and
placed in the texture memory. when the scene Is rendered the ub|ect is treated

as a transparent polygon and texture mapped. Note that texture mapping takes
into account the current view transforrnatiori and thus the itnpostnr is warped

slightly from frame to frame. Those pixels covered by the transparent pixels are

unafiected in value ot z depth. For the opaque pixels the iniporstur is treated as
anormaipoiygonandthez-huflerupdatedwithitstiepth.

in Matte] and Shirley {I995} ‘view-dependent ilII[3Ci$‘tCiIS' are pie-calculated -

one foreach faoe ofthe object's bounding host. Space around the object is then

divided into view point regions by fnisnuns formed by the bounding box. faces
and its centre. it‘ an impostor is elected as an appiittprlate representation then

whatever region the current view point is in detennities the iinpostor used.

Calculating the validity of planar irnpostors

As we have implied, the use of lmpostors requires an error metric to be calcuiated

to quantify the validity of the ittipostor. inipostors become invalid because we
do not use depth infonnatlon. At some view point may from the view point
from which the irnpostor was generated the impostor Ls perceived int what it is

- a flat image embedded in three-dimensional space - the illusion is destroyed.
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Figure 16.2
Angular iiscreparicy of an
lrnpnslaor Image [allies Strode
It at {'|9'9d},'|.

The rnagnittrde of the error depends on the depth variation in the region ,3
the scene represented by the irnpostor. the distance of the region irom the trim.

point and the movement of the view point away from the reference piiisiiion

[torn which the impostor was rendered. {The distance factor can he gainlun?
exploited by using lower resolution irripostors for distant objects and gran

more than one obit.-ct into clusters.) For changing view point applications um

validity has to be dynamically: evaluated and new impostors generated sg
required.

Shade rt oi. U996} use a simple metric based on angular discrepancy. I-‘igm
16.: shows a two-dimensional view oi‘ an object bounding box with the plane .3

the irnpostor shown in bold. ‘lb is the view point for the lrnpostor rendering and
v. is the current view point. .'I is a point or obiect vertex which coincides wtih 1
in the irripostor view. Whenever the view point changes from ea, 1 and 1’ sub
tend an angle 6 and Shade et oi. calculate an error metric wlijch is the maximum

angle over all points I.

Schauiier and Storzlingefs (1996) error metric is based on angular disc:-epamg
related to pixel sine and the consideration of two worst cases. First. oonsitler the

angular discrepancy due to translation of the view point parallel to the imposing

plane [Figure l6.3ia}}. This is at a maximum when the view point moves normal
to a diagonal of a cube enclosing the bounding box with the irnpostor plane
coincident with the other diagonal. when the view point moves to V: the point;

1', 1; and 1: should be seen as separate points. The angular dl.5l:I‘!‘pl]1C}-" duem

this component of view point niovernent is then given by the angle ll...

between the vectors via. and run. its long as this is less that the angle subtended

by a pixel at the view point this error can be tolerated. For a view point moving
towards the object we consider the constriietion iti Figure IE-.3i'b). Here the waist

caseisthecornerofihefront f-il(?itDfl]JJEl2Lll1|E.'I“I'l1EIilhE1?iE'l\'pfllnl rnovesin

to In the points 11. and 1; should be seen as separate and the angular discrepancy
isgiven 3$Bsiu.J’Ifl irnposborcanthelibeused as:

USEJNPOWEI == {Bun -I B-um) O1’ (Hun '1 I3-meal

Bounding boar
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The simplest way to use lmpostors is to incorporate them as texture maps in a

nonnal rendering scheme exploiting texture mapping hardware.

Sofarnrehayesaldnothingabout tthatmaltesupanimpostot andthe
assumption hasbeen that we generate an image from an object model. Shade at

oi. {I996} generalize this ooncept in a scheme called Hierarchical image Caching

andgenerateimpososrs front the ent:irecontentsoi‘nodesinaBsPtreeotthe
scene oomhining the benefits. of this powerful soene partitioning method with

the use of pre-rendered imagery. Thus, for example. distant objects that require
inirequent updates can be grouped into clusters and a single impostor generated

for the cluster. The algorithm thus operates on and exploits the hierarchy of the
scene representation. Ob|ecis may be split over different leaf nodes and this

leads to the situation of a single ohiects possessing more than one impostor. This
causes visual arteiacts and Shade st iri.{1996)minitttiz:e this by ensuring that the

BSP partitioning strategy split: as test objects as possible and by ‘inflating’ the

geometry slightly in leaf regions so that the impostors overlap to eliminate gaps
in the final image that may othemlse appear.

Varying rendering resoumts

Priority rendering

An important technique that has been used in oonjunction with ED imagery is

the allocation of different amounts of rendering resources to different parts of
the image. an influential {hardware} approach is due to Regan and Pose {I994}.
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They allocated different frame rates to oir|ects in the scene as a hinction oi ti-up
distance front the View point. This was called priority rendering because it mm

bined the envimnment map approach with updating the scene at different mu
They use a six-view cubic enylromttent map as the basic pre-computed soluuum
In addition, a multiple display memory is used for image composition anti.‘
the fly alterations to the scene are cornbined with pre-tendered imagery.

The method is a hybrid of a oornrenttortal graphics pipeline approach with an
image-based approach. it depends on dividing the scene into a priority hjuih

chy. Dh|ects are allocated a priority depending on their closeness to the comm
position of the viewer and their allocation of rendering resources and tipdm

time are determined accordingly. The scene is pre-rendered as environmnu
maps and. it‘ the ‘viewer remains stationary, no changes are made to the aim.
tonmenr map. As the viewer changes position the new environment map Emu
the new View point is rendered according to the priority scheme.

Regan and Pose {1 994;: utilize multiple display memories to implement prim.
ity rendering where each display memory is updated at a different rate accent].
ing to the information it contains. If a memory contains part. -of th-e scene that

is being approached by a user then it has to be trpdated, whereas a memory fly
contains information far away front the current user position rt remain as it 1;,

Thus overall different parts of the scene are updated at different rates ~ hem;

priority rendering. Regan and Pose {I994} use memories operating at 60. 30, 15,
7.5 and 3.15 frames per second. Rendering power is directed to those parts oithr

scene that need it most. At any instant the objects in a scene would be organlnfl
into display memories according to their current distance ircim the user.

sitnplistically the occupancy of the memories might be arranged as concentric

circles emanating from the current position of the user. Dynamically assigning
each ob|ect to an appropriate display memory involves a calculation which Is

carried out with respect to a bounding sphere. Iti dte end this factor must impose
an upper bound on scene complexity and Regan and Fuse {I994} report a test
experiment with a test scene of only 1000 olr|ects. Alternatively ohjeclss have ill

be grouped into a hierarchy and dealt with through a seen-ncla.ry data S'Il'IiJCl'ill

as is done in sortie speed-up approaches to conventional ray tracing.

Image layering

LengyelariclSrsyrier[199?'} generalized the coutceptcii:npcst:cnartdvatiabieappH-
cationoimndenngresmtmescaflmgd1druchniqtn'col1uuttimagehyen'.Hut

meideahagairimdnmterurdoingrmmimestodlffiaentpmtsofmeimageamxe
Ingtoncedexpressedudifiermtstnuaiudimtempcralsan1pflngmtes.flwmd1-
nlqtreaisodeaiswtthohiecnmmdrtgadflttespenmeadrodterfiusisdorleht
dtvidirigthelinapeinboiayers.iTi1isis,oEcm.use.anotdiriea;slricetltei'33iiscarto:iII

prcducocnhasbeencpunucedhydivtdiogthemugeinmlayerswhichatencded

onlndepeoc|eIttlyandoomposedintoafirtaJfilm.JThtis East-movingiotegflil-Ind
oblectscanbeaflocatedmommsottmesfltansionnmoumgbackgnnmdohiecn.

A
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Another key idea of Lengyel and Snyder's work is that any layer can itself be

decomposed into a number of components. The layer approach ls tal-ten lnto the
shading itself and different resources given to different components in the shad-

ing. A moving object rtrap consist of a diffuse layer plus a highlight layer plus a

shadow layer. Each component produces an image stream and a stream of two-
dinrenslonai transiotrnations representing its translation and warping in image
space. Sprites may be represented at different resolutions to the screen resolution

and may be updated at different rates. Thus sprites have different resolution in
both space and time.

A sprite In the context of this work is now an ‘independent’ entity rather than
being a texture map tied to an olriect by the normal vettexiltexture coordinate

associatlonr it is also a pure two-dimensional ohiect — not a two-dimensional

part (a texture map) of a three-dimensional ohlect. Thus as a sprite moves the
appropriate warping has to be calculated.

In effect the traditional rendering pipeline is split into ‘parallel’ segments
each representing a different part of the Image {Figure i-6.4). Different quality
settings can be applied to each layer which manifests in different frame rates and

cliiferent resolutions for each layer. The layers are then combined in the corn‘

posltor with transparency or alpha in depth order.

A sprite is created as it ret.'ta.rtgular entity by establishing a sprite rendering
transform A such that the projection of the object in the sprite domain fits

tightly in a bounding box. This Is so that points within the sprite do not sample

non-object space. The transforrn A is an affine transform that maps the sprite
onto the screen and is determined as follows. if we consider a point in screen
space p. then we have:

9- - lit

where p is the equivalent ohiect point in world space and T is the concatenation
of the modelling. viewing and proiection transformations.

we require an A such that {Figure 16.5}:
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Figure tsts
11'~e sprite rendering
iransforrn It

where q is at point in sprite coordinates and:

abti

ccltyi-|
Thus. an affine transformation is used to achieve an equivalent warp that would
occur due to a conventional transforrnatiori T.

T]1etiai'isforn:iA—a 2:: 3 rriatrlir-lsupdatedasan oblectuntlergoestigtd

motion and provides the warp necessary to change the shape of the sprite In

screen space due to the obtect motion. This is achieved by transforming the
points of a characteristic pol}-hadron [Figure 16.5} representing the oi:I|ect into
screen space for two oonsecutive time intervals using T..1 and T. and fiildlng the

six iinitnmm eoefticients font. Full details of this procedure are given in beriyel
and Snyder {199?].

Eaicuiaflng the validity ofiuyers

As any sequence proceeds, the reusabillty of the layers needs to be monitored. In
Section 15.1.2 we described a simple geometric measure for the validity at

sprites. With image layers Lengyel and Snyder [1997] develop more elaborate

criteria based upon geometric. photometric and sampling considerations. The
geometric and photometric tests measure the difference between the image due

to the layer or sprite and what: the image should be it it were conventionally
rendered.

it geometric error metric lLengyei and Snyder call the metrics fiduciaisi is
calculated from:

Fu:..m.m._- = ma.Jt|1Pi -;I.p'i|l:-

whet-eAp‘. is a set or characteristic points in the layer in the current l‘ran1e warped
into their position front the previous Frame and p.- the poiittltiin the points acruafli
occupy. iThese are always transionned by T, the modelling, viewing and person-

tive transform in order to calculate the warp. This sounds like a circular argument

but finding A {previous section} involves a best fit procedure. Remember that the
warp is being used to approximate the iraruiormanon 1".) Thus a threshold can be
set and the Layer considered for re-rendering II this is exceeded.
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For changes due to relative motion between the light source and the object

represented by the layer, the angular change in I, the Llgltt direction vector from

the oh|e|:l:, can be computed.

Finally, a metric associated with the magniftcatlonlmlnlficatlon of the layer

has to be computed. it’ the relative movement between a viewer and oh|ect is
such that layer samples are stretched or compressed then the layer may need to

be re-rendered. Thli operation is similar to determining the depth parameter in
niip-mapping and In this case can be oomputed from the 2 I 2 suli-matrix of the
affine transform.

After a frame is complete a regulator oonsiders resource allocation for the next

frame. This can be done either on a ‘budget-filling’ basis where the scene qual-

ity is maximized or on a threshold basis where the error thresholds are set to the
highest level the user can tolerate llreelng rendering resources for other tasks).
The allocation is made by evaluating the error criteria and estimating the

rendering oost per layer based on the fraction of the rendering budget consumed

by a particular layer. Layers can then be sorted in a henefitfoort order and

re-rendered or warped by the regulator.

+T.I-1

Frame...-

Drderinglayen In depth

So far nothing has been said about the depth of layers - the compositor requires

depth information to be able to generate a final Lmage from the separate layers.

Because the method is designed to handle moving objects the depth order of lay-

ers can change and the approach is to maintain a sorted llst oi layers which is

dyrtarnlcally updated. The tenderer produces hidden surface eliminated images
within a layer and a special algttrltltm deals with the relative visibility of the

layers as l!l1dl.‘i"l.SllJIE entities. A Kt! tree is used in conjunction with convex

polyhedra that bound the geometry oi the layer and an incremental algorithm

ttduy described in Snyder tissan is employed to deal with occlusion without
splitting. J
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Using depth information

Three-dimensional warping

As we have already mentioned, the main disadvantage of planar sprites is am

they cannot produce motion parallax and they produce a warp that is can.
strained by a threshold beyond which their planar nature is perceived.

We now come to consider the use of depth information which is. of cciu:g¢_

readily available in synthetic imagery. Although the techniques are now going
to use the third dimension we still regard them as lruage-based techniques in thg

sense that we are still going to use, as source or reference. rendered images albeit
augmented with depth inforrnation.

Consider. first, what depth information we might employ. The three com.

monest Eonns in order of their storage requirements are: using layers or sprite,

with depth infonnation ipmdous section), using a complete iunsegrnented}
image with the associated 2;-‘nutter {in other words one depth value per pixfl}

and a layered depth trrtage or LDI. an LEI] is a single View at a scene with muiu.
pie pixels along each line of sight. The amount of storage that i.Dls require is a
function of the depth complexity of the average number of surfaces that pro|ei.1

onto a pixel.
We begin by considering images complete with depth information per plaid

— the normal state of a.i:l'a.irs for conventionally synthesized i:lII‘ia,gEl'}’. It is l.l'.ll1.|~

ithrely obvious that we should be able to generate or extrapolate an image at 1
new view point from the reference image providing that the new view point is

close to the reference view point. We can define the pixel motion in image space
as the warp:

inc, 1*} -i Pix‘. Y]

which implies a reference pixel will move to a new destination. mils is a sirnple
statement of the problem which ignores important practical problems that in

shall address iateni it we assume that the change in the view point is specified

by a rotation R : [rt] followed by a translation 1": (M, lily, ha)‘ of the view coon

dinate system (in world coordinate space} and that the intentai parameters till
the viewing systetnlcamera do not change - the focal length is set to unitv-then

the warp is specified by:

1 _ [f|rJt' -I- It -I- t‘|:].Z{.'if_. + dx
' [nix + rim-'+ I‘s.t}Z{Jt, y] -1» or

If = [mx + 11;: + m}Z{x, E] + dg
[ms + my + n_1}Z[x, y] 4- air

where:

Zix, 1-} is the depth oi the point P of which ix. ,}-'i is the proiection.
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where (xv. ye. M are the to-ordinates of the point P in the new viewing svsteni.
it visualization of this prooess is shown in Figure 16.1’.

We now oocnsider the problems that ooctir with this process. The first is called
image folding or topological folding and oocurs when more than one pixel in

the referertoe image maps into position [x‘. 19'] in the extrapolated image [Figure
i6.B(a]}. The straightforward way to resolve this problem is to eaieulate zit‘. 1:‘)

irom Zfiz, it] but this requires an additional rational etrpraslon and an extra 2-
bufler to store the results.

ivieiuilllan {I995} has developed an algorithm that specifies a unique evalua-

tion order for computing the warp function such that surface: are drawn in .a

baeit-to-iront order thus enabling a simple painters algorithm to resolve this via-

ibility problem. The intuitive [1.istlIi.cai‘.lon for this aigonthm can be seen by con-
sideting a simple special case shown in Figure 16.9. in this case the view point
has moved to the left so that ii: pro]-action in the lmage plane of the referertoe

view coordinate aystenr is outside and to the left of the reterertce view window.
This tact tellsus thatthe orderinwhieitwe need to aeoess pixels in thereferenoe

is ft'o|:I:t right to left. This then resolves the problem oi the leftmost pixel In the
reference Image overwriting the right pixel in the warped image. i.ieiuilllan

shovio that the aooesslng or enumeration order (If the refererioe image can be

reduced to nine eases depending on the position of the projection of the new
view point in the reference coordinate system. These are shown in Figure 16.1I.'i.
The general case, where the new view point stays within the reference view win-

dow divides the image into quadrants. An algorithm structure that l.lt|.|.I.i.'ES this

method to resolve depth problems in the many-to-one case is thus:
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Figure 153
Frohlern: in Image warping.
[I] Image foldhg: more
than one phiei In the
relerenoe View maps
Into I single pixel in the
eastnuiolated vieu-it {bl Holes:
Iniornaltion noclu-tied i'I the
reterenoe view is reqiirlid
in the -Iiirirapalaled 1I|'iE\‘|L
{c} Holes: the projected aru-
ol a sulaoe Increases in the

extrapolated view because
its normal I‘-Dimer! towards

lheiuilwing iirlclion.
id] m Colour Plate section

{1} Calculate the projection of the new View point in the reference ooonflnale
system.

{2} Determine the enumeration order [one out of the nine cases shown in

Figure 16.10) depending on the pro|ected point.

[3] ‘Warp the reference image by applying Equation 1-11 and writing the result
into the frame buffer.

The second prohlein produced by image warping is caused when occluded arm
in the reference image ‘need’ to become visible in the extrapolated image {Flaunt
16.B(h]} producing holes in the eittrapa-Jilted image. As the figure deinonsmifi.
holes and folds are in a sense the inverse of each other. but where a. deieroiinlb
tic solution exists for folds no theoretical solution exists for holes and a heurlt

tic needs to be adopted - we cannot recover Information that was not therein
the tint place. However. it is easy to detect where holes occur. They are 511111‘-'11
unassigned pixels in the extrapolated image and this enables the problem In 31!
localized and the most common solution is to El] them in with colours troll

J
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nelghbourlng pixels. ‘I11-e extent of the holes problem depends on the difference

between the reference and extrapolated view points and it can be ameliorated by

considering more than one reference Image, calculating an extrapolated image
from each and compo-siting the result. Clearrly it a sulfielenr number of reference
image: are used then the hole problem will be eliminated and there Is no need

fora local solution which may Insert erroneous lrlfonnatlon.

A more subtle reason for unassigned pixels In the extrapolated Image is appar-
em if we ronslder surfaces whose nonnal rotates towards the view direr:ti.ocn in

lhnjartlonuflrewuleurpulnlinllreinrseplarve
olIlrereI'eru1eevIewpo’m- molirtnin .-:
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the new view system (Figure ltiliicll. The proiected area of such a surface ion;

the extrapolated Image plane will be greater than its projection in the referemg
image plane and lot a one-to-one forward mapping holes will be produced nu,
suggests that we must take a rigorous approach to reconstruction in the inter.

polated image. ii-tarlr et ul. {i99l'i suggest calculating the appropriate dlrnensiun
of a reconstruction kernel, for each reference pixel as I function or the view
point motion but they point out that this leads to iii oost per pixel that is year;

than the warp cost. This metric is commonly known as splat size [Chapter 13]
and its calculation is not straightforward for a single reference image with z

depth only for visible pixels. iii method that stores multiple depth values ion
pixel is dealt with in the next section.)

The effects of these problems on an image are shown in Figure learn]

{Colour Plate}. The first two llnages Show a simple scene and the corresponding
Z-buffer image. The next image shows the artefaels due to translation [only]. [11

this case these are holes caused by missing iniorrnation and image folding. the

next image shows artefacts due to rotation tonlyi — holes caused by increasing
the projected area of surfaoes. Note how these ions: coherent patterns. The final

image shows artefacts caused by both rotation and translation.

Finally, we note that view-dependent illumination etiects will not in general
be handled correctly with this simple approach. This. however. is a problem that
is more seatotis in irnagie-based modelling methods (Section 16.6}. As we have

already noted in image warping we must have reference images whose view
point is close to the required view point.

Layered depth images (Lois)

Many of the problems encountered in the previous section disappear If our
source imagery Is In the fo11n of an LDl (Shacleet oi. iililtil. in particular we can
resolve the problem of holes where we require infonnatloit in the extrapolated

image in areas occluded in the source or reference image. an l..Dl is a three-
riin-iensionai data structure that relates to a particular view point and which sam-

plea. for each pixel. all the surlaoes and their depth values intersected by the ray

through that pixel [Figure 15.11}. {In prscuoe, we require a number of Lots
to represent a scene and so can consider a scene representation to be tour-

dimensionai — or the same dimensionality as the light field in Section 16.5.}

Thus, each pixel is associated with an array of information with a number of ele-
ments or layers that is determined by the number of suriaces intersected. Each
element contains a colour. suriaoe normal and depth for surface. Clearly this

representation requires much more storage than an image plus 2.-butler but this
requirement grows only linearly with depth complexity.

In their work tlharie erei.{1iI9ii‘,I suggest two methods tor pre-calculating
tor synthetic imagery. First. they suggest warping in images rendered from differ-
ent view points into a single view point. During the warping process If I110!‘
than one pixel maps into a single LDI pixel then the depth values associatfll

I
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Art aitsernathne approach which facilitates a more rigorous sampling or the
scene is to use a modified ra3rtraoe:r.111iseanl:Iedone simplistirailyhyinitiatlng
ara3rfoteachpix.elfromtheLDlviewpolntandallmvlngtheraystopenetrate
the object [rather than being reflected ocr refracted]. Each hit is then recorded

asanewdepthpixelintheLDI.AlIoltttesrenerartbeconsideredh}rpme-
calculating six LDIs each of Indtieh consists of a 90° frustum oentred on the ref-

erence view point. Shade et at. {I993} point out that this sampling scheme is not
untfocrm with respect to a hemisphere of directions centred on the View point.
Neighbouring pixel rays project a smaller area onto the image plane as a func-
tlonoftheanglehehreenthehnageplanenormalandtheraydireeflonandthey
wetghtthe ragrdireettonb-3rtherosineoftltatangle.1hus,eaehnqrhastour
coordinates: two pixel coordinates and two angles for the ray direction. The
algorithm stnteture to leularte the LDls is then:

{1} FDttfidIpixELmDdIf}Fthtd1lE¢thDnIIld«fi£tlhEll}FInIDlh£!EEfl£.

{2} ForeachhltrlithelntersectedobjectnlleseutltlilntheLDlfru.stus3rtitisre-
praiBctecIth:ou.gIItheLDivlewpoint.

{3} lithenewhttlswlfltinaaoteranoeolanexisthtgdepthplxeitheeolouroi
the new sarnple is averaged wtth the existing one; otherwise a new depth
pixel is created.

Dorltttg the rendering phase, an incremental warp is applied to each layer in back
to front order and images are alpha blended l.nto the frame buffer without the

need for Z sorting. ltI'lcIvIi[lar1’s algorithm (see Section 16.3.1] is used to erasure
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that the pixels are selected for warping in the correct order according to the pro.
lection of the output camera in the LD1': system.

To enable splat size computation Shade er rri. {I993} use the following ion-nuh
[Figure 16.12}:

size is the -dimerrsl-on of a square kernel {In practice this is rounded to 1, 3., 5
or 3']

the arrglfi B are approximated as the angles Q, where 1: is the angle between
the surface normal and the z axis of the camera system
fovistltefieldofvlewufacanieia

res - ‘ll-"13:! [the width and height at the LDILH

View interpolation

View interpolation techniques can be regarded as a subset oi‘ 3D warping meth-

ods. Instead of extrapolating an image from a reference image. they Irrterpolale
3 pair of reference images. However. to do this three-dimensional calculations
are necessary. In the light of our eariler hen-dimenslonalithree-duuerrrlonal cl-

egorization they could be considered a two-dimensional technique but we have

decided to emphasize the Interpolation aspect and categorize them sep-eratetr.

William: and Chen {I993} were the flrst to iinplement view interpolation ffl
a wallrtlrrough appllcatlon. This was acltleved by pre-ooinpuiing a set of refer-
ence Lmages representing an interior - in this case a virtual museum. Frail!‘-5
required in a wellrthrough were interpolated at n.m time from these referelll

frames. The l11te1'pd-latiun was achieved by storing a '1-rrarp script’ that spedflli

I
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the pixel motion between reference frames. This is a dense set of motion vectors
that relates a prim-J In the source image to a pixel in the destination image. The

simplest example of a motion field Is that due to a camera translating parallel to
its image plane. In tltatcasethe motlonfieldisa setoiparallel vectors-ortefor

each pixel -with a direction opposite to the camera motion and having a mag-
nitude proportional to the depth of the pixel. This pixel-b}r—pixel correspon-
dence an be determined for each pair of images since the three-dimensional

(image space} coordinates of each pixel is known, as is the camera or view point

motion. The determination of warp scripts is a pre-processing step and an inte-
rior is finally represented by a set of reference Images together with a warp script

relating every adjacent pair. For it large scene that requires a number of varied
wallsthroughs the total storage requirement may be very large; however, any

derived or interpolated view only requires the appropriate pair oi reference

images and the warp script.
at run time a view or set of views between two reference images is then

reduced to linear interpolation. Each pixel in both the source and tlestlriati-on
images is m-ovecl along its motion vector try the amount given by linearly inter-

polating the image coordinates [Figure 16.13}. This gives a pair of interpolated

images. These can be oomposiiaed and using a pair of images in this way reduces

the hole problem. Chen and Williams {I993} fill in remaining holes with a pro-
cedure thatusesthe oolourlocaliaothehole. CIveriapsareresohveribyusingaZ-
buffer to determine the nearest surface, the 2 values being linearly interpolated

along with the ix. ,9}! coordinates. Finallji. note that linear interpolation of the
rnnrtionvectorsproducesawarp which will notbeexactl}rthesameastl1atpro-

dilated if the camera was moved into this desired position. The method is only
exact from the special case of a camera translating parallel to its image plane.

Williams and Chen [1993} point out that a better approximation can be
obtained by quadratic or oubic interpolation in the image plane.

Eleferet:tce'trnIggel lleferlenceirnqtll
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View morphing

Up to now we have considered techniques that deal with a moving view pm“

and static scenes. In it development that they call view morphing Seitr. and D9,
(1996) address the problem of generating in-i;-etween images where norpngu
transformations have occurred. They do this by addressing the apP‘l'DXl:lll'||[1¢m
implicit in the previous section and distinguish between ‘valid’ and ‘non-t-my
in-between views.

lfletv interpolation by warping a reference image into an extrapolated lung
proceeds in two-dimensional image plane space. it warping operation is his: fim

— it changes the shape of the two-dimensional proiectiorl of objects. Clearly nu
interpolation should proceed so that the proiected shape of the objects in the ref.
erence projection is consistent with their real three-dlrrienslonal shape. In othu

words, the interpolated view must be equivalent to a view that would be Etnfi.
ated in the nonrial way [either using a camera or a conventional graphks
pipeline] by changing the view point from the reference view point to that of the
interpolated view. it *nol'l-valid’ view means that the interpolated view does not

preserve the object shape. it this condition does not hold then the ll'tlEl‘pOI.a|;q;|
views will correspond to an obiect whose shape is distorting in real three.

dimensional space. This is exactly what happens in conventional image morph.
ing between two shapes. ‘Impossible’, non-existent or arbitrary shapes occur as

in-between images because the motivation here Is to appear to change one objert

into an entirely different one. The distinction between valid and invalid vteu
interpolation is shown in Figure 16.14.

An example where linear interpolation of images produces valid interpolated

views is the case where the image planes remain parallel [Figure 16.15}.

Physically. this situation would occur if a camera was allowed to move parallel

to its image plane {and optionally zoom In and out). If we let the combirierl
viewing and perspective transformations tree Chapter 5} be H: and ‘Ft for the
two reference images then the transfnnnation for an in+hetween image can ll:

obtained by linear interpolation:

|"i=II1—s}lI'p+sl’i

if we consider a pair of corresponding points in the reference images Pa and Pi
which are piro|eciions of world space point P, then it is easily sl'io-wit (see Still
a.nd Dyer [l9'9I5]} that the projection of point P front the iiitcrmedlate [interpo-

Iatedi view point is given by linear l.nterpo!at:ion:

Pi-Pail —si+l"is
='Iu7',-P‘

in other words linear interpolation of pixels along a path determined by pill‘
correspondence in two reference images is exactly equivalent in pro|eI'.'fifl£
the scene point that resulted in tltesc pixels through a viewing and prolectlfl

transformation given by an intermediate camera position. provided parlfl
views are maintained. in other words using the transfontiatlon lft. Ivhich vrolill

l
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be obtained if ‘Po and V. were linearly interpolated. Note also that we are inter-
polating views that would corn-espond to those obtained if we had moved the

camera in a straight line from Co to Cu. in other words the interpolated view
corresponds to the camera poaition:

Cr - {SC}, 5G,», ID}

If we have reference views that are not related In this way then the interpolation
has to be preceded [and followed] by an extra transformation. This is the general

situation where the image planes of the reference views and the Image plane of

the required or interpolated View have no parallel relationship. The firs: trans-
fonnation, which Seltz and Dyer call a ‘pr-ewarp', warps the reference images so
that they appear to have been taken by a camera moving in a plane parallel to

its Image plane. The pixel interpolation, or morphing, can the be performed as

In the prwimrs paragraph and th-e result of this is postwarped to form th-e final

interpolated view, which Is the view required from the virtual camera position.



0483

(3:62) IMILGEJIASED IEHDEIING mo moto-uoonuane.

Figure 16.15
Mos-ingutecarnerafroo: fin
tocutmdzoomin-g}meIns
lltlttheirnagcpllnos
I'll1'lI‘lI'npIJ'I|l-llIII'|dP.Cl'I
heimuhrhterpdahodflom
lh..|.ndI.-[allot Seitzand
D¥¢r('I995JJ-

A simple geometric illustration of the process is shown in Figure 16.1-6. Here I.

and II: are the references images. Piewaiplng these to Ho’ and R1’ respectively
means that we can now linearly interpolate these rectified images to produce L’.

This is then pootwarped to produce the required It». An important coroequenoe

of this method is that although the warp operation is image based we requigg
knowledge of the View points involved to effect the pre- and post-warp trans-
formations. Again this has mtnificntions for the oontext in which the method I;
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used. implying that in the case of photographic imagery we have to record or
recover the camera view points.

The prewarping and postwarplng transformations are derived as follows. First.

it can be shown that any two perspective views that share the same centre of pro-
jection are related by a planar proiectlve transformation — a 3 x 3 matrix

obtained from the combined viewing perspective tra.nsl'ormatlon ‘F. Thus Re and

B: are related to lie‘ and 111' by two such matrices To and T1. The procedure is
thus as follows:

{1} Prewarp Ru and It: using Tu" and Tr‘ to produce its‘ and Ru‘.

{2} interpolate to calculate Rs‘, Cr and I}.

{3} Apply 1''. to It to give image Rt.

-.-"fir . ‘i.-:1-L'.:.:.i..g.'r.—.I.qI-It-cIr_nn-r-:I.-nu-er. -i-I1, .-.-.12--..,.:.s-.'.

Four-dimensional techniques — the Lunrlgraph or light field
rendering approach

Up to now we have considered systems that have used a single image or a small

number of reference images from which a required image is generated. We have

looked at n-to-dimensional techniques and methods where depth information
has been used — three-dimensional warping. Some of these methods involve pre-

calculation of a special form of rendered Imagery {Lilia} others post-process a

conventionally rendered image. We now cocrne to a method that is an almost

total pre-calculation technique. It is an approach that bears some relationship to

envlronment mapping. an environment map caches all the light rays that arrive

at a single point 1.11 the scene— the source or reference point for the environment

map. E3: placing an ohlect at that point we can {approximately} determine those
light rays that arrive at the surface oi the oblect by inderting into the map. This

scheme can be extended so that we store in effect an environment map for every
sampleti point in the scene. That is. for each point in the scene we have knowl-
edge of all light rays arriving at that point. We can now place an object at

any point in the scene and calculate the reflected light. The advantage of

this approach is that we now minimize most of the problems related to three-
dimensional warping at the cost oi‘ storing a vast amount of data.

A light field is a similar approach. For each and every point of a region in the

scene in which we wish to reconstruct a view we pre-calculate and store or cache
the radiance in every direction at that point. This representation is called a light

field or Lumlgraph {Lever and Hanrahan I996: Gortler at at. 199-51 and we con-

struct for a region oi‘ free space by which is meant a region free of oocluders. The

importance of free space is that it reduces the light field from a five-

dimensional to a tour-diroensional function. In general, for every point (2. _v. zl
in scene space we have light rays travelling in every direction [parametrized by

two angles] giving a five-dimensional iunctl-on. ln occlucler free space we can
assume [unless there is atmospheric interaction} that the radiance along a ray is

constant. The two ‘free space scenes‘ of interest to us are: viewing an ob|ect from
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Figure 16.1?
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anywhere outside its convex hull and viewing an environment such as a room
from somewhere within its (empty) interior.

The set oi rayrs in any region in spaoe can be parametrized by their inter-s¢,_-_

tion with two parallel planes and this is the most convenient representation fol.
a light field (Figure lI5.1Iv'(all. The planes can be positioned anywhere. For exam.

ple, we can position a pair of planes parallel to each face of a cube enclosing an

object and capture all the radiance information due to the object [Hgum
1I5.?[b)J. ileoonstruction of any View of the object then consists of each plane] 3“
the VIEW‘ plane casting a ray through the plane pair and assigning 1.113, I‘, a, ir] to

that pixel [Figure 1l5.l'[c]‘,I. The reconstruction is essentially a resampllng process
and unlike the methods described in previous sections it is a linear operatinn_

Light fields are easily constructed from rendered imagery. A light field tor a.

single pair of parallel planes placed near an ob|ert can be created by moving at;
camera in equal in-crernenm in the (3, r] plane to generate a series at shaamq

perspective projections. Each camera point ls, I} then specifies a bundle of rap;
arriving from ever}! direction in the lrostum bounded by the (Ir, vi extent. 1:

could he argued that we are slmply pre-calculating every view of the ohlect that
we require at run time: however. two factors mltlgale this brute-force approach,

First, the resolution in the {s. t} plane can be substantially lower than the reso.

lution in the (H, v',I plane. If we consider a polnt on the surface of the ol:-leer coin.
cidenoe, say. with the (Ir, v) plane, then the ls, t] plane ooniains the refl-acted

H.1r._v'l=l.[r.r. :1. vi
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light in every direction (oonstrained by the is, ti plane errbent). Ii-y defininon, the

radiance at a single point on the surface of an ol:I|ect varies slowly with direction

and a low sampling frequency in the is. ii plane will capture this variation. A
higher sampling Erequenqt is required to calculate the variation as a Erinction of

position on the surface of the object. Seoontl. there is substantial coherence

exhibited by a light Eteld. levoy and 1-Ianrahan [1996] report a compression ratio

or 113:1 for a 1-02 Mb light field and conclude that given this magnitude of

compression the simple {linear} re-sampling scheme together with simplicity

advantages over other lllit methods make light fields a viable proposition.

' H"' llg" use

Another distinguishing factor in [Eli approaches is whether they worlr only with
oomputer graphics imagery {where depth information is available) or whether
they use photographs as the source irnagery. Photography has the potential to

solve the other malor problem with scene complexity - the modelling cost. Real

world detail, whose richness and oornplexity r-Juries even the most elaborate
photo-realistic reriderers, is easily captured by oonventionai photographic
means. The idea is to use IBII techniques to rrranipulate the photographs so that

they can be used to generate an image from a view point different from the
camera view point.

Pliotographs have always been used in texture mapping and this classical tool
is still Finding new applications In areas which demand an impression of realism

that would be unobtainalrle from convenrlorral modelling techniques. except at
great expense. A good example is facial animation where a photograph of a face

is wrapped onto a computer graphics mode! or structure. The photo-map pro-

vldes the fine level of detail, necessary for convincing and realistic errrpresslons.
and the underlying three-dimensional model is used as a basis for controlling
the animation.

in building geometric representations from photographs, many of the prob-

lems that are encountered are traditionally part of the computer vision area but
the goals are different. Geometric irifornrarion recovered front a scene in a corn-

puter vision context usually has some single goal, such as collision avoidance in

robot navigation or object recognition. and we are usually ooncerned in sonte

way with reducing the intorrrratlon that impinges on the low-level sensor. We

are generally interested in recovering the shape of an object without regard to
such irrelevant lrrfonnation as texturre: although we may use such information

as a device for extracting the required geometry. we are not interested in it parse.
in modelling a scene in detail. it is precisely the details such as texture that we

are interested in, as well as the pure geometry.
Consider first the device of using photography to assist in modelling.

Currently available commercial photo-modelling software concentrates on

extracting pure geometry using a high degree of manual intervention. Common
approaches use a pre-calibrated camera, lrnorwledge oi the position of the
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camera for each shot and a sI.rt‘liclent number of shots to capture the strusrturg 0,
the building, say, that is being modelled. Extracting the edges from the shop; 0!
the molding enables a wlreitanre model to be constructed. This is usually do“,
semi-automatically with an operator matching corresponding edges in the mg
fetient pro|ections. It is exactly equivalent to the shape from stereo promenl
rising feature correspondence except that now we use a human being Instead O.‘

a correspondence-establishIIi.g algorithm. We may end up performing a lame
amount of manual work on the proiections. as much worlr as would he entafleg

In using a conventional CAD package to construct the building. The obi.-inn,
potential advantage Is that photo-modelling offers the possibility of autornug
-caily extractirig the rich visual detail of the scene. as well as the geometry.

it is interesting to note that in modelling from photo-graphs approaches, up

computer graphics community has side-stepped the most difficult problems that

are researched in computer vision by embracing some degree of manual inter.

vention. For eirample, the classical problem or correspondence between lrttagg;

pro|ected from different View points is solved by having an operator manually
establish a degree of correspondence between frames which can enable the sue.
cess of algorithms that establish detailed pixel-by-pixel correspondence. in com.

putet vision such approaches do not seem to be considered, Perhaps this is due

to well-established traditional attitudes in computer vision which has tended to
see the imitation of human capabilities as an ultimate goal. as well as -constrahtts

from applications.

Using photo-modelling to capture detail has sortie problems. One is that the

Information we obtain may contain light source and view-dependent phenom.
ena such as shadows and specular reflections. These would have to be removed

before the irnagery could be used generate the simulated environment from any
sriew point. Art-other probl oi‘ significance is that we may need to warp detail

in a photograph to fit the geometric model. This may involve expanding a very
small area of an image. Consider. for example, a photograph — talten from the

ground — of high building with a detailed facade. important detail intonriaiioo
near the top of the building may be mapped into a small area due to the prolon-
titre distortion. in fact, this problem is Identical to view interpolation.

Let us now consider the use of photo-modelling without attempting to

extract the geometry. We simply lteep the collected images as two-dimensional

proiections and use these to calculate new two-dimensional projections. ‘tilt

never attempt to recover three-tllmeitsionai geometry oi the scene [although ll

is necessary to consider the three-dimensional information concerning the
projections}. This is a form of image—based rendering and it has something oi’:
history.

Consider a virtual walls through an art gallery or museum. The qttallli
requirements are obvious. The user needs to eiirperienoe the subtle lighting cott-
ditions designed to best View the exhibits. These must be reproduced and ruffl-
cient detail must be visible in the paintings. at standard computer graphlfi

approach may result in using a [view-independent} radioslty solution for the
rendering together with {photographic} texture maps lot the paintings ‘Hit

A
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racliosity approach, where the expensive rendering calculations are performed

once only to give a view-independent solution may sutfice in many contexts in
virtual reality, but it is not a general solution for scenes that contain complex
geometrical detail. its we lmow. a radiosity rendered scene has to be divided up
into as large elements as possible to facilitate a solution and there is always a
high cost for detailed scene geometry.

This itlnd of application - virtual tours around buildings and the like — has

already emerged with the built storage freedom offered by videodislt and CD-
soils. The inherent disadvantage of most approaches is that they do not otter
oontlnuous movement or wallttltrough but discrete views selected by a user's

position as he {interactively} navigates around the building. They are akin to an
interactive catalogue and require the user to navigate in discrete steps from one

position to the other as determined by the points from which the photographic

images were taken. The user ‘hops’ from ‘vi-Elli point to view point.
an early eruunple of a vldeodislt implementation is the ‘Movie lvlap’ developed

in I930 ilippnran 1980}. In this early example the streets of Aspen were filmed at
lo-foot intervals. To involte a wallsrhrough. a viewer retrieved selected views from

two vitleodlslt players. ‘lb record the environment four cameras were used at every
view point — thus enabling the viewer to pan to the left and right. The example
demonstrates the trade-t:rFl' implicit in this approach - because all reconstructed

views are pre-stored the recording is limited to discrete view points.

an obvious oompurer graphics approach is to use environment maps — origi-
nally developed in rendering to enable a surrounding environment to be

reilected in a shiny object (see Chapter 3). in image-based rendering we simply
replace the shiny ob|ect with a virtual viewer Consider a user positioned at a
point from which a sboview {cubic} environment map has been constructed

(either phoeographlcally or synthetically]. if we nralte the approximation that

the user's eyes are always positioned exactly at the environment nrap"s view
point then we can compose any view direction-«dependent proiection demanded
by the user changing his direction of gaae by sampling the appropriate environ-
ment maps. 'l11is idea is shown schematically in Figure £6.13. Thus we have, for

a stationary viewer, coincidentally positioned at the environment map view
point. achieved our goal or a view-independent solution. We have decoupled the
viewing direction from the rendering pipeline. Composing a new view now con-

sists of sampling environment maps and the scene oompleirity problem has been

bound by the resolution of the pre-computed or photographed maps.

The highest demand on an image generator used in immersive virtual reality
curries lrorn head movements [we need to compute at 60 frames per second to
avoid the head latency effect] and if we can devise a method where the render-

ing cost is almost independent of head movement tlus would be a great step for
ward. However, the environment map suggestion only works for a stationary
viewer: We would need a set of maps for each position that the viewer could be

in. Can we extend the environment map approach to cope with complete walk-

tltroughs? Using the constraint that in a wallrthrough the eyes of the user are
always at a constant height. we could construct a number of environment maps
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whose view points were situated at the lattice points of a coarse grid in a plum-_
parallel to the ground plane and positioned at eye height. For any user position
could we oontpose. to sotne degree of acoutacy, a user pro|ection by using inflor-
mation from the environment maps at the tour adiacent lattice points? The

quality of the final projections are going to depend on the resolution or the
maps and the number of maps talten in a room — the resolution of the eye plane
lattice. The map resolution will determine the detailed quality of the pro|ection
and the number of maps its geometric accuracy.

Tb be able to emulate the flexibility of using a traditional graphics pipeline

approach, by using photographs (or pre-rendered environment maps], we eitbs
have to use a brute-fotee approach and collect sutficient views compatible with
the required ‘resolution’ of our waikthrough, or we have to try to obtain our
views born the existing ones.

Currently, viewing front cylindrical panoramas is being established as a pop-
ular facility on PC-based equipment [see Section 16.5.1}. This involves colieciifll
the component images by moving a camera in a semiveonstrairtecl manna -
totatlng it in a hotlaontai plane. The oomputer is used merely to 'stitch* them!-
ponent images into a oontinuous panorama — no attempt is made to reowtt
depth ittlortnation.

This system can be seen as the beginning oi development that may event!-
ally result in being able to capture all the iniorrnation in a scene by will?!
around with a video camera resulting in a three-dimensional photograph of IN-
scene. We could see such a development as merging the separate stages of ntflir
elling and rendering. there is new no distinction between them. The vlrtlfl

J
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viewer can then be immersed in a photographic-quality environment and have

the Ereeclorn to move around in it without having his movement restricted to the
eircurslotns of the camera.

irnage-based rendering using photographic panoramas

Developed in 1994. Apple’: I:'.1uick’I'in1e" VB. is a classic example of using a pho-

tographic panorama as a pre-stored virtual environment. A cylindrical panorama
is chosen for this system because it does not require any special equipment
beyond a standard camera and a tripod with some aooessories. As for re-

projection - a cylindrical map has the advantage that it only curves in one direc-

i'lDrI thus making the necessary warping to produce the desired planar projection

fast. The basic disadvantage of tire cylindrical map - the restricted vertical field
oi view - can be overcome by using an alternative cubic or spherical map but

both oi these involve a more difiicult photographic collection process and the
sphere is more dlihcult to warp. The inherent viewing disadvantage of the
cylinder depends on the application. For example, in architectural visualisation

it may be a serious drawback
Figure 16.19 {Colour Plate) is an illustration of the system. A user takes a series

of normal photographs. using a camera rotating on a tripod. which are then

‘stitched’ together to form a r.j.flindrical panoramic image. A viewer positions

himself at the view point and looks at a portion of the qrllndrical surface. The
re-pro|ection of selected part of the cylincler onto a {planar} View surface
involves a. simple itnage warping operation which, in conjunction with other

speed-up strategies, operates in real time on a standard PC. A viewer can contin-
uously pan In the horizontal direction and the vertical direction to within the
vertical field of view limit.

Cunentiy restricted to monocular imagery. it is interesting to note that one

of the most lauded aspects oi’ virtual reality — three-dimensionality and immer-

sion - has been for the moment ig:i'ioI'ed. It may be that in the immediate future
monocular non-irnnrersive imagery. which does not require expensive stereo
viewing facilities and which ooncentrates on reproducing a visually complex

environment, will predominate in the popularization of virtual reality iacilities.

Cornpositing panoramas

Coinposltlrig environment maps with synthetic imagery is straightforward.

For example. to oonstmct a cylindrical panorama we map view space coordinates
or. y, 2] onto a cylindrical viewing surface (ti. it) as:

6 - tan"{x.-*2] it as }r.f(x* + z"'.'l"'

Constructing a cylindrical panorama from phocographs involves a number of

practical points. Instead of having three-dimensional coordinates we now have
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photographs. The above equations can still be used substituting the focal length
of the lens for z and calculating x and y froth the coordinates in the photograph
plane and the lens parameters. This is equivalent to considering the scene .5 3

picture of itseii - all olriects in the scene are considered to be at the same depn-,_

Another Inherent advantaged! a cylindrical panorama Is that after the overlap.
ping planar photographs are mapped into cylindrical coordinates (just as if we lug
a cylindrical film plane in the camera] the oonstrucdon of the complete parronum

can be achieved by tnosiatlon only — implying that it is straightforward to auto.

mate the process. The separate images are moved over one another until a rend,

is achieved - a process sometimes urlled ‘stitching’. As well as translating t]-,3

component images. the photographsmayhaverobe processedtooorrectforexpn.
sure differences that would otherwise leave a visible vertical boundary in on
partorarna.

The overall process can now be seen as a warping of the scene onto a q,-1111..

dricai viewing su riace followed by the inverse warping to re-obtain a planar pen.
jectlon from the panorama. From the user's point of view the cylinder enable;

both an easy image collection model and a natural model ior viewing in thg
sense that we nonnaliy view an environment from a fixed height - eye level ..
look around and up and down.

Photo-modelling for Image-based rendering

In one of the first comprehensive studies of photo-modelling for image-based
renderi.I:rp,, Debevec et rri. uses] describe an approach with a number of inter-

esting and potentially important features. Their basic approach is to derive
sufftclent iniormatlon from sparse views of it some to facilitate image-based

rendering [although the derived model can also be used In a conventional ren-
dering system]. The emphasis of their work is architectural scenes and is based
on three Innovations:

{I} Photogrumrletrlc modelling in which they recover a three-
dimensionai geometric model of a building based on simple volumetric

primitives together with the camera view points front a set of sparse 'l|'|JE\'c|'L

{2} ‘I-Flew-dependent texture mapping which is used to render the recurr-
ered model.

[3] lidodel-based stereo which is used to solve the correspondence problsfl‘-I

[and thus enable view interpolation} and the recovery of detail not mad-
eiietl in ii}.

Del;-eve: er nl. (1996) state that their approach is successhrl because:

it spins the task. of modelling Irorn trnage-J into tasks that are easily aocomplirhed W‘
a person {butnot by a computer algorltltml. anti tasks which areeniiyperfI:II'mudlll"'
computer aiptntitttrn {but not by a person}.
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lhephohrgrammeuicmodelbngprooessinvolvestheuservieudngasetof
phmogmphsofabmldingandassodadngasetofvolumeoicpnmidvesudthrhe
photogr-apldcviewstodeiineanapprortlrmate geometric model. This isdoneby
mvokmgacmnponentofdremodel,sudrasamctangrdusoBdartdinteracureiy
arasociadngedgesirrtlremodeiwithedgesin tliescene.lnthiswayabox,say.can
befitredsemi-autotmrticallytoavieworviews thatcontaina boxasastructrrral ele-

ment. This manual intervention enables a complete geometric model to be derived
fromthephamgraphseventhorrghorrlypartsofthemodeimaybevisibleirrthe
scene. The accuracy of the geometric model - that is the difference between the

model and the reality - depends on how much detail the user invokes, the nature
of the volumetric primitives and the nature of the scene. The idea Is to obtain a

geometricrrrodel that teflectsilrestructureottlrebuildirrgand which canbeused
in subsequent processing to derive mmera positions and facilitate a correspondence
algorithm. Thus a modem tower bioclr may be represented by a single box, and
depth vanations,whichoccorcweraIaceduetowlndowsdratareoontainedbra

plane parallel to the wall plane, are at this stage of the process ignored.
Once a complete geometric model has been defined, a reconstruction algo-

rithm is invoked, for each photographic view. The purpose of this process is to
recover the camera view points. which is necessary for view interpolation,
together with the world coordinate: of the model, which are necessary if the
model is going to be used in a conventional rendering system. This is done by
protecting the geometric model, using a hypothesized view point, onto the pho-
tographic views and comparing the position or the image edges with the posi-
tion of the pro|ectetl model edges. The algorithm worlts by minirrdzing an
obiective function which operates on the error between observed u-nage edges
and the prolected model edges. Correspondence between model edges and
image edges having already been established, the algorithm has to proceed
towards the solution without getting stuck at a local minimum.

These two processes — photogrrmrmetrlc modelling and reconstruction —
extract sufficient information to enable a conventional tendering process that

Debevec calls ‘view-dependent texture mapping’. Here a new view of a building
is generated by projecting the geometric model from the required view point,
treating the reference views as texture maps and reproieccing these from the new

view point onto the gwtttetric model. The implication here is that the building
is ‘oversampled’ and any one point will appear in two or more photographic
views. Thus when a new or virtual view is generated there will. for each pixel in
the new view, he a choice of texture maps with iperhapsl cllfletetrt values for the

same point on the building due to specularitles and unmodellod geonretric
detail. This problem is approached by mixing the contributions in inverse pro-
portion to the angles that the new view makes with the reference view directions

as shown in Figure 16.20. Hence the ter-rri ‘view-dependent texture mapping‘ -
the contribrrtlnns are selected and mixed according to the position of the virtual
view point with respect to the reference views.

The accuracy of this rendering is Iirnited to the detail captured by the geo-
rnetrlc model and there is a differerrce between the real geometry and that ofthe
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Figure Iddlfi
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model. The extent of this difference depends on the labour that the user has pm
into the interactive modelling phase and the assttrrtption is that the geomgu-[.;
model will be missing such detail as window recesses and so on. For example, ;
facade modelled as a plane may receive a texture that contains such depth lnjm-.
mation as sltadlng differences and this an lead to images that do not look om.

rect. The extent of this depends on the difference between the required viewing
angle and the angle of the 'I.".le‘ItI' from which the texture map was selected.

Debei-ec et at. (1996) go on to extend their method by using the geonteuii;
model to facilitate a correspondence algorithm that enables a depth map tube

calculated and the geometric detail rrtlsslng from the original model to be

extracted. Establishlrtg correspondence also enables View interpolation.

This process is called ‘model-based‘ stereo and it uses the geometric model as
ti’ prior! information which enables the algorithm to cope with views that have

been taken from relatively far apart - one of the practical motivations of the

work is that it operates with a sparse set of views. (The main problem with tra-
ditional stereo correspondence algorithms is that they tr}! to operate without

prior knowledge of scene sttucture. Here the extent of the correspondence prob-

lem predominantly depends on how close the two views are to each other.)
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Computer animation

111 A categorlzaflon and description of computer animation
techniques

17.2 Illgid body animation

113 United structure and hierarchies! motion

1.7.4 Dynamics in computer animation

115 Colllslion deinection

1?.6 Collision response

ti? Particle animation

113 Behavioural animation

119 Sumrnary

Computer animation is a huge subject and deserves a complete textbook in its
own right. This chapter concentrates on foutttiation topics that have become
established tn the fleiti and senres as an Introduction to the suhiect, rather than
comprehensive coverage. The aim of the material is to give the reader a good
grout:-:iI.ng in the concepts on which most modem systems are based.

 mn$nm
Introduction
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‘With the advent of computer animation. will this situation change? Perhaps
it is too early to say. Computer ariimatiorn has for many years been locked into
its own ‘artistic’ domain and its most common manifestations are for TV title

sequences and TV commercials. These productions, known derisiveljr as 'fi5"h1g
logos’ move rigid bodies around in three-dimensional space and have been the

mainstream form of computer animation for around two decades. Their novelty
having palied a long time ago, the productions exhibit a strange ambivalence:
the characters have to retain their traditional function and at the same time have

an ‘animation personality’.

Computer animation is becoming increasingly used in the cinema. mote,

however. as a special effects tool than as a medium in its own right. (And indeed
one of the most ubiquitous tools used by recent productions —- morphing - is

strictly not computer animation at all, but the two-dimensional pixel-by-pm-1
post-processing of filmed imagery.) The late 1990:, have seen the emergence of

full-length oomputer animation productions. but it is still too early to iudge

whether this medium will develop and endtue.

at first there was much optimism for computer animation. In a 19?i edition
of the classic The Techniques of Film Artimeriari (Haiias and Iviariveii 19:-'1] the
authors commenting on early scientific computer animation state:

The position at present is that the scientist and the animator can not»! create drawings that
move In three or iour dlrnensionr. drawings that can rotate in space, and drawings
involving great mathematical pietision representing a complex mathematical factor or
scientific principle. The process takes a fraction or the time tor a production III a
ouoventionai cartoon. a condition every animator has wlsttcd Eor ever since the Invention

of cinematography. ‘What may now be needed is an artist of Klee’: talent who oould Invent
a new convention ior creating shapes and l'orI:rts. The tools are there and the next ten years
will surely lead to the development of exciting visual discoveries.

in fact, the next 20 years saw little development of computer animation beyond

its utilitarian aspects, but perhaps in the 1990s we are beginning to see evidence
of this early prediction.

what can computer animation offer to an animation artist? Two maior tools

certainly. First, the substantial shortening of routine workload over conventional

cc! animation. Second. the ability to make three-dimensional animation which
means that we can ‘film’ the movement and interaction of three-dimensional

obiects. Film animation has been firmly locked into two-dimensional space with
most effort being spent on movement and characterisation with only a nod here

and there to three-dimensional considerations such as shading and shadows. It

wotllfl seem that animators still want to use manual techniques in the main, and
hide-ed sortie of the most popular commercial productions in the 1990s have
used stop-motion animation of characters made front modelling clay.

Leaving aside the issue or art. the main practical problem that is central to all
oomputer animation is motion specification or control. Beyond the obvious

labour involved in building complex models of obiects or characters that are

going to make up a computer animation (which are the same problems faced hi’
static rendering], there is the scripting or control of realistic movement, Whlth

J
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is after all the basis of the art of animation. This becomes more and more dith-

cuit as models become more and more complex. animating a single rigid body
that possesses a single reference point is reasonably sh-aightfonvarti; animating

a complex ohirect such as an animal which may have many parts moving, albeit

in a constrained manner, relative to each other, is extremely difficult. Certainly
at the moment the most complex oomputer animations are being produood in

Hollywood and to highlight the ditfictrlt problem of movement control we will

start the chapher by examining a contemporary example.
Steven Sp-ellherg's film Jurassic Perri: is reckoned to be the most life-like oom-

puter animation accomplished to date. It has an interesting history. and recog-
nizing that it is a pinnacle of achievement in realistic animation we will loot:

briefly at the techniques that were used to produce it {in Section 17.3). The role

of computer animation in this case was to hnng to life creatures that could not

be filmed and the goal was ‘realism’. This. however, is not the only way in which
computer animation is being used in films. in the Disney production The Lion
King {I99-1], computer animation is used to imitate Disney-type animation, to

give the same look and feel as the traditional animation so that it can mix seam-
lessly with traditional cel animation. in this production a stampede sequence
was produced using techniques similar to those described in Sections 13.? and

l?,3. The sequence was perhaps more complex, in terms of the number of ani-

mal characters used and their interaction, than could have been produced mart-
uaiiy; and this was the motivation for using computer techniques.

For Jurassic Park, Speilberg originally hired a stop—motion {puppet or model}

animation expert to bring the creatures to life using this highly developed art

form. The only computer involvement was to be the post-processing of the stop-

motion anunation (with motion blur) to maize the sequences smoother and
more realistic. This task was to be undertalten by Industrial Light and lviagic

HLM} - a company already very experienced both in the use of ‘traditional’ spe-

clal effects and the use of digital techniques such as morphing. However, at the
same time ILM developed a Tyrannosaurus Rex test sequence using |tIst com-

puter animation techniques and when Speilberg was shown this sequence, so
the story goes, he immediately decided that all the animation should be pro-

duced by lLM’s computers. j'u.rr:'.tsicPi:t‘lt is viewed as a turning point In the film

industry and many people see this film as finally establishing computer graph-

ics as the preferred tool in the special effects industry and as a technique (given

the commercial success of Jurassic Park) that Hollywood will make much of in
the years to come.

The advance in realism that emerged from this animation was the t:onvinr:-

ing movements of the characters. Although great attention was paid to model-
ling and detail such as the sltin texture, it is in the end the motion that

impresses. The realism of the motion was almost certainly due to the unique sys-

tern for scripting the movements of the model. Although the computer tech-

niques gave much freedom over stop-motion puppet animation, where the
global movements of the model are restricted by the mechanical fact that it is

attached to a support rig. it is the marriage of effective scripting with the visual
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realism of the mode] that produced a film that will, perhaps, be perceived in the

future as King Kong is now.

A categorization and description of computer animation
techniques

Computer animation techniqufi can be categorised by a somewhat unhappy
mix of the type and nature of the oiiiects that are going to be animated and the

prograrnmlng technique used no achieve the animation. we have chosen to
describe the following types of computer animation:

Rigid body animation.
articulated structure animation.

Dynamic simulation.
Particle animation.

Behavioural animation.

These categories are not meant to be a complete set oi computer animation tech-

nlques; for example, we have excluded the much studied area of soft body or
detonnahie ob]-ect animation. Techniques that have been used are as wide and

varied as the anitnafion productions — we have chosen these particular have

because they seem to have become reasonably well established 0°i|"El' the rela.

tively short history of computer animation. Some animation may, of course, be

produced using a mixture of the above techniques.
litgid body animation is self-explanatory and is the easiest and most ubiqui-

tous form. in its simplest form it means using a standard tenderer and moving
obiects audio: the View point around.

Articulated structures are computer graphics models that simulate

quadrupods and bipeds. Such models can range front simple stick figures up to

attempts that simulate animals and human beings complete with a sitin andior
clothes surface representation. The dlfficulty of scripting the motion of arl:‘|cI.I-

lated structure is a function of the complexity of the object and the complexity

of the required movements. Usually we are interested in very oomplex articu-

lated stnictures. humans or animals. and this implies, as we shall see. that
motion control is difficult.

Dynamic simulation means using physical laws to simulate the motion. 'ihe

motivation here is that these laws should produce more realistic motion titan
that which can he achieved manually. The disadvantage of cl}'namlc simulation
is that it tends to remove artistic control from the animator.

Particle animation means indlt-Idualiy animating large poprulatiocns oi parti-
cles to simulate sonte phenomenon viewed as the overall movement oi the [MI-

ticle ‘cloud’ sudt as a fireworks display. Particles, as the name implies. are small

bodies each of which nonnalljr has its own animation script.
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Behavioural animation means modelling the behaviour of objects. What we

mean by ‘behaviour’ is something more oomplex than basic movement, and
may depend on certain behavioural rules which are a Eunctlrrn of object attrib-

utes and the evolving spatial relationship or‘ an oh|ect to neighbouring obiects.
Behavioural animation is like particle animation with the important extension
that particle scripts are not independerit. A collection of entities in behavioural
animation evolve according to the behaviour of neighbours in the population.

The stampedjng animals in The Lion King. for example. moved individually and

also according to their position in the stampedlng herd. Another example is the
way in which birds move in a flock and fishes move in a shoal. Each individual
entity has both autocratic movement and also movement influenoed by its con-

tinually changing spatial relationship with other entities in the scene. The goal
of the behavioural nrles in this context is to have a convincing depiction of the

herd as an entity.

Rigid body animation

ltigid body animation is the oldest and most familiar form of computer anima-

tion. Its most common manifestation is the ubiquitous ‘flying logo’ on our Ty’
screens and it appears to have established itself as a mandatory technique for

titles at the beginning of T‘-" prograrrtmes. Rigid body animation could be

described as the hindameotai animation requirement and is likely to be used in
some form by all of the other categories. It is the simplest form of computer ani-

mation to implement and is the most widely used. it is mainly used by people

who do not have a formal computer or programming background, consequently
the interface issue is critically important. This type of animation was an obvious
extension of programs that could render three-dimensional scenes. we can pro-
duce animated sequences by rendering a scene with an object in different posi-

tions, or by moving the view point [the virtual camera] around, recording the.
resulting single frames on video tape or film. .

"the problem is: how do we specify and control the movement of objects in a
soene. Either the ohiects can move, or the virtual camera can move or we can

make both move at the same time. We will describe how to move a single obiect

but the technique extends in an obvious way to the other cases.

There are two established approaches to 'routlne' rigid body animation —

keyframing or interpolation systems and explicit scripting systems.

Interpolation or lteylramlng

Keyframirtg systems are based on a well-ltnown production technique in film or
on animation. To oope with the prodigious workload in developing an anima-

tion sequence of any length, animation companies developed a hierarchical

system wherein talented animators specify a sequence by drawing lreyframes at '
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lfiure 11.1
Linear interpolation wil
produce an t.I'rt'oaiis1ic
traieciaory for a bouncing
ball sp-eciied at three hey
positiom.

oertain intervals. Theseare passed to finbetweeners’ who draw the interrnc-dim.
frames which are men coloured by ‘inlters'. (This hierarclry was reflected in the

rewards received by the rnernbers of the team. In Disne3r‘s Snow ii-’hi£e and on
Seven Dwurfi the four chief animators were paid $100 a week. the inbetweeners
535 and the inlrers 1-20.]

It was natural that this process be extended to three-dimensional oornpnra;
animation — the spatial juxtaposition of objects in a scene can be defined by
keyharnes and the computer can interpolate the lnbetween frames. HOI't"el.ie[’
man_-,r problems arise and these are mainly due to the fact that simple lnterpcla.
tion strategies cannot replace the intelligence of a human inbetweeners. In gen.
eral, we need to specfly more keyfranres in a computer systern than would he
required In traditional animation.

Consider the simple problem of a bouncing ball. if we use three key frames -
the start position. the end position and the zenith together with linear inter-po.
lation, then the resulting traiectorv will be unrealistic {Figure 111). Linear inter-

polation is generally inadequate in most contexts.
We can improve on this by allowing the anirnator to specify more irrictrrng.

tion about the motion characteristics between the key frames. For example. a

curved path could be defined. This, however. would say nothing about how the
velocity varied along the path. A ball moving with uniform velocity along, say.
a parabola would again look unrealistic. Thus to control rnotlon correctly when
we are moving obiects around we must explicitly define both the positional vari-
afion as a function of time and the dynamic behaviour along the specified path.

We can give such information in a number of ways. We could, for example,
work with a -set of points - key frame points — defining where an obiect is to be

ar certain points in time and fit a cubic, say, through these points.
If we use ll-splines tor the interpolation - as described in 5vECl‘.lDIl 3.6.3 - then

the key positions become knot points. Generally, we require a curve that is C’
continuous to simulate the motion of a rigid body. it‘ we restrict ourselves to oeu-

siderlng position then we emplaoe an object as a function of time in the scene
using a -1 x -I modelling translorrnation H of the form:

DI)tlt.it)

iJDilt,[t_‘.I

ooooifl
ooo 1

s.®‘_t“*/\

Mir] =
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Newton's law gives us that:

F d=M[t]
m Iii‘

Thus, to imitate the effect of a moving object in space - to make the motion look
‘natural’ - the elements of the transformation matrix must have oontinuous sec-

ond derivatives. So it seems that interpolation from keys is straightfuntrard, and

"indeed it is for simple cases. I-lot-reyer, there are a number of problems. Usually
we want to animate an object that exhibits a some rotation as It translates along
a path. We cannot apply the same interpolation scheme to:

until fllzill “Hill trill

flaitfl Ilzri-fl Heal?) fyifl

dull) Wolf) flail) hi!-‘J
ii I) {I 1

Mi!) -

because tJ1e matrix elements on, . . . , on are not independent. We do not want
the bodj.r to change shape and so the sub-rrtatns. A must remain orthonormal at

all times — the oolumn vectors must be urdt vectors and form a perpendicular
triple. Thus, positional elements can he interpolated independently but rota-
tional elements cannot. If we attempt to linearly interpolatebetweert nine pairs
of elements an, . . . , as: then the In-between matrices A. will not be orthonor-

mal and the obiect will change shape. [The subject of interpolation of rotation

is dealt with separately in Section 112.3.)
Another problem arises from the fact that the lrinematics of the motion (the

velocity and acceleration) of the body and the geometry of the path are specified

by the same entity — the transformation matrix Jim]. In general an animator will

require control so that that the kinematics of the body along the path can be
modified.

‘fer another problem emerges from the specifics of the interpolation scheme.

it may be that the nature of the path between keys is not what the animator
requires, in particular depending on the number of keys specified, unwanted

excursion may occur. also, there is the problem of the locality oi influence of the
leeys which are the Irnot points in the B-spline curve. It may he that the anima-

tor requires to change the path in a way that is not possible by changing t_he
position of a single key and requires the insertion -of new keys. These disadvan-

tages suggest an alternative approach where the animator explicitly specifies the

curves for path and motion along a path rather than presenting a set of keys to
an interpolation scheme whose behaviour is ‘mysterious’.

Explicit scripting

We are thus led the idea of an explicit script and some kind of interface that

enables a person to write the script. ‘lire best approach is to use a graphical inter-

face. This will suffer from the usual problem of trying to perceive the three-
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dintesionalitv of a scene or scene representation from a two-diniensional pxuiec.

tion, but If we can produoe the sequences. or a wireframe version of the fifllshed
sequent.-e, in real time then this difficulty is ameliorated.

Jtn obvious idea is to use euhic parametric curves as a script form (Chapter 3}.
Such a curve can be used as a path over which the reference point or origin af
t]-ie object is to move. These can be easily edited and stored for possible future

use. The best approach, tailed the double interpolani method, is to use rim

curves. one for the path of the object through space and one for its motion char.

arteristie along the path. Then a developer can alter one eliaraicterlstic indepen.
dently oi the other.

an iriterlace possibility is 5hD‘|\'I'l in Figure 17.2. The path cl'ta;racier1sb'i‘: is
visualized and altered in three windows that are the proiections of the entire in

the xy, ya and 1: planes. The path itself can be shown embedded in the seem:

with three-dimensional interpretative clues coming from the position of other
obiectsin thescenearid vertical lines drawn from the curve to thexy piane.'I'he

animator sets up the path ourve ate}, applies a velocity airve Flu] and views the
resulting aniruartlori, editing either or both characteristics If necessary.

Generating the animation iron: these characteristics means deriving the post.
tion of the object at equal intervals in time along the path characteristic. This is
shown in principle in Figure 17.3. The steps are:

[1] For a frame at time I find the distance 5 corresponding to the frame time
r from Fin}.

{2} Measure 5 units along the path characteristic (Kit) to find the ootrespocridirig
value for it.
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{3} Substitute this value of it into the equations for Qtui to End the position of
the object (it, y, 2).

{4} Render the ohlect in this position.

This simple process hides a sub-sidlarjr problem called reparameuiaation. ‘I’ is

parametrizsed in tertns of u, that is:

Viui = [L 5}

where z = nu] and s = 5{u]

Given the frame titne trwe have to find the value 01' tr such that tr: T(u]. We then
substitute this value of tr into s = Sin] and ‘plot’ this distance on the path char-

acteristic Q{u]. Here we have exactly the same problem. The path characteristic

is parametrized in terms of I-I not s. The significance of this problem is demon-
strated graphically in Figure 114 which compares equal ujarclength] intervals
with equal intervals in the cunre parameter.

The general problem of reparametrizatjon in both cases involves inverting the
two equations:

l-I = 'l“(l.“i and u = Q‘{s}

An approximate method that g:i1re:n t or s finds a close value of H, is accumulated

chord length. Shown In principle In Figure 115 the algorithm is:

(1) Construct a table of accumulated chord lengths by taking some small inter-
val in u and calculating the distances h. I2, 1:, . . . and inserting In the table

.'1. [-'1-I-I3}. (lt+lz+-'3]. . . . the accumulated lengths.

{2} To End the value of u corresponding to s, say, to stritltln the accuracy of this
method, we take the nearest entry in the table to s.

This simple approach does not address many of the requirements ofa practical sys-

tem, but it is a good basic method from which oontextdependent enhancements

can he g;rowI1.ln particular it can Eonn the basis for both a scripting system and an
lnteraetwe interface. we briefly describe some or the more Lmportant omissions.
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Figure l?.$
Accumulated chord-length
approarlmatlon.

The first Is that if we freely change 'II"i'n}, then the total time taken for the

object to travel along the curve will in general change. We may. for examp[g_
make the oh|ect accelerate more quickly from rest shortening the time taken to
travel along the path. Many animations. however, have to fit into an exact time

slot and a more normal situation would‘involve changing Vin} under the con.straint mat the travel time remains fixed.

Another more obvious problem is: what attitude does the object take as it

JIZIIIDVES along a path? The method as it stands is only suitable for single partideg
or. equivalently, a single reference point in an obiect which would iust translate
’uprlght' along the path. Usually we want me ohlect to rotate as it translates. '

Simplisticaliy we can introduce another three script curves to represent the atti- -
tude oi‘ the object as it moves along the path. The easiest way to do this is to _

parametrize the rotation by using three angles specifying the rotation about each .__.

ol three coordinate axes rigidly attached to the ohiect. These are known as Euler ._
angles and are called roll, pitch and yaw.

it we are producing an animation with many ohlects moving in the scenearltl ‘i.
if these obiects are animated. one at a time. Independently. then what do we do .
about collisions? If we use a standard rendering pipeline {with a Z.-buffer) then

colliding oblects will simply move through each other. unless we explicitly '
detect this event and signal it through the design interface. Collision -zleoeclion '

is a distinctly non-trivial problem. Objects that we normally want to deal with 1

in computer animation can be extreinely oompiex - their spatial extent specified

by a geometric description that in most cases will not be amenable to oollision _.



0504

loath soot ANIMATIQH

detection. Consider two polygon mesh objects that each contain a large number
of polygons. it is not obvious how to detect the situation that a vertex from one

obiect has moved inside the space of another. A straightforward approach would

involve a comparison between each vertex in one obleci against every polygon

in the other - an extremely time consuming problem. and the detection of a col-

lision is only part or the problem; how do we model the reaction of objects, their
deformation and movement after a collision? (Collision detection is described in
more detail in Section 115.}

Interpolation of rotation

In rigid body animation we usually want to be able to deal with both translation

and rotation. An object moves through space and changes its orientation in the
pro-oess. To do this we need to parametrire rotation. (We distinguish between

rotation and orientation as: orientation is specified by a normal vector embed-
ded in an object; rotation is specified by an axis and an angle.) The traditional
method is to use Euler angles where rotation is represented by using angles with

respect to three mutually perpendicular axes. in many engineering applications
— aeronautics, for example - these are known as ro1L pitch and yaw angles. We
can thus write down a rotation as:

Rial, H1. H1}

Euler angles are implemented by using a transformation matrix — one matrix
for each Euler angle - as introduced in Chapter 1. A general rotation is thus
effected by the product of the three matrioes. as we saw in Chapter 1. to effect a

rotation we specify three rotation matrices noting that rotation matrices are not
cornmutative and the nature of the rotation depends on the order in which they

are applied. However, leaving that problem aside we will now see that more sig-
nificant difficulties for an animator occur if rotation is parametrized in this way.

We now consider a simple example. Figure l?.6 shows a letter it moving from
an initial to a final position. in both cases the start and Final positions are the
same but the path between these is substantially different. lit the first case a sin-

-gle rotation about the .t axis of 1311" has been applied. In the second case two

rotations of 180”. about the if and z axes are applied simultaneously. 'l1ie single
rotation results in the character moving in a two-dimensional plane without

‘twisting’ while in the latter case the character follows a completely different
path through space twisting about an axis through the character as it translates.

What are we to oonclude from this? There are two important implications. If an

animator requires a certain path from one position and orientation to another

then, in general, all three Euler angles must be controlled in a manner that will
give the desired effect. Return to Figure 116. The examples here were generated
by the following two sequences:

sin, o, o}, . . . ,rt(n, o, o), . . . , set, o, 0} re re, 11

for the first route. and
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figure I16
Euler angle parametrization.
(a‘,i- A single Hall at rt. '
i',l:t‘_i A moi! of ill lollowecl by
a anal of 1.

.,RllI|',="t.itl

for the second route. Examining in particular the second case we could C('J‘|'|i.'_'Iud_p
that it would be practically unworkable to expect an animator to translate an

idea involving an object twisting through space into a particular movement

specified by Euler angles.

The same consideration applies to interpolation: if an animator specifies lteys,

how is the interpolation to proceed? in fact there exists an infinity or ways at

getting iroiii one key to another in the parameter space of Euler angles. Clearly
there is a need for an trnderstood rotation from one key to the other. This single

rotation may not be what the animator desires, but it is better than the aitetm-
tive situation where no unique rotation is available.

Euler’s tlieorern tells us that it is possible to get from one orientation to

another by El single steady rotation. in particular it states that for two orienta-
tions (it and 0' there exists an axis tart-ti an angle H such that U undergoes rota-

tion to 0' when rotatett it about i. And we can interpret Figure 116 in the light

of this — the first example being the single-axis rotation that takes us from the

start to the stop position. Ii-ut that was a special case and easy to visualize: in gen-
eral for two orientations O and 0' how do we Find or specify this motion? This

problem is solved It}? using quaternions.

There is another potentially important eonsitleration in the above interpola-
tion scheme of Euler angles. We separated motion and path in the explicitly

scriptetl animation method because we ctmsitlered that an animator would, ill
general, require control of the motion an object exhibited along a path separate
to the specification oi the path in space. The same consideration is likely 10 '
apply in speciiying rotation — it may be that the motion [angular ttelonftli-‘l H13‘ _
results from linearly interpolating Euler angles is not what the animator I*Ei5|'ll|l'|?5-

R[D, D, D}, . . . , flit], III, at], . .

Using quatemiorts to represent rotation

it useful introductorjr notion concerning quaternions is to consider them as 3-"
operator, like a matrix, that changes one vector into another, but Where 9“
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infinite choice of matrix elements is retnoved. Instead of specifying the nine

elements of ‘a rotation matrix we define four real numbers. ‘We begin by looking
at angular dlsplaoement of 3. vector. rotating a vector by 3 about an axis H.

We define rotation as an angular displacement EWEII W19. I!) Of an ilnolmt
aaboutana:u'sn.'l'hat Is, lnsteadoEspet:iEytngrotefiottaoR{flH.fiI:. flrlwewtite

lt(fl, ll].COI'13ldEl.' the angular displacement acting on a vector 1- taking it to posi-
tion itr as shown i.n Figure 117.

The problem can be decomposed by resolving r into oomponentr parallel to
II, nu, which by defiltitltm remains unchanged alter rotation, and pet-pettdicttlar

to II, n in the plane‘ passing througlt r and Rr.

:1. =_ [ll-:l')I'l
n. = r — {II-r]fl

rt is rotated into position Rn. We construct a vector perpendicular to rt and
lying in the plane orthogonal to n. In order to evaluate this rotation, we write:

I-"= II it fl = II x r 1.

where x specifies the cross-product. So:

Rn -{cos B) rt-I-{sin fill’
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hence:

Er = Rn; + Rn

=3:-u + {cos B} rl. + (sin fl}-Ii’

= {at-rjnn + cocflir - (rt-r}n] + [sin fill: x r
- [005 -&}r + (1 — cos 6]u[II-r] + {sin B) II x r

[1113

We will now show that rotating the vector fl}j|' the angular displacement can be
achieved by a quaternion transformation. That is, we apply a quarernion lilne 3,
rriatrix to change a vector.

We begin by noting that to effect such an operation we only need four real
numbers (this compares with the nl.rie eletnents in a matrix). We require:

I The change of length of the vector.

I Ttie plane of the rotation (which can be defined by two angles Emm two sites].

I ‘the angle of the rotation.

in other words. we need aeepresentatlon that only possesses the four degrees of

l"reedo-in required according to Euler's theorem. For this we will use unit; quaugf.
nions. as the name implies. quatemions are ‘four-vectors’ and can be considered

as a generalization of complex numbers with s as the real or scalar part and x, y,
zastlteimaglnatjtpanr

q=.s+.rl+yj+zk

-II-tn‘)

Here we can note their similarity to a two-dimensional complex number that

can be used to specify a point or vector in two-dimensional space. A quarernion

can specify a point in tour-dintensional space and, ifs = I}. a point or vector in
three-dimensional space. In this context they are used to represent a vector plus
rotation. i, j‘, and it are unit quaternions and are equivalent to unit vectors in a
vector $]fS|.'E‘ln; however, they obey different combination rules:

i==p=e2=r;rr=—1, I]-R, n=—e

Using these we can derive addition and multiplication rules each of t-vhidt yields
3. quaterrriocn:

Addition q+q' =(s+s', r+-V}

Multiplication 94;‘ z (s' — aw‘, v x f + SP‘ + re}

The conjugate of the quatemion:

ti = in V}

is:

E - is. -vi

and the product of the quarernion with its conlugate defines its magnitude:

qr} = .9‘ + Ivil = q-"
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It:

l=i1=1

then q is called a unit quaternion. 'i‘he set of all unit quaternions forms a unit
sphere in Eorur-rlinrenslonal space and unit quaternlons play an important part

in specifying general rotations.
It can be shown that if:

9 - (5. Ir}

then there exists a I? anrl a B E [-21, it] such that:

q- [oocsI3,r?sintI]

and if q is a unit quabernlon then:

1} ={or1r.i3, sin e in [Proposition 111]
where int n 1.

We now oonsirler operating on a vector 1' in Figure 17.? by using quatemions.

r is defined as the quatemion p = {II}, rfp and we define the operation as:

R.-{P}=erv=r‘

That Is, it is proposed to rotate the vector rby expressing it as a quaternion multi-

plying it on the left by q and on the right by g". This guarantees that the result

will be a quaternion of the fonn (D, 1-], in other words a vector. q is defined to be
a unit quaternion (s, r}. it is easily shown that:

than] = {t}, {s3 - tr-r}r + 2.1r(t~r}+ zs{v ll‘. :9]

Using Proposition 1.7.1 and substituting gives:

R-rip) = to, (cos'E — sin'fl}r + zsues ruin-r) + 2cos:EIsinEI in x r})

= [0, reosfli -1- {I - coszlij rtiu-r} + sinzfl in x rjuj

Now compare this with Equation 111. You will notice that aside from a Eaetor

of 2 appearing in the angle the}: are identical in tonn. What can we conclude

from this? The act oi’ rotating a vector r by an angular displacement (ii, :1!) is the

same as taking this angular displacement, ‘lifting’ it into quaternion space, by
representing it as the unit quatemion:

(~'J03(flr'2L Sln(H.I'2J I1}

anti performing the operation qijlq" on the quaternion (El, r]. We could thereiore

parametrlze orientation in terms of the four parameters.-.

rosiliizl. sln[B;‘2) nu, sin(IEI.r2] la}. siniflfzin.

using quaternion algebra to manipulate the components.
Let us now return to our example of Figure 11-5 to see how this works in prac-

tice. The first single Hell of at is represented by the quaternion:

(¢'05|IIu'2]. Sinllfll {1. 0. 0)] = ll}. (1. ‘J. 01}
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Similarly a y-roll of it and a z-roll of it are given by {t}, {It}, 1, III} and [0, [0, 0, 1)}
rapectivelv. Now the effect of a y-mil oi I: followed by a 2-roll of :11: can be repre.
sented by the single quauernlon formed by multiplying these two quatemions

together".

{CL (0. l_ (CI. (0, D, 1]} = [I], [0, 1, U] 3-: (D, 0, 1]]

= {Br {It at

which is identically: the single .1:-roll of st.

We conclude this secflon by noting that quatemions are used exclusively 11;.

represent orientation - they can he used to represent translation hut combining
rotation and translation into a scheme analogous to homogeneous coordinates

is not straightfon-vard.

interpolating quaternions

Given the superiority of quaterniori pararnetrisation over Euler angle par-ame.
trizatiorr, this section covers the issue of interpolating rotation in quatemlon

space. Consider an animator sitting at a workstation and interactively setting up
a sequence of key orientations by whatever method is appropriate. This is usu.
ally done with the principal rotation operations, but now the restrictions that

were placed on the animator when using Euler angles. name]? using a fixed
number of principal rotations in a fixed order for each key, can be removed. in
general, each key will be represented as a single rotation matrix. 1'his sequence

of matrices will then be oonverteri into a sequenoe of quaternlons. interpolation

between key quatemlons is performed and this produces a sequence of in-
between quaternions, which are then converted back into rotation matrices. The

matrices are then applied to the object. The fact that a quaternion interpolation
is being used is transparent to the animator.

Mordlrlginondootofqlmterrtion space

The implementation of such a scheme requires us to move into anti out of

I11-Iaternion space. that is. to go from a general rotation matrix to a quatemion

and vice versa. Now to rotate a vector pr with the quatemion q we use the open
ationt

ell}. PM‘

where :1 is the quaternion:

(CDSWZJ. Si!-‘l[|3«"1’-J'II] = (5. (1. J’. 2}]

it can be shown that this is exactly equivalent to applying the following rotation
matrix to the vector;



0510

more sour mrmnou

1-2(}"“+Z’] 21}-'-Zsz 25;-+2xz II}

21}-+2.52 1-—2{.1"+z‘} —~2sx+2yz 0
—2sy+2.xz 2.5x-4-214: 1-2[x‘+y-3) 0

0 D O 1

31':

By these means then, we can move from quaternion space to rotation rnatrices.

The inverse mapping, irom a rotation matrix to a queternlon is as follows. iii]

that is required is to oonuert a general rotation matrix:

Mn
Ml1

M21.

M31

where Mm = M1; = .M11- Hm I M11 -Mn I 0 and Mn =1, iJ'l|3D ‘HIE Il'Ifl-1l'1X f0l'lIlfl|I

rl|.rectl3.r above. Given a general rotation matrix the first thing to do is to exam~
me the sum of its diagonal components Mu which is:1

-i—4{x=+y=+z*i

Since the quaberriion corresponding to the rotation matrix is of unit magnitude
we have:

s3+:r*+f+z“=1

and:

4-4[J;=+‘p*+z3)=4—4[1-33}:-ts‘

Thus, fora-1 :4 honrogezneo-us matrixwe have:

S-:l:% i|'P-eh:--I-Mir-I-I-1'1:-i-!ir'.I'3s
and:

X3 is

Min.—J’-Ian

r= T

Mur- Mai
43

sprmrcar rrmr rnraparurran ['i1er'p,l

Having outlined our scheme we now discuss how to interpolate in quatemion

spaoe. Since a rotation maps onto a quarernlon of unit magnitude. theentlre group
of rotations maps onto the surface of the four-dlrnerrsional unit h}'pEl‘51:l'hEl'E in
quatemion spare. Curves interpolating through key orientations should therefore

lie on the surfare of this sphere. Consider the simplest case of lrrterpolafirlg

between iust two key quaternions. A naive, straigiitforward linear interpolation
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between the two keys results in a motion that speeds up in the middle. An amu.
ogy of this process in a two-dimertsional plane is shown in Figure 118 which

shows that the path on the surface of the sphere yielded by linear lnterpolaticm.

gives unequal angles and causes a speed-up in angtllar velocity.
This is because we are not moving along the surface of the hypersphere hut

cutting across it. In order to ensure a steady rotation we must employ spherical

linear interpolation [or 51:11:}. where we move along an arc of the geodesic that
passes through the two keys.

The formula for spherical linear interpolation is easy to derive geometrically.
Consider the two-dimensional case of two vectors A and B separated by angle fl

and vector P which makes an angle Ii with A as shown in Figure 119. P is

derived frorrr spherical interpolation between A and B and we write:

P = cu! + |i.E

Trivially we can solve for o and it given:

IPI = 1

A-H = cos [I

A-P = B

to give:

9,,‘ E131 +3 “"9
sinfl sinfl
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Spherical linear interpolation between two unit quaten-lions qr and er, where:

g1-q-3 = cos [1

is obtained by generalizing, the above to four dimensions and replacing it by nu
where it E [0, '1]. We write:

slnt1—uEi sinfltt
slap to. as H} - it + In 5,“ 9

Now given any two key quatemions, p and 5:, there exist two possible arcs
along which one can move, correspondhtg to alternative starting directions on

the geodesic that oonnects them. One of them goes around the long way and
this is the one that we wish to avoid. Naively one might assume that tltis reduces

to either spherically interpolating between p and o by the angle it, where:

p-q=-cosfl

or interpolating in the opposite direction by the angle 22:1 -0.. This, however, will

not produce the desired effect. The reason for this is that the topology of the
hypersphere of orientation is not just a straightforward extension of the three-

dimensional Euclidean sphere. To appreciate this, it is sufiicient to consider the
fact that every rotation has two representations in quaternton space, namely q
and -q. that is, the effect of :3 and -9 is the same. That this is so is due to the fact

that algebraically the operator qflq" has exactly the same effect as {—q)(][—q]".
Thus, points tiiaroetrtcally opposed represent the same rotation. Because of this
topological oddity care must he taken when cleterrnining the shortest are. A strat-
egy that works is to choose interpolating between either the quaternion pair p

and q or the pair ,0 and -q. Given two key orientations p and 9 find the magni-
tude of their difference, that is Ijp-q}-(p—q], and compare this to the magnitude of

the difference when the second key is negated, that is {p+q)+[_p+q}. if the former
is smaller then we are already rnosrlrtg along the smallest arc and nothing needs
to be done. If, however, the second is smallest, then we replace c; by —q and pro-

ceed. These oonsiderations are shown schematically in Figure 1?.1ti.
So far we have described the spherical equivalent of linear interpolation

between two key orientations, and, just as was the case for linear interpolation.

spherical linear interpolation between more than two key orientations will pro-
duce |erky, sharply changing motion across the iteys. The situation is summa-

naed in Figure 1111 as a three-dimensional analogy which shows that the curve



0513

comvurta ANIMATION

Figure lFI'.‘l1
A three-dirner-si:-nal

analogy of using slerp to
interpolate between four
keys. Angularvelocity

1': h it;
I!-

on the surface of the sphere is not continuous through the keys. Also shown in
this figure is the angular velocity which is not constant and which is discontin-

uous at the keys. The angular velocity can he made constant across all frames by
assigning to each interval between keys a number of frames proportional to the
magnitude of the interval. That is, we calculate the magnitude of the angle 3
between a pair of keys q; and out as:

cost: = qr ' QM

where the Inner product of two quaternions q = is, v] and if = {s‘, V} is definedas:

q-q‘ = as’ + Ir-If

Curing the path continuity is more difficult. What is required for higher order
continuity is the spherical equivalent of the cubic spline. Unfortunately because
we are now working on the surface of a four-dimensional hypersphere, the prob-
lem is far more oomplea than constructing splines in three-dimensional
Euclidean space. Duff [1986] and Shciemalce (1935) have all tackled this problem.

1'-‘inally, we mention a potential difficulty when applying quaternions.
Quaternion interpolation is indiscriminate in that it does not prefer any one
direction to any other. interpolating between two keys produces a move that

depends on the orientations of the keys and nothing else. This is inoonvenient

when choreogntphing the virtual camera. Normally when moving a camera the
film plane is always required to he upright - this is usually specified hy an ‘up’
vector. By its very nature, the notion of a preferred direction cannot easily be
built into the quaternion representation and if it is used in this oontext the

camera-up vector may have to be reset or some other for employed. {Roll of the
camera is, of course, used in certain contexts.)

The camera as an animated ohiecl.

Any or all of the external camera parameters can be animated but the most com-

mon type of camera animation is surely that employed in First person computer
games and similar applications where a camera flies through a mostly static
environment under user interface control - the scecalled ‘wallsthrough' or
‘ilyby’. Here, the user is controlling the view point, and usually a (two degrees of
freedom} viewing direction. interpolation is usually required between consecu-
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portant constraint is

no orientation about the view direc-
arnera rolls about the view direction

tive interface samples

to keep the camera-up vector up; nonnally
tlon vector is tolerated. [The only time the c
in first person games is when you die.)

Another common appiition is where the view point is under user control
but the camera always points to an object of interest which can be static or itself
moving. A oommon example of this is the [confusingly called] third person com-
puter games where the camera is tied to {say} the head of the character via an
‘invisible’ rigid link. Instead of seeing the environment through the eyes of the
character the user sees over the character's shoulder. in this case the view direc-
tion vector is derived trom the character. The view point effectively moves over
a part of the suriace of a sphere centred on the character. if quaternion inter-
polation is used in this application then the up vector has to be reset after an
interpolation.

._..._.___..____.__..__..._.____.
Linked structures and hierarchical motion

of quatlruped or biped models in computer animationScripting of movement research topic. The computerhas, for some time, been an energetically pursued
models are known as articulated or linked structures and most approaches for
movement control in animation have attempted to extend techniques devel-
oped in the industrial robotics field. Just as interpolation was the first idea to be
applied to rigid body animation, parametriaing the movement of links or limbs
in an articulated structure using robotic methodology seemed the way to pro-
ceed. lllthoirgh this is perhaps an obvious approach it has not proved very fruit-
ful. one problem is that robot control is itself a research area - by no means have
all the probierns been solved in that field. Probably a more important reason is
that the techniques required to oontroi the precise mechanical movements of an
industrial robot do not make a corniortable and creative environment in which
an animator can script the freer, more complex and subtler movements of a
human or an animal.

‘fat another reason is that animal stnrctures are not rigid and the links them-
selves deform as illustrated in Figure 1112. In fact, the most successful articu-
lated structure animation to date, Jurassic Park, used an ad hoc technique to
represent or to derive the motion of the links in complicated {dinosaur} models.
Let us look briefly at these techniques. This will give an appreciation of the dif-
ficulty oil the problem faced by the animators in imussic Fork and the eiftcacy oi
their solution.

First, what is an articulated structure? It is simply a set of rigid obiects, or
links, connected to each other try Iolrrts which enable the various parts oi the
stnrcture to move, in some way, with respect to each other. For animal anima-
tion the linits fonn a simplified skeleton, a stick figure. and only exist to facili-
tate control of the structure. They are an abstraction which is not rendered.
instead. the link is ‘covered’ with the external surface oi the animal obiect and
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Figure ‘I?.12
Spite ilettion it a horse and
a cheetah {after Gray
(I 963]].

this is rendered. [This is no different in principle from a rigid object represented

by a polygon mesh. Here, we are effectively controlling the position and onen-
tation of a veol:-or representing the object.)

Consider a simple example — a single human leg. we might model this as rep-

resented in Figure i.?.‘i3{a} using two links connecting three joints — the hip

ioint. the knee idiot and the ankle joint. Simplistically. we oould constrain
movement to the plane containing the ioints and allow the linit. between the hip
and the knee to rotate, between certain limits, about the hip joint and allow the
link between the ankle and the knee to rotate about the knee joint (and. of

course. we know that this link can only rotate in one direcfltm). The rotation of

the foot about the ankle Iolttt is more complicated since the foot itself is an artic-
ulated stnrcture. Given such a structure how do we begin to specify a script for.

say, the way the leg structure is to behave to execute a wall: action? it is-tairitr
obvious that the motion of the structure is constrained by the overall monoc-

tivity — the structure comprises some chain of linlrs and one link causes its neigh-
bour to move, and oonstraints that the links themselves possess, like the

rotational limits in human animal skeletal iolnts. The practical effect of this is
that we cannot easily use a lie}; i‘rame 5}FSlEl‘i'i because these constraints must

function across all interpolated positions. 'lhus, a system is adopted where the
linlts have their relative motion specified. That is, the motion of link I is speci-
fied relative to that of link if to which it is connected, Such systems are thus ani-

mated by separately animating each link. They also, by definition, must possess

a hierarchy — every unit has one above it, unless it is the top link, and one below
it, unless it is the bottom link or end effector. A link inherits the transformations
of all links above it.
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There are two malor approaches to this problem both of which come out -of
robotics — forward kinematics and inverse kinematics.

Forward kinematifis is a somewhat tedious low-level approach where the ani-

mator has to specify explicitly all the motions of every part of the articulated
structure. Like any low-level approach the amount of work that has to be done

hy the animator is a function of the complexity oi the structure. The articulated
structure is oonsiclered as a hierarchy of nodes (Figure 1?.i3{h}} with an associ-

ated transionnatlon which moves the Ilnlt connected to the node in some way.

Each node represents a body part such as an upper or lower arm. We could ani-

mate such a structure by using explicit scripting curves to specify the transfor-
mation values as a function of time. Instead or having lust a sutgle path
characteristic which moves a reierence point for a rigid body, we may now have

many characteristics each moving one part of the structure. Consider the inher-

itanoe in this sh‘I.Ici;I.Ire. The hip rotation in the example causes the lower leg as
well as the upper leg to rotate. The iollowing considerations are apparent:

I Hip joint This is the ‘top' joint In the structure and needs to be given
global l'i'iO“|i'e!i'i'iEi'i|:. In a simple Ivailr this is iust translation in a plane parallel

to the ground plane. in a more realistic simulation we would have to take
inio aooorunt the fact that the hip rises and falls during the walls cycle due

to the lifting action of the feet.

I-lip-knee Ilulr rolalion alronl the hip ioint We cart specify the

rotation as an angular function of time. if we leave everything below this
Link fixed then we have a stiff-legged wallt (politely known as a compass gait

but possibly more iamiliar as the ‘goose step’).

I Knee-ankle link rotation about the knee iulnt To relax tl'1e goose
step into a natural walk we specify rotation about the knee joint.

and so on, To achieve the desired movement the animator starts at the top or
the hierarchy and works clownwards explicitly applying a script at every point.

The evolution of a script is shown in Figure 1.7.14. applying the top script would
result in a goose step. The second script — knee rotation — allows the lower leg to
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bend. Applying both these scripts would result In a walk when! the foot was

always at rlght angles to the lower leg. This leads us into the ankle script.

Even in this simple example problerns begin to accrue. It is met too dlffieult
to see that when we ce-me to script the feet, we cannot tolerate the hip joint
moving in a straight line parallel to the floor. This would cause the foot to pen-

etrate the flour. We have to apply some vertical displacement to the hip as a

function of time and so on. And we are considering a very slmple example - 3.
walk aetien. How do we extend this technique for a complex artleulated struc-
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Figure 1115
Simple characterization
using an articulated
structure - the flamboyant
gait was ariirriated using
forward kinematics. (See
also Colour Plate version}
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ture that has to execute a light sequence rather than make a repetitive walk
cycle?

Inverse kinematics, on the other hand, is a more high-level approach. Here an

animator might specify something like: walk slowly from point A to point B. And

the inverse kinematics technique works out a precise script for all the parts of the
structure so that the whole body will perform the desired action. More precisely

inverse kinematics means that only the required position of the end {or ends} of the

structure are specified. The animator does not indicate how each separate part of the

articulated structure is to move only that the ends of it move in the desired way. The

idea comes from robotics where we mostly want the end effector of a robot arm to
take up precise positions and to perform certain actions. The inverse kinematics then

works out the attitude that all the other joints in the structure have to take up so that

the end effector is positioned as required. However. herein lurks the problem. as the

articulated stnicture becomes more and more camplexihe inverse kinematic solu-
tion becomes more and more difficult it) work out. Also inverse kinematics does not.

generally, leave much scope for the animator to lniect ‘character’ into the move-
merits, which is after all the art of animation. The inverse kinematics functioris as a

black box into which is input the desired movement of the ends of the structure and
the detailed movement of the entire structure is controlled by the inverse kinemat-
ics method. An animator makes character with movement. Forward kinematics is

more flexible in this respect, but it we are dealing with a complex model there is

much expense. Figure l?.l5 [also a Colour Plate} shows a simple character executing

a somewhat flamboyant gait that was animated using forward kinematics.
Thus, we have two ‘formal’ approaches to scripting an articulated structure.

Inverse kinematics enables us to specify a script by listing the consecutive posi-

tions of the end points of the hierarchy - the position of the hands or feet as a

function of time. But the way in which the complete structure behaves is a func-

tion of the method used to solve the inverse kinematic equations and the ani-
mator has no control over the ‘global’ behaviour of the structure. Alternatively:

if the structure is complex it may be impossible to implement an inverse kine-
matics solution anyway. On the other hand, forward kinematics enables the

complete structure to be explicitly scripted but at the expense of inordinate
labour, except for very simple structures. Any refinements have to be made by

starting at the top of the hierarchy again and working downwards.
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Figure 17.16
A two-Ink strtlcbare.

we now illustrate the distinction between forward and inverse kinematics

more fonnally using as an example the simplest articulated structure possible —
a two-iinlt machine where one link is fixed and each link moves In the plane of
the paper (Figure 1116]. in forward kinematics we explicifly specify the motion
of all the joints. All the ioints are linked and the motion of the end effector

[hands or feet in the case of an animal figure] is determined by the accumula-
tion of all transformations that lead to the end effector. We say that:

Xnflfi]

where X is the motion of the end effector and B is a state vector specifying the
position. orientation and rotation of all joints in the system. in the case of the
simple two-link mechanism we have:

I = Ht 005 Hi 1-Ia E05 (‘BI 4' '92], it sin at +12 sin [I31 + 32)} i112]

but this expression is irrelevant in the sense that to control or animate such an

arm using forward kinematics we would simply specify:

8 = {B1, Elsi

and the model would have applied to it the two angles which would result in the
movement X.

in inverse kinematics we specify the position of the end effector and the algo
rithm has to evaluate the required El given 14:’, We have:

a = i"‘iX)

and In our simple example we can obtain from trigonometry:

cos"(.r¢ + — re -1211:
21.1‘;

-0’: sin 92): + ii‘: + i2 005 '|:'|'z}|[ J(i: sin iigiy + {it + f; oos'IEi'z}IJt

H21

B1 = tan"

Now, as the corn plexitv of the structure increases the inverse kinematics solution

becomes more and more difficult. Quickly the situation develops where many
configurations satisfy the required end effector movement. in the simple
two-|lni< mechanism, for example, it is easy to see that there are two link
configurations possible for each position If, one with the inter-link ioint above
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the end effector the other with it below. The attitude or state of this mechanism

is specified by two angles {degrees of freedom) and we can easily foresee front

tltis that as a structure becomes more complex it becomes increasingly difficult

to derive an expression of the form 9 = f"{1}. Thus. with tort-rard klnerriatlcs the
animator has to handle more and more trarrsiormatzlons while i.rt inverse kine-

matics a solution may not be possible except for reasonably simple mechanisms-

A human body possesses more than 200 degrees of freedom. an inverse kins.-—

matics solution for this is practically impossible and a fomarcl kinematics script

is inordinately complicated. A way forward is to invest such models with pre-
vrrlttert forward kinetriatic scripts for common gestures such as walking, run-

ning. grasping etc. An animator then creates a script by putting together a
sequence from pre-written parts.

in animating the dinosaurs in Jurassic Ptrric. iLl~'i used neither of these
approaches, and in the timevhonoured tradition of eflicacious innovations, came

up with a much simpler solution than those offered lry ttteliterature of articu-

lated computer graphics animation. Their approach was to drive the models

with a low-level forward kinematics script but they by-passed the script com-
plexity problem by creating a script serrri-automatically. They effectively enabled
stop-motion animators to input their expertise directly into the computer. The

stop-motion animators moved their models in the nonnat way and the com-

puter sampled the motion producing a script fior the computer models. ILM
describe their technique in the following way:

The system Is precise. iast, compact. and easy to use. it lets traditional stop-motion
animators produce anirnation on a computer without requiring them to learn complex
software. The working environment is very similar to the traditional environment but
without the nuisances ot lights, a camera and delicate iioam-latex skin. The resulting
animation laclor the artelacts oi stop-motion a.IlIll'Ial.tt:-11,, the stops and lerkiness. and yet
retains the intentional subtleties and hard stops that computer animation often lacks.

The general idea is not original. For many years it has been possible to train

industrial robots by having a l'I.i.t.l‘l‘la.n operator hold the robot": hand. taking it
through Ute actions that the robot is eventually going to perform in the stead of

the human operator. Spot welding and paint spraying in the car industry is a
good example of the application of this technique. Movements of all the |olnts
in the robot's articulated structure are then read iron: sensors and from these a

script to control the robot is produced. Future invocations of the motion

sequence in-solved in a task can then be endlessly and perfectly repeated —

indeed the robot will go on reproducing the sequence perfectly even It some-

thing else has gone wrong and the car is not present.
In Jurassic Peri: robots were already available because the stop-motion anima-

tors had already built *an|matronic' models in anticipation of the film being pro-

duced by stop-motion techniques. These were then used. in reverse as it were. bit‘

the stop-motion animators, to produce a script for the computer models. Figure

17.1? shows a stop-motion animator working out the movements for the
dinosaur wrestling with the car scene. The models now, instead of being clothed
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Figure 17.1?
A stop—rrrotlon animator
using a [real] model fitted
with transducers from which

a script is derived for a
{ritual} corriput-er rnr:u:levl_
(Saute: Magid, ll. '.il.l"l.er
|urassic Park’. Ameriicorr
cinematographer. December
1993.}

and filmed one frame at a time, are turned into an input device from which a

script is derived.

A similar approach. known as ‘motion capture’, is to use human actors from
which to derive a motion script tor a computer model. “this involves fixing motion

tracking devices to the appropriate positions of the actor’s body and deriving a

kinematic script in this way from the real movements of the actor. This approach

is particularly popular in the video games industry which in recent years has made
a transition from two-dimensional to three-dimensional anirna lion. in this type of

interactive computer anlrnatlon the pre-recorded motion sequences are replayed
in response to user interaction events, It is natural and economic to use motion

capture in this context to record the original motion scripts for the corn outer mod-

els, although implicit in the approach is the limitation that the animation seen by

the user can only he combinations of precalculated sequences.

‘thus, we see from these examples that we are only at the beginning of this

diftieult problem of specifying motion for complex articulated structures and
that many solutions to the problem have involved going outside the computer

and deriving a script irom the real world {reminiscent somewhat of early pho-

tographs of Disney animators who were to be seen building up facial animations
by using their own image in a mirror as a guide].

Solving the inverse kinematics problem

In this section we look at an important notion that forms the basis for

inverse kinematics algorithms. We will deal with the topic enough to give an
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appredarjon of the difficulties involved. A lull treatment oi an inverse kinemat-

ics engine is given in Watt and Watt [1992). Most approaches to this problem
involve iteration towards a desired goal. That is we compute a small change 69

in the |olnt angles that will cause the end effector to move towards the goal. This
is given by:

d: 1' d6 = ]{B}

J is the so-called Jacohian — a multi-dimensional extension to ditierentiation of

a single variable. In this case it relates differential changes in 6 to those in 1, the
position of the end eifector. Note that] is a function of the current state of the
structure 8. We recall that the general problem encountered in inverse kinemat-

ics systems stems from the fact that in:

9 = f"lIl

the function fl) is non-linear and becomes more and more compleit as the num-
ber of links increases. The inversion oi this function soon becomes impossible

analytically. The problem can be made linear by inverting the Jacobian and
localizing the behaviour or’ the structure to small movements about the current
operating point:

-:19 =l"(Bl ld-8}

The goal is known and so the iteration oonsists of calculating a due by subtract-
ing the current position and the goal and substituting into the above equation
to get dB and proceeds as:

repeat

dx := srmzll movement in tlrediractiorr of:

do := J"{o;. {an

X :2 119 + dfi}

J := d.JIi'dB

irlwrfl

at :=- I + dx

until goal is reached

An iteration for the three-linlt arm is shown In Figure 11.18.

Using the chain rule to diiierentiate Equation 112, the Jacobian for the two-
linls arm is given as:

--hiinflr — la55lfl{fi'| + H2} -lssinfilr + Ha}
lrcoc-9: + lzcosti-ii + 8:} izcoslflr + 3:]

We are now in a position to discuss the problems engendered by this approach.
First. the complexity of the expression for it makes differentiation extremely dif-
ficult to perform and a geometric approach to deterrnining the Jacobian is desir-
able {Watt and Watt 1992}. Second, the Jacobian is not inverizlhle unless it is a

I:
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Figure 1118
One ivelaiion step towards
iliegud.

square matrix and in most (skeletal) structures that we would want to use in
computer graphics applications this is not the case. fiipptoirimare solutions to

this problem iritroduoe difficulties in the iteration. In particular, tracking error;

where the desired change in .'I is different from the actual change. Tracking erm-
is given by:

Iljidal - d.rrll

it more intelligent iteration than the one given by the pseudo-code above must

be employed. This involtnes starting with a da: evaluating the tracking error and -
subdividing lit until the error falls below a threshold. Yet another ptoblern arises '

from singularities that exist in any system. In the tulo-iinir arm when both links '

line up [B2 = D) changes in either iii or B; produce motion in the end effector in

exactly the sarrre direction — perpendicular to the (common) link axis. There is '
now no motion possible towards the base — one degree of freedom has been lost.
Another singularity occurs in this case when ii: = 1: when the outer iirrk folds

back to line up with the inner one. These singularities are called workspace -

boundary singularities in robotics because that is where they occur. The wotlr

space - the region that can he reached by the end effector ~ of the two-link arm
is a hollow disc {providing tr .- it} and the circumference of the inner and outer
boundaries form the loci of all points in the two-dimensional space at which sin-

gularities occur.

Of oourse. we have only discussed a very simple mechanical structure. Animal
skeletons are as we know far more complicated. In particular. they contain

branching links. Figure 1119 shows a simple stnrcrure used in typical human
animation. In this case the root of the structure is the ioirit located between the

hips [which has slit degrees of freedom). Also shown is a categorization of H13
nodes ftorn the perspective of an inverse kinerrratics solution. There is a single
root node — the remainder of the nodes being Children oi the root. The base
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nodes and the end nodes define a chain for which we may invoke an inverse
kinematics solution. We can apply inverse kinematics between any two nodes in
the skeleton: the only rule to he observed is that the end node is lower down the
chain than the base node. The inverse kinematics solution specifies the position
and orientation of all nodes beti-teen the end and base nodes - called empty
nodes.

Other arrangements are possible; Philips and Badler (1991). for example, posi-
tioned the roort at one foot, making the other an end node. in order to animate
such motions of a standing figure as shifting the weight from one foot to

_ another and turning.
However, there are other maior differences between robot systems and ani-

mais involving the oonstraints. in robotics. the predominant constraints are
determined by the degrees of ireedorn and joint angle constraints which deter-
mine the worlrspaoe of the machine. A simple example is the links in a human
finger which, because of the tendon that runs through the finger do not tend to
move independently. Another consideration is whether energy constraints
should be taken into account to influence an inverse kinematics approach into

producing a visually convincing solution lot the motion of the structure.
This means that both the geometric constraints and the muscle constraints
are satisfied — we oould presume that animals effect a change in the geometric
state of their structure by minimizing the energy needed for the change.
Satisfying only the geometnc constraints may produce an animation that does
not ‘look right‘.
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Dynamics in computer animation

The approaches to computer animation that we have described so far have been
kinematic. that is they involve the specification of motion without corrsidum.

tion of the masses a.i1d ioroes involved or the physical environment that we are

trying to simulate. in this section we will Ioolt at how we can in principle write
programs that simulate the forces in a scene and through Newtonian mocha:-rig

produce the desired motion ‘automaficallr. Such an approach is known as
dynamic simulation or physically based animation.

Luxo Ir. (Figure 1ir'.2i} Colour Plate). an animated short produced by john
Lasseter of Plirar in 198?, was possibly the first computer graphics fl.1'llII'l.atl,on
tltat was perceived to have motion and appeal comparable in quality to that of

traditional animators. The sltills of john Lasseter imbued a desk lamp with some

of the anthropomorphic behaviour reminiscent of Disney-type cartoons. The
motion in Luxo Ir. was Pffltluced by it-eyframing where the animator specifies the
state of the articulated structure as a lie? and the global motion of the structure

as a spline curve. Although it is not roots explicit control, where the animator
specifies the entire state of every Frame. he has a high degree of control. And, in

fact, the title of Lassetefls presentation to SIGGRAPH ’8?, ‘Principles of

Traditional Animation Applied to 313 Computer Anisnatiori’, reinforces this
observation.

in 1933, Wltitin and Kass presented a paper [Wrrlcin and Kass 1933] in which

they demonstrated that a higher-level motion oontrol techrtlqtie. based on‘
£l}?'l'1.'-ll'l'l.lC simulation, could be used to animate Lrixo Jr. and commented on their
motivation as follows:

Alrhorngtr Luxo _ir. showed us that the team or animator. lt£‘].ffi'all'iE systent. and tenderer can

be a powerful one. the responsibility defining the motion remains almost entirely with the
artirrrator. some aspects of animation - personality and appeal, for example — will Sl.ll‘Bl.}"ll|E
left to the animator’: artistry and skill For a long time to come. However, mail}! of the

principles of animation are concerned with making the character's motion look ml at 3
basic mechanical level that ought to admit to formal physical treatment . . .. Moreovei.
simple changes to the goals of the motion or to the physical model give rise to intereslinit
variations on the basic motion. For example, doubling {or quadruplingi the mass of L|i.tiii
_l'r. creates amusingltr exaggerated motion l.r:i trrh.it:h the base loolcs heavy.

In other words, they are saying that this type of computer animation can bene- '

lit by higher-level motion oontrol. Beyond performing rudlmeotarv ir1terp0lB- -

non for in-between frames, a prograin can be set up to interpret scripts such as

‘jump from A to B’. The djrnamic simulation will then produce motion that is
accurate and therefore realistic. Thus, we see that the motivation for I-Bill!

djrnarnics In computer animation is that in certain contexts it is easier to Wrilt
the differential equations that control the motion than it is to spfltlff ll“
motion directly or by using ltevframing. We also assume that if the p1'lJ"5l'3l
simulation is set up correctly the subsequent motion will be more ‘l‘|fi1'|-1'31’
than that produced by a ltinerriatics system. Set against these apparent
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advantages the disadvantages of using dyrtarnl-cs is that the environments that
are easy to set up - particle systems - are too simple for most animation envi-
ronments of interest and complex interacting environments are far more diffi-

cult to specify. Another problem is that the solution for such systems is
computationally intensive.

Dynamic simulation may not provide a complete solution to many anima-
tion applications — there is still the problem of overall artistic control. in com-
paring dynamic simulation with computer methods that imitate traditional
animation techniques. Cohen {I992} puts it this way:

Traditional artintati-on methods provide great oarriroi to the artist, but do not provide any

tools for sumrmfimiiy creating realistic motion. Dy-namic simulations on the other hand,
generate physicaiivcorrect motion [within limits) but it does not provide sufficient control
for an artist or scientist to create desired motion.

Iiasic theory for a rigid body — particles

The basic familiar law of motion — Newton's Second Law is:

F = in II

and this is easiest to oonsidet in the context of a particle or a point mass. F is a
three-dimensional vector as is II, the acceleration that the point undergoes. A

point mass is a simple abstraction that can be used to model simple behaviour -
we can asstune that a rigid body that has extent behaves like a particle because
we consider its mass concentrated at a single point — the centre of mass. A point

mass can only undergo translation under the application of a force.
Newton's Seconci Law can also be written as:

where II‘ is the velocity and it the position of the particle. This leads to a method
that finds, by integration, the pomion of the particle at time not giving its posi-
tion at time t as:

I-1jt+dtl =11!) +£ dt

xtr+dc=ne+-tndrr-Q fi ctr

F can itself be a function of time and we may have more than one force acting

on the body and in that case we simply calculate the net force using vector addi-
tion. it the mass of the body changes as it travels. the case of a vehicle burning

fuel, for example, then the Second Law is expressed as:

d-lflrt-"

F‘ dt
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As a simple Example, consider a ca nnonball being fired from the mouth of a can-'

non. This could be modelled using the above equations. The cannonbaii is acted

on by two forces — the constant acceleration due to gravity and an air resistance
force that acts opposite to the velocity and is a function {quadratic} of the veloc-

lly and the square of the cross-sectional area. A simulation would be provided
with the initial imuiotlej velocity and the inclination of the barrel and Nev.-l:on’s
Second Law used to compute the arc of the missile. What we have achieved here

is a simulation where at each time step the program computes continuous
behaviour as a function of time.

This basic theory can only be applied directly to initial value problems where
the course of the simulation is completely determined by the start conditions.
We may fire a cannonhall out of a cannon and its parabolic track is then com-
pletely determined by the muzzle velocity, its mass and gravity. However. an ani~

malor may rather require a system where he specifies that a cannon situated at

point A is to eiect a missile which is to hit the castle wall at point B. _
in simulations of the initial value type the animator has no control once the

start conditions have been specified. in other words we need to supply constraints
to the problem. it is through those constraints that the animator is able to design
a desired motion. Any potentially useful system has to be both a valid physical
model. that can provide realistic motion, and at the same time admit constraints
that enable the animator to achieve the desired overall motion. These have been

called space-tirtie constraints and. along with such other problems as collision
response. comprise a much more difficult aspect of dynamic simulation than the

application of the physical laws. We shall return to these problems later.

The nature of forces

only in very simple cases can we proceed by considering an object as a point mass
or equivalently as a lumped rnass undergoing acceleration upon application of a
force. The way in which an obiect moves in the modelled environment depends
on the model itself, its constraints and the nature of the force. Common exam-

ples of the different types of forces used in physically based animation are:

0 acceleration due to gravity (which we have already discussed]: is a constant

downwards force on a body proportional to its mass and acting on the
centre or‘ mass.

A clamping force: this is opposite and proportional to the body's velocity
and resists its motion. Damping forces remove energy from the body
dissipating it as heat. A viscous clamping force is linearly proportional to
velocity and a quadratic force is proportional to the square of speed. Air
resistance is approximately quadratic if we ignore effects due to the
disturbance of the air.

Elastic springs: these can connect two bodies with a force proportional to
the displacement of the string from its rest length (Hoolre's law}.
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Figure 1.5
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Fulygons ln:II 'lhr_I 125 and 512 rs.-nd-era-cl images.

Flgurt 4.9
Parametric patch rendering at different In-'e|:. of uniform subdrvlsmrn (123, 512, 2043 and 3192 polygons]. {Caurteiy ar Ste-we Macltfindm
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{.3} {b} {c}

Figure 3.7

{xii |'|'|-PIES Elf two-pan 1E'JI:l.IJfl! rnapplng with a ifllid Oi rflvn-Julian. The intermedjate suflugi a[E'; (.1) 3 pram; my ['13 wrfatnl; “,3 3 qfljndfi-»
and {:1 a sphere. r

Twurt m=Ir+ I R621‘:-r palrh

Hgllll 3.3 {LEH} Texture map. (Right) Dru! Bérier pi-1|,|;h on 1_he abi1_-4-_L_ {fig-Ignf} |];-guy-gin.-g lg-ap¢[_
(Courtesy :3! Steve Maddm:k.]-
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Flgurt 3.14
A simple scent iii using ilghl maps,
{a} In ihis image the size in! the
|1.IrrLe|s In the :4:n_rIe I: shown.

{b} In Ihi: image a bilinaar
interpolation 'tei:|1niquE — Iinmwl.
as texmre interpolation - has been
used to diminish the visibility of the
lurnels In {a}.
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Flgure 8.22 Modelfing and snmulating flame Lmng a turbulence funclion. {Above} Unturbulated flnrne. [Eighth Turbutated Ilnnne.

Figure 3.21 |mi1.31ing marble — rhe classnr.
ea-ca mpre cu! tlrree-dunrensional procedural Figure 3.2.5 M-p-map used In Figure 3.3-
texture. [Cuur:£I:5.I of Steve Madd|:Ir_|I..}
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Figure 1|].-1 {a}
An Image generated u-slng FU~D|hNCE.

Figure IIIIL4 {I1} _
A seleaztion of global llluminatluns paflis In {a}.
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Figure 30.1-I

DEPH1 04 "Bid E“"i!<I ienderud using a Cllstrihutnd ray tracer.

F-ligure 1 D520

In-u pass ray‘ tracing examplt-. [.1] and {ti} 5111:-w a scene rendered using boah .-1 'IM1itted and two-pass ray racer. In tlm. Scene |J-me are HugeLsr} paths:

I two caustics Imrn the red sphere — one directly tram the light and one [mm the Iighn H=,If|:.-(l;q_-d hum ma curve-[I n-imur
' L-rm {cusp} refracted caustic from the cylindrical murmur
| E1!fDl'Idal'_|'.' :|1urnir‘r..Il_i|:Ir1 lrum the planar rnirrqr [.1 I1un—c.1ua.::': LSUE pam}.

I it] In {2} were produccd by shooting an increasing numbet ul light rays. and show the effect :1! the light _1.pr-inicr-ed an me dffiusq: surface. A;
Il!I.- number of ray: in the Iighl pass increases. lhc ray: can eventually be mI=.-rged to fu-rm well deruned LSD path: |.|'| Ihe image. Thu number
ul "my: shot in the Iigh: pas-5 -was ZCICI. 11110. and E00 respecii-mg,-.

I
I
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figure 11.5

Shows the state of an hernicubu placed an the mndcm altel aI| othm pang-,fi_ in ma
stem! have been 1:-ruiecled unto IL. A mluur identifies lath patch in [113 gm, {and
every pamal patch) that an be seen by Ihis 11-emicube. The iFgI2M'ilI'L1'n lhgn ympb,
sums all the hemiurb: element larrn fa-ctun assu-cianed with each p.m;r._ {the MM
ID!‘ Ihls figure is shmvn In Figure 10.3.:

Figure 12.4
The 'IN'hiLtE|:i scgne.
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Figtlm 13.1

Marching tubes and CFD dati. {top} A Nwiarustalna CPD flmulalinn vol 3 I"E\fl!fl¢ flaw plp-e cnmbuster. Flaw occurs [rum In-ft I-D right and
l|‘DI'I'I right to IEII. The Inumce bath-em Ihenc flaw: defines an arm 'u|'E|D¢it}|'15D-$ul'fltL Th: marthing tubes algnrlthm is used to extract Ihi:
ll.II1a-ce whirh is then mm-enuunaaly rendered. {bottom} It tnxuar-mapped mrn I|’EFD1'.iI.}‘ surface. A |Iieut|cn—ce|cI.:I‘ :aI:ule1I1.I1 ruprutnls field
IE'rI'|pEllI.I.fl'I' is combined with the cdnur used I'D-I‘ sliadirhg fI'I- lhe Illustraliun above. (Court:-ry at Mark Fuller.)
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Figure 13.10 Figure 13.11

111*‘ “‘3'€"inQ ‘(U591 -1|'5~1°'i”'||'|'| IFIPNHI ID '-"5-F-I5-' CF Ii-II-‘r. The same dam Iuirng '-'<2IlLrfl"-E rtI1«cIcrir1g wi1h the bane no-:u.=h set
{C--Ilrlosy G1 KlauI.r5 rle Crf.'u!-!-} H1 uniL;.- c-parity and others 5:1 10 um. fC1:rurl|'_|1}I a1 Klaus de

Ci-us5.}

FLgIrre 15.3
Tl1r- RC-B tuba‘:
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Figure 15.5-
!-I5‘u' colour nmd:-I; :.hiCt}st11rcIugi1 tin: value axis at 20‘ Interval-s.

@
\

Flgurc 15.10
{Top I211: Monitor gamut m|i{|: in CHE, 1:3.-‘r space; [abm-2} {I1-ree cross-secliom Through lhe so-1id CIE
11r‘r' space; {top right} the position cll the I'.r|:lI13-:IE'L1.i'D‘1'|I an the plane \'=D.
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Figun! 15.12

ncndering in spzctral space cnmpan.-d wilh REE apacc tot I my traced image.
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VIEW

VIE-"W

Extrapolated
View

Reference

view

[C]

Figure 1&3-
Prohlems in ‘range warping. {a',I Image lelcllng: mare than one pixel In lhe reference view map: Irma a single pixel in the enrapulaaed vlew.
M Hoses; lnlnrmatjnn “ended in the rflgmnce Iuinw 1; .-gquired in nu exmpolated vlew. (:1 He-Ies: the pruietled area cl e suriaee |ir1v:rI.-n:i_ -
In the extrapolated view because 1:; ncumal rotates towards the viewing direaetiun. Ed} See app-as-ile page.
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Figure 16.5 (H1 and :12}
*- 1|-||'|plE Kane and H1: corresponding 2-buf‘|'eI image.

Figure 15.3 (I13)

-’“T'-‘-K15 E“-|£' '-0 lfdnilflliflfi i'D|'||:-‘F "H1 "1-ii £356! £11! halts Etyan] caused by missing -niarmalian and image inl-ding.

Figure 16.3 {d-I}:

hru-racis due In rmaiuun {only} are hoies caused by intreasing the pmjectnd area oi surfaces. Note hm-u these run-n tnhareni patterns.

Frgure 153 ms}
M!-|ar:i.-5 Caused by both mtaiion and 1rans|ar.u:m._
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'| Overlapping fra mes {rum in mtating camera

2 ‘S-l11CI'racI"Ir11I.1 a Lyiindrical panurarfilc imige

3 A wtlinn ui which :5 warped into a planar polygon

Figure 16.19 Quickfi me" um system. {Courtesy of Guy Brawn.)
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F-figure IE2
The sarn-2 scene usl-ng Ilal shading. Flat shading sham the
polygonal natum an the suflaces due to dismntlnuiljrs In intensity.

. D'I!i.C:l11I1h|.li1}' |'I=I=
nu. a'.r:a|| Hm: chmlgtrti
from edge L’.'.’:1n
Eds: PH":

Figure 13.3
I.-taln detect: in Gauraud intrrp-olaliun. {3} Colour ‘Image. The two deli-:1: in this image [de-scribed in detail in the text) are: Mach Dal‘!-CW"!
{may not In visible in the repru-cIur.IJnn]: and the Intnrpclnatiun lrlnfacl an the had: wall. (by. Dntted line sham. the position of the
dflsmntlnuitg.-. {kc} New wirelname triangulutiur. necessary In efirninate the inlerpotafiun an-tetact.
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Flgure 13.4
Math bands. In Guuraud shadlng.

FtI_:un-_ 1&5
The same scene using Fhung shading. A gla-.rf1-Lg detect In Fhnng tnterpolattun I1 demonstrated L11 this figure. Here the reF|ecLI.-d lighl Horn
the wan Ilght and the image al the light have be-cnmegeparatnd due tn this nature at the Intttpntatiun.


