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intaensittes at this stage. The hemicube algorithm only facilitates the ealeuiatlnn
of the form factors that are aubteqtnently used in calculating diffuse intensifies
and I 'iabel buffer’ is maintained indicating which patch is cu.rrent]}r nearest to
the hemlcube pianeL
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Each pixel on the heroicube can be considered as a small patch and a differ.
ential to Eutlte area fortn factor. ltnown as a delta forrn Eactor. defined ior each
pixel. The font: factor of a pixel is a fraction of the differential to finite area fonn
meter for the patch and can he defined as-.

fipmu _ mg
=AF'

where out is the area or’ the pixel.

These form factors are pre-calculated and stored in a lookup tattle. This Is the
foundation of the eflicienqr oi the herntcube method. Again. using the fact that
areas of equal projection onto the receiving surface surrounding the centre at
patch A. have equal form factors, we can conclude that F., for any patch, is
obtained by summing the pixel tot-to factors onto which patch in proieccs [Figure
11.4).

Thus forth factor evaluation now reduces to protection onto mutually orthog.

onal planes and a sunimaidorn operation.
Figure 11.5 {Colour Plate] is an interesting image that shows the statue of a

hetnicuiie placed on the window [Figure iD.?] after all other patches in the scene
have been projected onto it. A colour lclerttiftes each patch in the soene (and
every partial patch} that can be seen by this hemlcube. The algorithm then sim-
ply surttmates all the hernlcubc element fottn {actors associated with each patch.

The method can be surnrnariaed in the following stages:

(1) Computation of the form factors. Fe. Each herniculie eutplacerneatt
calculates {tr-1) torrn factors or one row in the equation.

{2} Solving the radlosity matrix equation.

[3] Rendering by in|ectirtg the results of stage {2} into a iillinear htterpalatloti
scheme.

{4} Repeating stages {2} and {3} for the colour bands of Interest.
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This process is shown in Figure ll.6. Fonn factors are a. function only of the
environment and are calculated once only and can be reused in stage {2} for dif-
ferent retiectitrities and light source values. Thus a solution can be obtained for

the same entrironment with, for example, some light sources turned oil’. The

solution protlwced by stage [2] is a View-independent solution and if a different
triettr is required then only stage {3} is repeated. This approach can be useci, for
example, when generating an animated waliothrotigh of a building interior.

Each frame in tire animation is computed by changing the view point and cai-
culating a new 'ii"lE'i|i from an unchanging radlosity solution. It is only it’ we

change the geometry of the scene that a re-calculation or the form factors is nec-
essary. if the lighting is changed and the geometry is unaltered, then only the

equation needs resolving - we do not have to recalculate the font: factors.

Stage {2} implies the oomputation of a view-independent rendered version of

the solution to the radioslty equation which supplies a single value, a ratiiosity.

for each patch in the environment. From these values vertex raciiositles are ca]-
culateci and these vertex rariiosities are used In the biiinear interpolation scheme

to provide a final image. A depth huifer algorithm is used at this stage to evalu-

ate the Vllllllllljf of each patch at each pixel on the screen. (This stage should not
be confused with the hernicube operation that has to evaluate inter-patch visi-

bility during the computation oi form factors.)
The time taken to complete the tons: factor calculation depends on the square

of the number of patches. it hemicube calculation is perfonned for every patch
{onto which all other patches are projected). The overall calculation time thus

depends on the -complexity of the environorent and the acctuacy oi the solution.
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as determined by the hernieube resolution. Although diffuse illumination
changesonlyrslowljvacroasaourfaoeallasmgeanbeeauaedbytoolow;
hemieube resolution and accuracy is required at shadow boundaries {see Section

11.1’). Storage requirements. are also a function of the number of patches
required. All these factors mean that there Is an upward limit on the complexity
of the scenes that can be handled by the radioslty method:

The Gauss—5ledel rnethod

Cohen and Greenberg (1985} point out that the Gauss-Giedel method is guaran.
heed to converge rapidly tor equation sets such as Equation 11.1. The sum of any
row of form factors is by defmitlon less than unity and each form faster 1:

multiplied by a reileetivlty of less than one. The summation of the row terms in
Equation 11.1 {excluding the main diagonal term} is thus less than unity. The
mean diagonal term is always unity (Fe = 0 for all it and these conditions sun.
antee fast convergence. The Gauss-Siedel method is an extension to the follow-
ing iterative method. Given a aystent of linear equations:

Ax-E

such as Equation 11.1, we can rewrite equations for XI. 11, . . .. in in the form:

= E:-aux:-aux:-...-alumX:
in

which leadii to the Iteration:

mm, = E:-anxz'"" -no-ta-.. .-an-x-‘”

in general:

MIMI: .Et-fln.I!t“’—. . .

This formula can be used in an iteration procedure:

{1} Choose an initial approttlmation, say:
E.

N“-—as

foriu1,2,..-,n,whet'e£;Ianon-torunlttingruiiaoesorlightsourcuordr.

{2} Detetminethenext iterate:

xé‘*"fromxr“‘

ualng Equation 11.2.

[3] Iflx.r-N’-xl"I< athreshold

f-D1'i=1,2, ...,fl

then stop the iteration, otherwise return to step tz].
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1111s is known as Jacobi iteration. The Gauss-Eiedei method improves on the

convergence of this method by rnodiiying Equation 11.2 to use the latest avail-

able in formation. when the new iterate xr""“ is being calculated. new values:

x1rrn1r_ _hrr.tr_ _ _ _ _ Intro:

have already been calculated and Equation 11.2 is modified to:

El - flr:|XI“"'" - . . . - I-‘-‘at-I-’I.'I-t“"" - fi‘r.rrr.li.1""‘-. + . - in. x.'''- __
tie

Note that when i - 1 the right-hand side at the equation contains tertrts with
superscript it only, and Equation 11.3 reduces to Equation li.2. When in rt the

right-ha.rid side contains terms with superscript r.t+1} only.
Convergence of the Gauss-Siedei method can be improved by the following

method. Having produced a new value all”, a better value is given by a weighted

average of the old and new values:

xi”-"'= rxr"""' + [l — r].:r.P'

where r [:0] is a parameter independent of it and 1. Cohen er oi‘. [1933] report
that a relaxation factor of 1.1 worlts for most environments.

xF'” [1 I .3]

Seeing a partial solution - progressive refinement

Using the radiosity method in a practical context. such as in the design of build-
lng interiors, means that the designer has to wait a long time to see a completed

image. This is disadvantageous since one oi the rtrisnrrs d'étre of computer-based
design is to allow the user tree and East experimentation with the design pa»

rameters. A long feedback time discourages experimentation and stuitiiies the
design process.

In 1938 the Cornell team developed an approach. called ‘progressive refine-
ment’ that enabled a designer to see an early {but approximate] solution. at this

stage ma|or errors can be seen and oorrected. and another solution executed. as
the solution beoomes more and more aocur-ate, the designer may see more sub-

tle changes that have to be made. We introduced this method in the previous
chapter. we will now look at the details.

'l'he general goal ofprogressive or adaptive refinement can be taken up by any
slow image synthesis technique and it attempts to Find a oompromise between
the competing demands of interactivity and image quality. A synthesis rrtethoci

that provides adaptive refinement would present an initial quickly rendered
image to the user. This image is then progressively refined in a ‘graceful’ way.

'l'his is defined as a progression towards higher quality, greater realism etc., in a
way that is atrtornatic, continuous and not distracting to the user. Early avail-

ability ot an approrrlmation can greatly assist in the development of techniques

and images, and reducing the teedbacit loop by approxirnatlnn is a necessary

adiunct to the rariiosity method.
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The ma major cost factors in the rariicisitjr method are the storage costs and
the calculation of the form factors. For an environment of SD x 103 patches, even

although the resulting square matrix of form factors maybe 9|J‘lii sparse {many

patches cannot see each other} this still requires 109 bytes of storage (at Eon;
bvies per Eonn factor].

Both the requirements at progressive refinement and the elirniriation oi
prre-calculation and storage of the form factors are met by an ingenious restruc-

turing of the basic rarliosity algorithm. The stages in the progressive refinement
are obtained by displaying the results as the iterative solution progresses. The
solution is restructured and the form factor evaluation order is optimizecl so that

the convergence is ‘visually graceful’. This restructuring enables the radiosltv

of all patches to be updated at each step in the solution, rather than a step

providing the solution for a single patch. Maximum visual diiierertce between
steps in the solution can be achieved by processing patches according

to their energy contribution to the environment. The radlosity method is
particularly suited to a progressive refinement approach because it computes
a view-indieperident solution. Viewing this solution {I1}! rendering from a

particular view point} can proceed independently as the radioslty solution
progresses.

In the conventional evaluation of the radiositv matrix (rising. for example,

the Gauss-seidei method) a solution for one row provides the racitositv for a
single patch i:

BilEi+.lij§_.Bj.Fs
This is an estimate of the radiositv of patch ihased on the current estimate of all

other patches. This is called ‘gathering’. The equation means that (algorithmi-
ca]]j.r] for patch free visit event other patch in the scene and transfer the appro-

priate amount of light from each patch I to patch if according to the form factor.

The algorithm proceeds on a row-by-row hasis and the entire solution is updated

for one step through the matrix iaititorugh the Gauss—5eiciel method uses the
i1eiv values as soon as they are computed}. if the process is viewed dynamically.

as the solution proceeds, each patch intensity is updated according to its row
position in the majority matrix. Light is gathered tron-i every other patch in the

scene and used to update the single patch currently being considered.

The idea oi the progressive reilnemerit method is that the entire image of
all patches is updated at every iteration. Thzis is tens:-ed ‘shooting’, where

the contribution from each patch i is distributed to all other patch. The dif-
ference between these two processes is illustrated cilagrarriatlcailv in Figures

li.?'[a] and {is}. This re-ordering of the algorithm is accomplished in the follow-
ing way.

A single term detennlnes the contrihtrtlon to the radlosliy of patch 17 due ID
that from patch 1':

Bi dueto B;=lipBiFii
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Fiiiure 11-? This relationship can be reversed by using the reciprocity relationship:
to tiattieuing and
taisiiooti-igsmaaiasity H; dueto B:=RiBtFubiAi

mm an an igmmm h and this is true for all patches I. This relationship can be used to determine the
Cohen et ai. (1938)). contribution to each patch i‘ In the environment [ruin the single patch r'. all sin‘

gle radiosltjr {patch 3] shoots light into the environment and the radlositles of all
patches _.I' are updated slniultaneousiy. The first complete update {oi all the

radiosities in the ert'I-'i|'oni'nent] is obtained from ‘on the i1}r' form factor C0\l'.l.'ipLl-
tations. Thus an initial approxlrnation to the complete scene can appear when
only the first row of form factors has been calculated. This eliminates high start-

up or pre-calculation costs.
This process is repeated until convergence is achieved. All radiosliies are ini-

tially set either to zero or to their emission values. its this process is repeated for

each patch l the solution is displayed and at each step the tadiosihes for each

patch _i' are updated. its the solution progresses the estimate of the radio.-.it-y at a
patch 1' becomes more and more accurate. For an iteration the environment

already contains the contribution of the pcretrious eslirrtate of ii,- and the so-called

'unsl1ort' radiostty — the difference between the current and previous estimates —
is all that is injected into the entrironmenr.

it the output fiorn the algorithm is displayed without further elaboration,
then a scene. initially dark, gradually gets lighter as the incremental tadiosities

are added to each patch. The ‘visual convergence’ oi‘ this prticess can be
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optimized by sorting the order in which the patches are processed according ta
tlte amount of energy that they are likely to radiate. This means, for exai'i:iple_
that emitting patches, or light sources, should be treated first. This gives an early
well lit solution. The next patches to be processed are those that received most

light from the light sources and so on. By using this ordering scheme. the solu-
tion proceeds in a way that approidn-rates the propagation of light through an
environment. Although this produces a better visual sequence than an unsorted

process, the solution still progresses from a dark scene to a iuliy illuminated
scene. To overcome this effect an arbitrary ambient light term is added to the

intermediate radlosities. This items is used only to enhance the display and is not

part of the solution. The value of the ambient tenn is based on the current eso-
maie oi the radioslties of all patches in the environment, and as the solution

proceeds and becom ‘better lit‘ the ambient contribution is decreased.
Four main stages are completed for each iteration in the algorithm. These are:

it) Find the patch with the greatest (unshoti radlosity or emitted energy.

(1) Evaluate a column of form factors, that is, the form factors from this patch
to every other patch in the environment.

{3} Update the radios-ity of each of the receiving patches.

{4} Reduce the temporary attihieni term as a function oi the sum of the
differences between the current values calculated in step (31 and the

previous values.

An example of the progressive refinement during execution is shown in Figure
11].? and Section 1ii.3.2 contains a full description of this iigute.

Problems with the radlosity method

There are three significant problems associated with radiosity tendering. 'I‘hey
are algorithm arteiacis that appear in the image, the inability to deal with spec-
ular interaction and the inordinate tin-ie talten to render a scene of moderate

complexity. Curiousty, hardly any research effort has been devoted to the lime
factor, and this is perhaps the reason that radiosity has not generally migrated
into applications programs This contrasts with the situation in ray tracing

research in the 19305, where quite soon after the first ray isaced imagery
appeared, a large and energetic research eifon was devoted to making the
method faster. In the remainder of the chapter we will deal exclusively with

image quality, rioting in passing that it is usually related to execution tlrne -

quality can be improved by defining the scene more accurately which in the
mainstream method moans allowing more ltetafions in the program.

Developments in the radiosity method beyond the techniques described In
the previous chapter have mostly been motivated by defects or artefacts that
arise out of the representation of the scene as a set of iargish patches. itltisough
other factors. such as taking into account scattering atmospheres and the incor-
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pnratloti of specular 1'E'El.ECl:lD2IJ. are importaiztt. addressing the visual defects due
to meshing accounts for most research emphasis and it is with this aspect that
we will deal.

ufctsnrdlos lmas

The common artefacts in rarliosity images that use the classical approach of the

previous chapter are due to:

(I) hpproicimatlons in the hemicube method for determining the form factors.

{2} Using biiinear interpolation as a reconstruction of the radioslty function

front the oonstant radiosity solution.

{3} Using a meshing or subdivision of the scene that is Independent of the

nature of the variations in the radiosity function.

‘I111.-. visibility and thus the importance of these depends, of course, on the nature
or the scene; but usually the third category is the most noticeable and the most

diiiicult to deal with. in practice the arteiacts cannot be treated independently:

there is little point in developing a powerful meshing strategy without also deal-
ing with arts-facts that emerge from bilinear interpolation. We will now look at
these image defects detailing both the cause and the possible cure.

Hemlcube artefacts

The serious problem of the hemlcube method is aliasing caused by the regular
division of the hemicube into uriiforrn pixels. Errors occur as a function of the

size of the hemicube pixels due to the assumption that patches will project
exactly onto an integer number of pixels, which in general, of course, they do
not. This is similar to aliasing in ray tracing. We attempt to gather information

from a thnee-dimensional environment by looking in a hired number of direc-
tions. In ray tracing these directions are given initially by evenly spaced eye-to-

phrei rays. in the radiosity method, by projecting the patches onto hemicuh-es

we are effectively sampling with projection rays from the hernicube origin.
Figure 11.3 shows a two-dimensional analogue of the problem where a number

of identical polygons project onto either one or two pixels depending on the
interference between the projection rays and the polygon grid. The polygons are

of equal size and equal orientation with respect to patch I. Their form factors

should be different — because the number at‘ pixels onto which each polygon

projects is different for each polygon. However. as the example shows, neigh-
bouring polygons which should have almost equal form factors will produce
values in the ratio 2:1.

The geometry of any practical scene can cause problems with the hemicube

method. its accuracy depends on the distance between the patches involved In
the calculation. When distances become small the method falls down. This
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situation occurs in practice, for example, when an oblect is placed on a support.
ing surface. The errors in fiorrn factors occur precisely in those regions from

which we expect the radloiity technique to excel and produce subtle phenom-

ena such as colour bleeding and soft shadows. liaum er oi. iislfliil quantify the

error involved in form factor determination for proximal surfaces. and demon-
strate the heruicube method is only accurate in contexts where the inner-peed:
distance is at least five paicit diameters.

‘let another hemicube problem ciccurs with light sources. in scenes which the
radiosity method is used to render, we are usually concerned with area sources

such as fluorescent Eights. As intith any other surface In the environment we divide

the light sources into patches and herein lies the problem. For a standard solution

an environment will be dlscreifleed into patches where the subdivision resolution
depends on the area of surface (and the accuracy of the solution required}.

However, in the case or light sources the number of hernicubes required or the

number of patches required depends on the distance front the closest surface it

illuminates. it hemicube operation effectively reduces an emitting patch to a
point source. Errors will appear on a close surface as isolated areas of light if the
light source is insuflicientiy subdivided. with strip lights. where the length to

breadth ratio is great. insufiicient subdivision can give rise to banding or aliasing
artelacts that run parallel Witlt the long axis of the light source. An example of

the effect of insuificient light source subdivision is shcmrn in Figure 11.14.
Hernicube aliasing can. of course. be ameliorated by increasing the rest:-lutlml '

of the herrilcube, but this is ineflicient, increasing the computation required for
all elements in the scene irrespective of whether they are allased by the .

hemicube or not; eitactly the same situation which occurs with conventional
{context independent} anti-aliasing measures (Chapter 14].
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Problems emerge from the approxjination {see the previous chapter}:

-Fl"'Fd.»l.W

The hemicube evaluates a form factor from a differential area - effectively a

point — to a finite area. There are two consequences of this. Figure 11.9 illustrates

a problem that can arise with intervening patches. Here the form [actor from
patch ito patch I is calculated as If the intervening patch did not exist because
patch 1 can be seen in its entirety from the he-micube origin.

Finally, consider the sampling 'eEflcienc}r' of the hernieube- Patches that can
be 'seen’ from the hemiculie in the normal direction are more important than

patches in the horizon clirectlon. i,"l"he3r pru|et:t onto l'l.vEl:l:l.iCl.ll‘.'IIE cells that have

higher delta form iactors.) If we oonsider distributing the computational effort
evenly on the basis of importance sampling then cells nearer the horizon are less

important. an investigation reported in Hart and Irouunan [1993] derives opti-
mal resolution. shapes and grid cell spacings. in this work a top-face resolution

40% higher than that oi the sides and a side height of ?i}% of the width is

suggested. Note that this leads also to a reclucclon in aliasing artefacts caused by
uniform hemtcube cells.

Reconstruction artefacts

Reconstruction artefacts are so called because they originate from the nature of

the method used to reconstruct or approximate the continuous l'al1lO5lt]l' func-
tion from the constant racliosity solution. We recall that raiiiosltjr methods can

only iunction under the constant radiosityr assumption which Is that we divide
the environment up into patches and solve a system of equations on the basis
that the racliosity is constant across each patch.

The commonest approach — bilinear interpolation - is overviev-red in Figure
11.111 Here we assume that the curved surface shown in Figure ll.'i0{a]- will

exhibit a continuous variation in radiosity value along the dotted line as shown.
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The first step in the radiosity method is to compute a constant raclioslty solution
which will result III a staircase approximation to the continuous function. The

radinslty values at a vertex are calculate-:1 by averaging the patch radiositles that
share the trettex (Figure 1l.1Il]{h]}. These are then lnlected into a billnear inter-
polation scheme and me surface is effectitreljr Gourautl shacled resulting in the
piecewise linear approximation {Figure 11.1i1(c}J.

The most noticeable defect arising out of this process is Mach bands which.
of oourse, we also eatperienoe in normal Goutaud shading, where the same inter-
polation method is used. The ‘visual trnpm-tanoe' nl‘ these can be reduced by

using texture mapping but they tend to be it problem in radiosity applications

because many of these exi1.li:lt large area tnextureless surfaces - interior walls in
huhdlngs, for example. Subdivision meshing strategies also reduce the visibility
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of Mach bands because by reducing the size of the elements they reduce the
difference between vertex radiosities.

More advanced strategies involve surfaoe interpolation methods {Chapter 3].
Here the radiosity values are treated as samples of a continuous radiosity func-

tion and quadratic or cubic flézlerrtll--spline patch meshes are fitted to these. The
obvious diificuliies with this approach - its inherent cost and the need to

prevent wanted discontinuities being smoothed out - has meant that the most

popular reconstruction method Is still linear interpolation.

Meshing artefacts ,

One of the most d.|.lfir.1.IIt aspects of the tadiotslty approach, and one that is still

a rnalor research area, is the issue of meshing. in the discussions above we have
simply described patches as entities Into which the scene is divided with the pro-

viso that these should be large to enable a solution which is not prohibitively
expensive. Howesrer, the way in which we do this has a strong bearing on the

quality of the final image. How should we do this so that the appearance of
artefacts is minimized? The reason this is difficult is that we can only do
this when we already have a solution. so that we can see where the problems

occur. Alternatively we have to predict where the problems will occur and sub

divide accordingly. We begin by iooiiing at the nature and origin of meshing
arteiacts.

Fifi!‘ SOHIE T£'l'1'l'llI'lOl‘.".|g}":

I Meshing This is a general term used in the context of ratilosity to describe
either the initial scene subdivision or the act of further subdivision that may

take place while a program is executing. The ‘initial scene subdivision’ may
be a general scene database not necessarily created for input to a radiosity

tenderer. However, for reasons that will soon become apparent It is more

likely to be a preprocessed version of such a database or a scene that has
been specifically created for a radiosity solution.

Patches These are the entities in the initial representation of the scene.
in a standard radioslty solution, where subdivision occurs during the

solution. patches form the input to the program.

I Elements These are the portions into which patches are subdivided.

The simplest type of meshing artetact — a so-called D“ discontinuity — is a dis-
continuity in the value oi‘ the racliosity function. The common sources of such

a discontinuity are shadow boundaries caused by a point light source and objects

which are in contact. in the tonne: case the light source suddenly becomes vis-

ible as we move across a surface and the reoonstniction and meshing "spreads'
the shadow edge inwards the mesh boundaries. Thus the shadow edge will tend
to taint the shape of the mesh edges giving it a staircase appearance. However,

because we tend to use area light sources in radiosity applications the disconn-
nuitles that occur are higher than D“. Nevertheless these still cause visible
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artefaets. Disoontinuities In the tiertvaurrea of the radloeity function occur at
penumbra and umhra boundaries in shadow: in scenes illuminated by area light
sources. Again therets 'inieeEerertce’betweventh:ebourtdarie:tantIihenauh,gi|t'-

ing a characteristic ‘staircase’ appearance to the shadow edges. These are more
diI.‘fit-nit to deal with than D“ discontinuities.

When otlieets are in contact, then unless the intersection boundary ooineidet
withamesh boundary, shadawocl-llghtieaitager-ri]]occt:r."i'heideaisshownto

Figure 11.1] for a simple scene. Here, the room Is divided by a floor-to-ceiling

partition, which does not coincide with patch boundaries on the door. One half
of the room contain: a light souroe end the other is completely dark. Depending

on the position or the patch boundaries, the recortrtruetion will prodooe either
light leakage into the dark region or shadow leakage into the lit region. Figflfl‘-'

13.16 shows the effect of shadow and light leakage for a more compiea stem-

Despite the fact that the representation contains many more patches than we



0346

irltsiiino sriursoies @

require for a conventional computer graphics rendering i-Gouraud shorting) the
quality is unacceptably low.

it should be apparent that iurther subdivision of the scene cannot entirely
eliminate shadow and light leakage — it can only reduce it to an acceptable level.
it can, however. be eliminated entirely by forcing a meshing along the curve of

intersection between objects in contact. Figure 13.13 is the result of meshing the
area around a wall light by considering the intersection between the lamp and

the wau. Now the wall patch boundaries oolocide with the lamp patch bound+

aries eliminating the leakage that occurred before this meshing.

@”r""' ' “' “‘a.i:..'.-...,, strategies

Meshing strategies that attempt to overcome these cietccts can be categorized In
a number of ways. An important distinction can he made on the basis of when

the subdivision takes place:

(1) it priorf - meshing is completed before the rariiosiry solution is Invoked: that

is we predict where discontinuities are going to occur and mesh accordingly.
This is also called discontinuity meshing.

[2] A posterior-i — the solution is Initiated with a ‘start’ rnesh which is refined as
the solution progresses. This is also called adaptive meshing.

as we have seen, when two ohiects are in contact, we can eliminate shadow

and light leakage by ensuring that mesh element boundaries from each obit-ct
coincide, which is thus an H piioii hlrtg.

Another distinction can be made depending on the geometric nature of the

meshing. We can, for example, simply subdivide square patches {non-uniformly}
reducing the error to an acceptable level. The commonest approach to date,

Cohen and Wallace [I993] term this ii--refi nement. iitlternatlireiry we could adopt

an approach where the discontinuities in the radloslty function are tracked
across a surfaoe and the mesh boundaries placed along the discontinuity bound-

ary. A four: of this approach is called r-refinement by Cohen and Wallace [1993]
where the nodes of the initial mesh are moved in a way that equaiiaes the error

in the elements that share the node. These approaches are illustrated corice1:itu-
ally in Figure 11.12.

Adaptive or o porteriori irieshing

The classic adaptive algorithm, called substructuring, was described by Cohen. et
ai. (1936). Reported before the detreloprner-it of the progressive refinement algo-
rithm, this approach was initially Incorporated into a full matrix solution.

Adaptive subdivision prooeeds by considering the radlosity variation at the

nodes or vertlces of an element and subdividing ii‘ the diiference exceeds sortie
threshold.
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Figur|11.12
Enu1'q'Jh:<:uf|'el’n'Ierneu'rl
strategies In pumdmtu.

The idea is to generate an accurate solution for the radioslty of I point fl'Dl1|
the ‘giuhaf redlositles obtained from the lnltial ‘coarse’ patch computation.

Patches are sub-dlvlded lnbn elements. Element-to-patch Eonn factors are calcu-

lated where the relatiernsllip between element-to-patch and patch-tn-patch form
Eactotsisglvenhjr:

I

Fgsfili E Faulty]1-I
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where:

F; is the ionn factor from patch i to patch if

F” is the form [actor from element q of patch I to patch _f

As.» is the subdiviried area of element q of patch i
it is the number of elements in patch i

Patch fiorcrt factors obtained in this way are then used in a standard radiosity
solution.

This increases the number of form factors Etc:-in N at N to M is N. where M is

the total number of elements created, and naturally increases the time spent in
frirrn factor calculation. Patches that need to be divided into elements are

revealed by examining the graduation of the ooarse patch solution. The previ-
ously calculated E-coarse] patch solution is retained and the line element radion-

iies are then obtained from this solution using:
N’

Bir'Et+RtEBtFM I‘-'l»'1rliii

1't'l'IEf-E:

Bi. is the radlosity of element :3

H; is the raciioslty of patch f
PM is ttie element q to patch} fonn factor

In other words, as far as the radiodlty solution is concerned, the cumulative

effect of elements of a subdivided patch is identical to that of the undivided
patch: or, subdividing a patch into elements does not affect the amount of light

that Is reflected by the patch. So after determining a solution for patches. the
radiosity within a patch is solved independently among patches. In doing this,

Equation I1.-t assumes that only the patch in question has been sub-divided into
elements - all other patches are undivided. The process is applied iteratively

until the desired accuracy is obtained. At any step in the iteration we can iden-

titythreestages:

{1} Subdividing selected patches into elements and calculating e]ement-to-

patch form factors.

{2} Evaluating a radiosity solution using patch-to-patch ionn factors.

{3} Determining the element tadlositles from the patch radlosities.

Where stage {2} just occurs for the first iteration. the coarse patch radlosities are
calculated once only. The method Is distinguished front simply subdividing the

environment into smaller patches. This strategy would result in M x iii new form
factors [rather than at x N) and an M x in! system of equations.

Subdivision of patches into elements is carried out adaptively. The areas that
require subdivision are not known prior to a solution being obtained. These
areas are obtained thorn an initial solution and are then subject to a form factor

subdivision. The previous form factor matrix is still valid and the radios-ity solu-
tion is not re-computed.
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Only part of the form factor determination is further discretized and this Lu,
then used in the third phase [detennination of the element radioslties from th.
coarse patch solution). This process is repeated until it converges to the ciesimd

degree of accuraqr. Thus image quality is improved in areas that require more
accurate treatment. An example of tl1.is approach is shown in Figure li.13. Not.

the effect on the quality of the shadow boundary. Figure ll.l-It shows the Same
set-up but this time the light source is subdivided to a lower and higher resulu.

lion than in Figure 11.13. Although the effect. in this case. oi insufficient sub.

division of emitting and J1-on-emitting patches is visually similar, the reasons for

these discrepancies differ. in the case oi non-emitting patches we have change;
In refletted light intensity that do not coincide with patch boundaries. icitg

increase the number oi patches to capture the discontinuity. With emitting
patches the problem is due to the number of hecroicube emplacements per light

source. Here we increase the number of patches that represent the ernitm

because each hemicube emplacement reduces a light to a single source and we
need a suiflclently dense array of these to represent the spatial extent of the

[I] Shape and shadowareeu
donoteorretporvdtoshape
nltheocciwler.
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emitter. In this case we are subdividing a patch {the emitter] over whose surface
the light intensity will be considered unifonn.

Adaptive subdivision can be incorporated in the progressive refinement

method. A naive approach would be to compute the radioslty gradient and sub-
divide based on the contribution of the current shooting patch. However. this

approach can lead to unnecessary subdivisions. The sequence, shown in Figure
HA5 shows the dflfieulties encountered as subdivision, performed after every
iteration, proceeds around one of the wall lights. Originally two large patches
situated away from the wall provide genera] illurnirtation of the ohlect. 'l‘]1is

immediately causes subdivision around the lIght—waii boundary because the
program detects a high diflerence between vertloes belonging to the same
patches. These patches have vettices both under the light and on the wall.
However. this subdivision is not Etne enough and as we start to shoot energy
from the light source itseif light leakage begins to occur. Light source patches
continue to shoot energy in the order in which the model is stored in the data-
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Figure 11.14
'l'he effect of insufficient
subdivision oi u'rt|t.ters.

base and we spiral up the sphere, shooting energy onto its inside and causing

more and more light leakage. Eventually the light emerges onto the wall and

brightens up the appropriate patches. As the fan of light rotates above the light
more and more inappropriate subdivision occurs. This is because the subdivision

is based on the current intensity gradients which move on as further patches are

shut. Note in the final frame this results in a large degree of subdivision in an

area of highlight saturation. These tedunrlant paeches slow the solution down
more and more and we are lnarlverhentijr making things worse as far as execu-
tion time is concerned.

Possible alternative strategies are:

{1} Limit the subdivision by only initiating it aiter every n patches instead 0!
after every patch that is shot.

{2} Limit the initiation of subdivision by waiting until the illumination ii
representative of the expected final Iiistrlhuiion.
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Ji prion‘ meshing

We will now look at two strategies for 9 prior! meshing - processing a seem

before it is used in a radioslty solution.

Hfetutthicofrndiosiiy

Aclaptive subdivision is a special case of an approach which is nowadays known

as hierarchical radiosity. Hierarchical racliosity is a generalization of adaptive

subdivision — a two-level hierarchy - to a subclivision employing a oontinuum uf
levels. The Interaction between surfaces is then computed using a form factor

appropriate to the geometric relationship between the two surfaces. in othq
words, the hierarchical approach attempts, to limit form factor calculation trim
by limiting the accuracy of the calculation to an amount detemtined by the dis.

tance between patches.
l-Iierarchicai radioslty can be embedded In a progressive reiirrenrent approach

making an d‘ postrriorf algorithm: alternatively the hierarciricai subdivision can

be made on an rr prion‘ basis and the system then solved. In what follows we will
describe the ri: prior’! framervork

The idea is easily illustrated in principle. Figure 1r.ra shows a wall patch Iii’
and three small oblects .1. B and C located at varying distances fnzmr W. 'l'ire dis-

tance from W to A is comparable to its dimension and we assume that W has to

be subdivided to calculate the changes in llluorinartion in the vicinity of .4 due
to light emitted or reflected from W. in the case of B we assume that the whole

of patch W can be used. Detaflecl variation of the radiosity in the vicinity of it

due to patch W is not unduly affected by subdividing B. The distance to C, we

assume. is sufliciently large to make the form factor between W and C.‘ corre-
spcmdingly small, and in this case we can consider a larger area on the wall

merging W into a patch four times its area. "thus for the three Interactions we
use either a subdivided W, the whole of W or W as part of a larger entity when

oonslderlng the interaction between the wall and the oblects A, B and C. Note

that this implies not only subdivision of patches but the opposite process -

agglomeration of patches into groups.

The idea, first proposed by I-ianraharr er of. (1991), proposes that if the four:
factor between two patches currently under oorrsideration exceeds a threshold.

then to use these patches at their current size will introduce an unacceptable

error into the solution and the patches should be subdivided. Compared with
the strategy in the previous section we are taidng our differential threshold on!

stage further back in the overall process. Instead of oomparirtg the difference

between the calculated radiosity of neighbouring patches and subdivldittg and
re-caltulatirrg form factors if neoasary, we are looking directly at the form fac-
tors thenrselvu and subdividing until the form factor falls below a threshold.

This idea is easily demonstrated for the simple case of two patches sharing I
corrunorr border. Figure 11.15’ shows the geometric effect of subdivision basedotl

a torn: factrrr threshold. The initial form iactor estimate is large and the patchti
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are subdivided into four elements. At the next level of subdivision only two out

oftdfonnteetorssumntesenoeedflterhreshotdandtheyeresubdlvided. Itis
easily seen from the Iilustration that in this example the pattern oi subdivision
‘homes into’ the common edge.

A hIEI'Il1.'.hI|{3] subdivision strategy starts with an {inttiaii large patch subdivi-

sion of :1 patches. This results in n[n—l].-*2 form factor calculations. Pairs of
paltchestiul: tzannothe used atthis initial levelarethen subdividedas suggested

by the previous figure, the process eontinuirig recursively. Thus each lnittal
patchisrepresentodbyahieta1ch}randHnks.11usuucmrecontainsboththe

geometric subdivision and links that tie an element to other elements in the
scene.A nodeinthehiemtchyrepresentsagroupofelementsarrdelealnodea

SiflgiEElEmHII.T0flHkEfl115PIOCES§I5f35tlEpDGS1b1EflUlIdlHfiflHtE0ffl1E

form factor can he used. For example, the expression inside the integral defini-
tion of the form factor:
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Figure 11.1?

H-Hfldiiifl-%di0ail?= in E lrtiIi.|lpari:I'|t-higltlbrtttfactuor
thegeomelrtceiiect _
of stbdiuision of two

perpeniiic-.Iarpatd1n{afteI'
Hlnrahari er oi. (1991 1}. Suhdivile and calculate theforth factor nfelemenis

Alloy-Ievelaeierrrrttts

coswtoitu
tar"

can be used but none that this does not take into account any occluding patches.

Thus the stages in establishing the hierarchy are:

{1} Start with an initial patch subdivision. This would no-11'naJl3.r use much larger
patches than those required for a conventional solution.

{2} it-ecursively apply the following:

[at Use a quick estimate of the form factor between pairs of linked surfaors.
{bl if this fall: below a threshold or a suhclivisiott limit is reached. llcfllid

their interaction at that level.

(cl Subdttride the surlaces.

It is important to realize that two patches can exhibit an interaction between

any pair of nodes at any level in their respective hierarchies. Thus in Figure i1.tB
a link is shown between a leaf node in patch A and an internal node in patch C.
The tree shown in the figure for .-t represents the subdivisions necessary for its
interaction with patch it and that for patch (3 represents its interactions Wli-ii
some other patch X. This means that energy transferred from A to the intental
node in C is inherited by all the child nodes below the destination in C.
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Comparirtg this formulation '|'Iiill'i the classical full matrix solution we have
now replaced the form factor matrix with a hierarchical representation. This

implies that a ‘gathering’ solution proceeds Erorn each node by following all the
iinlrs from that node and multiplying the radioslty found at the end of the llnlr

by the associated form factor. Because links have, in general, been established at
any level, the hierarchy needs to be followed in both directions from a node.

The iterative solution proceeds by executing two steps on each root node
until a solution has converged. The first step is to gather energy over each
incoming link. The second step, known as ‘pushpulf pushes a node's reflected

radtosity down the tree and pulls it back up again. Pushing involves simply
adding the radiosity at each child node. [Note that since radiosity has units of

poweriunit area the value remains undinrinishod as the area is subdivided.) The
total energy received by an element is the sum of the energy received by It

directly plus the sum of the energy received by its parents. when the leaves are

reached the process is reversed and the energy is pulled up the tree. the current
energy deposited at each node is calculated by averaging the child node contri-
buttons.

in effect this is tust an elaboration of the Gauss-Siedei relaxation method

described in Section 11.3. For a particular patch we are gathering contributions

from all other patches in the scene to enable a new estimate of the current patch.

The difference now is that the gathering process involves following all links out
of the current hierarchy and the hierarchy has to be updated oorrectly with the
bi-directional traversal or pushpull pro-oess.

The above algorithm description implies that at each node in the quadtree
data structure the following information is available:
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gathering and shooting radioslty (ii, and 3:)
emission value {E}
are: [A]

reflectlvitjr (pl
pointer to Four children

pointer to list of {gathering} links {L}

The algorithm itself has a simple elegant structure and following the excellent

treatment given in Cohen and Wallace (1993) can he expressed in terms of the
Eollowtng pseudooode:

while not converged

for all srr.-"firms [ever]: that trade pr]
Gutllerllrrsllpl

for all surfaces
P|rslrl"rrll{p.'lJ'.iJJ

The top level procedure is a straightforward iterative process which gathers all

the energy from the incoming links, pushes it down the structure then pulls the

radioslty values track up the hierarchy.

Gather-Iitrultp) calculates the radiosity absorbed and then reflected at node p_
It is as follows:

Glthelllmlipl

P3: =- 0

for each Hrrir 1. into in

rm: :- 93. + P-Fii'..Fn * Latin)

for etrdr child r ofp
Gatheritndh-1

1-ierer;lstheeiemet1t1tnlsedtoplryL. Fnisthe form Eactor torthls Iinlrandpis

the reflectivltyr of the element p. The redimity at the destinatloilfshooter end oi

the llrrlt is B.. This is oon-Jetted into the reflecterl reciiosity H; at the soureeigvath
eater end of the link by multiplying it by the form factor F... and the reflectivity p.

 .mcan be viewed as a procedure that rlistribtrlres the energy
correctly throughout the hierarchy balaricing the tree. it is as follows:

I-'II.'sIt1’ttJlBrttIut,B.r....:I

lfptsaieafthenflq:-p.E+p.B,+Br..

else B..:-Otfuretschehildrraclerofp

B... :- 3., + (r.A.'p.AJ " PIIttIIPuliladtr.. pl; + Ba...)

pi}. := B...

return IL,

The procedure is Errst called at the top of the hierarchy with the gathered mitos-

ity at that level. The recursion has the efleet of passing or positing down this
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radlosclty onto the child nodes. at each internal node the gathered power is
added to the lrrlrerited power accumulated along the downwards path. When a

leaf node is reached any emission is added Into the gathered radlosity inor that

node and the result assigned to the shooting radiosity for that node. The recur-
sion then unwinds pulling the leaf node radlostty up the tree and performing an
area weighting at each node.

Although hierarchical radiosity is an efficient method and one that can be

finely controlled [the accuracy oi the solution depends on the form factor toler-
ance and the minimum subdivision areal it still suffers from shadow leaks and

jagged shadow boundaries because it suhdivides the environment regularly

(albeit non-uniformly) without regard to the position of shadow boundaries.

Reducing the value of the control parameters to give a more accurate solution
can still be prohibitively expensive. This is the motivation of the approach
described in the next section.

Finally we can do no better than to quote from the original paper, in which
the authors give their inspiration for the approach:

The hierarchical sul:-division algorithm proposed in this paper is inspir-ed by methods
recenlty developed for solving the N-body problem. in the N-body problem, each or the it
particles exerts a force on all the other rt-‘l particles, implying not-i],t2 pairwise
interactions. The fast algorithm computes all the forces on a particle in less than quadratic
time, building on two lrey ideas:

{1} hltnnencai calculations are subject to error, and therefore, the force acting on :. parricte
need only be calculated to within the given precision.

{2} Theioroe due to I cluster niparrlries at aomedlstani polntcan be approximated, within
theglven pcocisi.on.witi'tasingie tetnt—I:iiitlrtgtiowrtorttitetotalrtumberrtfintet'aartions.

Dltconizlnuity rt-nestling

The commonest, and simplest, type of rrp.-"tori meshing is to ta]-'.e care of the spe-

cial case of interpenetrating geometry {IF} as we suggested at the beginning of
this section. This is mostly done semiamanualiy when the scene is constructed
and disposes of shadow and light leakage - the most visible radioslty arteiact.

The tnore general approaches attend to h:igher~order discontinuities. D’ and D’

disoorttinulties occur when an object interacts with an area light source - the
characteristic penumbra-ttrnbra transition within a shadow area - as described

in Chapter 9.
as we have seen, oornmon a pasrehiani methods generally approach the prob-

lem by sub-dividing In the region of discontinuities In the radiosity ftutction and

can only eliminate errors by resorting to higher and higher meshing densities.

The idea behind discontinuity meshing is to predict where the discontinuities
are going to occur and to align the mesh edges exactly with the path of the dis-
continuity. This approach is by definition an rt ,pn'ar|' method. We predict where

the discontinuities will occur and mesh, before inyoldng the solution phase so

that when the solution proceeds there can be no attefacls present due to the
norr-allg:I1I:I1ent of discontinuities and mesh edges.
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FigurI11.19
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N.n|tan1ne[l9I5)}.

To predict the position of the discontinuities shadow detection algcII'1tl'lms an
used and the problem is usually couched in terms of visual events and critim
surfaces. Two types cl visual events can be considered ‘|u"E and EEE. VP. .3.

‘vertex-edge -events occur when a. vertex of a source ‘crosses’ an edge of an

occluding polygon known in this context as a receiver. Figure 11.19 shows tn,

interaction between a vertex oia triangular source and an edge of a rectanguifl
occlude. The edge and vertex together form a critical surface whose intersection

with a receiving surface forms part of the outer penumbra boundary. For ugh
edge of the occlude: a critical surface can be defined with respect to each vertex
in the source. We can also define EV events which occur due to the interaction

of a source edge with a receiver polygon.

‘JE events can cause both D‘ andfl discontinuities as Figures 11.21} and 11.21

demonstrate. Figure lljitlsltowstitecase ofaD' discontinuity. Here there ism;
ccincidencethattheedge oftheoccluder andthesourceareparallelliuotlt venicq

‘J1 aridtfacontritnatetofliepenumbra. Aslthettasrelmitwards frumth-e uinbcraalong
pafltxy,dwvldb}eareeoEthesourcemaeaseslineadyanddiemdim1ceeJduHi;

piecewise linearity or D'discondi1ultles. A D'c11scoI1tlntIlty mused bya VE eventis

shown in Figure 11.21. In this case. a single vertex oi the light source is involved
alongthepathxy-.fiistveh-melouhvaidsfromtheumbrathevislbleareaofthr

source in-:1-eases quadratically and the radiance exhibits D1 discontinuities.
EEE or edge-edge-edge events occur when we have tttultipae occiuders. ‘The

importarttdifferencehere isthat theboundaryotthe penurnbcra-thecriticaicune
-is nolonger a snaight line as it was in the pievious ‘v'Ee:r.a:mples but aconlc.Tl1r

corresponding discontinuities in the radiance function along the curve are D‘. Also
thecriticai surfaceisno longera segmentofa plane hutisa [ruled] quadricsurfadr.

Visual events can occur for any edges and vertlces of any object in the scene.

For a scene with :1 objects there can be Otrfl VF. critical suriaces and Din’) EEE
critical surfaces. Because of the cost and the higher complexity of E events
approaches have concentrated on detecting ‘FE events.
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A sttaiglttfortnrarrl approach try Ntshtta and Naltamae {I935} Ettpllcillj' deter.
min penumbra and untbra boundaries by using a shadow votume approach

For each oh|ect a shadow volume is constructed from each vertex in the light
source. Thus, there is a volume associated with each light source vertex just as 5

it were a point source. The trttersetrtlott of all volumes on the receiving 5U.l'la.|'_'g

forms the umim and the penumbra bourtdatgr is given by the convex hull con.
taining the shadow volumes. An example is shown in Figure 11.22.

We will now desrrlbetn some rtetatl a iaterantt more elaborateapproachh,
Ltschirtsici at at. [1992] to ntisccntlnultgr meslung. This integrates discontinuity
meshing into a modified prcgtenitre refinement structure and deals only with tit
{and EV) events. This particular algorithm is representative in that lt deals mu,

most oi the factors that truust be addressed in a practical tllsmntirtuity meshing
apptuach including handling multiple light sources and reeottstructiott problems,

Idschlnrkl erol. hutld a separate rllscontlnutty mutt for each source, accurnu.
lattng the results into a final solution. The scene polygons are stored as a BSP treg

which means that they can be fetched in frottt-to-back order from a source en.
test. For a source the tllsoorttlnultles. that are due to single VE events are located

as tollows. Figure 11.23 shows a single VI-L event generating a wedge defined by
the vertex and projectors through the end points of the edge. E. The event it

processedbyfetchingtltepolygo1tsintiteon:1erA,BandC.Atsnearertclhe

source than E and is thus not affected by the event. If a ruttace lit and C} facet
the source then the intersection of the wedge with the surface adds a

[3}&n,|ufi-nnttlsnllel hull
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discontinuity to that surfiece. 'i'.he discontinuity is ‘inserted’ into the mesh of the

Sll.1'f&CE..i’i5BICh surieoe is processed itclipsootpartofthewedgetmdthe algo-
rithm proceeds ’down' only the uncflppecl part of the wedge. ‘When the wedge
is completely clipped the processing oci that particular ‘PE event is complete.

The insertion of the discontinuity into the mesh representing the suriace is
accomplished by using a DH tree which itseli‘ consists of two oomponents - at
two-dimensio11aIBSP tree connectirtg into a winged edge data structure iiuiantyla
1988] representing the interconnection of surfsoe nodes. The way in which this
works is shown in Figttre11.2-i for a single example oi‘ a vertex generating three
'41:‘. events which plant three disoontinuityrcritlcal curves on a recetving suriace.
ii the processing order is ct, it. c then the line equation for a appears as the root
node and splitting it into two regions as shown. in. the next wedge to be
processed is checked against region R: which splits into Ru and Ru and so on.



0363

-.-'. .2. .'-..': .1‘ J-

Ray tracing

12.1 The basic algorithm

i2.2 Using recursion to implement ray tracing

12.3 The adventures of seven rays - a ray tracing study

12.4 Ray tracing polygon objects — Interpolation of a nonnal at an
intersection point in a polygon

12.5 Eflicienqr measures in ray tracing

12.6 The use of ray coherence

12.? A historical digression ~ the optics of the rainbow

 

D Introduction - Whitted ray tracing .

In Chapter 10 we gave a brief overview of whltted ray tracing. We will not:
describe this popular algorithm in detail. although it was first proposed In by
Appel [i953], ray tracing is nonnally associated with Whlttedfls classic paper
{I93-D}. we use the term "Nhitted ray tracing’ to avoid the confusion i.hat has
arisen due to the proliferation of adiectives such as ‘eve’, tomato’ and ‘hadr-
ward’ to describe ray tracing algorithm.

Whirled ray tracing is an elegant partial global illumination algoritlun that
combines the following in a single model:

I Hidden surface removal.

I Shading due to direct illumination.

0 Global specular interaction eftects such as the reflection of ob|ects in each
other and refraction of light through transparent oiriecrs.

I Shaciow computation {but only the geometry of hard-ecigecl shadows li
calculated}.

It usually ‘contains’ a local reflection model such as the Pl-song reilectlon roodlii
and the question arises: why not use ray tracing as the standard approach W
tendering, rather than rising a Phong approach with extra algorithms for hidden
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surface removal. shadows and transpatenqr? The immediate answer to this is

cost. Ray tracing is expensive. particularly :lDi' polygon objer.1s because efiecflvely

each polygon is an object to be ray traced. This is the dilemma of ray tracing. it
can only function in reasonable time it the scene is made up of ‘easy’ objects.

Quadric objects. such as spheres are easy, and if the object is polygonal the

number of Eacets needs to be low tor the ray tracer to function in reasonable
time. if the scene is complex {many objects each with many polygons] then the

basic algorithm needs to be burdened with efficiency schemes whose own

cost tends to be a function of the complexity of the scene. Much of the research
into ray tracing in the 19505 concentrated on the efficiency issue. However.

we are iust about at a point in hardware development where ray tracing is a
viable alternative for a practical renderer arid the clear advantages oi‘ the algo-

rithm are beginning to atrettatte use cost penalties. in this chapter we will

develop a program to ray trace spheres. We will then extend the program to

enable polygonal objects to be dealt with.

.112. .

The basic algtnifltm I
'£.EI.T u1$J1 3111 ll_'L—".:l'_-: I

Tracing rays - initial considerations

We have already seen that we trace lnfinlteslmaliy thin light rays through the
scene, following each ray to discover perfect specular interactions. Tracing

implies testing the current ray against objects in the scene —- intersection testing

— to find ii the ray hits any of them. tlind. oi course. this is the source of the cost

in ray tracing - in a naive algorithm, for each ray we have to test it against all

objects in the scene land all polygons in each object}. at each boundary.
between air and an object (or between an object and air) a ray will ‘spawn’ two

more rays. For example, a ray initially striking a partially transparent sphere will

generate at least four rays for the object - two emerging rays and two internal

rays [Figure 10.5}. The fact that we aPP°“°PflItely bend the transmitted ray means
that geometric distortion due to refraction is taken into account. That is. when

we Earth a projected image, objects that are behind transparent objects are appro-
priately distorted. II the sphere is hollow the situation is more complicated -
there are new four intersections encountered by a ray travelling ttuough the

object.

To perform this tracing we tollow light beams in the reverse direction of light

propagation - we trace light rays from the eye. We do this eye tracing because
tracing rays by starting at the light sourcelsi would be hopelessly expensive. This

is because we are only interested in that small subset of light rays which pass
through the Image plane window.

At each hit point the same calculations have to be matte and tltls implies that
the easiest way to impiernent a simple ray ttacer is as a recursive procedure. The

recursion can terminate according to a number of criteria:
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I it always terminal-.es if a ray intersects a diffuse surface.

I It can terminate when a pre-set depth of trace has been reached.

I [t can terminate when the energy of the ray has dropped below a tl'I.l‘e5.|'io]d_

The behaviour of such an approach is demonstrated in Figure 18.11 iCoiou,
Plate}. Here the trace is terminated at recursives depths of 2, 3 and -t and uni‘,
signed pirrels [pixels which correspond to a ray landing on a pure specular 51“;
fans with no diffuse contribution] are coloured grey. liou can see that the 5...‘.

region ‘shrinks into itself‘ as a function of recursive depth.

Lighting model oomponents

at each point P that a ray hits an ob|ect, we spawn in general. a reflected and ;
transmitted ray. also we evaluate a local reflection model by calculating L at that
point by shooting a ray to the light source which we consider as a point. 11;“;
at each point the intensity of the light oonsists of up to three components‘.

I fl local component.

I A contriliufion from a global reflected ray that we follow.

I A oontribution from a global transmitted ray that we follow.

We linearly oombine or add these components together to produce an Intensityio;
point 1'. it is neoessary to include a local model because there may be direct iiiu.
mination at a hit point. However. it does lead to this confusion. The use of a local
reflection model does imply empirically blurred reflection {spread higitllgtmi;

however, the global reflected ray at that point is not blurred but continues to dis
oover any object interaction along an infrnltesimaiiy thin path. This is because we
cannot afford to blur global reflected rays - we can only inflow the ‘central’ ray.
This results in a visual contradiction in ray traced images, which is that the reflec-
tion of the light source in an object — the specular highlight —- is blurred. but the
images of other oiriects are perfect. The reason forthis is that we want oliiectstii
look shiny - by having them exhibit a specular highlight — and Include images of
other ob|ects. Thus most algorithms use a local and a global specular oomporteot.

it is also necessary to account for local diffuse reflection, otherwise we oould
not have coloured obtects. We cannot in ray tracing handle diffuse interaction
as we did in radios-try, This would mean spawning, for every hit. a set of diffuse
rays that sampled the hemispherical set of diffuse rays that occurs at the bi
point on the surface of the obtect. if It happens to be diffuse. Each one of these
raps would have to be followed and may end up on a diffuse surface and a corn-
irlnatorial explosion would develop that no machine oould cope with. This prob-
lem is the motivation for the development of Monte Carlo methods such as pilill
tracing, as we saw in chapter it].

if a ray hits a pure diffuse surface then the trace is terminated. Thus we turn‘.
the situation where the result of the local model computation at each bit point

is passed up the tree along with the specular interaction.
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Shadows

Shadows are easily included in the basic ray tracing aJgoit'ithi:I1. We simply calcu-
late 1., the light direction vector, and insert it into the intersection test part at the

algorithtn. That Is, I. is considered a 3.! litre any other. lfl. intersects any ohlects,
then the point from which I. emanates is in shadow and the intensity oi direct
lllttmination at that point is consequetrtly reduced {Figure l2.l]. This generates

hatrl-edged shadows with arbitrary intensity. The approach can also lead to great
ettpeme. it theteare it tight sources. then we hatnetogenet-atett intersection tests.

We are already spawning two rays per hit point plus a shadow ray, and for it light
sources this becomes in r- zitay-s.1I'uie can see that as the number at light sources

increases shadow computations are quicitly going to predominate since the males

cost at each hit point is the cost of the intersection testing.
in an approach by Hairtes and Greenb-erg [1936] a ‘light buffer’ was used as a

shadow testing acoeietainor. Sltacinw testing times were reduced, using this pro-
cedure, by a factor ofbetween 4 and 30. The method pre-calctrlates for each light
source, a light buffer which is a set of cells or records. geometrically disposed as

two-dimensiunalarraysmtfltesixiacesofacubesunoundingapointflght
source {Figure 12.2}. ‘lb set up this data stnrcttlre all polygons in the scene are

cast or projected onto each face of the cube, using as a projection centre the posi-
tion oi the light source. Each cell in the light buffet then contains it list of poly-
gonsthatcanbeseenfromthehghtsoutceiltedepthocfeachpolygonis

calculated in a local coordinate system based on the light source. and the records
aresoned in ascendingorder ofdepth. This means that foraparticuiartay from

the eye, there is immediately available a list of those object faces that my
occlude the intersection point under oonsicieration.

Shadow nesting reduces to finding the cell through which the sltatiow feeier
ray passes. acoessing the list oil‘ sorted polygons, and testing the polygons in the
list until occlusion is found. or the depth of the potentially oecludhtg polygon

is greater than that of the intersection point [which means that there is no occlu-

sion because the pol}'gonsaIesortedir1depthorder].5torage requitementsate
prodigious and depend on the number or Ilght sources and the resolution of the

sitsJ'l|:"'
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light buffers. {Note the similarity between the light buffer and the radiosti-_p
hemicube described in Chapter 11.]

open from the efficiericy consideration. the main problem with shadows in

whitterl ray tracing is that they are hard edged clue to the point light source
assumption and the light Intensity within a shadow area has to be a guess. This

is, of course. not inconsistent with the perfect specular interactions that result

from tracing a single Inflniresimaily thin ray from each hit point for each type

or interaction. Just as dlstribuined ray tracing (described in Section l0.oi deals

with 'b|urr3i* interaction by oonsidering more than one ray per interaction. so it
implements soft shadow by firing more than one ray towards a (non-point} light
source.

Hidden surface removal

Hidden surface removal is 'automatJr:a||y' lnclutied in the basic ray tracing alp-

rithrn. We test each rage against all objects in the scene for intersection. in am-

etill this will give us a list of ob|ects which the ray intersects. Usually the
intersection test will reveal the distance from the hit point to the intersection

and it is simply a matter ol looking tor the closest hit to Find, from all the inter-

sections, the surface that is visible from the ray-initiating view point. A certain

subtlety occurs with this model. which is that surfaces hidden, from the point of
view of a standard rendering or hidden surface approach. may be visible in in

tracing. This point is illustrated in Figure 12.3 which shows that a surface, hid-
den when viewed from the eye ray direction, can be reflected in the object hfl
by the incident ray.
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Using reourslon to implement ray tracing

We will now examine the working of a ray tracing algorithm using a particular
example. The example Is based on a iamous iruage. produced by Tamer Whirled

in 1981), and it is generally acknowledged as the first ray traced image in com-

puter graphics‘ An imitation is shown in Figure 12.4 [reproduced as a mono-
ci1.rome image here and colour image in the Colour Plate section}.

First some symbolics. At every point P that we hit with a ray we consider two
major components a local and a global component:

HP) -.fiuuI{.P] +i'pnaaLF'.|

=31:-uL{P'J +k-r¢J'EPr}+*raT[PIl

where:

P is the hit point

P. is the hit point discovered by tracingthe reflected my front P
P. is the hit point discovered by tracing the transmitted ray from P
R.‘ is the global reilecticrn coefficient

Jr... Is the global transmitted coefficient

This recursive equation emphasizes that the illumination at a point is made up

out three components, a local component, which is usually calculated using a
Phong local reiiection model, and a global component, which is evaluated by
funding P: and Pr and recursively applying the equation at these points. The
overall process is sometimes represented as a tree as we indicated in Future 10.5.

A procedure to implement ray tracing is easily written and has low code corn-

plexitjr. The top-level procedure calls itself to calculate the reiiected and trans-
m.itted rays. The geometric calculation for the reilected and transmitted ray

directions are given in Chapter 1. and details oi intersection testing a ray with a

sphere will also he found there.
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USING HICUISION TD IMPLEMENT IHIT TIIACING

'I'he haslc control procedure for a ray tracer consists oi a simple recursive pro-
cedure that reflects the action at a node where. in general, two rays are spawned.

Thus the procedure will contain two calls to itself. one for the transmitted and
one for the reflectecl ray. We can summarize the action as:

shootnoy (my strucmre]
Iruemctlau rest

if my Intersects an oblecr
get normal at Intersection point

calculate local lutensity Um]

decmnmt current depth of trace
if depth aftraoe :- I}

calculate and shoot the reflected my
calculate and shoot the refiacteri nay

where the last two llnes imply a recursive call of She-otflayfl. This Is the basic

control procedure. Around the recursive cells there has to be sclrne more detail
which is:

C-llcullte and shoot refletrted ray elaborates as

if object it a reflecting object
calculate reflection tn.-chair arm‘ include In the ray smrchue
Ray Onfiln :- lntmecflon paint

Aitenuate tire my (mulflply the curmrt km by its value at the

previous lmucaflmi
Slto-otln}'{.r.e_flected ray Immune)
if reflected ray Intersects an object

ca-mllirte Gal-ours (kg 1] with Iron;

Calculate and shoot refracted ray elaborates as

If object is a refi-ar.‘tlrt_g object

if ray is entering ablact
aacruuulate refiucfive index
increment number ofalalects that the rcry Is currerrtJ'y
inside

calculate refructlmt vector and include in refruI‘.'I£ti' my
structure

de-ararmulutetveftucniveiirdex
aleaement number of abiem that the ray is cmremly
inside

calculate refiwtlou vector and include in re;|'i-acted ray
simrone

Ray arlgtn := intersection point

Amauau .|'tl_V[lCu,'|
if refiucted ray Intersects cur abfect

combine colours like I} with lam:
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The tag? stnicture needs to contain at least the following information:

Origin of the test.
its direction.

Its intersection point.

Its current colour at the intersection point.
Its current attenuation.

The distance of the intersection point from the ray origin.

The refractive index the ray is currently’ errperiencing.

Current depth of the trace.

Number of ohlects we are currently inside.

Thus the general structure is of a procedure calling itself twice for a reflected and

refracted ray. The first part of the procedure finds the ohlect closest to the tag

start. Then we find me normal and apply the lor:a.l shading model. attenuating
the light source intensity if there are any ohiects between the intersection porn;
1' and the ohiect. We then call the procedure recursively for the reflected and
trertsmitted ray.

The number of recursive invocations of Sho-otRay{] is controlled by the depth
of trace parameter. If this is unity the scene is rendered lust with a local refl-tr;.

tion model. To disoovet any reilections of another ohiect at a point P we need 1

depth of at least two. To deal with transparent objects we need a depth of at least

three. {The initial ray, the ray that travels through the object and the emergent
rant have to he followed. The emergent ray returns an intensity from atryohjert
that It hits. ,1

"The adventures of seven rays — it ray tracing study

Return to Figure 12.4. We oonsider the way in which the ray tracing model worth

in the oontext of the seven pixels shown highlighted. The scene itself consists

of a thin walled or hollow sphere, that is almost perieclzhr transparent, together
with a partially transparent white sphere, both of which are hosting above the
ubiquitous red and yellow chequerhoard. Everywhere else in ohiect space is 1

blue hackgrotutd. The object properties are surnmarieed in Table 12.1. Note that
this modelallows us tosetlhto adifferent value front lo.-the sourceof thermon-

tratllction mentioned in Section 12.1.2; reflected rays are treated differently
depending on which component (local or global) is being considered.

Consider the rays associated with the pixels shown in Figure 10.4.

Roy 1'

This ray is along a direction where it specular highlight is seen on the highlil
transparent sphere. hecause the ray is near the minor direction of L. the contri-

button from the specular oonttpocrtent to limit!) is high and the contribution!
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Eran1.i:..n;P.}Islnw. Forth1sob]acth.theInut1dlfl'I.IsenoeEfic|enIIslnw{1t1s
mmupucdbyl-mmpanmqnhmluflhnmglimmmspeumkwflowuu,
notefltuflrelocalcunuibuflunmlydnmlnatesuvwavuysmfllareaufflusun

E1ceoftheob]ect.AJmnnhethaLasweruveaJ:endymenfloned,IhehlghlighI
stmtfldnnlbespreaiflmfiweleflflaanncupyingaslngleplxnelitwnuldnotbe
vlslblm

Rayl

Mmmtflunmwasmy I exceptthutthespaculalhlglfllghtapptanmthelnside

wafloffl1eho1luwspheIe.1hlspa1flcuJarmydenmn:hztesanmheraocepted

mmlnnymdngfifiacflwlyflwnyfiommgligrntmwhthmuglaflmspmn

Mthuutrefmcflngtthnt Is.wesimpl}':ompareI.wi1hthelocaJvalue nflhnd

IgnorethafuctthatwearenmH:1:1deasphcre].1hismeansthatthespecI:laI
hlghflghtisinfllemmgpoilfionbmwesimptyameptflsnbacausewahawnu

innllfivrexpachflunnlthaecnrrectposifionmywayweumpljraooeptutube
l3DI'lEl'.'L

Ra'_v3

Raysalsohltsthethln-w:i1edsphere.'l11e1ocaIm1m1bnflannafllflIsw1ththe

hofluwsphercareuluarldthepredomlnantmnulbuflonisthechaquelhoalfl.
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This is suhiect to slight distortion due to the refractive etfect of the sphere wa1|,_

The red [or yellow: ooiour oomes from the high in In ii.=...[l'] where P15 a pub“
on the chequerboard. It... and in. are zero for this suriace. Note, however. that “.5
have a mix of two chequetboards. One is as described and the other is the sum,

imposed reflection on the outside surfaoe of the sphere.

Roy 4

Again this hits the thin-walled sphere, hot this time in a direction where the db.
tance travelled through the glass is Slg?i'iJ.fii:il.i1t{t]1atI5,i'lDnl}F travels through the

glass it does not hit the air inside) causing a high refractive effect and making
the ray terminate in the blue background.

Roy 5
This my hits the opaque sphere and returns a significant contribution from 'I‘]|_g

local oompooent due to a white its (local). at the Eirst hit the global reiiected rap
hits the chequerboard. Thus there is a mixture of:

ivltite (from the sphere‘: diffuse component}

red.-‘yvellcrtv (reflected [root the ch-equerboard}

Roy 6

This ray hits the chequerhoard initially and the ooiour comes completely iron
the local component for that surface. However, the point is in shadow and this
is discovered by the intersection of the my I. and the opaque sphere.

Roy‘ J’

The situation with this ray is exactly the same as for lay 6 except that it is the
thin walled sphere that intersects L. Thus the shadow area intensity is not

reduced by as much as the previous case. Again we do not oonsider the recursive

effect that I. would in fact experience and so the shadow is in effect in the wrong

place.

Flay tracing polygon objects - interpolation of a normal at an
intersection point in it polygon

constraining a modelling primitive to be a sphere or at best a quadric solid it
hopelessly restrictive in practice and in this section we will look at my traraiig
polygonal ob|ects. Extending the above program to cope with general polygon
obiects requires the development of an intersection test for polygons {see Section
1.4.3] and a method oi‘ calculating or interpolating a normal at the hit point!"-
We remind ourselves that the polygonal iacets are only approxirnations to I

curved s-uriace and, |ust as in Photo; shading we need to interpolate. troro tht
vertex nonnais, an approximation to the surface norrnai oi‘ the ‘true’ surface ihll
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Interpolation plane

the facet approximates. This entity is required for the local illumination compo-
men: and to calculate reflection and refraction. Recall that in Phortg interpola-
tion (see Section 6.32] we used the two-dimensional compont of screen space

to interpolate, pixel by’ PIXEL scan line try scan line, the normal at each pixel
projection on the polygon. We interpolated three of the vertex normals using
two-dimensional screen space as the Interpolation basis. How do we interpolate

from the vertex normals in a ray tracing algorithm. bearing in mind that we are

operating in world space? One easy approach is to store the polygon
normal for each polygon as well as its vertex normals. We find the largest of its
three oomportents xv, yr... and z... The largest component identifies which of the
three wand coordinate plan the polygon is closest to in orientation. and we

can use tins plane in which to interpolate using the same interpolation scheme

as we ernployed for Phortg inlaecrpolatiort [see Section 1.5}. This plane is equiva-
lent to the use of the screen plane in 1'-‘hung interpolation. The idea is shown in
Figure 12.5. This plane is used for the interpolation as follows. We consider

the polygon to be represented in a coordinate sjtsterrt where the hit point P is

the origin. We then have to search the polygon vertices to Emd the -edges that

cross the ‘medium’ axis. This enables us to interpolate the appropriate vertex
normals to End N. and Ne front which we find the required no-rrrral ill, (Figure

12.6}. Having found the interpolated normal we can calculate the local illumi-

nation component and the reflected and the refrac-ted rays. Note that because we

iign-e12..ti
fintllngrninterpoirted
Iflnhiltlhltpoitti.
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are ‘randomly’ interpolating we lose the efficlency advantages of the Phoni
interpolation. which was incremental on a pbteJ by pixel, scan line by scan ling
basis.

We conclude that in ray tracing polygonal objects we incur two significant
costs. First, the more overwhelming cost is that of intersection testing each poly.
gun in an obiect. Second, we have the cost of Finding an interpolated normal on
which to base our calctdations.

__ _ ._._—.:"'.i =5“. .—_-.._:,~'_j_;:-_'__-I_'_-.-"_': _—_‘..3'.'__ -—.3 _&;'.1._‘.'_' '_;i_r'_— _i'_'_'. '22:;

Efficiency measures in ray tracing

Adaptive depth control

The trace depth required in a ray tracing program depends upon the nature or
the scene. A scene containing highly reilective surtaces and transparent object;

will require a higher maximum depth than a scene that consists entirely of
poorly reflecting surfaces and opaque objects. (Note that if the depth is set equal
to unity then the ray tracer functions exactly as a conventional renderer. which
removes hidden suriaces and applies a local retlection modei.}

it is pointed out in Hall a.rtd Greenberg {I983} that the percentage oi‘ a scene
that consists of highly transparent and reflective surfaces is. in general. small and
it is thus inefficient to trace every ray in a maitlmum depth. Hall and Greenberg

suggest using an adaptive depth control that depends on the properties of the
materials with which the rays are interacting. The context oi the ray being traced
now determines the tennination depth. which can be any value between unity
and the maximum pre-set depth.

ltays are attenuated in various ways as they pass through a scene. When a ray
is reflected at a surface, it is attenuated by the global specular retlection cuefli~
cient for the suriace. When it is refracted at a surface, it is attenuated by the

global transmission ooeflicient for the surface. For the moment, we consider
only this attenuation at surface intersections. A ray that is being examined asa
result or backward t-racing through several intersections will nralte a contribution
to the top level ray that is attenuated by several of these coefficlents. any con-

tribution from a ray at depth ii to the colour at the top level is attenuated by the

product of the global co-etticients encountered at each node:

klho . . kn-I

If this value is below some threshold, there will be no point in tracb-ig further.

in general. of course. there will be three colour contributions {REE} for each
ray and three components to each of the attenuation ooefiicients. Tl'iu.s when
the recursive procedure is activated it is given a cumulative weight parameter
that indicates the final weight that will be given at the top level to the colors

rctumed for the ray represented by that procedure activation. The correct weigiil
tor a new procedure activation is easily calculated by taking the cumulative

weight for the ray currently being traced and multiplying it by the reflection til
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transmission ooefflcient for the stuface intersection at which the new ray is
being created.

Another way in which a ray can be anenuated is by passing for sortie distance
through an opaque material. This can be dealt with by associating a transtttlt-

tance coeificient with the material oornposlrtg an ob|ect. Colour values would
then be attenuated by an amount determined by this coeiftciertt and the distance
a ray travels through the material. it simple addition tn the intersection calcula-

tion in the ray tracing procedure would allow this feahire to be incorporated.

The use of adaptive depth control will prevent, for example, a ray that ini-

tially hits an almost opaque oblect spawning a transmitted ray that is then
traced through the object and into the scene. The Intensity returned from the

scene may then be so attenuated by the initial ohiect that this computation is
obviated. Thus, depending on the value to which the threshold is pte-set, the ray
will. in this case. be tenninated at the first tilt.

For a highly reflective scene with a maximum tree depth of 15, Hall and
Greenberg report [1983] that this method results in an average depth oi‘ 1.?'l.

giving a large potennal saving in image generation time. The actual saving

achieved will depend on the nature and distribution of the objects in the scene.

First hit speed up

In the previous section it was pointed out that even for highly retlective scenes,

the average depth to which rays were traced was between one and two. This fact
led Weglrorst et trl. {I98-ll to suggest a hybrid ray tracer. where the intersection

of the initial ray is evaluated during a pteprooessing phase. using a hidden sur-
face algorithm- The implication here is that the hidden surface algorithm will be

more elticierrt than the general ray tracer for the iirst hit. we-ghotst et at. {I93-il

suggest executing a modified Z-buffer algorithm, using the same viewing pa-

rameters. Simple modifications to the Z-buffer algorithm will matte it produce,

for each pixel in the image plane. a pointer to the obiect visible at that pixel. Ray
tracing, incorporating adaptive depth control then proceeds from that point.

Thus the expensive intersection tests associated with the first hit are eliminated.

Bounding objects with simple shapes

Given that the high cost of ray tracing is emlredtled irt intersection testing. we
can greatly increase the efficiency of a recursive ray trade: by making this part oi

the algorithm as eflicient as promote. an obvious and much used approach is to
enclose the object in a 'simple' volume ltnowrt as a bounding volume. initially

we test the ray for intersection with a bounding volume and only it the ray
enters this volume do we test for intersection with the object. Note that we also

used this approach in the operation -of culling against a view volume [see

Chapter oi and in collision detection {see Chapter 1?].
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Figure 12.?
lhree dlterent bounding
volumes, gohg from M in
(:1. The oornpleaiiy mil.
of the I:rnt.I'ttIng vttit.trI1e
inelnsu togeihervuilit
its erttioshg eilicienrzy.
{a} circiet. {spheres} as
bouncing valuntrts;
{bl recimaio that-tori
as houndhg violuitte-3;
it-J fl¢iII'*9|!i their!)
at any orielttaiion.

Two properties are required of a bounding volume. First, it should have a sun.

pie intersection test —- thus a sphere is an obvious candidate. Second, it should
efficiently enclose the object. In this aspect a sphere is deficient. if the obieci [5
long and thin the sphere will contain a large void volume and many rays um
pass the bounding volume best but will not intersect the object. A Iectangula,
solid. where the relative dimensions are adjustable. is possibly the best Sliitplg

bounding volume. {Details of intersection testing of both spheres and boxes are
given in Cltapber 1.}

The dilemma of bounding volumes is that you cannot allow the ocimplexity
oi the bounding volume scheme to grow too much, or it obviates its own pm.

pose. Usually for any some, the cost of bounding volume calculations will be
related to their enclosing efficiency. This is easily shown conceptually. Fig-urg

12:! shows a two-dimensional scene containing two rods and a circle represent.

lng complex polygonal obiects. figure 12.?[a} shows circiu {spheres} as boom.
ing volumes with their low enclosing eflicienqr for the rods. Not only are the

spheres inefficient, but they intersect each other, and the space occupied by
other objects. Using boxes aligned with the scene axes [axis aligned bounding

boxes, or A.il.lilis] is better (Figure 12.?i'bil but now the voiume enclosing the

sloping rod is inefficient. For this scene the best bounding volumes are homes
with any orientation {Figure 12.}"[C.'ii: the cost of testing the bounding volumes
Increases from spheres to bcores with any orientation. These are ltnown as Oliiis.

Weghorst et ai. (1984) define a 'void* area, of a bounding volume, to be the
differenoe in area between the orthogonal protections of the object and bound-

ing volume onto a plane perpendicular to the ray and passing through the

origin of the ray [see Figure 12.8). They show that the void area is a function of

obiect, bounding volume and my direction and define a cost function for an
intersection test:

T=it"B+i'l

where:

T is the total oust function

it is the number of tbnes that the bounding volume is tested for intersection

is is the cost of testing the bounding volume for intersection
i is the number of times that the item is tested ior intersection [where is: it]

I is the cost of testing the item for intersection

e® —% —
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It is pointed out by the authors that the two products are generally Interdepen-
dent. For example, reducing B by reducing the complexity oi the bounding

volume will almost certainly Increase i. A quanrltive approach to selecting the

optimum of a sphere. a rectangular parallelepiped and a cylinder as bounding
volumes is given.

Secondary data stn.tctI.|nes

Another common approach to efficiency in intersection testing is to set up a

secondary data structure to control the lrrtersection testing. The secondary data

structure is used as a guide and the primary data structure — the oblect database
— is entered at the most appropriate polnt.

floundlrrg-voiurneliienirc.i‘i.ie:l

A common eirtension to bounding volumes, lirst suggested by Rubin and

W1-titted {I960} and rlltcussed in 1tlI'eghorstetrrl.[1'9ii«I;|.ls to attempt to impose

a hierarchical structure of such volumes on the soerie. If it is possible, ohlecls in
close spatial proximity are allowed to term clusters, and the clusters are them-

selves emrloseri in bounding volumes. For example, Figure 12.9 shows a con-
tainer (ai with one large object [hi and four small oinects (er, Ca. Ca and C4} inside

it. The tree represents the hierarchical relationship between seven botsridary

extents: a cylinder enclosing all the ohiecta. a cylinder enclosing lb}. 3 cylinder

enclosing (ca, cs. Ci. I31} and the bounding cylinders for each oi these objects. A

tag! traced against bounding trolunies means that such a tree is traversed from me
topmost level. A ray that happened to intersect cr in the above example would.

of course, be tested against the bounding volumes for cr, cz. C3 and c._. but only

because it intersects the bounding volume representing that cluster. This exam-

ple also demonstrates that the nature of the scene should enahte reasonable
clusters of adlacent objects to be selected, it substantial savings over a non-
hierarchical bounding scheme are to he achieved. blow the intersection test is

lrrrplentented as a recursive proous. descending through a hierarchy. only from
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those nodes where intersections occur. Thus a scene is grouped, where possihi;
Into ob|ect clusters and each of those clusters may contain other group; as
objects that are spatially clustered. ideally, high-level clusters are enclosed In

bounding volumes that contain lower-level clusters and bounding volume;
-Clusters can only he created it’ ohlects are sttfficiently close to each otbu_

Creating clusters of widely separated objects obviates the process. The potential
clustering and the depth of the hierarchy will depend on the nature of the scene:

the deeper the hierarchy the more the potential savings. The disadvantage
of this approach is that it depends critically on the nature of the scene. Also,

considerable user Investment is required to setup a suitable hierarchy.
Bounding volume hierarchies used in collision detection are discussed in

Chapter ll’. Although identical in principle, collision detection requires efficient
testing tor intersection between pairs of bounding volumes. rather than ray.‘

volume basting. DEE hierarchies have proved useful in this and are dnescriheriin
Section 115.2.

Tttetocofspotfolcoitercnce

Currently, spatial coherence is the only approach that looks like making ray troo-

ing a practical proposition for routine image Synthesis. For this reason it is dis-
cussed in some detail. O-hiect coherence in ray tracing has generally been

ignored. The reason is obvious. ll-y its nature a ray tracing algorithm spawns rats

of arbitrary direction anywhere in the scene. it is ditficult to use such ’random'

rays to access the object data stnscture and efficiently extract those objects in tilt

path of a ray. Unlike an image space scan conversion algorithm where. to! exam-
pie. active poiygons can be listed, there is no a prion’ information on the

sequence of rays that will be spawned try an initial or view ray. Naive ray u-sol?!

algorithms execute an exhaustive search oi all objects after each hit, perhaps
modified by a scheme such as ho-uncllng volumes, to oonstrain the search.

The idea behind spatial oolterence schemes is simple. The space occupied lit
the scene is subdivided into regions. Now. rather than check a ray against 311

ob|ects or sets of bounded ohiects. we attempt to answer the question: is lit!
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region, through which the ray is currently travelling, occupied by any objects?
Either there is nothing in this region, or the region contains a small subset oi the

objects. This group of oblects is then tested for intersection with the ray. The size
of the subset and the accuracy to which the spatial occupancy of the obiects is

determined varies, depending on the nature and number of the obiects and the

method used for subdividing the space.
This approach, variously termed spatial ooherence, spatial subdivision or

space tracing has been independently developed by several tvorlters. notably
Glassner £1984}, Kaplan (1985) and Fuiimoto er rrl. l193t‘-,'I. All of these

approaches involve pre-processing the space to set up an auxiliary data structure
that contains information about the object occupancy of the space. Ilays are

then traced using this auxiliary data structure to enter the ob|ect data structure.

Note that this philosophy {of pre-processing the obfect environment to reduce
the computational work required to compute a view] was First employed by

Schumainer cl‘ nl. [1969] in it hidden surface removal algorithm developed for
flight simulators [see Section 6.6.10}. in this algorithm, ob|ex:ts in the scene are

clustered into groups by suhdlvldirrg the space with planes. The spatial subdivi-

sion is represented by a binary tree. any view point is located in a region repre-
sented by a leaf in the tree. An on-line tree traversal for a particular view point

quickly yields a depth priority order for the group clusters. The Important point
about this algorithm is that the spatial subdivision is computed off-line and an

auxiliary structure, the binary tree representing the subdivision, is used to deter-
mine an initial priority ordering for the obiect clusters. The motivation for this

'iilfDIli'. was to speed up the on-line hidden surface removal processing and enable
image generation to work in real time.

I3lssatisi'actlon with the bounding volume or extent approach. to reducing

the number of ray object intersection tests, appears in part to have motivated the
development oi spatial coherence methods {Kaplan 1935]. one of the ma|or
objections to bounding volumes has already been pointed out. Their ‘err-‘it-iency'

is dependent on how well the object fills the space of the bounding volume. A

more fundamental oblection is that such a scheme may increase the efficiency

of the ray—oh|ect Intersection search. but it does nothing to reduce the depen-
dence on the number of oblecrs in the scene. Each ray must still be tested against

the bounding extent of every object and the search time becomes a function of
scene complexity. also, although ma|or savings can be achieved by using a hier-
archical structure ot bounding volumes, considerable investment is required to

set up an appropriate hierarchy, and depending on the nature and disposition of
oi:-|ects in the scene. a hierarchical description may be diflicult or impossible.
The major innovation of methods described In this section is to make the ten-

dering time oonstant {for a particular image space resolution} and eliminate its
dependence on scene complexity.

‘The various schemes that use the spatial coherence approach differ mainly In
the type of auxiliary data structure used. Kaplan 11935] lists six properties that a

practical ray tracing algorithm should exhibit If the technique is to be used in

routine rendering applications. Kaplarfs requirements are:
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ii) Computation time should be relatively independent of scene complex.
ity {number or objects in the envirortuztent. or complexity of indium.
ual obiectsl, so that scenes having realistic levels oi‘ complexity can 5,
ren.-d.et'od.

Per ray time should be relatively constant. and not dependent on the origin
or direction of the ray. This property g't;Iarat'ti'ee5 that overall computation
time for a shaded image will be dependent only on overall image resolution

(number of first-level rays traced) and shading effects [number or Serum].

level and higher level rays traced}. This guarantees predictable performance

for a given image resolution and level of realism.

Computation time should be 'rational’ and ‘Interactive’ [within a fee,-
minutes} on affordable processor systems.

The algorithm should not require the user to supply hierarchical chino;
descriptions or object clustering information. The user should be able to
combine data generated at different times, and by different means. intoa
single scene.

[5] The algorithm should deal with a wide variety of primitive geometric types,
and should be easily extensible to new types.

{6} The algorlt1't|:t:t's use of coherence should not reduce its applicability to
parallel processing or other advanced architectures. instead, it should be
amenable to implementation on such architectures.

Kaplan summarizes these requirements by saying. ‘in order to be really usable. it
must be possible to trace a large number of rays in a complex ertvlronment in I
rational, predictable time, fora reasonable cost’.

Two related approaches to an auxiliary data structure have emerged. ‘mete
involve an octree representation iFu|i.moto at oi‘. 1936; Giassner 198.4] and a data

structure called a B5? (binary space partitioning]. The ii»!-P tree was originally

proposed by Fuchs {liiatli and is used in Kaplan (1935).

liseofunncntreinraytrodng

ilnoctreeiseechapterzi isarepresentationocftheoisjectsinascene titataiiows
us to exploit spatial coherence - objects that are close to each other in space are
represented by nodes that are close eoeach other in the octr-ee.

when tracing a rays instead of doing intersection calculations between theirs
and every oi:-|ect in the scene. we can now trace the ray from subregion to sub-
region in the subdivision of occupied space. For each subregjon that the II?’

passes through, there will only be a small number of oblectt [typically one or
tvroi with which it could intersect. Provided that we can rapidly find the node
in the octree that corresponds to a subtegion that a ray is passing through. ‘H
have immediate access to the objects that are on, or close to. the path of the ray.

Intersection calculations need only he done for these obiects. if space has been
subdivided to a level where each suhregion contains only one or two ohiecb.
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then thenumberofineersection tests required for a region is small and does not
tend to increase with the eontpiesitjr oi the scene.

Trocidng a ray using on octree

in order to use the space subdivision to determine which objects are close to ‘a

ray, we must determine winch subregion of space the 1'3? passes through. This
involves tracking the ray lrito and out or each subregion in its path. The main

operation required during this process is that of finding the node in the octree.
and hence the region in space. that corresponds to a point ix, 1', z].

The overall tracking process starts by detecting the region that corresponds to

the start point of the ray. 'I‘he ray is tested for intersection with any obiects that
lie in this region and if there are any intersections, then the first one encoun-

tered is the one required for the ray. Ii there are no intersections in the initial

region. then the rap must be tracked into the next region through which it
passes. This is done by calculating the intersection of the ray with the bound+

aries of the region and thus calculating the point at which the rent leaves the
region. A point on the ray a short distance into the next region is then used to

find the node in the octree that corresponds to the next region. Any ohiects in

this region are then tested for intersections with the ray.'i1‘ie process is repeated
as the ray tracirs from region to region until an Intersection with an object is
found or until the ray leaves occupied space.

'i'he simplest approach to Ending the node in the octree that corresponds to

a point (1, y, 1] Is to use a data structure representation of the octree to guide the
search tor the node. Starting at the top of the tree, a simple comparison of cool-

dinates will determine which child node represents the subregion that contains
the point is, y, .21. The subregion, corresponding to the child node, may itself

have been subdivided and another coordinate comparison will determine which

of its children represents the smaller suiiregion that contains ix, y. 2). The search
proceeds down the tree until a terminal node is reached. The maximum number

of nodes traversed during this search will be equal to the niaxlrnum depth of the
tree. Even for a laid]! fine subdivision of occupied space, the search length will
be short. For example. it the space is subdivided at a resolution of 102.4 x 1024 x

I024. then the octree will have depth 10 i- logaililcl.-t x I024 x idztii.

Sofarwehavedestrribod a simpieapproach totheuseotan octree represen-

tation of space occupancy to speed up the process of tracking a ray. Two vana-
tions of this basic approach are described by Glassner [1984] and Fujimoto er oi.

(1985). Giassrier ducribes an altematlve method for Ending the node in the
octree corresponding to a point int. y. 2). in iact, he does not store the structure

of the o-ctree explicitly. but accesses lnforrnation about the voirels via a hash

table that contains an entry for each voxel. The hash table is accessed using a
code number calculated frotn the ix. 1', all coordinates of a point. The overall ray

necking process proceeds as described in our basic method.
in I-'u|lrtioto er oi. [1986] another approach to tracking the ray through the

vosets in the octree is described. This method eliminates floating point multi-

plications and divisions. To understand the method it is movement to start by
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ignoring the octree representation. We first describe a simple data structure mp,
reserttation of a space subdivision called SEADS [Spatially Enunaerated iituxllial,
Data Stnzcturel. This involves dividing all of occupied space Into equally stud
voxels regardless of occupancy by objects. ‘the three-dimensional grid obtain“
in this way is analogous to that obtained by the subdivision of a tum

dimensional graphics screen into pixels. Because regions are subdivided regs;-g,

less of occupancy by objects, a SEADS subdivision generates many more young

than the octree subtllvislon described earlier. it thus involves ‘unnecessary-
demands for storage space. However. the use of a SEAD5 enables very fast rm}.
log of rays from region to region. The tracking algorithm used is an extension gf

the DDA (Digital Differential Analyzer} algorithm used in two-dlmensionn
graphics for selecting the sequence of pixels that represent a straight ling
between two given end points. The DDA algorithm used i:I't two-clintensiomi
graphics selects a subset of the pixels passed through by a line, but the algorithm,

ll2l.'l easily be modified to find all the pixels touching the line. Fu|intoto er aL
{I986} describe how this algorithm can be extended into thJ'e:ewdirrsensit:-mi

space and used to track a ray through a SEAIJS three-dimensional grid. The

advantage of the '3D-DEM.’ is that it does not involve floating point multiplies.

tion and division. The only operations involved are addition, subtraction and
oomparison. the main operation being integer addition on voxei coordinates.

The heavy space overheads of the complete 51‘-.ai)S structure can be avoided

by returning to an octree representation of the space subdivision. The 3D-DB5

algorithm can be modified so that a ray is tracked through the voxeis by tra-
versing the octree. in the octree, a set of It-cigltt nodes with it common parent

node represents a block of eight ati|acent cubic regions forming a 2 tr 2 .'I'. 2 grid.
‘When a ray is tracked from one region to another within this set. the 3D-DD).

algorithrn can be used without alteration. if a ray enters a region that is not rep-

resented by a terminal node in the tree. but is further subdivided. then the sub-
reglon that is entered is found by movirig down the tree. The child node

required at each level of desoent can be discovered by ad|usting the control vari-

ables of the DDA. from the level above. it the 3D-DDA algorithm tracks a ray out

otthez :2 nzregioncurrentiybeingtraverseonhentheoctreemust betra-

versed upwards to the parent node representing the complete region. The SD-

DDA algorithm then oontinues at this level, tracirlng the ray within the set of
eight regions oontainlng the parent region. The upward and downward traver-
sals of the tree involve multiplication and division of the DDA oontroi Varllblti

by 2. but this is a cheap operation.
Finally. we summarize and compare the three spatial coherenoe methods by

listing their most important etliclenty attributes:

I Dctrees: are good for scenes where occupancy density varies widely -

regions of low density will be sparsely subdivided. high density regions will
be finely subdivided. However, it is possible to have small obiects in tars!

regions. Stepping tron: region to region is slower than with the other two
methods because the trees tend to be unbalanced.



0384

smctsticr ivioisuass ii-I IWI‘ reaction (53)

I SEADS: stepping is taster titan an ottree but massive memory -costs are

incurred by the secondary data structure.

In BSD: the depth of the tree is smaller than an octree for most scenes because

t‘l‘I.l‘.' tiff ii balanced. Udlffi lJtvM'iC]'lE'S -Eflfi DE 5i‘iC|i't, Eli’ VET}? IDIIE fi'.':Il' l.'E.!;iDil.S
of high spatial occupancy. The memory costs are generally lower than those
of an octree. Void areas will tend to be smaller.

Iiay space subdivision

In this unique scheme, suggested by stud and Kirk user}. Instead of subdivid-

ing object space according to occupancy, ray space is subdivided into five-
dimensionai l-typercubit: regions. Each hypercube in five-dimensional space is

associated with a candidate list oi obiects for intersection. That stage In object
space subdivision schemes where three-space calculations have to be invoked to

track a ray through object space is now eliminated. The hypercube that contains

the ray is found and this yields a complete list of all the obiects that can inter-
sect the ray. The cost of the intersection testing is now traded against higher

scene pre-processing complexity.
it ray can be considered as a single point in five-din-tensions] space. It Is a line

with a three-diniensionai origin together with a direction that can be specified
by two angi-es in a unit sphere. instead of rising a sphere to categorise direction,

ariro and Kirk {I981} use a ‘direction cube‘. {This is exactly the same tool as the
light iiuirct utctiity i-ituttct tutti cit-ectthctg uses) - tcc scctimt 12.1.:-..i it tag is

thus specified by the 5-tuple [.t, y, z, it, v], where x, y, z is the origin of the ray
and it, It the direction coordinates; together with a cube face Label that indicates

which face of the direction cube the ray passes through. Six copies of a five-

dinienslonai hypercube [one for each direction cube iaoei thus specify a collec-
tion oi‘ rays having similar origins and similar directions.

This space is subdivided according to object occupancy and candidate lists are

constnicted for the subdivided regions. it ‘hyper-octree’ — a fivodimenslonal
analog of an octree - is used for the subdivision

To constnict candidate lists as i‘rv'e-dimensional space is subdivided, the three-

dimenslonai equivalent of the hypercube must be used In three-space. This is a
"tie.an1’ or an unbounded three-dimensional volume that can be considered the

union of the volume of ray origins and the direction pyramid ionned by a ray on-

gin and its associated direction cell {I-‘igtn-c 12.11)]. Note that the beams In three»
space will ct.-etywhctc itttetscct each other, t-thctcst their hypercube equivaleznts in
five-spacedo-not lntersect.This lsttiecnixocithemethod-thefive-spacecan be

subditrided and that tuiitiivisicut can be acitcivcti using binary partitioning.
However. the construction of the candidate lists is now more difficult than with

ob|ect space subdivision schemes. The beams must be intersected with the bound-
ing volumes oi objects. Arvo and Kirk {I937} report that detecting polyhedral

intersections is too costly and suggest the approidrnation where bearns are repre-

sented or bounded by cones interacting with spheres as object bounding voiunies.
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"The use of ray coherence

Up to now we have considered a ray to be iniinitesirttaiiy thin and looked at efii.
ciency measures that attempt to speed up the hash: algorithm. it is easy to see
that a major sourceoi inetlicienqr that we have not touched on until now is the

lack of use oi ray coherence. Ti-us simply means that ii the ray tracing algjuritlun
generates a ray lot each pixel and separately traces every Such 1'8)’ Wt‘: are taking
no account whatever of the tact that adjacent initial rays will tend to follow

the same path. We will now look at ways in which we can ‘broaden’ a ray into 1

geometric entity.

Hecltberi. and Hanrahan [193-ii exploit the coherence that is available from
the obrsenration that, for any scene, a particular ray has many neighbours each

of which tends to follow the same path. Rather than tracing single rays, then,

why not trace groups of parallel rays. sharing the intersection calculaiiorts caret
a hundie of rays? "1111: is accomplished by recursively applying a version or the
Weiiemithercon hidden suriace removal algorithm {Weiler and Jitherton 191?}.

The Weller-Atherton algorithm is a proiection space subdivision algorithm

involving a pcrelintinary depth sort of polygons iolicrwed by a sort of the frag-
ments generated by clipping the sorted polygons against each other. Finally.
recursive subdivision is used to sort out any remaining ambiguities. ‘this

approach restricts the objects to be polygonal, thus destroying one of the impor-

tant advantages of a ray tracer which is that different ob|ect definitions are eas-

ily incorporated due to the separation of the bttersection test from the ray iIat:ct.
The initial beam is the viewing frustum. This beam or btu-idle of rays is traced

through the environment and is used to build an intersection tree, different
from a single ray tree in that a beam may intersect many surfaces rather than
one. Each node in the tree now contains a list of suriaees intersected by the
hearts.

The procedure is carried out in a transfonned coordinate system called tit!
beam coordinate system. initially this is the view or eye coordinate system-

Beams are volumes swept out as a ttvo-dimensional polygon in the .::y plane it
translated along the 2 ads.
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iieiiectlon {and reit-actionl are modelled by calling the beam tracer recur-

sively. A new beam is generated for each beam—ob|ect Intersection. The cross-
section of any reteieeted beam is defined by the area of the polygon clipped by
the incident beam and a virtual eye point {Figure 12.11 i.

Apart froth the restriction to polygonal ob-sects the approach has other disad-
vantages. learns that partially intersect oblects change into beams with complex
crow-sections. A cross-section can beoome disoonneetecl or may oontain a hole

{Figure 12.12). Another disadvantage is that retraction is a non-linear phenome-

non and the geometry of a refracted bearn will not be preserved. Itettacttort
therefore, has to be approximated using a linear transfamtatlon.

Anmher approach to beam tracing is the pencil technique of Shlnya er tri.

{I931}. In this method a pencil is formed from rays called ‘para:ria1raj.rs'."i‘hese
are rays that are near to a reference ray mlled an axial ray. 1!. pa:-aerial ray is DEP-

teaented by a four-dimensional vector in a coordinate system associated with the
axial ray. Pataxial approximation theory, well known in optical design and elec-

tromagnetic analysis. is then used to trace the parental rays through the envi-
ronment. This Ineans that for any rays that are heat the axial tap. the pencil
transformations are linear and are 4 at -t- matrices. Error analysis in panslial
ti-teonr supplies functions that estimate errors and provide a constraint for the

spread angle of the pencil.
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Figure 12.13
Itayooherence: the name!
the previous raycar: be used
to puedictthe htersections
oithe current ray.

The 4 at 4 system matrices are detennined by tracing the axial ray. All :5,

paraxial rays in the pencil can then be traced using these matrices. The paw“

approitimation theory depends on surfaces being smooth so that a paraxlai up
does not suddenly diverge because a surface discontinuity has been Eflfflflfltm
This is the main disadvantage of the method.

An approach to ray coherence that exploits the similarity between the jump

section trees generated by successive rays is suggested by Speer er all. (191361. Tm,

is a direct approach to beam tracing and Its advantage is that It exploits my
coherence without introducing a new geometrical entity to replace the ray. 1]“
idea here is to try to use the path [or intersection tree) generated by the pre-trio“,
ray, to construct the tree for the current ray [Figure 12.13]. As the construcfim

of the cunent tree proceeds, information from the corresponding branch of the»
previous tree can be used to predlct the next ob|ect hit by the current ray. ‘rm,

means that any ‘new’ intenrening object must be detected as shown in Hgtu-g

12.14. To deal with this, cylindrical safety cones are constructed around each ray
in a ray set. A safety zone for ray": is shown In Figure 12.15. Now if the cur-rem

ray does not pierce the cylinder of the corresponding previous ray, and this ray
tntersetts the same object, then it cannot intersect any new intervening ohfiem

If a ray does not pierce a cylinder, then new intersection tests are required as in
standard ray tracing. and a new tree that is difierent from the previous tree, jg.
constnicted.

In fact, Speer et at. [1986] report that this method suffers from the usual corn-

putationai cost paradox — the increase in complexity necessary to exploit the my
coherence properties costs more than the standard ray tracing as a function of
scene complexity. This is despite the fact that two-thirds oi the rays helrtaiie

coherently. The reasons given for this are the oo-st of maintaining and pierce-
checltlng the safety Lj|'l.l.fI.Cl.El'S,. whose average radius and length decrease as a

function of soene complexity.

RIF.
3|!’-4
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A historical digression — the optics ofthe rainbow

Many people associate the term ‘ray tracing‘ with a novel technique but. in fact.

it has always been part of geometric optics. For example. an early use of ray mic-
lng in geometric optics is found in Ilene Descartes’ treatise. |:n.Ii:rlIshed In 163?,

explaining the shape of the rainbow. From experimental observations involving

a spherical glass flask filled with water. Dreicarhes used ray tracing as a theoreti-

cal frarneworic to explain the phenomenon. Descartes used the already known
iaws of reilectiou and refraction to trace rays through a spherical drop oi water.

Iiajrs entering a spherical water drop are refracted at the first air-water inter-
race, internally reflecied at the water-air interface and Finally refracted as they

emerge from the drop. As sh-mm in Figure 12.16, horizontal rays enterlrlg the
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TI‘aCi‘|g ray; through a
spherical water drop
{ray 7 is the Descartes ray).

emerge at an increasing angle with respect
maximum the angle of the exit ray is a func-
ay above the horizontal diameter. This trend

when the behaviour reverses and the angle
y decreases. This ray is known as the Descartes

continues up to a certain ray,
between the incident and exit Ia

ray. and at this point the angle
rays close to the Descartes ray
centratton of rays around the

rays that makes the rainbow visibIe_
Figure 12.1? demonstrates the form

away from the sun sees a rainbow to
of such rays form a -12"

between the incident and exit rayls 42°. incident

ation of the rainbow. An observer looking
rmed by '42” rays from the sun. The paths

‘hernicone’ centred at the observers eye. {An interesting
erver has his own personal
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figure 12.1?
'Fon'rIa.l:iDI'| of a rainbow. -----:--'-'-'-r~“.r'r='w-ah.-rut‘:-vrr.l:r.-a-5:-=1a.:r:=r.=rI-.:i:é4;11

This early, elegant use of ray tracing did not. however, explain that magical
attribute of the rainbow — colour. Thirty years would elapse before Newton dis-

covered that white light contained light at all wavelengths. Along with the fact
that the refractive index of any material varies for light of different wavelengths,

Descartes’ original model is easily‘ extended. About 42° is the maximum angle for
red light, while violet rays emerge after being reflected and refracted through
40°. The model can then be seen as a set of concentric hernicones, one for each

wavelength, centred on the observer's eye.

This simple model is also used to account for the fainter secondary rainbow.
This occurs at 51‘ and is due to two internal reflections inside the water drops.



0391

'- 73'¢I'|'et";‘=i*':'+!:"=§l’: ="':"-‘5!1‘3i"'W '

ende-ringVolume

13.1 Volume rendering and the visualization of volume data
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Wllntroductiofn I.

Volume rendering means rendering or visualizing voxel-based data. In Chapter
2 we introduced data representation techniques that are based on labelling all
voxels in a region of obiect space with object occupancy. We saw that in appli-
cations where large homogeneous ohiects may occupy hundreds or thousands of
voxels we may impose a hierarchical structure, such as an octree, on the data.
On the other hand, in applications like medical imaging a data structu re may he
a vast three-dimensional array of voxels that emerges from a scanner. In this
chapter we consider visualizing such large unstructured sets of voxels.

in the last decade or so a new discipline, ‘v'iSC, or Visualiration in Scientific
Computing, has emerged. One of the major application areas in this field is the
visualization of scalar functions of three-spatial variables. such data, prior to the
availability of hardware and software for volume rendering. was visualized using
Traditional’ techniques such as iso-contours in cross-sectional planes. The
advent of volume rendering has meant that the data can be considered as a com-
puter graphics object and all three dimensions displayed. Scalar functions of

stress, for example.

A voxel volume is produced either by a mathematical model, such as in com-
putational fluid dynamics, or the voxels are collected from the real world as in



0392

mreooucnon @

medical imaging. Visualization software generally treats both types in the same

way. The major practical distinction between different data sources is the shape

of the volume element. in medical imagery the voxels are rectangular or cubic.
in other applications this may not he the case. in the example shown in Figure

13.] (Colour Plate} the volume elements were wedge shaped, that is, a cylinder

divided up in a ‘slice of cake’ manner.

Medical imaging has turned out to he one of the most common applications

of volume rendering. it has enabled data. collected from a tomographic system

as a set of parallel planes, to be viewed as a three-dimensional computer graph-

ics object. The material in this chapter is mostly based on this particular appli-

cation. Although certain context-dependent considerations are necessary, the

medical imaging problem is quite general and any strategy developed for this

will easily adapt to other applications.

ln medical imaging three-dimension data are available from stacks of parallel

LT {computed tomography) data. These systems reconstruct or collect data in sets

of planes according to some particular property, the original modality being the

it-ray absorption coefficient at each point in the plane. The basic medical system

enables a clinician to view the iniorntafiorl in each plane. With visualization the

entire stack of planes is considered as volume data and rendered accordingly.

A very simplified illustration of a tomographic imaging system is shown in

Figure 13.2. From this we should note that information is sampled in many two-

dimensional planes of zero thickness. ‘Joxel values are inferred from these data.

The data exhibit the characteristic that the resolution within a plane (typically

512 x 512.] is much greater than the resolution between planes. Scans are typically

taken at distances of the order of I15 cm. These data are then interpreted as a set
of voxels where each voxel exhibits an X-ray absorption coefficient and it is this

data set that is volume rendered. Currently the systems that reconstruct the

tomograms, which are used routinely for diagnosis, and the systems for volume

visualization are separate — a point we return to in the next section.

One of the most remarkable proiects in medicine is the Visible Human Project

-[I993]. This is a 15 gigabytes voxel data set (male) and 40 gigabytes {fernalei _

consisting of MRI, X-ray CT and anatomical images obtained from cadavers. The

initial aim of the visible Human |"ro|ect was to acquire transverse CT, MRI and

cryosection images of a representative male and female cadaver at an average of

1 mm intervals. The corresponding transverse sections in each of the three

modalities were to be registered with one another.
The Visible Human Male data set consists of axial MRI images of the head and

neck and longitudinal sections of the rest of the body were obtained at 4 mm

intervals. The MRI images are 256 x 256 pixels is 12 bits resolution. The or data

consist of axial CT scans of the entire body taken at 1 mm intervals at a resolu-

tion ot 512 x 512 pixels 3-: 12 bits. The axial anatomical images are Zllrle x 1216

pixels x 2,4 bits, These are also at I, mm intervals and coincide with the CT axial

images. There are 13?! cross-sections for each mode. CT and anatomical.
The Visible Human Female data set has the same characteristics as the male

cadaver with one exception. The axial anatomical images were obtained at 0.33
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mm intervals instead of 1 mm intervals to enable cuiric voxels. This resulted in

over SEIDD anatomical images.

The long-term goal of the proiect is stated as:

The Visible Human Project data sets are designed to serve as a common reference point for
the study of human anatomy, as a set oi common public domain data for testing medical
imaging algorithms, and as a test bed and model for the construction of image libraries
that can be accessed through networks, The data sets are being applied to a wide range of
educational, diagnostic, treatment planning, virtual reality’, artistic, mathematical and
industrial uses by over moo licensees in 41 countries. But key issues remain in the
development of methods to ltnl-'. such image data to text-based data. Standards do not
currently exist for such linkages. Basic research is needed in the description and
representation of image-based structures, and to connect image-based structural-
anatomical data to text-based functional-physiological data. This is the larger. long-term

goal of the "-"isible Human Proiect: to transparently link the print library of functional-
physioiogical knowledge with the image library of structural-anatomical knowledge into
one unified resource of health info-rmatlon.

:" -II'l':‘au.-I-h'.il.:Ht£l':"\‘:5'!-I-L‘s'4'a‘Jml!E!I@J$INEIIlH!t3I1:ili!a*I';IWsT-Uiflflf-fitilsllWI--‘-I‘54--5%.‘!
Volume rendering and the visualization of volume data

The basic idea of volume rendering is that a viewer should be able to perceive

the data volume from a rendered proiection on the view plane. in medical imag-

ing we may want to view a surface, or the volume. or just part of the volume.

Thus we view the extraction and display of ‘hard’ surfaces that exist in the
data as part of the volume rendering problem. In many cases we may have a

volume data set from which we have to extract and display surfaces that exist

anywhere within the volume. Rather than bounding surfaces of an oblect, we

may be dealing with an obiect that possesses many ‘nested’ surfaces - like the

skin oi‘ an onion. if such surfaces are extractable by some unique property then

we can render them visible by-rnal-ting them 100% opaque and all other data in

the volume 100% transparent.

We will now extend the medical example and consider techniques lor visual-

izing the stack of CT slices as a three-dimensional volume of data. All of the tech-

niques described in this chapter apply to most volume data. They are more or

less completely general. it is simply easier to consider the different possibilities

in the context of a particular application area.

as we mentioned previously, our reconstmcted CT data consist of a number
of infinitely thin slices or two-dimensional arrays, where the inter-slice distance

is. in practice. greater than a pixel dimension within the slice. To turn this stacl:

into a regular three-dimensional array of cubic voxels we have to invoke some

form of interpolation. We can then consider the various possibilities, or modes

of displaying this volume data.

For any application. because we are dealing with volume data. the options avail-

able are much greater than with rendering the surface oi an object; and the par-

ticular mode of display will depend on the applications. The nature of these

requirements and also the nature of the data determines the algorithm that is used.
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The three basic options available for displaying a volume data set on a two.
dimensional display surface are:

{1} To slice the data set with a cross-sectional plane. This is clearly the easiest

option and is trivial if the plane is parallel to one of the coordinate planes

or‘ the volume data set. it is also the least ambitious as it effectively displays
only two dimensions of the data.

To extract an obiect that is ‘known’ to exist within the data set and render

it in the normal way. Thus an internal organ of a body can be displayed in

isolation iust as if it had been dissected. This implies, first, that the object

can be segmented from the remainder of the data and, second, that the

segmented form can he converted into a computer graphics representation.

To assign transparency and colour to voxels within the oblect then view the

entire set from any angle. This is usually lcnown as volume rendering.

alternatively in medical applications it is sometimes called a oomputed X-
ray as it is analogous to a conventional X-ray. in other words it is possible

to generate a computed X-ray from any viewing angle, including angles that
may be physically impossible with conventional X-ray equipment. as well

as having freedom to select any viewing angle we can also change the

opacities in any way we require.

Currently, the main application of the visualization of volume data is in medical
illustration — in the form oi interactive atlases for medical education, medical

research, surgical planning and computer graphics research. For diagnostic appli-

cations clinicians appear to prefer examining the original tomographic slices

side by side. This is due in part to inadequacies in the process that, as we shall

see, involve interpolative methods which may interfere with the integrity of the

original data. For example, in the second method — extracting an obiect from the

data — small holes in a surface may be filled in.
The connection with medical illustration is reinforced by the fact that many

quality issues can be resolved in the original data collection stage - the scanning
of the body - but there are usually limits associated with this. in the case of X-

ray Cl‘ scanning, the X-ray dosage received by the patient is a function of the
resolution, both in terms of the spatial resolution within the reconstruction

plane and the number of planes collected. To increase the resolution means sub-

jecting the patient to a higher li-ray dosage which is already higher than that for

a conventional X-ray. This has meant that the high quality imagery has been

generated from data obtained irom cadavers.

The development oi medical atlases from volume data sets has led to a vari-

ety of creative combinations of the above three display options. Examples of
common combinations are shown in Figures 13.3 (Colour Plate). The first two

examples show an extracted obiectlsjl embedded in a transparent surround oi the

skull. The extracted structures have heen turned into computer graphics obfects

and rendered normally. They are then effectively re-embedded in the three-

dimensional data volume which is displayed with the surrounding voxels set to
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some semi-transparent value. The semi—transparent voxels can be set to grey

scale — to simulate an K-ray —or any desired oolour. This can be effected simply

by using method 3 and setting the obiect vo:-tels to be opaque, but a better result

is normally obtained, at least for the purposes of medical illustration. by render-
ing the obiects of interest conventionally. The motivation of this type of illus-

tration is obvious - it highlights the obiect and orients it with respect to the
body or skin. Another popular combination [the second two examples] is to cut

away a rendered version of the skin to show internal organs as a cross-section

positioned within a three-dimensional model. Here, the organs are assigned an

appropriate pseudo-colour simply to highlight their shape. Such colours can be
‘pure’ false colours that identify or label the structure of interest and they can
relate to the values associated with the voitels on some understood basis. A stan-

dard hue circle set of colours could reflect the value of the absorption coefficient,

for example.

The overall idea of volume rendering is shown in Figure 13.4 as a ray casting

algorithm which shows a volume data set. represented as a cube, rotated into a

desired viewing orientation and intersected by a bundle of parallel rays - one for

each pixel. {Tlte term ‘ray casting‘ is used to distinguish the method from ray

tracing — in this context the rays continue as a parallel bundle through the vol-

ume instead or’ diverging after a hit.) Such an approach is a useful conceptual

starting point; in practice, there are many different ways of implementing this

approach. We will now discuss the following general options and considerations

with respect to such an algorithm:

I Wltait properties of the data do we want to see in the image

plane? We may want to see the external boundary surface as it shaded

object. in medical imagery this would be the skin surface and this implies
that we have to ‘find’ this surface and shade it. [n the ray casting case this

would simply involve terminating the ray when it strikes the first non—zero

voxel, evaluating a surface normal for the voxel and applying a local

shading model. Alternatively we may want to visualize an internal object

and shade it. in medical imagery we might want to see bone structure

underneath the sicinfflesh layer. This implies that we have to extract such a

suriace for the data set before we can render it as a computer graphics object.

we may want to move a cross-sectional cutting plane through the data as

shown in Figure i3.—ilb] and view the contents of the intersection of the

cutting plane with the data as it moves. We may want to see both bones,

such as the rib cage. and the organs contained within. This could be

accomplished either by rendering the bones as opaque so that the viewer

sees the organs through the gaps in the bones. or by rendering the bones as

partially transparent. Other possibilities are easily imagined. We could

compose a projection that, for each pixel, was the maximum data value

encountered along the ray. it less obvious mode is to display the sum along

each ray path. This will then give an image analogous to a conventional it-

ray, giving us the facility of being able to generate a lvirtual} X-ray-type
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Fisure 13.4 image from viewing angles that would be impossible with conventionalta} Volume renderhg by l t.
tasting parallel rays from equ Pmen

“ch pm; (arts; law I What is the relationship between the reality and the data? Our
:[l99l.'I}}. Eblusing planes volume data set will consist, in general, of a three-dimensional array of
Pirillfil 1° ‘*1? *5!" WWW points, representing a three-dimensional sampling of the reality. This rnavconstruct a view volume of

the ma at he a very large data set, say 512’. We associate the single sample with the
entire voxel volume. just as a sample in two-dimensional image processing is
associated with a square pixel extent. But what does that single sample
represent? Here, the simpler case to consider is binary occupancy. We assume
that the voxel resolution is fine enough that any voxel contains only a single
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material, or it contains nothing. Alternatively, we could oonsider that a

voxel contained a mix of materials. In medical imagery it may be that

the physical extent of a voxel corresponds to a region which straddles both
bone and tissue. Do we consider the value of a voxel to he oonstant

throughout its extent, or do we consider that the value varies throughout?

it the latter, what model do we use to interpolate the variation between

neighbouring voxels?

What are the implications of voxel size? Unlike conventional

surface rendering, where we have a definition associated with an obiect for

each pixel, it is likely that the proiection of a voxel extent onto the image

plane will occupy many pixels.

We will now look at these considerations in greater detail.

_ '  +Eg-¥&'.'T-&?.1'-."----4.. '2-;l..-'.-r..'.' -..'=|.-i.- i,‘,"i¢|-::,§.*!Lln!-t‘.-’!J.éll.id"..';.ifl2'L'.'a|.'-'.5»¥fs :','a\.".‘&'.‘_,".‘-.0‘.-'-:' '.--1..

‘Semi-transparent gel’ option

The most general viewing option is somehow to give a viewer the facility to see

all the data. No voxel is considered completely opaque and all the data are there-
fore seen. The physical analogue is an ohiect that is made of different coloured

transparent gels. All other options can be considered a particularization of
this method. Each voxel is assigned a colour, (2, and a transparency, or.

The colour associated with the material type can be chosen ‘aesthetically’. in the
Cl‘ example, white could be chosen for bone and the transparency would he

made proportional to density so that bone could be made almost completely
opaque.

We then cast a ray from each pixel into the data volume which has been

rotated into the desired viewing orientation and perform a compositing opera-
tion, This aocumulates a resultant oolour and opacity for that pixel. The process

is like considering the volume to he made up of a semi-transparent gel of differ-

ent colours and opacities. it is as it behind the volume we had diffuse white light

and we are looking into it from the front side. The process is analogous to tak-

ing a conventional X-ray of the volume in the viewing direction; but now we are

transmitting parallel beams of light through a volume whose opacity relates to

tissue density and displaying the result.

in clinical application at the Johns Hopkins Medical institution, Ney et at.
(1990] state:

The images generated using this unshaded rendering process are reminiscent of a
conventional radiographir: image. These images are parts-.:ularly usefut for examining bony
abnormalities. The bones are semi-transparent and therefore internal detail is visible. as
well as surface detail. Unfortunately the unshaderl technique does not work well for
imaging soft tissue. The high variability of bone density causes the unshaded algorithm to
produce the perceived detail. Soft tissue attenuation values are con fined to a far narrower
spectrum, making it more difficult to separate, for example, a vessel or node from aciiace in
muscle.
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Thus we see that this visualization involves a number of steps:

(1) Classify each voxei in the original data and assign desired colour and
opacity values.

(2) Transform the [now classified) volume data into the viewing direction.

(3) For each pixel cast a ray and find, by oompositing along the ray, a colour for
that pixel.

We now describe each of these steps separately.

Voxel classification

Considering the more general case of a voxel containing more than one tissue

type. a typical classification scheme was introduced by Drebln et oi. [1988] [for
the particular case of X—rav CT data]. in this scheme voxels are classified into

four types according to the value of the X—rav absorption coefficient. The types
are: air, fat, soft tissue and bone. The method is termed ’probabllistic classifica-
tion’ and it assumes that two, but not more than two, materials can exist in a
voice]. Thus voxeis can consist of seven types: air, air and fat, fat. fat and soft

tissue. soft tissue, soft tissue and bone, and bone. Mixtures are only possible
between neighbouring materials in the absorption coefficient scale - air. for
example, is never adiacent to bone.

The classification scheme uses a piecewise linear ‘probability function {Figure
13.5}. Consider a specific material assigned such a function. There will exist a

particular CT number that is most likely to represent this material [point A
in Figure 13.5{a]J. Points Bi and B2 represent the maximum deviation in C1‘

number from point A that is still considered this material. any CI‘ number less
than B; or greater than B; and contained within the limits defined by -:1‘. and C:
is classified as a mixture of ’neighbouring' materials. A complete scheme is
shown in Figure 13.S[b]. Voxels are assigned (R, G, 3, ct] values according to some

Figure i3.$
ii.-iatefial classification in CT
data {due to Drebin at (Ii.

(F93-5]}. (a) Trapezoid
classiiication function
[or one material.

{in} Classification functions.
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scheme and if a mixture of two materials is present in a voirel the two colours

are mixed in the same proportion as the materials.

Translorrning into the viewing direction

Theoretically a simple process, this step produces difficulties. A simple illustra-

tion of the viewing process is shown in Figure 13.6. In general, the data volume

can be rotated into any desired orientation and when pixel rays are cast into the

rotated volume this Involves a resampling operation and aliasing has to be con-
sidered. Cine of the main options in the overall construction of a volume ren-

dering algorithm is the way in which this transformation is perfonneci and its
position in the order of the three stages described in Section 13.2.

in the CT example it is only useful to rotate about the 2 axis [spinal rotation)
and about the .1: axis {somersault rotation}. This means that the rotation of the

volume can he performed by rotating two-dimensional planes perpendicular to
these axes.

Compositing pixels along a ray

The simplest compositing operation {Figure 13.?) is the recursive application of
the formula:

Coui=C-'mIf‘l-o]+-i‘.To.

where:

Ca... is the accumulated colour emerging from a voxel
Cm is the accumulated colour into that voice}

ct is the opacity of the current voxe]
C is the colour of the current voxel

Note that this form is just an extension of the over operation defined in Section

6.6.3 for compositing two images. The direction implied by cunt and Chi is from

back to front with respect to the view plane. That is, we start the operation with

the voxel furthest from the view plane.
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The ray comp-ositing
operation.
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\
Can C'-

Ca.u=C'-.i|-I1l+Cei

lt does not matter in this model where the light comes from. We simply note
that any light exiting from the voxel of interest along the viewing direction has
the colour of that voice] plus the product of the incoming light and {I — at}. There
are elaborations that can be made on this simple model. For example. u. should
in reality be a vector quantity since it will differ according to the R, G or Ii com-

ponent of the colour of the voxel. The effect of this operation is to make voxels
with high o. values predominate, obscuring voxels that are behind them and
being made visible through voxels in front of them.
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@ Semi-transparent gel plus surfaces

if we assume that opaque surfaces are present in the data volume then we sup-
plement the previous scheme with a shading scheme, and present the surfaces

as part of the display according to the various options that we described in
Section 13.1. Assuming that a Voxel can contain part of a surface we can evalu-
ate a normal, and a shading component is calculated as a function of this nor-

mal and the direction of the illuminating source. This shading component can
then replace (2 in the compositing operation.

The shape of surfaces is now perceived in the normal way as the lighting
model enhances the details in the surface. Various options now emerge. We
can display iust those voxels that contain, say, bone together with its surface
shape detail. visible through a fuzzy cloud of soft tissue. Bone can then be made

completely opaque or still be given an opacity so that detail behind the bone is
still visible.
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P. surface is detected by evaluating a normal using the volume gradient. The

oomponents of this normal are:

N. = R(rr+l, y, 2] - R[Jr—1, y, z)

N, = Rix, _1.-+1, z) - ittjx, y—1_. z)

N;=R[.rr, y, z+1) —R(.rr, y, 2-1}

where for each voxel, R is evaluated by summing the products of the percentage

of each material in the iroxe] times its assigned density. it a material is homoge-
neous these differences evaluate to zero and the voice] under consideration is

deemed not to contain a surface segment. This scheme is illustrated diagram-
matically in Figure 13.8.

The presence of a surface is quantified by the magnitude of the surface nor-
mal - the target this magnitude the more likely it is that a suriace exists. The

magnitude or ‘strength’ of the surface [lNl] can be used to weight the contribu-

tion of the shaded component. No binary decision is taken on the presence or
absence oi‘ a surface. rt. normaliaed version of the surface normal is calculated

and can then be used in a shading equation such as the Phong reflection model.

We should hear in mind that this technique is purely for the purposes of visual-

ization. It has absolutely no relation to physical reality. We assume that each

N:

Is a surface present?
Evaluate the gradient N‘ihfl

Shade the surface

incorporate in
ray oornpositing

Make opaque and
set all other vortela

to transiparent
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voxel has an uninterrupted view of die light source even though it may be
buried in the middle of a volume.

The localness of this operation means that it is sensitive to noise. This can be

diminished by reducing the localness. in the above fonuula the gradient is eval-

uated by considering six neighbouring voxels. We can extend this to IE or even
24 voxels.

We have shaded surfaces by calculating the interaction of a normal of the voxel

containing the surface with a light source. Then the surface shape detail becomes.

visible. We can either incorporate the shaded surface in the semi-transparent gel

model or we can make the surface opaque and remove all voxels that do not con-

tain a surface. This makes the first surface the ray hits the surface that is seen by

the viewer. These options are indicated schematically by Figure 13.3.

it is important to realize that the surface detection is local and is evaluated for

single voxels. No decision has to be taken about the existence or otherwise of a

surface if the shading component is included in the semi-transparent gel model.

This is important in medical applications where clinicians are {rightly} suspi-

cious of methods where binary decisions on the existence of a surface are made.
There are, however, applications where such an approach - explicit extraction of
an (assumed) continuous surface — is desirable, as we describe in the next section.

Explicit extraction of isosurfaces

lf the volume data is such that ii is known to contain continuous isosurfaces,

then these surfaces can be explicitly extracted and converted into polygon mesh

structures and rendered in the normal way. Such an approach finds one or more

appropriate polygons for each voice! and produces a continuous set of such poly-

gons from the set of voxels comprising the surface.

So why go to the trouble of finding a polygon mesh surface when we can find

and shade surfaces in the volume by using the density gradient? Cine of the

motivations is that conventional rendering techniques can be used if the surface

is represented with conventional graphics primitives and volume rendering then

reduces to a preprocessing operation of surface extraction.

The technique used is known as the marching cubes algorithm reported by

Lorenson and Cline (1987). An actual surface is built up by fitting a polygon or

polygons through each voxel that is deemed to contain a surface. A voxel pos~

sesses eight vertices and if we assume at the outset that a voxel can sit astride a

surface. then we can assign a polygon to the voxel in a way that depends on the

configuration of the values at the vertfces. By this is meant the distribution of

those vertices that are inside and outside the surface over the eight vertices of

the cube. If certain assumptions are made, then there happens to be 256 possi-

bilities. From considerations of symmetry these cases can be reduced to 15 and

these are shown in Figure 13.9. The final position and orientation of each poly-
gon within each voxel type is determined by the strength of the field values at

the vertlces. A surface is built up that consists of a normal polygon mesh and the
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difference in quality between rendering such a surface and effecting surface
extraction by appropriate zero-one opacity assignment in volume rendering is
due to what is effectively an inferior resolution in the volume rendering method.
in the volume rendering method a surface may exist somewhere within the
voxel. The opacity of such a yoxel is set to one and the information on the posi-
tion and orientation of the surface fragment is reduced to the surface

nomial. in the marching cubes algorithm the surface fragment [or fragments] is
positioned and oriented accurately within the Iroxel — at least within the limita-
tions of the interpolation method used. However, explicit surface extraction
methods sometimes make errors by making the assumption that a surface exists

across neighbouring voxels. They can lit a surface over what in reality are neigh-
bouring surface fragmenfi. In other words. they make a binary decision that may
be erroneous. Another problem with the marching cubes algorithm is the sheer
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volume of primitives that can be generated. This can run into millions where

many primitives project onto the same pixel.
Figures 13.10 {Colour Plate) and 13.11 (Colour Plate) compare the two main

approaches for rendering an object of interest. The original data are 23 planes of

X-ray C1" data with a 512 III 512 resolution in each plane. Figure 13.10 shows a

skull rendered using the marching cubes algorithms. The second illustration

(Figure 13.11} is exactly the same data but this time they are rendered using a

volume rendering algorithm with the bone opacity set to unity. Although it may
not be too apparent in the reproductions, the marching cube version appears to

be of higher quality or resolution — this is an illusory consequence of the algn.

rithm; it is accessing the same data but creating an explicit computer graphics

model of one or more polygons pet vorrel. The volume rendering algorittun is

simply assigning normals to each voxel based on local information.

41.‘!-cl&lfi.$Ffi-£4Tm Pi-e‘.#uE.'-'. .:nJ-u'_.&iP:\ré."¥E:|a.!liv'£I.E-.*.u1.b.':  hi%$:1E§W3" Structural considerations in volume rendering algorithms

There are many options in setting up a volume rendering algorithm. As we have
seen. the process of viewing a volume data is conceptually simple involving as it

does the rotation of the volume into the viewing orientation, then ray casting
(or an equivalent operation] into the volume to discover a suitable value for each

pixel. The main research thrust in volume rendering arises out of the importance

of efficient hardware implementation. interactivity and animation are impor-

tant in most application areas because of their contribution to the interpretation

of the data. Because we are generally dealing with very large data sets — routinely

in the order of 5123 - the relationship between the algorithm design and avail-

able hardware (such as parallel processors} becomes of critical importance if

interactivltjrfaninration demands are to be met.

The terminology used to describe algorithmic options in volume rendering is

somewhat confusing. The con fusion seems to arise out of what names to give to

the main categories. There are two main categories:

(1) Ray casting methods {with two variants]. also called Image or pixel space

traversal or back projection.

(2) lfoxel projection methods {with two variants]. also called object or voxel

space traversal or forward projection.

These options are illustrated diagrammatically in Figure 13.12. In ray casting we
can either transform and resample the volume data so that it is oriented with a

coordinate axis parallel to the image plane, or we can leave it untransformed. If

the data are transformed prior to ray casting then we generate a set of tajrs par-
allel no rows (or columns) of the transformed data. For untransformed data the

ray set is subject to the inverse viewing transform. Raj? casting methods are also

categorized as image space methods in that the outermost loop of the algorithm

traverses image space.
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Although at first sight it would seem that tap casting methods can be imple-

mented in parallel. memory bottleneck problems arise. if arbitrary viewing direc-

tions are allowed there is no way to distribute vorrels in memory to ensure that
no contentions occur.

A potential problem with lot-ward proiection is that holes may arise in the

image plane. For voxe] projection methods we have to bear in mind that in most

applications a single voxel will form a projection in the image plane that spreads

over many pixels. ('1'his has been called a footprint.) it we ignore perspective pro-

iectlo-ns then this footprint is the same for all voxels - for a given view - and
such coherence can be used to advantage for fast implementation and efficient

anti-aliasing. We will now consider these options in greater detail. The impor-

tant cliflerence between the methods are manifest in the suitability for parallel

implementation and how resampling is accomplished.

Flay casting (untransforrned data}

In ray casting we traverse image space and cast a ray from each pixel to find a

single colour for that pixel by the oompositing operation previously described.

[The method bears little or no relationship to ray tracing which traces a pixel ray

In any direction through the scene depending on the geometry and nature of the
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Figure 13.13
an appropriate set of rays in
a ray oasiirtg algorithm.

objects that are hit. in volume rendering we cast a set of parallel pixel rays which
all remain travelling in the same direction} To do this two non-trivial tasks have
to be performed. First, we have to find these voxels through which the ray passes
and, second, we have to find a value for each of the voxels from the classified
data set.

Consider the first problem. This in itself breaks down into two parts. Finding
the voxels through which a pixel ray passes is a well-wori¢ed—out problem - we
simply use a SDDA (three-dimensional differential analyzer) an extension into
threedintensional space of knowledge worked out over the years to deal with
the two-dimensional lineipixel problem. However, once we find these voxels,
how do we deal with their values? How do we obtain values to insert into our
compositing scheme? Using the basic values of each encountered voxel is wrong.
Cine reason is obvious. The path lengths through each voxel will vary from a
very small distance. for a ray that just cuts the corner of a voice], to a large dis.
tance for a ray that is close to the diagonal across opposite corners. We are effec-

tively viewing along a ray and a long journey through a voxel should produce a
higher contribution to the compositing than a short one. This is, or course, one
of the consequences of sampling a practical volume data set with an infinitely
thin ray — or more precisely resampling. it is a three-dimensional problem of the
equivalent resampling process in image processing. We start with sampled data,
rotate them into a new orientation, and resample them. We have to filter when

we are resampiing to avoid aliasing. The complication in volume rendering is
that the data are three—dime-nsionai and the resampling is in three-dimensional

space. An appropriate way to proceed therefore, is to measure equal points along
the ray and find a resampied value at these points by filtering over a three-
dimensional region. using the equally spaced ray sample points as a centre for
the three-dimensional filter kernel.

The algorithm is sometimes described as an image space traversal algorithm and
the outennost loop is usually defined as ‘cast a ray for each pixel’. However, we
need to recognize that we can do no better than cast a parallel set of rays into the
volume that pass through every voxel in the data. A simple scheme to achieve this
is shown in crossrsection in Figure 13.1.3. The ray set is constnrcted by passing each
ray through the centre point of each voxel in the front face of the data set.

rrrrrmrrrrrrrrrl'E'l'E.I'l _Iilirtrtrrsrrrrrnrrrrllililifllllllflllllloellllllillllillllllllrrrrsrrnrrrrrrnr
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The same concept is used by Yagel at n1. [1 992], who use the idea of a ray ‘tem-

plate’. The ray template method adopts the simple approach of moving the ray

one voxel at a time along a line called the base plane. Thus the ray, or ray tern-

plate, is computed once only and stored in a data structure. All rays are then lol-

lowed by obtaining the appropriate displacements from this information. “the
shaded voxels in Figure 13.13 form a ray template. in effect, this approach is
exploiting the coherency between rays.

We now consider the question oi resampiing. if the volume is leit undis-

turbed, then the rendering (or compositing] process and resampling process are

merged into one operation. We step along the ray at equal sample points and
evaluate, for each sample point, a C to be used in the compositing. We could

simply use a value for C that was the value of the voxel that contained the sam-

ple point. But normally the more accurate process of trilinear interpolation is
used. This is shown in cross-section in Figure 13.14 where it becomes in two

dimensions bilinear interpolation. To evaluate Cs we interpolate from the sur-

rounding grid points. evaluating first the horizontal and vertical intersects of the

ray with the vo:-tel grid lines. We can then End the value of C5. The prooess is a
simplified version of bilinear interpolation used in polygon shading {see Chapter
1] where the polygon is a square.

Ray casting (transformed data)

The seoond variant of ray casting involves pre-transforming the data into

the desired orientation. The geometry of the actual ray casting is then trivial [or

elintinabedi in that we simply composite along rows or oolum ns of the transfonneci
data.

To transform the data a three-pass (all shear] decomposition described in

Wolberg [1990] can be used. A viewing transformation then becomes a sequence

of pure shears F three for each axis. So a general transformation is a set of nine
shears. The importance oi a shear-only process lies in its implementation in

L__ 
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Figure 13.15
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special-purpose hardware. In particular, it possesses the property that every voxel
in a single shear is moved through a constant amount.

The significant difference in the neo ray casting variants is involved in the
resampling. Now resampllng must be performed during each shear and the
process of resampling is performed befiare the compositing. Ftesampling during a
shear involves simple linear interpolation [Figure 13.15}.

in ray casting methods an important efficiency enhancement is ignoring
empty space in the data volume. A cast ray advances through empty space until
It encounters an obieet. it penetrates the obiect until sufficient opacity has accu-
mulated, and for high opacity this may be a short distance compared with the
traversal through empty space, The empty space does not contribute to the final
image and because of the large number of voxels, it
some Span‘!-SI-tipping procedure. This can be based on

as in speed-up schemes in conventional ray tracing, the traversal of the data set
starting from the surface of the bounding volume.

Voxel projection method

This variant of volume rendering possibilities involves traversing the data set
and projecting each voxel onto the image plane, as we indicated in Figure 13.12..
if we move a plane through the data as shown in this figure, then the frame
buffer is used as an accumulator and all pixels are updated simultaneously until
all the data are oompletely traversed and the pixels have their final values.

We can traverse the data from either front to back or back to front. The sig-
nificant difference between these two variants is that with hack-to-front traver-
sal we only need to accumulate colour, while with front—to-hack traversal we
need to accumulate both colour and transparency. [This is exactly equivalent to
saying that with front-to-hack traversal we require a Z-buffer.)

Voxel projection algorithms are important because they are more easy to
parallelize. at each point in the process, that is, at each voxel, we only need
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knowledge about a small surrounding neighbourhood. This contrasts with rap
casting into untransformed data where we generally require the entire data set

when we cast a single ray.

Possibly the most well known voxel projection algorithm is due to westover

(19901 and is termed *splatting’. This strange word is used to descnbe the effect

that one voice] has in the image plane. In effect, the algorithm considers how the

contribution ofa voxel should be spread or splatted in the image plane. Consider

Figure 13.16. A point in the data at the centre of a particular voxel proiects onto
a single pixel. To determine what the value of the pixel should be we can calcu-

late a contribution by filtering over the three-dimensional region surrounding

the sampled voxel. Alternatively, we can take the sample voxel value and spread

this over a number of pixels in the image plane. Both approaches are equivalent.
If we consider the filter function to be a three-dimensional Gaussian then this

projects into the image plane as a circular function. Thus we can project and fil-

ter the data by taking the voxel value and splatting it into the image plane by

Image plane

One w:I:eI enmritmes values

to many pixels in a for-Ipn'nr
weighted as shown

lilaliy Hotels are filtered over :1 spheril
region to provide It single value for u pisel
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Ray clemltjl and perspective
projection {after Novirrs et
o'l'. [1990]]. One rayjlpirtel
results in decreasing
sarnpflng rate.

multiplving it with the filter weights and accumulating these values. This set of
values is called the footprint of the voxel and for a parallel projection all loop
print weights are the same and can be stored in a look-up table.

in volume deri '

so far we have not mentioned the issue of perspective projection. ln the case

of medical imaging it may be that a perspective projection is not required. The
volume data in medical applications usually has limited spatial extent of some

centimetres and we would not Expect to perceive significant perspective clues
over this distance. Also it is not usually the shape of the overall structure that is
important to the viewer, but some detail such as a fracture or a tumour and its

relationship to surrounding structures. Some specific applications in medicine
do require a perspective projection. An example is the construction of a 'beam's
eye view’ in radiation therapy planning. Here, the clinician requires a view of the

volume looking down a treatment beam. Treatment beams diverge and soa per-
spective projection is required.

A number of obvious clitficulties occur in constructing a perspective projec-
tion in a volume tenderer. The most serious results from the divergence of rays
from the centre of projection {Figure 1111'}. If the ray density is such that the
nearest plane in the volume data is sampled with one tag; per voxel, then in the

example shown, this will quickly drop to one ray per two vorrels and small detail

can he missed. Another problem is antialiasing during resarnpllng. if we con-
sider ttavelllng along the four rays that pass through each of the four corners of
a pixel and the centre of projection, the geometry of the volume at the centre of

the neighbourhood over which we must filter is no longer a cubic voice] but a
truncated pyramid.

One of the easiest ways of implementing perspective projection is to augment
the ‘WJ:|l.-El projection or footprint algorithm. Full details of this are given by
West-aver I: 199(1).



0412

Figulle 15.13
'tIitlt.I1'Le data ‘sampled’
using segments of a sphere
cgmtred on the eye point.

runes-mmeu sit:-m.L TE KTURE mo VOLUME eeuoemmz

Three-dimensional texture and volume rendering

Since a volume data set can be considered as a three-dimensional texture, then

volume rendering can be carried out by a three-dimensional texture mapping

facility (Section SJ]. The algorithm (Haeberli and Sega] 1993} consists of first

taleulafi ng the set of parallel polygons that are normal to the viewing direction.
This entails finding the intersections between a set of parallel planes and the

bounding planes of the data volume. The polygon vertiees are then texture

mapped and the entire set of polygons is compo.-sited ln back-to—front order.

Since we are now sampling the data with parallel planes, rather than by stepping

in equal distances along Individual rafts. then for a perspective projection the

planes will produce unequal sample intervals for rays emanating from the view

point. In that case, we need to sample using segments of a sphere rather than

planes as shown in Figure 13.18.

$-
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14.1 Aliases and sampling

14.2 Jagged edges

14.3 Sampling In computer graphics compared with sampling reality

14.4 Sampling and reconstruction

14.5 A simple comparison

14.6 Pre-filtering methods

14.? Supersampling or post-filtering
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i‘ 14.8 Non-uniform sampling - some theoretical concepts

14.9 The Fourier transform of images

Note

This chapter discusses the classical approach to anti-aliasing and requires some
understanding of Fourier theory. A hriei introduction, sufficient for an intuitive

appreciation of this is given in Section 14.9 at the end of the chapter.

if’.i_
1.

. 1:
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The final quality of computer graphics imagery depends on many varied factors.

mtefacts arise out of modelling and other factors that are a consequence of oper-
ations in the particular rendering algorithm that was used to generate the image.

For example. consider the many image defects in polygon mesh scenes. We have

modelling artefacts sometimes called geometric aliasing — the visibility of piece-

wise linearifies on the silhouette edge of a polygon mesh object. There are
anefacts that ernerge from the shading algorithm such as Mach bands and inad-

equacies due to the interpolation method (see Chapter 18 for a discussion of

these}. in the case of the radiosity method the View-independent phase throws
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up diflicult quality problems which are not dealt with by general anti-aliasing
approaches as we have already discussed in Chapter 11.

Anti-aliasing is the general term given to methods that deal with discrepan-
cies that arise from undersarnpling and it is this issue which we deal with in this

chapter. Such methods are used In oonventional rendering approaches like those

discussed in Chapter 6 for polygon mesh objects, ray tracing in Chapter 12 and

in the Monte Carlo techniques discussed in Chapter 10. Anti-aliasing in texture

mapping is discussed in Chapter is for the reason that, although it is a classical

approach, the particular implementation - mlp-mapping - is used exclusively

with texture mapping.

Aliases and sampling

We first consider the term ‘alias’. in theory this refers to a particular image

artefact that is mostly visible in texture maps when the periodicity in the

texture approaches the dimension of a pixel. This is easily demonstrated and

Figure 1-Lita] is the classic example of this effect - an infinite chequerboard.

Towards the top of the image the squares reduce, then apparently increase in

size, causing a glaring visual disturbance. This is due to undersampling.

The notion of sampling in computer graphics comes from the fact that we

are calculating a single colour or value for each pixel: we are sampling a solution

at discrete points in a solution space. This is a space that is potentially continu-

oils in the sense that, because computer graphics images are generated from

abstractions, we can calculate samples anfrwhere or E"-'E’1'j"|'i'i'lEt'i'-.‘ in the image
plane.

We will now look at a simple one-dimensional example which will relate

undersampling. aliases and the notion of spatial frequencies. Consider using a

sine wave to represent an inforniauon signal (although a sine wave does not

contain any information anywajf, this does not matter for our purposes]. Figure

14.2 shows a sine wave being sampled at different rates {with respect to the ire-

quencjr of the sine wave]. Liridersampling the sine wave and reconstructing a
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Figure 11.2
Space dornain
i'E|Jl'ESEl‘llaIiOI'i on‘ the

sampling or a sine wave.
{al Sampling interval is less
than one-hai the period of

the sine wave. i’bJ Sampling
interval is equal to one-hall
the period of the sine wave.
{cl Sampling interval is
greater than one-hai the
period at the sine wave.

{cl} Sarnping interval is
much greater than one-half
the period oi the sine wave.

continuous signal from the samples {dotted line in the figure} produces an ‘anger
of the original signal — another sine wave at a lower frequency than the one

' n say that this happens because the coherence or regular.
ity of the sampling pattern is interfering with the regularity of the information
To avoid aliasing artefacts we have to sample at an appropriately high frequency.
with respect to the signal or image tnfonnatlon and we normally consider an
process of calculating an Image function at discrete points In the image plane to
be equivalent to sam pling.

The defects that arise in computer graphics that are due to insufficienr
calcu lations or samples and which are easily modelled by an image plane sampling
model are coherent patterns breaking up - the case that we have already discussed
- and small Eragrnents that are missed because they fall between two sarnpiepoints.

Consider the chequerboard example again. The pattern units approach the
size of a pixel very quickly and the pattern ‘breaks up’. High spatial frequencies
are aliasing as lower ones and forming new visually disturbing coherent patterns.
Now consider Figure 14.1 {in} where we render the same image onto a view plane
with double the resolution of the previous one. aliasing
at a higher spatial frequency. in theoretical terms we have increased the sam-
pling frequency, but the effect persists except that it happens at a higher spatial
frequency. This demonstrates two important facts. Spatial frequencies in a com-
puter graphics image are unlimited because they originate from a mathematical
definition. You cannot get rid of aliases by simply increasing the pixel resolution.

Sample points

Aliased sine brave

it]

fiililscd fine wltrc

ldl
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The artefacts simply oocur at a higher spatial frequency. But they are, of course,
less noticeable.

Now, the example in Figure 1-1.2. can be generalized by considering these cases

in the frequency domain for an fix] that contains information, that is not a

pure sine wave. We now have an fix} that is any general variation in x and may,
for example, represent the variation in intensity along a segment of a scan line.

The frequency spectrum of fix} will exhibit some ‘envelope’ (Figure 14.3[a}]

whose limit is the highest frequency component in fix], say, f...,.. The frequency

spectrum of a sampling function {Figure 14_3i_'b}] is a series of lines, theoretically

extending to infinity, separated by the interval {Z (the sampling frequency}.

Sampling in the space domain involves multiplying fix} by the Sampling

function. The equivalent process in the frequency domain is convolution and

the frequency spectrum of the sampling function is convolved with E1]

to produce the frequency spectrum shown in Figure 14.3[c] — the spectrum of

the sampled version or fix}. This sampled function Is then multiplied by a

reconstructing filter to reproduce the original function. A good example of

this process, in the time domain. is a modern telephone network. In its simplest

form this involves sampling a speech waveform, encoding and transmitting
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Figure 14.4
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filter. {re} Distorted l':’.7d.

digital versions of each sample over a communications channel, then recon-
structing the original signal from the decoded samples by using a reoonstruccingfilter.

Note that the reconstruction process, which is multiplication in the fre.
quencv domain, is convolution in the space domain. in summary, the process in
the space domain is multiplication of the original function with the Sampled
function. followed by convolution of the sampled version of the function with
a reconstnlcting filter.

Now in the above example the condition:

fr 3'

is ttue. in the second example {Figure 14.4} we show the same two processes of
multiplication and convolution but this time we have:

I; ‘C zfmu

Incidentally, ,i'.f2 is known as the Njrquist limit. Here the envelopes, representing
the information in fix], overlap. It is as if the spectrum has ‘folded’
overa line defined by the Nyquist limit {figure l4.4(e},l. This folding is an infor-
mation-destroying process; high frequencies (detail in images} are lost and
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appear as interference {aliases} in low frequency regions. This is precisely the

effect shown in Figure 14.1 where low spatial frequency strucmres are emerging
in high frequenqr regions.

The sampling theorem extends to tivo-dimensional frequencies or spatial

frequencies. The two-dimensional frequency spectrum of a graphics image in the

oontinuous generation domain is theoretically infinite. Sampling and reconstruct-

ing In computer graphics is the process of calculation of a value at the centre of a

pixel and then assigning that value to the entire spatial extent of that pixel.

aliasing artefacts in computer graphics can be reduced by increasing the fre-

quency of the sampling grid (that is increasing the spatial resolution of the pixel
array]. There are two drawbacks to this approach: the obvious one that there is

both an economic and a technical limit to increasing the spatial resolution of
the display (not to mention the computational limits on the cost of the image

generation process] and, since the frequency spectrum of computer graphics

images can extend to infinity, increasing the sampling frequency does not nec-

essariiy solve the problem. When, for example, we applied the increased resolu-
tion approach to coherent texture in perspective, we simply shifted the effect up

the spatial frequency spectrum.

The most familiar defects in computer graphics are called jaggi-es. These are pro-

duced by the finite size of a {usually} square pixel when a high contrast edge

appears in the image. These are particularly troublesome in animated images

where their movement gives them the appearance of small animated ohiects and

makes them giaringiy visible. These defects are easier to get rid of because they

do not arise out of the algorithm per se - they are simply a consequence of the
resolution of the image plane.

jagged edges are recognized by everyone and described in all computer graph-

ics textbooks: but they are not aliasing defects in the classical sense of an aliased

spatial frequency, where a high spatial frequency appears as a disruptive lower

one. They are defects produced by the Final limiting effect of the display device.

We can certainly ameliorate their effect by, for example, calculating an image at

a resolution higher than the pixel resolution; in other words increasing the

sampling frequency deals with both aliases and |aggies. in the case of iaggies,

edge information is ‘forced’ into the horizontal and vertical edges of the pixels.

Consider Figure 14.5 which shows a perfect rectangle and a pixelized version.

The Fourier transform for the perfect rectangle maps the edge information into

high energy components along directions corresponding to the orientation of

the edges in the image. The Fourier version of the pixel version also contains this

information together with high energy components along the axes correspond-

ing to the false or pixel edges. jaggies do not arise because of high spatial

frequencies aliasing as lower ones. .
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Figure 14.5

The effect of jaggies
is to rotate high energy
cornponerrts onto the

horizontal and vertical axes
in the Fourier domain.

ta) Simulation ofa perfect line
{In} Fourier transform of {a}

{C} Simulation ofajllggead line {di Fourier Irarrsfonn oi‘ {oi
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Sampling in graphics compared with samlplinig reality.
Let us now return in more detail to the notion of sampling in the image plane.
In image synthesis what we are doing is performing, for each pixel, a number of
(sometimes very complicated} operations that eventually calculate, For that
pixel, a constant value. Usually we calculate a value at the centre of the pixel and
‘spread’ that value over the pixel extent.

We assume that, in principle, this is no different from having a continuous
image in the view plane and sampling this with a discrete two-dimensional array’
of sample points [one for each pixel}. We say that this assumption is valid
because we can approach such an image by increasing and increasing the sam-
ple resolution and calculating a value for the image at more and more points in
the image plane. However, it is important to hear in mind that we do not have
access to a continuous image in computer graphics and this limits and condi-
tions our approaches to anti-aliasing measures.

In fact, both the terms ‘sampling’ and 'reoonsrrucriort’
horrowecl from digital signal processing — are used lndiscrlrnina
somewhat confusingly in computer graphics,

— another term

rely and. we feel,

and we will now emphasize the
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Figure 14.6
Sarnping. reconstmction
and anti-aliasing iI1 image
processing and image
synthesis. {a} image capture
and F"‘°¢¢555"9- {'3} ""399

synthesis. {cl Anti-aliasing in
image capture.

SAMPLING IN comutrit GRAPHICS counuteo wirn saraeimc at-titre

difference between an image processing system, where their usage is wholly

appropriate, and their somewhat artificial use in computer graphics.

Consider Figure 14.6 which shows a schematic diagram for an image proces-

sot and a computer graphics system. in the image processor a sampler converts
a two-dimensional continuous image into an array of samples. Some operations

are then performed on the digital image and a reconstruction filter converts the

processed samples hack into an analogue signal.

Not so in image synthesis. Sampling does not exist hi the same sense r the oper-

ations i.I'l'ti'Dl'iFEd in assigning a value to a pixel depend on the rerriderlng algorithm

used and we can only ever calculate the value of an image function at these poinn.

Reconstruction. in image synthesis does not mean generating a continuous

image from a digital one but may mean. for example, generating a low [pixel]

resolution image from an image stored at a higher iundispiayahlej resolution.

We are not reconstructing an image since a continuous image never existed in

the first place. An appreciation of these differences will avoid confusion. (In real-
ity we do reconstruct a continuous image for display on a computer graphics

monitor, but this is done by fixed electronics that operate on the image pro-

duced in the tramestore by a graphics program. A comprehensive approach to

ant-i-aliasing would need to take the transfer characteristics of the conversion
electronics into account but we will not do so in this text.)

To return to the problem of aliasing artefacts. Fourier theory tells us that alias-

ing occurs because we sample a continuous image {or the equivalent operation

in computer graphics] and we do not do this at a high enough resolution to cap-

ture the high spatial frequencies or detail in the image. The sampling theorem

states that if we wish to sample an image function without loss of information

then our {two-dimensional] sampling frequency must be at least twice as high as

the highest frequency component in the image.

Analogue Digital

(bl
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Figme ‘M?
Ideal filters in the Fourier

and space domains.
(al An ideal low pass
{rrurltiplicatiurejr fitter H(u.V,'.|.
{bl The eqtrlvalent
{cor-ruolt-ingi filter h(rr,y]I.

So what does this mean in terms of practical computer graphics? just this: if

we consider we are sampling a continuous image in the view plane with a grid

of square pixels, then the highest frequency that can appear along a scan line is;

r=1rsrr

where at is the distance between pixel centres.

Harring fixed these concepts It is easy to see why anti-aliasing is so difficult in

computer graphics. The problem stems from two surprising facts. There is no

limit to the value of the high frequencies in computer graphlcs- we have already
discussed this using the example of the infinite chequerboarrl — and there is no

direct way to limit {the technical term is band-limit] these spatial frequencies,

This is easily seen by comparing image synthesis with image capture through

a device like a TV camera [Figure i4.6cl. Prior to sampling a continuous image

we can pass it through a band limiting filter {or ‘an anti-aliasing filter}. Higher

frequencies that cannot be displayed are simply eliminated from the image
before it is sampled. We say that the image is pre-filtered. In such systems alias-

ing problems are simply not allowed to occur.

in image synthesis our scene database exists as a mathematical description or

as a set of points connected by edges. Our notion of sampling is inextricably
entwined with rendering. We sample by evaluating the projection of the scene

at discrete points. We cannot band limit the image because no image exists - we
can only define its existence at the chosen points.

"'JIl$.-I2"-'-1':-' I-i¢:—3'1:'x31"5'oiJ‘) -r‘fl-U|T.U-

"' ctiun

in Figure 1-5.3 we saw that provided the sampling theory is obeyed then recon-

struction of the information from the samples is obtained by using a reason-

structlon filter in the shape of a box. However, this is a Fourier domain

representation and in computer graphics all our operations have to take place in

the space domain. Therefore the reconstruction process is convolution in the
space or image domain. in computer graphics this implies {usually} filtering a

rendered Image in some way. if the rendered image was continuous then our
reoonstruction filter would consist of a sine function ir[x, pr) -— which is the trans-

form of the Fourier domain equivalent of a circular step function {Figure 14.?].
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Figure 14.3
A oornparlson of four
approaches to calctslating a
single value for a pixel.

in sum-Lt counutison

There are, however, practical clifficulties associated with this. Ti1e filter cannot

have unlimited extent — it has to be truncated at son1e point and the way in

which this is done is an important aspect of the design of the filter.

A siplcpari I

We will now consider the anti-aliasing options in computer graphics briefly in
the form of a comparative overview. Figure 1-1.8 shows four main approaches.

1' i ,l Pre-filtering — ‘infinite’ samples per pfxei

Here we calculate the precise contribution of fragments of protected obiect struc-
ture as it appears in a pixel. This single value is taken as the pixel colour. The

practical effect of this approach is simply a reduction of the ‘infinite’ resolution

to the finite resolution of the pixel display. if the physical extent of a pixel is

small this is a high quality but totally impractical method. However, note that

although this method assumes accurate geometry we assume that the light

intensity is constant across any fragment. Effectively what we are doing with this

algorithm is pre-filtering — that is, filtering before sampling using a box filter.
This is the method which approaches the anti—aliasing filter in Figure 14.6-{c}.

it effectively removes those high frequencies that manifest as sub-pixel detail but
because the calculations are continuous it is doing this before sampling.

(2) No filtering — one sample per pixel

in the second case we consider only one sample per pixel. This becomes equiv-

alent to the first case if, and only if, the projection is such that a pixel only ever

contains a single geometric structure and all structure boundaries in the protec-

tion coincide with pixel edges - impossible constraints in practice. This ‘do
nothing’ approach is extremely common in real-tirne animation. it is also used

as a preview method in off-line production where a final anti-aliased image is

generated only when a creator is satisfied with the preview.

.l'=."Ir‘l|+f2ll.2-I-|',Iu‘.3 .'=2H".-I.

E e
No $.1I'l1.pl ing I semplefpixel 6 semplesfpi gel ‘fi_s.amples,’piJne|

Uniform Jittered
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{3} Post fiitenng - n rm.-'.-‘onn samples per pixel

This is the commonest approach to anti-aliasing and involves rendering a virtual
image at is times the resolution of the final screen image. This is an approirirna.
tion to the notion of a continuous image. The final image is then produced by
sampling the virtual image and reconstructing it by a convolution operarion_
Both operations are combined into a single operation. The effectiveness of this
approach depends on the number of supersampies and the relation ship between
the Image structure within a pixel and the sampling grid point. Note that
although we can regard this approach as an approximation to the first case, the
samples that relate to the same fragment can now have different intensities.

{4} Post-filtering — stochastic srrrtiptes

This approach can be seen asa simple alteration of the previous — instead oiuni-
formiy sampling within a pixel we now iitter the samples according to some
scheme. This approach has already been discussed in Chapter 10 (see Figure
‘i{i.9l as an integral part of Monte Carlo methods. in this chapter we will tool: at
why it functions as a ‘pure’ antialiasing technique.

*vZ‘h|!.'Kl'=2‘!!.mtK9'IPt‘fl!-v5~'lEiF'%'Jl-7fi‘2'7ro_I5’.- '3-*.I|'.‘ 2'2 ~f"' .'_'-'_

Fre-filtering
.‘»- "2.ti-=':e=-'1.s.i..:.tr.sseae-:a':t.-e;.aa~t--e-3-aiiarzts-Irrs-azw;-.=:. ~=—-- -r" -.I4.fi 2.

The originator of this technique was Catmull {Catmull 1913}. Although
(Iatmuii's original algorithm is prohibitively expensive, it has spawned a num-
ber of more practical successors.

The algorithm essentially performs sub-pixel geometry in the continuous
image generation domain and returns, for each pixel. an intensity which is com—
puted by using the areas of visible sub-pixel fragments as weights in an intensity
sum. This is equivalent to convolving the image with a box filter and using the
value of the convolution integral at a single point as the final pixel value. {Note
the width of the filter is less than ideal and a wider filter using in formation from
neighbouring regions would give a lower cut-off frequency.} Another way of
looking at the method is to say that it is an area sampling method.

We can ask the question: what does performing ‘sub-pixel geometry’ mean in
practical computer graphics terms? To do this we inevitably have to use a prac-
tical approximation, (To reiterate an earlier point, we have no aocess to a con-
tinuous image. ln computer graphics we can only define an image at certain
points.] This means that the distinction between sampling techniques and
supersampiing is somewhat artificial and indeed the A-buffer approach
{described shortly}. usually categorized as an area sampling technique, could
equally well be seen as supersampling.

I.".atrnu|l's method is incorporated in a scan line tenderer: it prooeeds by divid-
ing the continuous image generation domain into square pixel extents. An
intensity for each square is computed by clipping polygons against the square
pixel houndary. if polygon fragments overlap within a square they are sorted in
2 and clipped against each other to produce visible fragments. it final intensity
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Flgill 14.9
A single fragment in Ihe
cerrlre pixel will cause

conlr'il:ruiions lo fiteiing on
each of the nine squares.
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is computed by multiplying the shade of a polygon by the area of its visible frag-

ment and summing.
The origin of the severe computational overheads inherent in this method is

obvious. The original method was so expensive that it was only used in two-

dimensional animation applications involving a few largish polygons. Here,

most pixels are completely covered by a polygon and the recursive clipping
process of polygon fragment against polygon fragment is not entered.

Recent developments have involved approximating the sub-pixel fragments

with bit masks [Carpenter 1934: Home at cii. 1933]. Carpenter [1984] uses this

approach with a 2'.-buffer to produce a technique known as the A-buffer [anti-

allased, area avenged, accumulator buffer). 'l‘he significant advantage of this

approach is that floating point geometry calculations are avoided. Coverage and

area weighting are accomplished by using bitwise logical operators between the

hit patterns or masks representing polygon fragments. it is an efficient area sam-

pling technique, where the processing per pixel square will depend on the num-

ber of visible fragments.

Another efficient approach to area sampling, due to Abram er al. {I935}, pre-
oomputes contributions to the convolution integral and stores these in look-up

tables indexed by the polygon fragments. The method is based on the fact that

the way in which a polygon covers a pixel can be approrrirnaterl by a limited

number of cases. The algorithm is embedded in a scan line tenderer. The convo-

lution is not restricted to one pixel extent but more correctly extends over, say,

a 3 x 3 area. A pixel acts as an accumulator whose final value is correct when all
fragments that can influenoe its value have been taken into account.

Consider a 3 v 3 pixel area and a 3 :-r 3 filter kernel {Figure 14.9}. A single
visible fragment in the centre pixel will contribute to the convolution integral

when the filter is centred on each of the nine squares. The nine contributions

that such a fragment makes can be pre-computed and stored in a look-up table.

'l‘he two main stages in the process are:

{1} Find the visible fragments and identify or categorize their shape.

{2} Index a pre-computed looloup table which gives the nine contributions

for each shape. it single multiplication of the fragment's intensity by the

pre-computed contribution weighting gives the desired result.
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Abram assumes that the shapes fall into one of seven categories:

{1} There is no fragment in the pixel.

{2} The fragment completely covers the pixel.

{3} The fragment is trapezoidal and splits the pixel along opposite edges.

{4} The fragment is triangular and splits the pixel along adjacent edges.
(5) The complement of [4] [a pentagonal fragment).

{6} The fragment is an odd shape that can be described by the difference of two
or more of the previous types,

(3') The fragrnent cannot be easily defined by these simple types.

Supersampling is the most common form of anti-aliasing and is usually used
with polygon mesh rendering. it involves calculating a virtual image at a spatial
resolution higher than the pixel resolution and ‘averaging down’ the high reso-
lution image to a lower [pixel] resolution. In broad terms, subject to the previ-
ous reservations about the use of the tenn ‘sampling’, we are increasing the
sampling frequency. The advantage of the method is triviai implementation
which needs to be set against the high disadvantage of cost and increased
Z-buffer memory. in terms of Fourier theory we can:

{1} Generate a set of samples of fix, y] at some resolution (higher than the pixel
resolution).

{2} Low pass filter this image which we regard as an approximation to a
continuous image.

(3) Re-sample the image at the pixel resolution.

Steps 2 and 3 (often oonfusingiy referred to as reconstruction} are carried out
simultaneously by convolving a filter with the virtual image and using as steps
in the convolution intervals of pixel width. That is, for a 3 x virtual image, the
filter would be positioned on {super} pixels in the virtual image, using a step
length of three super-pixeis. Figure 14.1!) is a representation of the method work-
ing and two examples of filters tabulated as weights {note that these are nor-
malized -— the filter weights must sum to unity}. For an [odd] scaling factor 5 and
a filter ii of dimension k:

r-:i.a=m “Io. :m~:si- .5;-19 P ‘T

This method works well with most computer graphics images and is easily inte-
grated into a Z-buffer algorithm. It does not work with images whose spectrum
energy does not fall off with increasing frequency. (As we have already
mentioned, supersampling is not, in general a theoretically correct method of
anti-aliasing.)
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Supersatnpling methods differ trivially in the value of n and the shape of the
filter used. For, say, a medium resolution image oi 512 it 512 it is usually con-
sidered adequate to supersample at 2043 x 20-13 in = 4]. The high resolution
image can be reduced to the final 513 x 512 form by averaging and this is equiv-
alent to convolving with a box filter. Better results can he obtained using a
shaped filter, a filter whose values vary over the extent of its kernel. There is a
considerable body of knowledge on the optimum shape of filters with respect to
the nature of the information that they operate on (see, for example,
Gppenheim and Shafer [19?5]]. Most of this work is in digital signal processing
and has been carried out with functions of a single variable fit]. Computer graph-
ics has unique problems that are not addressed by conventional digital signal
processing techniques. For example, space variant filters are required in texture
mapping. Here, both the weights of the filter kernel and its shape have to
change.

To return to supersampling and non-varying filters, Crow (1931) used a
Bartlett window, three of which are shown in Table 14.1.

Digital convolution is easy to understand and implement but is computa-
tionally expensive. it window is centred on a supersarnple and a weighted sum
of products is obtained by multiplying each supersarnple by the oorresponding
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weight in the filter. The weights can be adjusted to implement different filter iter-

neis. The digital convolution proceeds by moving the window through rr srrpep.

samples and computing the next weighted sum oi products. Using a 3 x 3

window means that nine supersampies are involved in the final pixel computa-
tion. On the other hand, using the 3' I .7‘ window means a computation of 49

integer multiplications. The implication of the computation overheads is obvi-
ous. For example, reducing a 2043 I 2043 supersarnpled image to 512 x 512, with

a F at ? filter kernel, requires 512 x 512 x 4'9 multiplications and additions.

An inevitable side-effect oi‘ filtering is blurring. in fact. we could say that we

trade aliasing artefaets against blurring. This occurs because information is inte-
grated from a number of neighbouring pixels. This means that the choice of the

spatial extent of the filter is a compromise. A wide filter has a lower cut-off fre-

quency and will be better at reducing aliasing artefacts. it will. however. blur the

image more than a narrower filter which will ex hihit a higher cut-off frequency.

Finally, the disadvantages of the technique should be noted. Supersampling

is not a suitable method for dealing with very small obiects. also it is a *global'

method — the Computation is not context dependent. A scene that exhibited a

few large-area polygons would be subject to the same computational overheads

as one with a large number of small-area polygons. The memory requirements

are large if the method is to be used with a Z-buffer. The supersampled version

of the image has to be created and stored before the filtering process can be

applied. This increases the storage requirements of the Z-buffer by a factor of it’,
making it essentially a virtual memory technique.
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14-3 Non-uniform sampling - some theoretical concept;

Non-uniiorm sampling has become of great interest in computer graphics

because it addresses the high cost problem of conventional anti-aliasing tech-
niques. it does this by getting away from the idea of unifonn sampling and

allows us to address the issue of context-sensitive anti-aliasing measures, or
devoting computing resources to those parts of the image that need attention.

The way in which this is done invariably means that we study aigorith ms where

there is no separation hetr-veen the rendering part and the anthaliasing part.
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Figure 14.11
The two rna'rn non-uniform

satnpling lechriiques.
ta] Non-uniform subdivision;

lb} stodiastic sampling.

NON-UNIFDIIM sasuvtmc. - some THEORETICAL CCINEEPTS

We cannot, as we did above with supersarnpling, render without using the anti-

aliasing strategy.

Another benefit of considering non-uniform sampling is that it enables algo-

rithms where we can convert aliases into noise. That is, we can design algorithms

in such a way that, for a given pixel resolution, the algorithm produces noise

where a conventional algorithm would produce aliases. Approaches that do this
are called stochastic sampling methods and they function by making uniform

intervals between samples irregular.

ideally we wish to generate an image using most effort in busy regions

and least in regions where the illumination is changing slowly. The crux of the
matter in image synthesis is: how do we know which regions to devote most

attention to before we have generated the image? This consideration leads us

naturally to the most common strategy which is to generate a low resolution

image, examine it, and use this to generate a higher resolution image in those

areas of the low resolution image that appear to need further attention. We can

go on repeating this process recursively until we come up against sortie pre-

specified limit. This is called adaptive refinement {an example of this technique

is shown in Figure 13.13).

Pa. simple. but by no means complete, taxonomy of non-uniform sampling
would he the two main categories of non—unilc-rm subdivision and stochastic

sampling. There are many subdivisions — different ways of effecting the stochas-

tic sampling and ways of combining the two approaches into a single sampling

strategy. For example. a stochastic sampling pattern may be generated at differ-

ent scales {number of samples per unit area) so that it can be incorporated in an

adaptive refinement scheme.

The approaches are represented schematically in Figure 14.11. Both these

methods are applied alter an initial sampling oi the image plane has taken place.
Most commonly in computer graphics this is uniform sampling, usually but not

necessarily at pixel level. The techniques then become non-uniform super-
sampling in that the non-uniform strategy operates at sub-pixel level.

Non-uniform subdivision is a general strategy that appears _in many algo-

rithms in computer science. It naturally fits into an adaptive refinement scheme

in image synthesis which consists of dividing the image plane into a grid of ini-

tial [say square) sampling boxes, then recursively subdividing these into squares

until a resolution limit is reached. There is another subtle problem with such

methods. This is that the output from an algorithm that uses this kind of

Sarnpiing domain
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Figure I-l.l2

Simple reconstruction for
non-uniform subdivision.

strategy is going to be a set of non—unIform samples. These have to be convened
into a uniform set of [pixel] samples prior to display. Alternatively we can say
that we have to reconstruct the image from non-uniform samples and men re-
sample at a uniform rate. There is no worked our theory that encompasses recon-
struction from non-uniform samples and a variety of ad hoc techniques exist. A.
simple scheme is shown in Figure 14.12.

Stochastic sampling seems at first sight a strange idea but an intuitive expla.
nation of its efficacy is straightforward. Aliases appear in an image as a direct
consequence of the regularity of the sampling pattern ‘heating’ with regularities
or coherences in the image. it we maker
quency coherences in the image will

turbarion of regular sampling, and consequent trade-oi‘-I of aliasing against noise
is stochastic sampling.

An easy demonstration of the functioning of this trade-off is to return to our
sine wave example. Figure 14.13 shows a sine wave, again being sampled by a
regular sampling pattern. Now we can invoke a stochastic sampling technique
by ‘littering’ each sample by some random amount about the regular sampling
instant. Consider the effect of doing this on a sine wave whose frequency is
below the Nyquist limit (Figure 14.i3(a]). Here our procedure will sample the
sine wave inaccurately, introducing amplitude perturbations. or noise, that
depends on the extent of the sample instant jitter. For a sine wave whose

Initial sarnpling
o piselconnes
F‘: I!

I level afsubdivision

0 new samples

2 levels of subdivision

- a new samples
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figure MJ3
sampling a sine wave whose
frequency is (al below and
(I:-} above the Nyquist. limit
(after Cook}.

NON-UNIFORM sam-unc — some rnsoeericai CONCEPTS

EITDT

\I

To

Extent of sample jitter

mm

San-ipie interval

U1}

frequency is well above the Nyquist limit {Figure l4.i3(b]}. the sample jitter
extent encompasses many cycles and the effect oi’ sampling sucsively such
packets of waves will simply be to produoe a set of random numbers. Thus the
allased sine wave that would be produced by a regular sampling interval is

exchanged for noise.
jittering is easily carried out within a two-dimensional area. such as a pixel,

by starting with a uniform grid and applying two component litters in the X and
y directions. This is cheap and easy to do and for this reason it is probably the
most common strategy in computer graphics.

Stochastic sampling has an interesting background. in 1982, Yellot (Yellot
1932] pointed out that the human eye contains an array of non-uniformly dis-
tributed photoreceptors and he suggested that this is the reason that the human
eye does not produoe its own aliasing artefacts. Photoreceptor oells in the fovea
are tightly packed and the lens acts as an anti-aliasing filter. However, in the
region outside the I‘-ovea. the spatial density of photoreceptors is much lower and
for this reason the cells are non uniformly distributed

These factors are easily demonstrated in the frequency domain by consider-
ing the spectrum of a sine wave sampled by this method and again varying the
frequency about the Nyquist limit (Figure 14.14]. As the sampling frequency is
reduced with respect to the sine wave the amplitude of the sine wave spilie
diminishes and the noise amplitude increases. Eventually the sine wave peak
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Figure 1-1-.14
'u"arying the lrequency til‘ a
sine wave {Fl with respect In
a perturbed sampling
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disappears. The point of the illustration is that no alias spikes appear. The infor-
mation represented by the sine wave eventually disappears but instead of alias-
ing we get noise. The perturbation can range in 1 over a minimum of half a cycle
[where the sine wave frequency is at the hlyquist limit} and will in general range
over a number of complete cycles. if the range encompasses a number of cycles
exactly then, for white noise iitter, the probability of sampling each part of the
sine wave tends to be equal and the energy in the samples appears as white
noise. A mathematical treatment of the attenuation due to white noise iitter and
Gaussian jitter is given in Balalrrisltnan {I962}.

One of the problems of this method is that it is only easily incorporated into
methods where independent calculations are made for each sample. This is cer-
tainly the case In ray tracing, where rays are spawned in the continuous obioct
space domain, and are, in effect, samples in this space. They can easily be iittered.
in ‘standard’ image synthesis methods. using, say, interpoiative shading in lite
context of a 2.‘-buffer or scan line algorithm, introducing iitler presents much more
of a difficulty. The algorithm are founded on unifonn incremental methods
in screen space and would require substantial modification to have the effect

of two-dimensional sampling perturbation. Although such algorithms are equiva-
lent to image generation in a continuous domain succeeded by two-dimensional
sampling, in practice the sampling and generation phases are not easily
unmeshed.

P. maior rendering system, called REYES [Cook er al. I98?) does, however,
integrate a F.-buffer-based method with stochastic sampling. This worlts by divid-
ing initial primitives, such as bi-cubic parametric patches into (flat) 'micropoly-
gons' {of approximate dimension in screen space of half a pixel). an shading
and visibility calculations operate on mlcropolygons. Shading occurs prior to
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figure 14.15
Graphical primitives
are subdivided into

niuopolygons. These
are shaded and visibility
eaieuiations are perfomred
by storhasilcalty sannrling
the micropolygons in screen

space {after Cool: er oi‘,
mam.

W"
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vlslhiiitv calculations and is constant over a micropoiygon. The micropoiygons

are then stochastically sampled from screen space, the 2.‘ value of each sample

point calculated by interpolation and the visible sample bits filtered to produce

pixel intensities {Figure 1-i-.15}. ’Il1us shading is canted out at micropolygon level
and visibility calculations at the stochastic sampling level.

This method does away with the coherence of ‘classical’ rendering methods,

by splitting objects into micro-polygons. it is most suitable for obiects consisting

of bi-cubic parametric patches because they can be easily subdivided.

J§ECHr!'-L.FnSH‘I1l‘:Nr'f-G2‘-£'4i3'3lfi'c€I4;'I3'\lT£3'* Hi-'|t.'ali$§1"-‘still’-'

The Fourier transform of images

Fourier theory is not used to any extent in computer graphics except in special-
ized applications such as generating terrain height fields using Fourier synthesis.

However, an Intuitive understanding of it is vital to understanding the effects of

and the cure for Image defects due to undersampllng.
The Fourier transform is one of the fundamental tools of modern science and

engineering and it finds applications in both analogue and digital electronics.

where information is represented {usually} as a continuous function of time and

in work associated with computer imagery where the image H1, y] is represented
as an intensity function of two spatial variables.

Calculating the Fourier transform of an image, f(x,. 1»). means that the image
is represented as a weighted set of spatial frequencies {or weighted sinusoidally

undulating surfaces) and this confers. as far as certain operations are concerned,

particular advantages. The individual spatial frequencies are known as basis
functions.

any process that uses the Fourier domain will usually be made up of three

main phases. The image is transformed into the Fourier domain. Some operation

is performed on this representation of the image and it is then transformed hack

into its normal representation - known as the space domain. The transforma-

tions are called forward and reverse transforms. Fourier transforms are impor-
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tant, and this is reflected in the fact that the algorithms which perform the trans.

formations are implemented in hardware in image-processing computers.
‘There is no information lost in transforming an image into the Fourier

domain - the visual information in the image is just represented in a dlfferent

way. For the non-mathematically minded it is, at first sight, a strange beast. one

point in the Fourier domain representation of an Image contains information

about the entire image. The value of the point tells us how much of a spatial
frequency is in the image.

We define the Fourier transform of an image .f{x, y}:

Ffu, v) = fl“ 1]’ lijx, y]ea“*""fldxdy
and the reverse transform as:

or. J’) = 3; fir-zu. aeeedudv

The Fourier transform is a complex quantity and can be expressed as a real and
imaginary part:

Ffu, 1'} = Realist, V] + j Imagftr, v}

and we can represent l-‘irr, v} as two functions known as the amplitude and phase
spectrum respectively:

|F[r.r, 1']-I = [RBaF{i.t, v] + lmag’ {u, v]}'*'z

tp(t.I, 1-) = tan'1(imag{n, v].-'Real(rr, vi}

Now it is important to have an intuitive idea of the nature of the transform and,

in particular, the physical meaning of a spatial frequency. We first consider the

easier case of a function of a single variable list}. If we transform this into the

Fourier domain then we have the transfonn Fin). The amplitude spectrum, l.F[u}I,
specifies a set of sinusoids that, when added together, produce the original func-

tion Hit} and the phase spectrum specifies the phase relationship of each sinusoid

[the value of the sinusoid at x = D}. That is each point in |F{rr)| specifies the ampli-
tude and frequency of a single sine wave component. Another way of putting
it is to say that any function for} decomposes into a set of sine wave coefficients.

This situation is shown in Figure 14.16. The first part of the figure shows

the amplitude spectrum of a single sinusoid which is iust a single point {actually
a pair of poinu symetrlcally disposed about the origin] in the Fourier domain.
The second example shows a function that contains information - it could be

a speech signal. This exhibits a spectrum that has extent in the Fourier domain.

The spread from the minimum to the maximum frequency’ is called the band-
width.

it Hi function fix, ,1-r} — an image function — decomposes into a set of spatial
frequencies |F{rr, v]I- A spatial frequency is a surface — a sinusoidal ’corrugation'
whose frequency or rate of undulation is given by the distance of the point
(u, 1-) from the origin:
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Figure 14.15
one-dirnensional Fourier

transform. {a} A sine wave
maps into a single point.

(Is) A ‘window’ of an
‘information wave’ maps
into a frequericy spectnrm.

figure 14.1?
on image made up of a
single spatial irecperlcyr
and in Fourier transform.

THE FOLIIIIER TRANSFORM OF IMAGES

ucyoiesiuriiix IF{tr}I
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1 J I
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and whose orientation — the angle the peaks and troughs of the corrugation

make with the x axis is given iry:

tan"{rr;'v‘_i

A Single point Fin. :4] tells us how much of that spatial frequency is contained by

the image. Figure 14.1? is a two-dimensional analogue of Figure 14.16. Here, a

sinusoid has spatial extent and maps into a single point fagaln, actually a pair of

points] in the Fourier domain. If we now consider an image iifx, 3:}. this maps into
a two-dimensional frequency spectrum that is a function of the two variables

it and i". Different categories of images exhibit different categories of Fourier

transforms as we shall demonstrate shortly by example. However, most Images

have Fourier representations with the amplitude characteristic peaking at (U, 0]

and decreasing with increasing spatial frequency. images of natural scenes tend

to exhibit Fourier representation that contain no coherent structures. Images of

man-made scenes generally exhibit coherence: in the Fourier domain reflecting

the occurrence of coherent structures iroads, buildings etc.) in the original scene.

Computer graphics images often have high energy in high spatial frequency

components, reflecting the occurrence of detailed texture in the image.

A property of the Fourier representation that is of importance in image pro-

cessing is that the circumference of a circle centred on the origin specifies a set

of spatial frequencies of identical rate of undulation:

rgty}!    F|’u.vJ
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Figure 14.13
Fourier transforms of natural
and man-rnarle scenes.

r=.,I'u3+v3

having every possible orientation.

We will now look at the nature of the transform qualitatively by examining
three different examples of amplitude spectra.

Figure I-1.13;’.-:I,l'

Figure l4.lB[a] is an image from nature. It produces a Fourier transform that
exhibits virtually no coherences. Despite the fact that there is much lirte struc.
ture manifested in the edges of the leaves, the lines are at every possible orien-
tation and no coherence is visible in the Fourier domain.

F’.-gore H. l'3(b,J

Figure 14. 13th} is an image of a man—nrade scene. There is obvious structure in the
Fourier domain that relates to the scene. First, there is the line structure that
originates from the tramljne discontinuity [top of the arches). Second, there is the
discontinuity between the upper and lower arches that manifests as another line
in the Fourier domain. There are coherence: around the v axis that are due to the
horizontal edges of the structure. Because the orientation of these lines varies

Fourier transform IF (it, tr) I

{b] Nuns do Laps

‘"“°""'°"'°"’°’ Fourleru-ans1'orrn|F‘{u or
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about the vertical, clue to the camera perspective, they map into nonaaertical lines
in the Fourier domain. There is a vertical coherence in the Fotu-ier domain that

relates to scan lines in the data collection device and also due to horizontal dis-

continuities manifested by the long shadows. The remainder of the contributions

in the Fourier domain originate from the natural componenu in the image such
as the texture on the arch walls.

Fgures I4. two} and i4.i'9(b,:-

Figures 1-t.1'£tia] and 14.19[|:n] are two man-made textures. The relationships
between the colterences of the texture and the structures in the Fourier domain

should be clear. In both cases the textures have been overlaid with a leaf, which

manifests as a blurry ‘off-vertical’ line in the Fourier domain.

What can we conclude from these examples? A very important observation is

that information that is ’spread' throughout the space domain separates out

in the Fourier domain. in particular, we see that in the second example the
coherence: in the image structure are reflected in the Fourier domain as lines or

spoltes that pass through the origin. in the third example. the texture, produces

components that are strictly localized in the Fourier domain at their predomi-
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Figure H.213

The percentage of image
power enclosed in concentric

circles of ir:r.i-easing radius.

nant spatial frequencies. This property of the Fourier domain is probably the
most commonly used and accounts for spatial filtering. where we may want to
enhance some spatial frequencies and diminish others to effect particular
changes to the image. it is also used in image compression where we encode or
quantize the transform of the image, rather than the image itself. This gives us
the opportunity to use less information to encode those components of the
transform that we know have less importance’. This is a powerful approach and
it happens that much less information can he used to encode certain parts of the
transform without any significant fall in image quality. The original information
in the image is reordered in the transform in a way that enables us to make easy
iuclgements about its relative importance in the image domain.

An extremely important property of the Fourier domain is demonstrated in
Figure 14.20. This shows that most of the image power is concentrated in the
low frequency components. The figure shows circles superimposed at different
radii on the Fourier transform of the image shown in the figure. If we calculate
the proportion of the total sum of l.F(tr. vii’ over the entire domain contained
within each circle, then we find the relationship shown in Figure 1-i,2i}{b];

A property of the Fourier transform pair that is fundamental in image pro-
cessing is ltrtown as the convolution theorem. This can be written as:

P50 do Aeficar
{R in do Jane i roi-

Fourier transform

IF‘ (II. it: i
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H1‘: Fl‘-‘Tit. IF} = 3"{F(H. VIHW; V1}

where:

' means convolution

In words: Hie convolution of the image function i'(x, y) with Mr, y] in the space
domain is equivalent to [or the inverse transform of] the multiplication of
Fat, v] and Him. v) in the Fourier domain, where:

H1» V} = »‘3"(F|IH- PH

and:

-‘IE3: P] = 53”'(H[H; V1}

analogously we have:

I'll. l’}»‘l(I. J‘) = 3"{F{fI. I‘l*H(1-I. 1'1}

Both of these results are known as the convolution theorem. Convolution, and its

special case — crossroorrelaiion — is the operation that we perform on a computer
graphics image when we filter a supersampled image down to screen resolution.
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® Colon and co graphics

15.1 Colour sets in computer imagery

15.2 Colour and three-dimensional space

15.3 Colour, information and perceptual spaces

15.4 Rendering and colour spaces

15.5 Monitor considerations
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( ,3 Introduction

This chapter is concerned with quantitative aspects of colour. Most treatment of

colour in practical computer graphics has been qualitative. In setting up a scene

database we tend to choose ohiect colours more or less arbitrarily. However, cer-

tain applications are emerging in computer graphics where the accurate simula-
tion of ]ight—obiect interaction, in terms of colour, is required. Also, in the field

of visualization. colour is used to impart numeric information and suitable

numeric information to colour mappings must be considered in conjunction

with knowledge of the subtle underlying psycho-physical mechanisms of the

human colour vision system.

it is curious that an industry which has devoted main: research effort to

photo-realism has all but ignored a rigorous approach to colour. After all. frame

stores whose pixels are capable of displaying any of 15 million colours have been

commonplace for many years. We suspect three reasons for this:

{1} The dominance of the RGB or three equation approach in rendering

methods such as Phong shading, ray tracing and raniosity, and the high cost

of evaluating these models at more than three wavelengths.

{2} The rendering models themselves have obvious shortcomings that are

visually far more serious than the unsubtle treatment of colour (spatial

domain aliasing is visible, colour domain aliasing is generally invisible}-

{3} The lack of demand from applications that require an accurate treatment of
colour.

with some exceptions (see, for example, Hall and Greenberg [1933] and Hall

(19391 little research into rendering with accurate treatment oi colour has been
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carried out. There are, however, a growing number of applications that would

benefit front accurate colour simulation, and a rendering method exists [the
radiosity method] that is subtle enough in its treatment of |lght—obiect interac-

tion to benefit from such an approach. Clearly this will be one of the maior
developments in CAAD (computer aided architectural design} in the future. A

computer graphics visualization of an architectural design. either interior or
exterior, is usually recognizable as such. We know that the image is not a pho-
tograph. This appears to be due predominantly to the lad: of fine geometric
detail. Modelling costs are high and approximations are made. In the radiosity
method a coarse detail model is mandatory. So we first notice the inadequate
geometry. However, ‘second order’ effects are no doubt lust as important and
such aspects as unrealistic shadows and light that ‘doesn't loolr quite right’ con-
tribute to the immediate visible signature of a computer graphics image.

Another area where colour is of critical importance is volume rendering in
‘v’i5C (Chapter 13}. Here colour is used to enable a viewer to perceive variations
in data values in three space which may be extremely subtle. In this context it is

important that the colours used communicate the information in an optimal
way. This topic relies on perceptual colour models.

if we decide that accurate colour simulation is important, this throws up
other problems apart from the cost implication in extending from three wave-
lengths to n wavelengths. These are:

{1} What descriptive oolour system or model do we use to categorize oolour?
Clearly we could simply work with sampled functions of wavelength for
the reflectivity characteristics of obiects and the intensity of a light
source. Although this may be convenient (and necessary] in the calculation
domain, it will be useless to an architect, say, who wishes to specify a
paint colour in a standard system using a colour label or a triple. What
colour space should be used for the storage and the communication of
images? it would be extremely impractical to store the results of in
wavelength calculations.

A maior problem in using accurate colour exists in reproduction and
viewing, Two colours specified in a standard system should look the same to

a viewer. But this is only true if they are reproduced on carefully calibrated
computer graphics monitors that are viewed under identical conditions.

Although colour can be measured locally with precision, by using a
oolourimeter, such perceptual shifts due to, for example, contrast with

surrounding colours, will always occur. This practical problem is not easy to
overcome and unless it is dealt with it mitigates against the use of accurate
colour simulation.
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. Colour sets in computer imagery

To deal with colour in computer imagery we need to quantify it In some way and
this gives us the notion of a colour space or domain. This is a three-dimensional


