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spilt into two constituents. The process continues recursively until all polygons
are contained by a plane. Obviously the procedure creates more polygons than
were originally in the scene but practice has shown that this is usually less than
a factor of two.

‘The process is shown for a simple example in Figure 6.24. The first plane cho-

sen. plane A. -containing a polygon from oh'_|er:t 1. splits object 3 into two parts.
The tree builds up as before and we now use the convention INFDUT so say
which side of a partition an entity Ites since this now has meaning with respect

to the polygonal objects.
For to near ordering was the original scheme used with ESP trees. Rendering

polygons into the l‘-tame buffer in this order results in the so-called palrtter's algo-
rithm - near polygons are written ‘on top of’ farther ones. Near to far ordering

can also be used but in this case we have to mark in some way the fact that a

pixel has already been visited. Near to far ordering can be advantageous In

extremely complicated scenes it some strategy Is adopted to avoid rendering
completely occluded surfaces, for example, by comparing their Image plane
extents with the [already rendered] pro|ections of nearer surlaces.

Thus to generate a visibility order for a scene we:

no De-soencl the tree with View point coordinates.

I At each node, we detennine whether the view point is in front of or behind

the node plane.

I Descend the far side subtree first and output polygons.

I Descencl the near side snhtree and output polygons.

This results in a hack to front ordering for the polygons with respect to the cur-

rent view point position and these are rendered into the frame buffer in this
order. if this procedure is used then the algorithm suffers from the salon elli-

ciency disadvantage as the Z-buffer - reridererl polygons may he subsequently
obscured. However. one of the disadvantages of the Z-buffer is immediately over-

come. Polygon ordering allosvsthe unlimited use oftransparency with no addi-
tional effort. Transparent polygons are simply composited accorrllrig to their
transparency value.
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it-iultl-pass rendering and accumulation butters

The rendering strategies that we have outlined have all been single pass

approaches where a rendered image is composed by one pass through a graph.
ics pipeline. in Section 6.6.3 we looked at a facility that enabled certain upera.

tions on separately rendered images with uz components to be combined. in
this section we will look at multl-pass rendering which means composing a sin.

gle image of a scene front a combination of images of that scene rendered by

passing it through the pipeline with different values for the rendering parasite»
ters. This approach is possible due to the continuing expansion of hardware and
memory dedicated to rendering, manifested in texture mapping hardware which
has substantially irtcreas-ed the visual complexity of real time imagery generated

on a PC, and the availability of multiple screen resolution buffers such as a step.
cil but'.fer and an accumulation butter {as well as the frame buffer and Z-bu:tl'er}_

The accumulation buffer is a simplified version or the h~hul'fer and the avail.

ability or such a facility has led to an expansion of the algorithms that employ

a multl-pass technique.
as the name implies. an accumulation buffer accumulates rendered images

and the standard operations are addition and multiplication combined into an
‘acid with weight’ operation. In practice an accumulation buffer may have higher

precision than a screen buffer to diminish the effect of rounding errors. The use
oi‘ an accumulator buffer enables the effect of particular single pass aigoritlurts

to be obtained by a number of passes. litter the passes are complete the line]
result in the accumulation buffer is t:ran.st"erred into the screen buffer.

The easiest example is the common anti-aliasing algorithm {see Section 14.?
lot full details of this approach] which is to generate a virtual image. at ii‘ at the

resolution of the final image, then reduce this to the final image by using a
filter. The same effect can be obtained by littering the view port and generating

it images and accumulating these with the appropriate weighnng value which is

a function of the litter value. in Figure 6.25. to generate the four images that are

required to sample each pixel four times we displace the view window through

a '.-*2 pixel distance horizontally and vertically. To find this displacement we only
have to calculate the size of the view port in pixel units. [Note that this cannot

be implemented using the simple viewing system given in Chapter 5, which

assumes that the view window is always centred on the line through the view
point.)

in this case we only save on memory. However. in many instances an algo-
rithm implemented as a IEIEIIIIU-r]!II.i§ rendering is of lower complexity than the
single pass equivalent. additional examples of motion blur. soft shadows and
depth of field are given in I-iaeb-erli and Altetey ussot. These effects can be

achieved by distributed ray tracing as described in chapter it} and the marlteti
difference between the complexity of the two approaches is obvious.

To create a motion blurred image it is only necessary to accumulate a seriesoi
mtagesmnderedwiuiediemovhigobiectsindwscenechangefltelrposidonmu
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time. Exactly analogous to the anti-aliasing example. we are now anthallasing in

the time domain. There are two approaches to motion blur. We can display a sin-
gle image by averaging it imagesl:-uilt up in the accumulation buffer. Alternatively
we can display an image for every calculated image by averaglxtg over a window

of ti frames moving in time. To do this we accumulate Ii images initially. .-it the
next step the frame that was accumulated tr-‘i frames ago is re-rendered and sub-
tracted from the accumulation huifer. Then the contents of the accumulation

buffer are displayed. Thus, alter the initial sequence is generated, each time a
frame is displayed two frames have to be rendered-the in - llth and thectiitetit
one.

Simulating depth of field is achieved (approximately) by jit-iering both the

View window as was done for anti-aliasing and the VIEW’ point, Depth of field is

the effect seen in a photograph where. depending on the lens and aperture set-
ting, ob]-ects a oertaln distance from the camera are in focus where others nearer

and farther away are out of focus and binned. littering the view window nialtes
all ob|ec-ts out oi‘ focus and jittesirtg the view point at the same time ensures

objects in the equivalent of the focal plane remain in focus. The idea is shown
l.n Figure s.zs. is plane of perfect focus is decided on. view port fitter values and
view point perturbations are chosen so that a common rectangle is maintained

hi the plane of perfect focus. The overall transfonnation applied to the view frus-

h_m1 is a shear and translation. Again this facility cannot be implemented using

the simple view fni.-stum in Section 5.2 which does not admit shear prolectlons.
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S-nit shadow-rs are easily cneated by accumuflating 1-: passes and changing the
position of a paint light source between passes to simulate sampling of an area
source. Clearly this approach will also enable shadows from separate light
sources to be rendered.
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(Z) Simulating light-object

Interaction: local reflectlon

models

i".1 Reflection from a perfect surface

3'22 Reflection front an imperfect surface

13 The bl-directional reflectance distribution function

7.4 Diffuse and specular components

15 Perfect diffuse - empirically spread specular reflection (Phony)

15 Physically based specular reflection

3'2? Pre-comprnlng Blii.DFs

18 Physically based diffuse component

‘Introduction

Local reflection models. and in particular the Plrong model {introduced in Chapter
5]. have been part of mainstream rendering since the n11d-l9?{ls. Combined with

interpolative shading of polygons, local reflection models are irrcorpolated in

almost even! conventional tenderer The obvious constraint of locality is the

shongest disadvantage of such models but despite the availability! of ray tracers and

rarlioslry renderers the mainstream rendering approach is still some variation of the
strategy described earlier — in other words a local reflection model is at the heart of
tlreprocess. However. nowadays Itttrouldbediflicult to find areridererthat did not

have ad hoc additions such as texture mapping and shadow calculation [see

Chapter: B and 9]. Tiexttue mapping adds Interest and variety, and geometncal
shadow calculations overcome the most significant drawback of local models.

Despite the understandable emphasis on the development of global rnmels,

there has been some considerable research effort into lrrtproving local reflectlon
models. However. not too much attention has been paid to these. and most
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renclerers still use the Pht:-rig model: in one sense a tribute to the efficacy and

simplicity of this technique, in another, an unfortunate ignoring of the real
advances that have been made in this area.

An important point concerning local models is that they are used in certain

global solutions. As will he discovered in Chapter 12, most simple ray tracers are

hybrid models that combine a local reflection model with a global ray traced

model. A local model is used at every point to evaluate a contribution that is due
to any direct illumination that can be seen from that point. To this is added a

(ray traced] component that accounts for indirect illumination. (in fact, this is

inconsistent because different parameters are used for the local and global con.

trtbution. but it is a practice that is widely adopted.)

In this chapter we will look at a representative selection of local models, delv-

ing into such questions as: how do we simulate the different light reflection

behaviour iretween, say, shiny plastic and metal that is the same colour? We can

usually perceive such subtle differences in real objects and it is appropriate that

we should be able to simulate them in computer graphics.

The foundation of most local reflection models involves an empirical or imi-

tative approach in which we devise an easily evaluated function to imitate reflec-
tion of light from a surface or the theory of reflection from a perfect surface

together with the simulation of an imperfect surface.

' '  _r£fl"E-.5-'l='-u‘iu-lNl$Gr7i23fl.'E'I-'sFflLfi‘l 

lieflecflon from a perfect surface

We begin by examining the behaviour of light incident on an optically smooth

surface ~ a perfect mirror. This is determined by the Fresnel formulae - them-

selves derived from lv1aJtvreil's wave equations. This is the source of the ray trac-
ing formulae given in Section 1.4.6. The formula is a coefficient that relates the

ratio of reflected and transmitted energy as a function of incident direction,

polarization and the propenies of the material. assuming for simplicity that the
light is unpolarlzecl {the approach usually taken in computer graphics] and trav-

eiiing through air {approximated as a vacuum] and assuming that a factor

known as the extinction coefficient (see Section 7.6.4] is zero we have:

sin’ (ti: - 9) tan’ [qt — B}1

F‘ alfiufei * mfos '7'-”
where:

iii is the angle of incidence
is is the angle of refraction
sin 9 = sin¢-fp (where 1.1 is the refractive index of the material}

These angles are shown in Figure ?.1. F is minimum, that is most light is

absorbed when it = t} or normal incidence. No light is absorbed by the surface

and F is equal to unity for is = era. The wavelength dependent property of F

comm from the fact that [1 is a function of wavelength.
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Figure 7.1
The Frfiltel equation.
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in practice, surfaces are not optically perfect. with the exception of glass or still
water. surfaces exhibit a microgeometry. We can, however, still use the Fresnel

equation it we inoorporate it in a model that simulates the microgeometry.

Figure 12 shows one way of doing this - we consider the surface to be a collec-
tion of microfacets which are for simplicity considered as symmetric l.r'—shaped

pits. Over a small region we can describe the reflection or light incident on a rep-
resentative region of such grooves to form a lobe which we can pararnetrize.

Of course, surface microgeornetry is not the only imperfection that occurs in

reality. For example, shiny metal surfaces age and acquire a film of dirt as well as
large imperfections like scratches. This kind of ‘real’ surface is much more diffi-
cult to model and it has to be emphasized that a surface whose microgeometry

is modelled in the way described is still assumed to be perfectly clean — an

unlikely practical event.
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Figure 7.2
Simulating a rough surface
with a collection of
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as a perfect mirror.
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In general, light reflected from a point on the surface of an object is categorized
by a bi-directional reflection distribution function, or BRDF. This term empha-
sizes that the light reflected in any particular direction (in computer graphics

we are mostly interested in light reflected along the viewing direction 1*] is a
function not only of this direction but also of the direction of the Incoming
light. A BRDF can be written as:

BRDF = flail» "llinr firth ¢'rH]=

and many models used in computer graphics differ amongst themselves accord-
ing to which or these dependencies are simulated, Figure 13 shows these angles
together with a BRDF computed for a particular set of angles. The rendered BRDF

shows the magnitude of the reflectecl light {in any outgoing direction] for an

infinitely thin beam of light incident in the direction shown. in practice, light
may be incident on a surface point from more than one direction and the total

reflected light would be obtained by considering a separate BRDF for each
incoming light beam and integrating.
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For many years computer graphics has worked with simple, highly constrained
llRDFs such as that shown in Figure }".3. Figure 1-1 gives an idea of the difference

between such computer graphics models and what actually happens in practice.
The illustrations are cross-sections of the BRDF in the plane contain-

ing L and R, the mirror direction for different angles of 3, the angle of incidence
(and reflection]. in particular, note the great variation In the shape of the reflec-
tion lobes as a function of the wavelength of the incident light, the angle of inci-
dence and the material. In the case of aluminium we see that it can behave either

like a mirror surface or a directional diffuse surface depending on the wavelength

of the incident light. When we also take into account that, in practice, incident

light is never monochromatic {and we thus need a separate BRDF for each wave-
length of light that we are considering} we see that the behaviour of reflected
light is a far more complex phenomenon than we can model by using simple
approximations like the Phorrg model at three wavelengths.

no important distinction that has to be made is between isotropic and

anisotropic surfaces. an isotropic surface exhibits a fl‘-RDF whose shape is inde-
pendent of the incoming azimuth angle at». {Figure 1.3]. An anisotropic surface is.
for example, brushed aluminium or a surface that retains coherent patterns from
a milling machine. in the case of a brushed suriace the magnitude of the specu-
lar lobe depends on whether the incoming light is aligned with the grain of the
surface or not.

Another complication that occurs in reality is the nature of the atmosphere.
lviost BFlDFs used in local reflection models are constrained to apply to light

reflected from opaque materials in a vacuum. We mostly do not consider any

scattering of reflected light in an atmosphere [in the same way that we do not
consider light scattered by an atmosphere before it reaches the obiect]. The rea-
son for this is, of course, simplicity and the subsequent reduction of light inten-

sity calculations to simple comparisons between vectors categorizing surface
shapes, light directions and viewing direction.

We might imagine that if we have a BRDF for a material that the light-obiect
interaction is solved. l-Ic.-wever, a number of problems remain to this day despite

a quarter of a century of research. Some of these are:
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Where do we get the BRDF from {particularly for real as opposed to perfect
materials}? Some data are available for some materials in the metallurgical
literature but this is by no means complete.

At what scale do we attempt to represent a BRDFE What is the area of the

region that we should consider receives incident light? Should this be large
enough so that the statistical model is consistent over the surface? Should it
be large enough to include surface imperfections such as scratches? This is
very much an unaddressed problem.

How do we represent the BRDF? This final point accounts for most variation
amongst models. in particular, the distinction between empirical and
physically based models is often made. An empirical model is one that
imitates light—obiect interaction. For example, in the Phong model a simple
mathematical function is used to represent the specular lobe. In the Cook
and Torrance model a statistical ditribution represents the surface geometry
and this is termed a physically based model (Cook and Torrance 1932). it is
interesting to note that there is no general agreement on the visual efficacy
of empirical versus physically based models. Often a better result can be
obtained by carefully tuning the parameters of an empirical model than by
rising a physically based model.

What follows is a review of the early local reflection models and a short selec-
tion oi more recent advances. in particular we start by looking at the defects
inherent in the Phong model and how these can be overcome. The material is
by no means a comprehensive review, but is intended as a representation of
these departures from the Phong model that have been simulated to provide
ever more subtle variations on the way in which light ‘paints’ an object.

 l'$_1,"-_~;g-. '=-.*_«_re‘_._npt'{-u-;.'-__-il~'.--fi':3ElHa\.nlE'3m:ai2;.'E::)°"dioE’-a'q.+r¥1}.'|.v.l,i.flia1.-d'oI'A'i"'J-;:.-I .-1'.t-_. -'1'-'.-I"Ta-T--'--3'1E=.-"\.i~é'_'£ I"-5'-'.ni'-:.'-.".-"xiii"-‘-1.—"' '-ill:-'."'.‘-..'2':'|1'-'S."a-.._.-'-:. I'll: Ii. ".' -'r‘I_'- '. .'ts
Diffuse and specular componen

Local reflection models used in computer graphics are normally considered as a
combination of a diffuse and a specular component. This works well for many
cases but it is a simplification. The simpler models of specular reflection consider
some imperfect behaviour to be a modification of perfect specular reflection.
Perfect specular reflection occurs when light strikes a perfect mirror surface and
a thin beam of light incident on such a surface reflects according to the well-
known law: the outgoing angle is equal to the angle of incidence. Perfect diffuse
reflection occurs when incident light is scattered equally In all directions from a
perfect matte surface. which could in practice be a very fine layer of powder.
Combining separately calculated specular and diffuse components imitates the
behaviour of real surfaces and is an enabling assumption in many computer
graphics models. imitating the subtle visual differences between real surfaces has
mostly been achieved by inoorporating various effects into the specular compo-
nent as we shall now examine by looking at a selection of such models. These
are:
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[13 The Phong model - perfect diffuse reflection combined with empirically

spread specular reflection (Phong 19395}.

(2) A physically based specular refection model developed by Flllnn [l9??) and
Cook and Torrance (1932).

{3} Pre-calculating B-ilDFs to be indexed during a tendering process Cabral er oi.
U933").

[4] A physically based diffuse model developed by Hanrahan and lireuger (1993).

This selection is both an historical sample and an illustration of the diverse

approaches of researchers to local reflection models.

 1£-..‘Kitd‘-5:1.’-‘I'. fialfmfifitrlnkifl-IflflUH.'1DE§- 1flfikfl1_.Wisfiflfi.&1K‘ ".!‘.'iI.‘:s2I.'.l-'.‘a'_'.‘.l‘..t'.— -.$m mmwPerfect diffuse — empirically spread specular reflection (Pltong l9I+'5)

This is, in fact, the Phong reflection model. We have already discussed the prac-

ticalities of this, in particular, how it is integrated into a rendering system or

strategy, Here we will look at it from a more theoretical point of view that
enables a comparison with other direct reflection models.

The Phong reflection model accounts for diffuse reflection by l.ambert's
Cosine Law, where the intensity of the reflected light is a function of the cosine

between the surface normal and the incoming light direction.
Phong used an empirically spread specular term. Here the idea is that a prac-

tical surface. say, shiny metal, reflects light in a lobe around the perfect mirror
direction because it -can be considered to be made up of tiny mirrors all oriented

in slightly different directions. instead of being made up of a perfectly smooth
mirror that takes the shape of the object. Thus the coarseness or roughness of the

(shiny) surface can be simulated by the index n - the higher is is, the tighter the
lobe and the smoother the surface. all surfaces simulated by this model have a

plastic-like appearance.

(leornetrically, in three-dimensional space the model produces a cone of rays

centred on R whose intensity drops off exponentially as the angle between the

ray and It increases.

A more subtle aspect of real behaviour, and one that accounts for the differ

ence in the loo]: of plastic and shiny metal, is missing entirely front this model.

This is that the amount of light that is specularly reflected depends on the ele-

vation angle Iiltlfligure 13] of the incoming light. Drive a car into the setting sun

and you experience a blinding glare from the road surface — a dull surface at mid-

day with little or no specular component. It was to account for this behaviour.

which for any ohiect accounts for subtle changes in the shape of a highlight as

a function of the incoming light direction. that an early local reflecrion model.

based on a physical microfacet simulation of the surface, emerged.

We can say that, although the direction of the specular bump in the Fhong

model depends on the incident direction - the specular bump is symmetrically

disposed about the mirror direction — its magnitude does not vary and the Phong

model implements a BRIJF ‘reduced’ to:



0234

elnrslcatur nasco SPECU1..Mt nertrcrlon @

BRDF = flflna, ¢ln.'f:'

The BRDF shown in Figure ?.3 was calculated using the Phong reflection model.

uarli{tin o
and Torrance 1932)

Two years after the appearance of Phong’s work in 19?5, J. B-[inn {19?.'-"J pub-

lished a paper describing how a physically based specular component could be

used in computer graphics. In 1932, Cook and Torrance extended this model to

account for the spectral composition of highlights - their dependency on mate-

rial type and the angle of incidence of the light. These advances have a subtle

effect on the size and colour of a highlight compared with that obtained from

the Phong model. The model still retains the separation of the reflected light

into a diffuse and specular component, and the new work concentrates entirely
on the specular component, the diffuse component being calculated in the same

way as before. The model is most successful in rendering shiny metallic—like sur-

faces, and through the colour variation in the specular highlight being able to,
for example, render similarly coloured metals differently.

The problem of highlight shape is quite subtle. A highlight is just the image
of a light source or sources reflected in the object. Unless the object surface is pla-

nar, this image is distorted by the oi:-iect. and as the direction of the incoming

light changes, it falls on a different part of the object and its shape changes.

Therefore we have a highlight image whose overall shape depends on the cut-
vature of the obiect surface over the area struck by the incident light and the

viewing direction, which determines how much of the highlight is visible from

the viewing direction. These are the primary factors that determine the shape of

the patches of bright light that we see on the surface of an oblect and are easily

calculated by using the Phong model.

The secondary factors which determine the highlight image are the depen-

dence of its intensity and colour on the angle of incoming light with respect to

a tangent plane at the point on the surface under consideration. This identifies
the nature of the material to us and enables us to distinguish between metallic

and non-metallic obiects.

Curiously. despite producing more accurate highlights, these models were not

taken up by the graphics community and the cheaper and simpler Phong model

remained the more popu tar. as indeed it does to this day. The possible reason for

this is that the differences produced by the more elaborate models are subtle.

Objects rendered by the Phong model, although inaccurate and incorrect in

highlight rendering, produce objects that look real. in most graphics applica-

tions, then and now, this is all that is required. l-"hoto—reali5m, the much stated

goal, of three-dimensional computer graphics, depends on very many factors

other than local reflection models. To make obiects look more real, only in this

manifestly narrow sense, was perhaps not deemed to be worth the cost.
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What is meant by a physical simulation in the context of light reflcction is
that we attempt tn model the micro-geometry of the surface that causes the light
to reflect. rather than simply imitating the behaviour, as we do in the Fhong
model, with an empirical term.

This early simulation of specular highlights has four components, and is

based on a physical microfatet model consisting of symmetric ‘ii-shaped grooves
occurring around an average suriace (Figure 12}. We now describe each of these
components in turn.

Modelling the micro-geometry of the surface

A statistical distribution is set up for the orientation of the microfaoets and this

gives a term D for the light emerging in a particular {viewing} direction. A sim-
ple Gaussian can be used:

9 = k QKPI-iaimiill

where t: is the angle oi the microiacet with respect to the normal of the (mean)
surface, that is the angle between N and H. and H1 is the standard deviation of

the distribution. Evaluating the distribution at this angle simply returns the
number of microfacers with this orientation, that is the number of microfacets

that can contribute to light emerging in the viewing direction. Two reflection
lobes for m = 0.2 and 0.6 are shown in Figure ?.2(b].

Using microfacets to simulate the dependence of light reflection on surface
roughness makes two enabling assumptions:

{1} it is assumed that the microiacets, although physically small, are large with
respect to the wavelength of light.

[2] The diameter of the incident beam is large enough to intersect a number of
microfacets that is sufficient to result in representative behaviour -of the
reflected light.

in BEIDF terms this factor controls the extent to which the specular role bulges.

Shadowing and masking effects

Where the viewing vector, or the light orientatit:-n vector begins to approach the
mean surface. interference effects occur. These are called shadowing and mast»:-

ing. Masking oocurs when some reflected light is trapped and shadowing when
incident light is intercepted, as can be seen from Figure 15.

The degree of masking and shadowing is dependent on the ratio inn‘: [Figure
?.5[b)] which describes the proportionate amount of the facets contributing to
reflected light that is given by:

G = l —I.Hz
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In the case where ii reduces to zero then all the reflected light escapes and:
G = I

A detailed derivation of the dependence of lift: on L, V and H was given by
Blinn (1937). For masking:

Gm = 2{N+fl'}{N-I-’]!V-H

For shadowing the situation is geometrically identical with the role of the vec-
Iiors L and V interchanged. For masking we have:

o. = Zfili-flfiiltf-Llfl?-II

The value of G that must be used is the minimum of G. and G... Thus:

G = min fl, 13,, Gm}

Viewing geometry

Another pure geometric term is implemented to account for the glare effect
mentioned in Section 15. its the angle between the view vector and the mean

surface normal is increased towards 90“. an observer sees more and more micro-

facets and this is accounted for by a term:

UN-V

that is. the increase in area of the microfacets seen by a viewer is inversely pro-
portional to the angle between the viewing direction and the surface normal. If

there is incident light at a low angle then more of this light is reflected towards the
viewer than if the viewer was intercepting light from an angle of incidence close

to normal. This effect is countered by the shadowing effect which comes into play
also as the viewing orientation approaches the mean surface orientation.

The Fresnel term

The next tenn to consider is the Fresnel term, F (see Section 11}. This term con-

cerns the amount of light that is reflected as opposed to being absorbed — a
factor that depends on the material type considered as a perfect mirror surface-
which our individual microfacets are. in other words we now consider behaviour

for a perfect planar surface having previously modelled the entire surface as a set

of such microfacets which individually behave as perfect minors. This factor

detennines the strength of the reflected lobe as a function of incidence angle and
wavelength. ‘l'he wavelength dependence accounts for subtle colour effects in
the specular highlight.

The coefficients required to calculate F for any angle of incidence are not usu-

ally known and Cook and Torrance {I932} suggest a practical compromise which
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is to use ltnoym {measured} Values of Fe - the value of F at normal incidence -

to calculate u then to use Equation ?.i to evaluate F for any angle oi incidence.

‘Fit normal incidence, Equation ?'.1 reduces to:

-1):
F“: Etna

{|.l is, in fact, complex and contains an imaginary term - the extinction coeffi-
cient. This is zero for dielectrics - plastics, for example — and it is also zero for

conductors, for metals at normal incidence; and. it can thus be ignored for both

categories of materials at normal incidence.)

Another way of calculating F for any incidence angle from Fa is due to Schlicli.
(1993) and is the fonnula:

F.=Fa-I-{l —cos1]5(1 -139]

The practical effect of this term is to account for subtle changes in colour of the
specular highlight as a function of angle of incidence. For any material, when
the light is incident at an angle nearly parallel to the surface then the colour of
the highlight approaches that of the light source. For other angles the colour
depends on both the angle of incidence and the material. an example of this
dependency is shown for polished copper in Figure 1.6.

The effect of this term is to cause the reflected intensity to increase as the

angle of incidence increases {just as did the previous tenn LVN-Vi - less light
is absorbed by the material and more is reflectecl. (A more subtle effect is that
the peak of the specular lobe shifts away from the perfect mirror direction as the
angle of incidence increases - see Figure ?.l'.]

Thus putting these together the specular term now becomes:

specular component = DGFl(NAI'»’i

where:

D is the micro-geometry term

G is the shattowingimasidng term
F is the Fresnel tenn

{N-‘II"] is the glare effect tenn

Summarizing we have:

{1} A factor that models reflected light intensity as a function of the physical
nature of the surface to within the approximations of the geometric
simulation.

{2} Two interacting factors that simulate the behaviour of the ‘glare’ effect
which occurs when light is incoming at a high angle (with respect to N. the
surface normal} of incidence.

{3} A factor that relates the reflected light intensity at each {perfect mirror)
microfacet to the eiectro-optical properties of the material. This is a function
of the direction of the incoming light and controls subtle second order
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Figure 16
Fresnel equation and
palishe.-d copper.
{all fleflectance F as a

fur-ction of mwelenglh
{it} and angle at incidence
{polished copper}. (by The
dependence of F on e
for red. green and blue
wavelengths.

effects concerning the shape and the colour of the highlight. This effect is
important when trying to simulate the difference between, say, shiny plastic
and metals. Gold, lor example, exhibits yellow highlights when illuminated
with white light and the highlight only tends to white when the light grazes
the surface.

The specular tentt is separately calculated and combined with a uniion-rt diffuseberm:

BRDF = still. 1- rifle {where s + d = 1]

For example, metals are simulated. usually with is? = (II and s = l and shiny plas-
tics with at = 0.9 and s = 0.1. Note that if d is set to zero for metals the specular
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Figure 1'2? term controls the colour oi the obiect over its entire surface. Compare this with

3"‘1_5‘“f°"m_f°'“"' ‘T919’ the Phong reflection model where the colour of the obiect is alwayfi tontrolled

mm" by the diffuse component. The Phong model, because of this. is incapable of pro-
ducing metallic looking surfaces and all surfaces rendered using Phong have a

distinct plastic look.

in this model the reflected light intensity depends on the elevation angle of

the incoming light but the model is independent of the azimuth angle of the
incident light. Whatever the azimuthal direction of the incoming light, it

encounters the same statistical distribution of long, parallel, symmetric V-shaped

grooves [a somewhat impossible situation in practice}. Thus:

BRDF = flflin. Eli.-r. {In-r]

A pair of BRDFS tor a low and high angle of incidence are shown in Figure ?.i’.
This shows a specular lobe increasing in value {and also moving away from the

mirror reflection direction} as the angle of incidence is increased towards the

grazing angle. Figure 13 [Colour Plate} gives an idea of the variety of object

appearances that can be achieved using this model.

i 'pi:s;¢.1m.ii.'iiii.;_. Bitors

One of the main inadequacies of the previous approach is that it cannot be used

to model anisotropic surfaces. Many surfaces exhibit anisotropy reflection char-
acteristics. Cloth and ‘brushed’ metal used in ‘decorative’ engineering applica

tions — like car wheels - are two examples. Consider clotlt, for example: this

exhibits anisotropic rellection because it is made up pf parallel threads with

circular crossrsections. Each thread scatters light narrowly when the incident

light is in a plane parallel to the direction of the thread, and more widely when
the incident plane is parallel to the circular cross—section of the thread. The two

popular approaches to including anisotropic behaviour in l5liDFs have been to

set up special surface models - usually based on cylinders — and precalculation.

In 193? a model {lffabral ct rri. 193?) was reported that CGUII5 deal With

the dependence of the azimuth angle of the incoming light. The model pre-
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calculates a BRDF for each I. represented by a hemisphere divided into bins

indexed by V. The BRDF is calculated by ray tracing for each incoming direction
a bundle of patall.-EL randomly positioned rays as they strike the surface and

reflect to hit the surrounding hemisphere. The dependency of the BRDF on
angles is then:

BRDF .2 flflm, dim, Eur. tilnr}

The BRDF is generated by firing rays or beams onto a surface element that
encompasses a sufficiently large area of the microsurface. The surface element is

modelled by an array or grid of triangular microfacets. The rays that hit the -Elem
ment without being shadowed and emerge without being masked make a con-
tribution to the BRDE and the oomplete function is the sum of all such

contributions. ‘l'his information is built up by dividing a hemisphere into a num-
ber of cells or bins. A representation of this process is shown in Figure 19. The
surface mlcrofacets are perturbed out of the mean plane by a bump map as the
figure suggests. Note that an advantage of this approach is that there is no
restriction on the small-scale geometry — the microiacets do not need to form a
Gaussian distribution. for example.

Hemisphere surrounding rnicrosurfaoe element
is divided into 14 X 24::-Ils

Figure ?.9
Modelling a surface with
height-field perturbed
triangular rnicrofacets.
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The BRDF is then a coarsely sampled version of a continuous BRDF. The pre-

calculation is built up by considering each cell to be a source of incoming light
and calculating the resulting reiiection into the hemisphere. when a surface is

being rendered the hemisphere closest to the angle of incident light is selected.

The nonh pole of this distribution then has to be aligned with the surface nor-

mal at the point and the pre-calculated BRDF then gives the reflected intensity
in the viewing direction.

hyicalyased diffuse er)H

Until fairly recently local reflection models in computer graphics have concen-

trated almost exclusively on the specular component of reflected light and, as we

have seen, these have been based on physical rnicrosurface modelling.

Diffuse light is usually modelled on Larnbertfs Cosine Law which assumes that

reflected light is isotropic and proportional in intensity to the cosine of the angle

of incidence. Surface simulations of diffuse light are not possible because diffuse

reflection originates from light that actually enters the material. This component

is absorbed and scattered within the reflecting material. The wavelength-
dependent absorption accounts for the colour of the material - incident white

light is, in effect, filtered by the material. it is the multiple scattering within the

material that causes the emerging light to be (approximately) isotropic. Thus a

physical simulation of diffuse reflection would have to be based on subsurface

scattering.

We could ask the question: what is wrong with sticking with l.an1bert’s Law?
The answer to this would be the same as the motivation for the development of

physically based specular models ~ there are subtle effects produced by diffusely
reflecting light that are responsible for the distinctive look of certain materials.

Recent work by Han rahan and Kreuger (1993) develops a physically based model
for diffuse reflection that the authors claim is particularly appropriate for layered

materials appearing in nature, such as biological tissues (skin, leaves and so on}
and inorganic substances like snow and sand. The outcome of the model is, of

course, anisotropy - reflecting the fact that very few real materials exhibit
isotropic diffuse behaviour.

Hanraltan and Kreuger specify the refiected light from a point on the surface as

L[=LB+.LfV

where l... is the reflected light due to surface scattering — imperfect specular

reflection — and Lw is the reflected light that is due to su bsurface scattering. The

algorithm that determines the subsurface scattering is based on a 1D transport

model solved using a Monte Carlo approach. The details are outside the scope of

this text: more important for our purposes is a conceptual understanding of the

advances made by these researchers and their visual ramifications.

The combination of those two components produces anisotropic behaviour

because of a number of factors that we will now describe. First, consider the angle
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Figure ifllti
Refiectlon beliaviour due to

Hmrahan and Kruger‘:
model {alter I-ianrahan and

Kreuger (199311.

Sum of surface and
subsurface reflection
rnotislatsrl by the
Fresnel coefficients

of incidence of the light. For a plane surface the amount of light entering the sur-

face depends on I-'resnel's law — the more light that enters the surface, the higher
will be the contribution or influence from subsurface events to the total reflected

light I... So the influence of L... depends on the angle of incidence. Subsurface scat-

tering depends on the physical properties of the material. A material is modelled

by a suspension of scattering sites or particles and parametrized by absorption
and scattering cross-sections. These express the probability of occurrence per unit

path length of scattering or absorption. The relative size of these parameters

determines whether the scattering is forward, backward or isotropic.

The effect of these two factors is shown, for a simple case. in Figure 110. The

first row shows highflow specular reilecllon as a function of angle of incidence.

The behaviour of reflected light is dominated by surface scattering or specular
reflection when the angle of incidence is high and by subsurface scattering when

the angle of incidence is low. as we have seen, this behaviour is modelled, to
a certain extent, by the Cook and Torrance model of Section 16. ‘The second

row shows reflection lobes due to subsurface scattering and it can be seen that

materials can exhibit backward, isotropic or forward scattering behaviour. (The

bottom lobes do not, of course. contribute to L. but are nevertheless important

when considering materials that are made up of multiple layers and thin translu-
cent materials that are bacIrlit.} The third row shows that the combination of I.-rs

and L. will generally result in non-isotropic behaviour which exhibifi the fol-

lowing general attributes:

I Reflection increases as material layer thickness increases due to increased
subsurface scattering.

«I Subsurface scattering can be backward, isotropic or forward.

0 Reflection from subsurface scattering tends to produce functions that are

flattened on top of the lobe compared with the [idealized] hemisphere of
Lamberfs law.

Such factors result In the subtle differences between the model and Lambert‘: law.
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Mappin I eciques

3.1 Two-dimensional texture maps to polygon mesh obfeets

3.2 Two-dimensional texture domain to bl-cubic parametric patch
objects

3.3 Blllboarris

5.4 Bump mapping

8.5 Light maps

8.45 Etwironntent or reflection mapping

8.? Three-tllntensional texture domain techniques

Anti-aliasing and texture mapping

8.9 Interactive technique in texture mapping

Introduction

In this chapter we will look at techniques which more lnforrnatlon {usually} in a

two-dimensional domain which is used during rendetiitg to simulate tetttures.
The mainstream application it texture mapping but many other applications are
described such as refleetlon mapping to simulate ray tracing. ‘With the advent oi

texture mapping hardware the use of such facilities to Implement real time ren-
dering has seen the development of light maps. These use the texture facilities

to enable the pre-calculation of {view independent} lighting which then
‘reduces’ tendering to a texture rnapping operation.

Texture mapping became a highly developed tool in the 19305 and was the

technique used to enhanre Phong shaded scene: so that they were more visually

interesting. looked more realistic or esoteric. Objects that are rendered using
only Phortg shading loolt plastic-like and texture mapping is the obvious way to
add interest without much expense.

Texture mapping developed in parallel with research into global illumination

algorithms — ray tracing and radlosity [see Chapters 10. 11 and 12]. it was a
device that could be used to enhance the visual interest of a scene. rather than
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its photo-realism and its matrr attraction was cheapness — it could be grafted

onto a standard rendering method without adding too much to the processing
cost. This ooritrasted to the global illumination methods which used completely
different algorithms and were much more expensive than direct reflection
models.

aiutoiher use of texture mapping that became uhiquiiaous in the 19805 was to

add pseudo-realism to shiny animated otriec-is by causing their surrounding
environnrertt to be reflected in them. Thus tumbling logos and titles becarne

chromium and the texture reflected on them moved as the objects moved. This
technique -— itrtotvu as environment mapping - can also be used with a real pho-
tographed environment and can help to merge a computer animated object with

a real environment. Environrnent mapping does not acoompiish anything that
could not be acldeved by ray tracing — but it is much more efficient. ii. more

recent use of environment mapping techniques is in Image-based rendering
which is discussed in Chapter 16.

its used in computer graphics, ‘nature’ is a somewhat confusing term and

generally does not mean oontroiiing the srnaii-scale geometry of the surface of a
computer graphics obiect - the normal meaning of the word. it is easy to mod-

ulate the colour of a Phong shaded object by controlling the value of the three
diffuse ooefficients and this became the most common object parameter to be

controlled by texture mapping. [Colour variations in the physical world are not,

of course, generally regarded as textured Thus as the rendering proceeds at pixel-
iay-plxel level. we pick up values for the Phong; diffuse reflection coefficients and

the diffuse component [the colour] of the shading changes as a function of the
texture rnapisj. A better term is colour Inappitag and this appears to be coming
into common usage.

This simple pixel-level operation conceals many difficulties and the geometry
of texture mapping is not straightforward. As usual we make simplifications that

lead to a visually acceptable solution. There are three origins to the difficulties:

{1} We mostly want to use texture mapping with the most popular representation

in computer graphics — the poiygon mesh representation. This. as we iotoiv. is
a geometric representation where the ob|ect surface is approximated, and this
approximation Is only defined at the vertices. in a sense we have no surface -

ontyan approximation toone-sohow canwe phvsicaiijrderiseatexture

value at a surface point If the surface does r1ot exist?

We Want to 1151!. in the main. two-dimensional texture maps because we
have an almost endless source of textures that we can derive by frame-

grahbing the real world, by using two-dimensional paint software or by
generating textures proceduraiiy. Thus the mainstream demand is to map a
two-dirnertsional texture onto a surface that is approximated by a polygon

mesh. This situation has beoome consolidated with the advent of cheap
texture mapping hardware facilities.

aliasing problems irt texture mapping are usually highly visible. By
definition textures usually manifest some kind of coherence or periodicity.
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aliasing break: this up and the resulting mess is usually high visible. This
eifect occurs as the periodicity in the texture approaches the pixelresolution.

We now list the possible ways In which certain properties of a computer
graphics model can be modulated with variations under oontrol of a texture
map. We have listed these in approxlmaiie order of their popularity {which also
tends to relate to their ease of use or lmplementationl. These are:

{I} Colour As we have already pointed out, this is by far the most common
object property that is controlled by a texture map. We simply modulate the
difluse retlection coefficients in the Phong reflectlon model with the

corresponding colour from the texture map. [We could also change the
specular ooefficients across the surface of an obiect so that it appears shiny
and matte as a iunction of the texture map. But this is less common. as
being able to perceive this effect on the rendered obiect depends on
producing specular highlights on the shiny parts it we are rising the basic
Fhorig reflection model.)

(2) specular ‘colour’ This technique — known as environntent mapping or
chrome mapping - is a special case of ray tracing where we use texture map
techniques to avoid the expense oi‘ full ray tracing. The map is designed so
that it looks as if the {specular} ohiect is restarting the environment or
hacitground in which it is placed-

{3} Normal vector |Il:l'I.'Iu‘III1iI:tIl This elegant technique applies a
perturbation to the surface normal according to the corresponding value in
the map. The technique is known as hump mapping and was developed by
a famous pioneer of three-dimensional computer graphic techniques —
J. Eiilnn. The device works because the intensity that is returned by a Pl-tong
shading equation reduces. if the appropriate simplifications are made. to a
function of the surface normal at the point currently being shaded. ii the
surtace normal is perturbed then the shading changes and the surface that
is rendered looks as it it is textured. We can therefore use a global or general
definition for the texture oi a surface which is represented in the database as
a polygon mesh structure.

{-1) Displacement mapping Related to the previous technique. this
mapping method uses a height iieid to perturb a surface point along the
direction of its surface normal. it is not a convenient technique to
implement since the map must perturb the geometry of the model rather
than modulate parameters in the shading equation.

{5} "Ii-anspnn.-ncy A map is used to control the opacity of a transparent
obiect. A good example is etched glass where a shiny surface is roughened
(to cause opacity} with some decorative pattern.

There are many ways to perionn texture mapping. The choice of a particular
method depends ruairtly on time constraints and the quality of the image
required. To start with we will restrict the discussion to two-dimensional texture
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maps — the most popular and common ionrt — used in con|unctlon with poly.
gon mesh nhiects. [Many oil the insights detailed In this section are based on

destzriptions in Hec.kbert's{1'3i‘il-I5] defining work in this area.}
Mapping a two-dimensional texture map unto tJ1e surface at an ohiect then

projecting the ohiect into screen space is a hen-dimensional to two-dimensional

transformation and can thus be viewed as an image warping operation. The most

common way to do this is in inverse map - for each pixel we find its tone»

spondlng ‘ore-image’ in texture spaoe iFlgure Bfiibll. However. for reasons that

will shortly become clear. specifying this overall transiotrnation is not st:I:Ii.ght-
Eorwsrd arid we consider initially! that tiexhrre mapping is a two-stage process

that takes us from the two-dirnensionai texture space into the ll-tree-dimensional
space of the oh|e4:t and then via the projective trarlsform into twn-dimensional

screen space [Figure B.i(_a]}. The first transformation is known as parametrization

and the second stage is the nomui computer graphit: projective transformation.
The parametrization associates all points in texture space with points on the
ohlect surface.

The use at an and-aliaslrtg method is mandatory witl1 texture mapping. This

heasilyseenbycmtsiduttganobiectreumdngawayhnmatdewermthatits
proiection in screen space covers fewer and fewer pixels. As the uh|ert size
decreases, thepre-image ofa pixel in texture space w'iliinr.'reasecove1-lngalargex

area. if we simply point sample at the centre of the pixel and take the value of

‘I‘i_tr, P] at the corresponding point in texture space, then grossly incorrect results

will follow (Figure Elia}. {bl and (till. An exanrple of this effect is shown in Figure
8.3. Here, as thechequerbnard pattern recedes into the distance. it begins to break

up in a disttttliling rn1nner.Tl1ese pruhlerns arelflghlyvisihle andmovetehen ani-
mated. Consider Figure 3.2m; and [c]. Say, for example, that an ohlect proiects
onto a single pixel and moves in such a way that the pre-image translates across

the nu, vi. As the object moves it would switch oolour from black to white.

Sereenspnre
i.t‘.._’r.J
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Anti~aJia.slng In this context then means integrating the lufomlaflnn over the
pixel pr:-Image using this value in the shading calculation Eat the current
pt:ne1(P1gum8 .Atbestwe1:nnm11}Fappmxilnatethi5InttgfllJbEt:au5E
wIehavenaknt:w1edgeafth¢tJtapeafthequadnlateraLon1yItsfm.ummer
paints.
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1 Two-dimensional texture maps to polygon mesh obiects -

The most popular practical strategy for texture mapping is to associate, during

the modelling phase. texture space ooordinates [l.t‘.. v} with polygon verrices. The

task of the rendering engine then is to find the appropriate tit, V} coordinate for
pixels Internal to each polygon. The main problem comes about because the
geometry of a polygon mesh is only defined at the vertices - in other words there
is no analytical parametrization possible. {if the object has an analytical defini-

tion - a cylinder. for example - then we have a parametrization and the map
ping oi‘ the texture onto the obiect surface is trivial.)

There are two main algorithm structures possible in texture mapping, inverse

mapping [the more common) and tort-ward mapping. [I-ieckbert reiers to these as

screen order and texture order algorithms respectively} lmrerse mapping tFigure
B.i[b]} is where the algorithm is driven from screen space and {or every pixel we
find by an inverse mapping its ‘pro-image’ in texture space. For each pixel we

find its corresponding (it, v} coordinates. A filtering operation Integrates the

infortrtation contained in the pte-image and assigns the resulting colour to the
pixel. This algctrithrn is advantageous if the texture snapping is to be incorpo-

rated into a Z.-buffer algorithrtt where the polygon is rastedzed and depth and
lighting interpolated on a scan line basis. The square pixel produces a I2'l.tl"U'ii.'il'l-

ear quadrilateral as a pre-image.
In forward mapping the algorithm is driven from texture space. This time a

square texe] in texture spaoe produces a curvilinear quadrilateral in screen space
and there is a potential problem due to holes and overlaps in the texture image

when it is mapped into screen space. Forward mapping is like oortstdering the

texture map as a rubber sheet — stretching it in a way (determined by the param-

etrization] so that it sticks on the object surface thereby perfonntng the normal
obiect space to screen space transforrn.
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Inverse mapping by blllnear Interpolation

illtltuugh forward mapping is easy to understand, In practical algorithms inverse
mapping is preferred and fmtn now on we will only consider this strategy for
polygon mesh oblects. For inverse mapping it is convenient to consider a single
[compound] transformation from two-dimensional screen space is, ;r} to two-
dimensionai texture space [in vi. This is |ust an Image warping operation and it
can be modelled as a rational linear pr-o|ective transtonn:

Pits . EL’ ,3"' gn+lm+i I _gtr+l‘rv+i '

This Is. of course. a non-linear transformation as we would expect. Prlternatively,
we can write this in homogeneous coordinates as:

rt‘ nhc t.I'

(f=r‘!I.'f V
w glri q

where:

it. yl - txitw. y'lwl and (H. V] = tn‘.-'9. v':‘ql

This is known as a rational linear transformation. The inverse hanstorm — the

one of interest to us In practice — is given by:

it‘ ABC x’

if-DEF y‘
w

ti] GHI

el—flr rirwlil bf-re at‘

= if;-o't' of-cg r'n'-of y’
ri‘l:—eg fig-all ire-ind w

New recall that in most practical texture mapping applications we set up. dur-
ing the modelling phase. an association between polygon mesh verttces and tex-
ture map coordinates. So. for example it we have the association for the tour

vertlces of a quadrilateral we can find the nine ooetficlents in, it. c, rt. e, ,-", g, ll. ii.
We thus have the required inverse transfonu for any point within the polygon.
This is done as follows. lteturn to the first hall‘ of Equation 3.1. the equation tor
.1. Home that we can multiply top and bottom by an arbitrary non-aero scalar ooh-
stant without changing thevalue of y, In effect we onty have five degrees of free-
dom-notsix-and becauseol'thiswecan,withoutIossofgeneralityseti= 1.
Thus, in the overall transtonnatlon we only have 3 coefficients to detennine and

our quadrilateral-to-quadrilateral association will give a set of 3 equations in -B
unknowns which can be raised by any standard algorithm for linear equations
— Gaussian elimination, for example. Full details of this procedure are given in
Hecltbett £1936}.
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A better practical alternative is to acliieve the same effect by biiinear intetpo.
lation in screen space. So we interpolate the texture coordinates at the same time

as interpolating lighting and depth. However, we note from the above that it is
the homogeneous coordinates Lu‘. 1?, qr] that we have to interpolate, because the

it and e do not change linearly with x and y.

.H.S$l.l.'I7ii.it'lfl vertex coordinate.-‘texture coordinate [or all polygons we consider

each vertex to have homogeneous texture coordinates:

(rt‘,v‘, qr}

where:

ir=iflq

tF=l-"M

q: 1!:

We interpolate using the normal biiinear interpolation scheme within
the polygon {see Section 1.5] using these homogeneous ooorclinates as vertioes

to give in’, V, q','r for each pixel then the required texture coordinates are given

by.

(H. vi - tile, We

Note that this costs two divides per pixel. For the standard incrernental imple-

mentation of this interpolation process we need three gradients down each edge
{in the current edge-pair} and three gradients for the current scan line.

Inverse mapping by using an Intermediate surface

The previous method for mapping nro-dimensional textures is now undoubt-

edly the most popular approach. The method we now describe can be used
in applications where there is no texture DDt2ii'I:ll.l'laI:E"—Tu'Ei'I.’EJ|'. coordinate corre-

spondence. iiitentatitreiy it can be used as a pre-process to determine this
correspondence and the first method then used during rendering.

Tiara-part texture mapping is a technique that overoornes the surface parame-

trization problem in polygon mesh objects by using an ‘easy’ intermediate sur-

face onto which the texture is initially projected. Introduced by Bier and Sloan
{I986}, the method can also he used to iroplernent emrironrnent mapping and is

thus a method that unifies texture mapping and environment mapping.
The proce is known as two-part rnapping because the texture is mapped

onto an intermediate surfiace before being mapped onto the ob|ect. The inter-

mediate suria-oe is, in general, non-planar but it possesses an analytic 1TliIP]3l|1£

function and the two~dimensional texture is mapped onto this suriace without

diific-uity. Finding the oorrespondenoe between the oliiect point and the texture
point then becomes a three-dirnenstonal to three-dimensional mapping.

The basis of the method is most easily described as a two-stage Eon-rard map-

ping process (Figure 3.4}:
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ii} The first stage is a mapping from two-dimensional texture space to a simple
three-dimensional intermediate surface such as a cylinder.

Thu‘. Vi -* i"ixi. yr. zii

This is known as the 5 mapping.

[2] A second stage maps the three-dimensional texture pattern onto the ohiecisurface.

T1-II. )5. 3|} ""' D(-I-In F-r -lav]

This is referred to as the Cl mapping.

The-se combined operations can distort the texture pattern onto the object in a
‘natural’ way, for example, one variation of the method is a 'sJ1rli1k'irIrrap' map-
ping, where the planar texture pattern shrinics onto the object in the manner
sirggest-Ed by the eponym.

For the 5 mapping, Bier describes four intermediate surfaces: a plane at any
orientation. the cunred surface of a cylinder, the faces of a cube and the surface

ofa sphere. Although it makes no difference mathematically, it is useful to con-
sider that ‘i"{rr, v] is mapped onto the interior surfaces of these oblects. For exam-
ple, consider the cylinder. Given a parametric definition of the curved surface of

a cylinder as a set of points iii, hi, we transform the point (u, v} onto the cylin-
der as follows. We have:

Sou--er: (B. it} -t in. vi
= r I

(; {Ii-tin). 3ur—a-:1]

where c and d are scaling factors and as and in position the texture on the cylin-der of radius r.

Various possibilities occur for the O mapping where the texture values for
Dfxu. yr.-, 2...] are obtained from 'i"i.r., yr, 2:]. and these are best oonsidered from a

ray tracing point of view. The four 0 mappings are shown in Figure 8.5 and are:

{1} The intersection of the reflected view ray with the intermediate surface, T‘.
[This is, in fact, identical to environment mapping described in Section 3.6.
The only difference beta-teen the general process of using this 0 mapping and
environment mapping is that the texture pattern that is mapped onto the
Intermediate surface is a surrounding environment liire a roorrt interior.)
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[2] The intersection of the surface normal at (la, y.-, 2.1 with T‘.

(3) 'I'l1e lntersectlrnn nf at llne through (1.... 3-5., in] and the object centroid with T‘.

H] The Isntenectlnn at the llne from fix», y.., 2...} to 1''‘ whose orientation is given
by the surface nnrmnl at [.14. ya, 1|}. If the Intermediate surface is simply a

plane then this is equivalent to considering the texture map to be a slide in
a slide projector. A bundle nf parallel rays nf light from the slide p1'n|er.'tnr

impinge: on the object surface. Alternatively lt is also Equivalent to three-
dimensional texture mapplrlg (see Section SJ] where the field is defined by
‘entrusting’ the two-dimensional texture map along an axis normal to the

plane of the pattern.

Let us mm consider this procedure as an inverse mnppdng process for the

shrinitwmp case. We break the process Into three stages (Figure 8.6}.

(1) Inverse map four pixel points to four points mu. )5... 3.] on the surface of the
oblect.

til APPIY the O mapping to find the point (El, it} on the surface of the cylineler.
In the sluinkwrap case we simply join the object point to the centre of the
qdlnder and the intersection of this ltne with the surface of the cminder

gives 1.15 (1., ,H. II].

In, ‘Ha-, In "‘ (E,

-tt8I1"{H-31-]. ml

{3} Apply the 5 mapping to find the point (re, v} corresponding to (6. Ft}.
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Figure 8.? (Colour Plate} shows examples of rriappirig the same texture onto an

obiect using different intermediate surfaces. The intermediate objects are a plane
{equivalently no intermediate surface — the texture map is a plane}. a cylinder

and a sphere. The simple shape of the vase was chosen to illustrate the different
distortions that each lntennediate object produces. There are two points that can

be rriaile from these illustrations. First. you can choose an intermediate mapping
that is appropriate to the shape of the object. at solid of revolution may be best
suited, for example, to a cylinder. Second, although the method does not place

any constraints on the shape of the obiect. the final visual effect may be deemed
unsatisfactory. Llsiialiy what we mean by texture does not involve the texture

pattern being subject to large geometric distortions. it is for this reason that

many practical methods are interactive and involve some strategy like pre-
distorting the texture map in twcwdlmensional space until its produces a good
result when it is stuck onto the object.

Two-dimensional texture domain to bi-cubic parametric patch
obiects

if an object is a quadric or a cubic then surface parametrization ls straightfor-
ward. in the previous section we used quailrics as intermediate surfaces exactly

for this reason. If the object is a hi-cubic parametric patch, texture mapping is
trivial since a parametric patch by definition already possesses fir, r} values every-
where on its surface.

The Iirst use of texture in computer graphic. was a method developed
by Cahriuii. This technique applied to bi-cubic parametric patch models; the

algorithm subdivides a surface patch in obiect space, and at the same time
executes a corresponding subdivision in texture space. The idea is that the

patch subdivision proceeds until it covers a singie pixel ta standard patch

rendering approach described in detail in Chapter 4}. when the patch

subdivision process terminates the required texture vaiueis] for the pixel
is obtained from the area enclosed by the current level of subdivision in the
texture dnrriairi. This is a straightforward technique that is easily imple-

merited as an extension to a bl-cubic patch tenderer. A variation of this

method was used by Cook where object surfaces are subdivided into ‘micro-

poiygonr and Eat shaded with values from a corresponding subdivision in
texture space.

Ari errarripi-e of this technique is shown in Figure 3.8 (Colour Plate]. Here
each patch on the teapot causes subdivision of a single texture map, which is

itself a rendered version of the teapot. For each patch, the it, 'lI' values from
the parameter space subdivision are used to index the texture map whose II. ‘F
values also vary between I} and i. This scheme is easiiy altered in, say, map four

patches into the entire texture domain by using a scale factor of two in the tr, V
mapping.
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Billboards

Biliboard is the name given to a technique where a texture map is considered as
a three-dimensional entityand placed in the scene, rather than as a map that con.
trols the colour over the surface oi an object. it is a simple technique that util-
ises a two-dimensional image in a three-dimensional scene by rotating the plane
of the image so that it is normal to its viewing direction {the line from the View
point to its position]. The idea is Illustrated in Figure 8.9. Probably the most
common example of this is the image of a tree which is approximately cylindri-
lly symmetric. Such objects are impossible to render In real time and the visual
effect of this trick is quite convincing providing the view vector is close to the
boriaontai plane to scene space. The original two-dimensional nature of the
ob|ect is hardly noticeable in the two-dirnensionai projection, presumably
because we do not have an accurate internal notion of what the protection oi the
tree should look like anyway. The billboard is in effect a two-dimensional object
which is rotated about its y axis [for examples like the tree] through an angle
which makes it normal to the view direction and translated to the appro-
priate position in the scene. The baciqgrourid texels in the billboard are set to
transparent.
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The modelling rotation for the billboard is given as:

it 2 it - cor-"ill.-Br-ll

where:

E. is the normal vector of the billboard. HY [|3'.tIl'.l]

I... Is the viewing direction vector From the view point to the required posi-
tion of the hlllboard |.i'I world coordinates

Given ti and the required translation we can then construct a modelling trans-

rorrnation for the georrletry or the billboard and transform it. till oourse. this sim-

ple example will only work if the vielvlru; direction is parallel or approximately

parallel to the ground plane. when this is not true the tlvo-dimensional nature

of the billboard will be apparent.
llillboards are a special case of irtlpottors or sprites which are essentially pm.

computed texture maps used to by-pass nonna] rendering when the view point

is only changing slightly. These are described In detail in Chapter 14.

I uppng

litunp mapping, a technique developed by illlnn {laws}. is an elegant device that
enables a surface to appear as it’ it were terinlrlecl or dimples] without the need to

model these depressions geometrically. instead, the surface normal is angular-lp
perturbed according to lrtforruation given in a two-dimensional hump map and

this ‘hicks’ a local reflection model. wherein intensity is a function mainly ofthe
surface normal. into producing {apparent} local geometric variations on a

smooth surface. The only problem with hump rnappllrlg is that because the pits
or depressions do not exist in the model, a silhouette edge that appears to pass

through a depression will not produce the expected cross-section. in other words
the silhouette edge will follow the original geometry of the model.

It is an important technique because It appears to texture a surface in the nor-
mal sense of the word rather than rnodulating the colour or a liar surface. Figure
ti.ll'.‘l {Colour Plate} shows examples of this technique.

‘Featuring the surface in the rendering phase, without perturbing the geom-

etry. by-passes serious modelling problems that would otherwise occur. If the
object lspolygonalrhe meshwouldhavetobeflneenougltto recelvethe

perturbations [tom the texture map - a serious imposition on the original mod-
filling phase, particularly If the texture is to be an option. Thus the technique

converts a two-dirrrertslonal height ileld liiu. vi. called the bump map. and

which represents some desired surlaoe displacement, into appropriate pertur-
bations of the local surface normal. when this surface normal is used in the

shading equation the reilected light calculations vary as it’ the surfaoe had been
displaced.

Consider a point Pitt, v} on a {parameterieedj surfaoe corresponding to Hirr, v).
We define the surface normal at the point to be:
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where P. and P. are the partlal deaivatlves lying in the tangent plane to the sur-
face at polnt P. what we want to do Is to have the sarne effect as displacing
the pnlnt P In the direction of the surface normal at that polnt by an amount
Btu, ta - a one-rllmenslonal analogue is shown l.n Flgure 8.11. ‘mat is:

Flu. 1'} =- Flu. v! 1» Btu. vlflf

locally the surface would not now be as smooth as it was before because of this

dlsplaeement and the normal vector N‘ to the ‘new’ surface ls given by dIfferen-
tlatlng this equation:

NI-Pa+P|

P‘. - P. -1- Bu” 1- Fur. vlltf.

P»: Pr-r B.N+ Blat, vlhfr

»>>““<<(

L/:



0259

MAPPING Techniques

figure 3.12
Geerneu-ic Interpretation oi
bi-NP |'|'IPP|fl9-

it‘Bis smaiiwecan ignore the final term ineaehequation and wehave:

N'=—N+.B.hTaP.+B..P.uiii

or

N'=N+BeN:rPr-BrN:-cl’.

=N+{B..A-Bil)

=NeD

Then D is a vector lylng in the tangent plane that ‘pulls’ iii into the desired ori»
entation and is calculated from the partial derivatives of the bump map and the
two vectors in the tangent plane {Figure 3.12}.

A rnuIl:l-pass technique for hump mapping

For polygon mesh oblects Mcileynoids and Blythe (199?) define a muiti-pass

technique that can exploit standard texture wrapping hardware facilities. "It: do

this they split the calculation into two oomponents as fioiiows. The final inten-
sity value is proportional to N‘-I. where:

N‘-I. - N-L + D-I.

The first component is the normal Gouraucl component and the second oompt:-

nent is found from the differential coefficient of two image projections formed

by rendering the surface with the height field as a normal textut-E map. To do

this it is necessary to transform the light vector Into tangent space at each ver-
tex of the polygon. This space is defined by 1ti.B and I‘, where:
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N is the vertex normal

Tie the direction of increasing u [or If} in the object space coordinate system
B :e N J! T

The nonnallzed components of these vectors defines the matrix that transforms
points into tangent space:

Tx Tr T: 0
Br Br 5: ‘U

N: Hr N1 ‘II
D Cl I} 1

The algorithm is as follows:

[1] The ob|ect is rendered using a normal renderer with texture mapping
facilities. The texture map used is the bump map or height field.

[2] 1" and B are found at each vertex and the light vector transio:-med into tan-
gent space.

[3] A second image is created in the same way but now the texturelvertex cor-

respondence is shifted by small amounts lit the direction of the X, l’ com-

ponents oflirs. We now have two image proiections where the height field
or the hump map has been mapped onto the object and shifted with respect

to the surface. If we subtract these two images we get the differential coeffi-

cient which is the required term D-L [Finding the ditierenrial coefficient of
an image by subtraction is a standard image processing technique - see. for
example, Watt and Pollcarpo [1993]].

(4) Tim object is rendered in the normal manner it-ititout any texture and this

component is added to the subtrahend calculated in step {3} to give the final

hump-mappedimage.

Thus we replace the explicit hump mapping calculations with two texture

mapped rendering passes, an image subtract, a Gouraud shading pass then an
image added to get the final result.

Ln = L

A pre-calculation technique for bump mapping

Tangent space can also he used to facilitate a pro-calculation technique as

proposed by Peercy at at. il9'97lt This depends on the fact that the perturbed
normal Hrs In tangent space is a tnnction only of the surface itself and the bump

map. Peercv et at. define this nonnal at each vertex in terms of three pre-
calculated coelficietrts.

it can be shown {Peercv er oi‘. 199?} that the perturbed normal vector on
tangent space is given by:

at, it, c

N“' 
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where:

it - - E..{E.P»l

11' I - [MPH - HT?-ll

C an IF. it Pi-I

For each point in the bump map these points can he pre-computed and a map
of perturbed normals is stored for use during rendering instead of the bump
map.

. .-.-I.1-.-- -

“tap . —. ..

Light maps are an obvious extension to texture maps that enable lighting to be

pre-calculated and stored as a two-dimensional Lexbzre map. We sample the
reilected light over a surface and store this in a two-dimensional map. Thus

slutding reduces to indexing into a light map or a light modulated texture map.
An advantage of the technique is that there Is no restriction on the oomplexity

oi’ the rendering method used in the pre-calculation - we could, for example, use

radiosity or any View-independent global illumination method to generate the

light maps.

in principle light maps are similar to environment maps [see Section B.6i. in
environment mapping we cache. in a two-dimensional map, all the illumination

incident at a single point in the scene. with light maps we cache the reiiecterl
light from every surface in the scene in a set of two-dimensional maps.

if an accurate pre-calculafion method is used then we would expect the tech-

nique to produce better quality shading and be faster than Goruraud interpola-
tion. This means that we can incorporate shadows in the final rendering. The

obvious disadvantage of the technique is that for moving objects we can only
invoke a very simple lighting environment {diffuse shadingwith the light source

at infinity}. A compromise is to use dynamic shading for moving objects and
assllrne that they do not interact, as far as shading is concerned, with static

objects shaded with a light map.

Light maps can either be stored separately from texture maps, or the object’:

texture map can he pre-modulated by the light map. If the light map is It-ept as

a separate entity then it can be stored at a lower resolution than the texture map
because view-indepentlent lighting, except at shadow edges. changes more

slowly than texture detail. it can also be high-pass filtered which will ameliorate
effects such as banding in the final [triage and also has the benefit Oil blurring
shadow edges {in the event that a hard-edged shadow generation procedure has
been used].

If an object is to receive a texture then we can modulate the brightness of the

texture during the modelling phase so that it has the same effect as ii the

lunmodulatedi texture colours were in|ected into. say. a Fhong shading
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equation. This is called surface caching because it stores the Final value required
for the pixel onto which a surface point projects and because texture caching

hardware is used to Implement it. If this strategy Is einployecl then the texture

mapping transfonn and the transfonn that maps light sam pies on the surface of
the obieet into a light map should be the same.

light maps were Eust used in two-pass ray tracing {see Section 10.?) and are
also used in Ward's (19941 RADIANCE tenderer. Their motivation in these appli-

cations was to cache diffuse illumination and to enable the implementation of a
global illumination model that would work in a reasonable time. Their more

recent use in games engines has, of course, been to facilitate shading in real time.
The first problem with light maps is how do we sample and store, in a two-

dlmensionai array, the calculated reflected light across the face of a polygon in

three-dimensional space. In effect this is the reverse of texture snapping where

we need a mapping from two-dimensional space into three-dimensional ob|ect
space. ihnotlier problem concerns economy. For scenes of any complexity it

would clearly be uneoonomical to oonstruct a light map for each polygon —
rather we require many polygons to share a single light map.

Zhruitov et oi. (1993) approach the three-dimensional sampling problem by

organizing polygons into structures called 'polypacl:s'. Polygons are projected
into the world coordinate planes and collected into polypacks if their angle with
a coordinate plane does not exceed some threshold {so that the maximal pro-

tection plane is selected for a polygon} and it their extent does not overlap In the

protection. ‘The world space coordinate planes are subdivided into square cells
{the texeis or ‘lumelsfn and back projected onto the polygon. The image or a

square oell on a polygon is a parallelogram {whose larger angle : 102'). These are

called patches and are the subdivided polygon elem-ents for which the reflected

light is calculated. This scheme thus samples every polygon with almost square
elements storing the result in the light map [Figure 5.13].

These patches form a subdivision of the scene sufficient for the purpose

of generating light maps and a single light intensity for each patch can be
calculated using whatever algorithm the application dentands {for example

Phong shading or radioslty}. After this phase is complete there exists a set of
Iparallelogzramoshap-ed} samples for each polygon. These then have to be ‘stuffed’

‘h[la.in'tIl' world

I divided into equate
‘Item-sis‘



0263

(E MAFFIN-G rrcmuuues

into the minimum number oi‘ two-dlrnensional light maps in each coordinate

plane. Zhukov er oi‘. {I993} do this hy using a ‘First hit decreasing‘ algorithm
which first sorts each polygon group by the number of tertels.

Another problem addressed by the authors is that the groups oi samples
corresponding to a poiygon have to be surrounded by ‘sand’ texels. These are
supplementary tertels that do not belong to a face group but are used when
biiinear interpolation is used in conjunction with a light map and prevent visual

lighting artefacts appearing at the edges of polygons. Thus each texture

map oonsists of a mixture of light texeis, sand texeis and unoccupied texeis.
Zhukov at at. {I998-i report that for a scene consisting of 2-moo triangles i.'?-IJI}
patches] 14 light maps of 256 I 156 tertels were produced which exhiisiteti a

breakdown of tertels as: ?5% light teitels. 15% sand texels and 10% unoccupied
texels.

A direct scheme for computing light maps for scenes made up of triangles and
for whlrh we already have irertex.-‘texture coordinate association is to use this

correspondence to derive an affine transfontiation between texture space and

ohiect space and then use this transformation to sample the light across the face

of a triangle. The algorithm is then driven from the texture map space (by scan-
conver-ring the polygon prolecrion in texture space} and for each texe] finding

its corresponding point or prolecdon on the oi:-|er:t surface front:

IE1-§EE*IiE|
where ix. y. 1] is the point on the object oorresportdlng to the iaexel to, vi. This
transformation can be seen as a linear tranrforirratiort in three-dimensional

space with the texture map embedded in the 3 - 1 plane. The coetficients are
found from the vertex.."te:Itture coordinate correspontiertce by inverting the U
matrix in:

.ts:It.:u rrbr itolrti-I2

yeyryzn def 1-'ir'|r':iV:

zazrzr girl 111

writingthisas:

X-AU

wehave:

A-:XU"

The inverse U-' is guaranteed to exist providing the three points are non-
coliinear. Note that in terms of our treatment in section 3.1 this is a forward

mapping from texture space to ob|ect space. Examples oi a soehe lit using this

technique are shown in Figure E.1-i {Colour Plate].
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Environment or reflectlon mapping

Originally called reitection mapping and iirst suggested by iilinn and Nowell
[I916], environment mapping was consolidated into mainline rendering tech-
niques In an important paper by Greene (1935). Environment maps are a short-
cut to rendering shiny objects that reflect the environment in which they are
placed. They can approximate the quaiity of a ray tracer for specular reflections
and do this by reducing the prohiem oi‘ following a reilected view vector to
indexing into a two-dimensional map which is no different from a conventional

texture map. Thus processing costs that would be incurred in ray tracing pro-
grams are regulated to the [off-line) construction of the tnaptsl. in this sense it
is a classic partial oif-line or pre-calculation technique liite pre-sorting for hidden
surface removal. an example of a scene and its corresponding (cuhici environ-
ment map is shown in Figure iti.B.

The disadvantages of environment mapping are:

«I it is [geometrically] oorrecr only when the object becomes small with respect
to the environment that contains it. This effect is usually not noticeable in
the sense that we are not disturbed by ‘wrong’ reflections in the curved

surface of a shiny oh|ect. The extent of the problem is shown in Figure 18.9
which shows the same ohiect ray traced and environment mapped.
An oblect can only reflect the environment - not itself - and so the

technique is ‘wrong’ for concave oh|ects. Again this can be seen in Figure
13.9 where the reflection of the spout is apparent in the ray traced image.
it separate map is required for each oliiect in the scene that is to be
environment mapped.

in one common form of environment mapping [sphere mapping] a new
map is required whenever the view point changes.

in this section we will examine three methods of environment mapping
winch are classified according to the way in wltich the three-dimensional
environment iniortoaiion is mapped into two-dimensions. These are cubic,
latttudie—iongitude and sphere mapping. ilatituado-longitude is also a spherical
mapping but the term sphere mapping is now applied to the more recent form.)
The general principles are shown in Figure 3.15. Figure 3.l5la) shows the
conventional ray tracing paradigm which we replace with the scheme shown
in Figure E.1S[h,i. This involves mapping the reiiected view vector into a
two»dimensional environment map. We calculate the reflected view vector as
[Section 1.3.5):

Be as ZIN-“N - '5' [Hull

Figure ti.i5{c] shows that, in practice, for a single pixel we should consider the
reilection beam. rather than a single vector. and the area subtended by the beam
in the map is then filtered for the pixel value. it reflectlon beam originates either
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we are now uslng texture mapping

aliaslng mnthnds {see Section 5.8].



0266

environment on rrenecrion mimric. (E

[n real time polygon mesh rendering, we can i:a.lr:ulate refleciied view vectors

only at the vertitbes and use linear interpolation as we do In oonveritional texture
milppihg. Because we expect to see fine detail in the resuirirtg image. the quality

of this approach depends strongly on the polygon size.
in effect an envirorunent map caches the incident illumination from all direc-

tions at a single point in the environment with the object that is to receive the

mapping removed from the scene. iteflected iiiurnination at the surface of an

ob|ect is calculated from this incident illumination by employing the aioremen-
tloned geometric approximation - that the size or the object itself can be consid-
ered to approach the point and a simple BRDF which is a perfect specular term -

the reflected view vector. it is thus a view-independent pre-calculation technique.

Cubic mapping

its we have already implied. environment mapping is a two-stage process that
involves — as a pre-process — the construction of the rtiiip. Cubic mapping is pop-

ular because the maps can easily be constructed using a conventional rendering
system. The envirocnment map is In practice six maps that tone the surfaces of a

cube (Figure 3.16]. An example of an environment map is shown in Figure 13.3..
The view point is fixed at the centre of the object to receive the environment

map. and six views are rendered. Consider a view point hired at the centre of a
room. If we oonsider the room to be emprir then these views would oontain the
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hythe rellectedviewvecnorsatapolygocn
than one map {Figure 13.16). in that case the polygon can
each piece is constrained to a single map.

with cubic roapsweneedanalgorirhmtodet
tliree-dimensional view vector into one or more
the techniques described in the next section this rrtepping algorithm is replaced
by a simple calculation.) if we oonsider that the reflected view vector is in the
same coordinate frame as the environment may cube [the case if the view were
constructed by pointing the {virtual or real] camera along the world axes in both
directions‘). then the mapping is as fioilows.

For a single reflection vector.
the map number. This involves a simple
is of the normalized reileclaed view vector

ch is centred on the origin.

in Find the face it litbersects -
comparison of the oornponen
against the (unit) cube extent win
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{2} Map the components into -.'u, V] co-ordinates. For example, a point
(it. y, z]: intersecting the face normal to the negative 2 axis is given by-.

tr-x+CI.5

It'=—.l-I-'0'-5

for the convention scheme shown in Figure 8.1?-".

One of the applications of cubic environment maps [or Indeed any environment

map method} that became popuiar in the 19305 is to ‘matte’ an animated com-
puter graphlcs object into a real environment. In that case the environment
map is oonstructed front photograplls oi a real entrironrnent and the [specular]
computer graphics object can he matted into the scene, and appear to be part of

it as it moves a.nt:l reilects its surroundings.

Sphere mapping

The first use of environment mapping was by Blinn and Newell [l9?-ti] wherein

a sphere rather than a cube was the basis oi‘ the rnetholzl used. The environment
map consisted of a |atitl.l.de—|ongltucle pm|cctiorl and the relllected View vector,
R.., was mapped into (rt, V] coordinates as:

lr=% (lei tan" -ll:-ctan"-cit

“I Rb;-2+]

The main problem with this simple technique Is the singularities at the poles. In
the polar area small changes in the direction of the reflectlorl vector produce

large changes In (tr. 1''] coordinates. Asia... —- 4:1. both R... and IL, —- ti and Hollis.

becntl-nes ill-defined. Equivalently, as ‘F - I or {I the behaviour of it starts to break

down causing visual disturbances on the surface. This can be ameliorated by
n-loclulating the horizontal resolution of the map with sin El [where tl is the

elevation angle in polar osotdinaresl.
an alternative sphere mapping form lflileherli and Sega]: 1993: liillller et at.

1993) consists of a circular map which is the orthographic protection of the

reflection oi the envirorlrrlelrt as seen in the surliace of a perfect mirror sphere
[Figure 3.18]. Clearly such a map can be generated by ray tracing front the view

plane. [Alternatively a photograph can be taiten oli a shiny sphere.) Although the

map caches the Incident lliurninatlon at the reference point by using an ortho-
graphic projectton It can be used to generate, to within the aEI'.'l.tl'aI'.j|' of the
process, a nonrlal perspective projection.

To generate the map we proceed as follclrws. We trace a parallel ray bundle -

one ray for ch 'l.'E)DEl lat, vi and reilect each ray from the sphere. The point on

the sphere at the point hit by the ray from trr, V} is P, where:
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Figurekll
Corolruuirigasplsetical
rrevbivrayiminaffem Ihi-'
maptesoelsontioareflecttve
sphere.

1:” Priv

P;=(1.0-Fez-Pyzjln

This is also the normal to the sphere at the hit point and we can compute the
reflected vector using Equation 8.2.

To index trim the map we reflect the view vector from the object {either for
each pixel or i'or each polygon vertex) and calculate the map coordinates as:

I! +-EI'll!

'r"EL-|-m

where:

rrt - 2[ii.1 + R,* + iii. + 1ji=,'nl"3

Environment mapping: comparative pt:-lI'tl5

sphere mapping overcomes the main limitation of cubic maps which require. in
general, aocess to a number of the face maps, and is to be preferrecl when speed
is important. However. both types of sphere mapping suffer more from non-
uniform sampling titan cubic mapping. Refer to Figure 3.19 which attempts to
demonstrate this point. in ail three cases we consider that the environment snap
is sampling incoming iliurnination incident on the surface or the unit sphere.
The illustration shows the ciiiiereooe between the areas on the surface of the
sphere sampled by a texel In the environment snap. Sampling only approaches
uniformity when the viewing direction during the rendering phase aligns with
the viewing direction from which the map was computed. For this reason this
type of spherical inapping is considered to be View clependient and a new map
has to be computed when the VIEW direction changes.
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Sniping tho strfece
of a sphere. (I) Cubic
perspeclii-II: under-sampling
at lhe centre of the map
[equitof and rnerldlttn)
cornpted In the carriers.
(is) Mercator or
Islllmile-long'u.|tlI: severe
over-so-oping at edges of
the map h the v slreotlorl

theedgesnfthemapinthe
u‘.u'dlt¢¢tiDIt(fll|.IItDI)~

ENVIRONMENT DE REFLECTION M.hPF‘INE

free

Surlece properties and environment mapping

So far we have restricted the discussion to geometry and assumed that the object

which is environment mapped possesses a perfect mirror surface and the map is
indexed by a single reflected view my. What if we want to use objects with
relleeting properties other than that oi‘ a perfect mirror. Using the normal Phong
local reflection model, we can consider two oomponents — a diffuse component

plus a specular component - and construct two maps. The diffuse map is
indexed by the surface normal at the point of interest and the specular map is

indexed by the reflected view vector. The relative contribution from each map is

determined by diffuse and specular rellectlon eoefficients iust as in standard

Phong shading. This enables us to render oblects as If they were Phong shaded
but with the addition of reflected environment detail which can be blurred to
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simulate a non-smooth surface. (Note that this approximates an effect that
would otherwise have to be rendered using distributed ray tracing.i

This technique was first reported by iiuiliier and l-Ioftrnan [I934]. (This refer-
ence is to SIGGRAPH course notes. These, particularly the older ones, are gener-
ally unavailable and we only refer to them if the material does not. as fat as we
irncrw, appear in any other publication] and it is their oonvention that we follow
here. Both the diffuse and specular maps are generated by processing the envi-
ronment rnap. Thus we can view the procedure as a two-step process where the
first step - the environment map - enoodes the illumination at a point due to
the scene with the ob|ect removed and the second step filters the map to encode
information about the surface of the ob|ect.

Miller and Hoffman [1964] generate the diffuse map from the following
definition:

2111.) a: steam u re [N-I-l
pm ' 4::

where:

Nlsihe surface norrualatthe point of Interest

iii.) is the envitonrnent map as a function of I. the inddent direction to
which the entry I in the rrtap corresponds

Area is the area on the surface of the unit sphere associated with I.

re is the diffuse convolution function:

rate}-or i‘or.r:-D and fact}-Dforx:-I}
Re is the diffuse reiiectioo coefficient that weights the oontrihution of mm In
summing the diffuse and specular contributions

Thus for each value of N we sum over all values of I: the area-weighted dot

product or Larnhertian tenn.
The specular map is defined as:

Eli!-i at Areal!-i I f3 ll-1)
Sill} - ‘I

where:

It is the reflected view vector

1‘: is the SPQCLIIBI convolution ftrnctinnt

f:[:t)=-i<..it'Eui'Jt all and f3i-’f'.'- D for-xscfl

is. is the specular reiiection ooefficient

{Note that if f: is set to unity the surface is a perfect mirror and the environment
map is unaltered.)

The refleacted intensity at a surfaoe point is thus:

DIN) + 5(3)
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Three-dimensional texture domain techniques

We have seen in preoedlng sections that there are many ditficuities associated

with mapping a two-dirrrensionai texture onto the surface oi‘ a tl'tree-tIirnen-

sional object. ‘file reasons for this are.-

{l} Two-dimensional texture mapping based on a surface ooordlrsate system can

produce large variations in the compression of the texture that reflect a
corresponcling variation in the curvaiu.re out’ the surtaoe.

{2} Attempting to continuously texture map the surface of an obiect possess-
ing a non-trivial topology can quickly become very awkward. Tlextural

continuity across surfaoe elements that can be of a different type and can

connect together in any ad hoc manner is problematic to maintain.

Three-dtrnensional texture mapping neatly circumvents these problems since
the only infonnatton required to assign it point a texture value is its position in

space. Assigning an object a texture just involves evaluating a three-dimensional

texture function at the surieoe points of the otiltct. A fairly obvious requirement
of this technique Ls that the threeadlmertsional texture field is prooedurally gen-

erated. Otherwise the memory requirements. particularly it threevdimeusional
mip-mapping is used, become exorbitant. Also, it is inherently Inefficient to con-

struct an entire cubic field of texture when we only require these values at the
surfaoe of the object.

Given a point {x, y, 2] on the suriace of an object, the colour is deiined as
Tix. y, z}. where Tis the value oi‘ texture field. That is, we simply use the iden-

tity mapping {possibly in con|unctlon with a scaling]:

i‘-i‘=..T i-"—'_}' I-l"=Z

where:

(it, v, w] is :1 ooorrllnate In the texture field

This can be considered analogous to actually sculpting or Eiiniing an oirlect out

of a liioclr. oi material. The colour of the oolect is deterrninod by the intersection

of its surface with the texture field. The method was reported simultaneously by

Fetiin [1935] and Peachelr (19351 wherein the term ‘solid texture’ was coined.
The disadvantage of the technique is that although it eliminates mapping prob-

lems. the texture patterns tttetriselves are limited to whatever definition that you
can think up. This contrasts with a two-dlrrterisionai texture map; here any texture

can be set up by using, say, a Eranie-grabbed image from a television camera.

Three-dimensional noise

all popular class oi procedural tearturlrig teclirdques all have in common the fact

that rite}! use a three-dirrtensional, or spattal, noise function as a basic modelling
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primitive. ‘l'hese techniques, the most notable of which is the simulation of tur-
bulence. can produce a surprising variety of realistic, natural-looking texture
efforts. in this section we will concern ourselves with the issues involved in the

basic primitive — solid noise.
ggest this application of noise, defining a func-

aites a three-dimensional position as its input and returns a
single scalar value. 'l'his is called model-directed svntiitesis —
noise function only at the point of interest. ideally the function should possess
the following three properties:

[13 Statistical invananoe under rotation.

{2} Statistical invarianoe under translation.

[3] A narrow bandpass limit in freq-uenqr.

The first two conditions ensure that the noise function is oontrollable - that is.
no matter how we move or orientate the noise function in spaoe, its general
appearance is guaranteed to stay the same. The third condition enables us to
satrtple the noise function without aliasing. Whilst an insufficiently sampled
noise function may not produce noticeable defects in static images. it used in
animation applications, incorrectly sampled not
bubbling effect.

Perllrfs method of generating noise is to define an integer lattice, or a set of

se will produce a shimmering or

it} where H and It are all integers. Each
has a random number associated with it. This can be done

as l-letiin (1935) suggests. via a hash-

ing function to save space. The value of the noise function. at a point in space
coincident with a lattice point, is |ust this random number. For points in spaoe
not on the lattice — in general in. v. w] - the noise value can be obtained by lin-
ear interpolation from the rtearby lattice points. if. using this method. we gen-
erate a solid noise function Ttu, v, iv) then it will tend to erthlhlt directional taxis
aligned] caherei-toes. These can be ameliorated by using cubic interpolation but
this is far more expensive and the coherence: still tend to be visible. Alternative
noise generation methods that eliminate this problem are to be found in Lewis

it is worth hearing in rrtind that the entire solid noise function
is sampled by the surface and usually undergoes a transformation {it is modu-
lated, for eitauiple. to simulate turbulence) and this in itself may be enough to
eliminate the ooherenees.

Simulating turbulence

A single piece of noise can be put to use to simulate a rernarltabie number of
effects. By far the most versatile of its applications is the use of the so-called tun
buience function. as defined by Perlin, which takes a position it and returns a
turbulent scalar value. it is written in iaentts of the pl'031itS$i‘|3i|'lr I one-dimensional
vetslonofwltlchwtruldbeiierfinedas:
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rurbuiencerx} = 2abs
The srrrnn:|.al:ion is truncated at I.’ which is the smallest integer satisfying:

% «c the size oil‘ a pixel

The truncation hand limits the function ensuring proper atntballasirtg. Consider
the difference between the iirsttwo terms in the progressiori, noise [1] and noise

(2x}.“2. The noise function in the latter term will vary twice as fast as the lirst -
it has twloe the -and will oontain featura that are half the size of the
First. hioreover, its contribution to the iinal value for the turbulence is also scaled

by one-hair. at each scale of detail the amount of noise added into the series is
propanionai to the scale of detail of the noise and inversely proportional to the

frequency: of the noise. 'l'hls ls self-siniilarlttr and is analogous to the sell‘-
sirrtilarltjr obtained through fractitl subdivision. except that this time the suin-

dlvision dritres not displaoement, but octaves of noise, producing a function that

exhibits the same noisy beliaviour over a range of scales. That this function

should prove so useful is best seen from the point of 'i."lfl't' oi‘ signal analysis,
which tells us that the power spectmm oi nu-iirrlenrrij obeys a 1.l_f power law,
thereby loosely approxirriatirtg the lift power law oi‘ Brownian motion.

The tuthulenoe function In Isolation only represents half the story, however.
itendenngntesueuiencesmcumr direceyresuitstnatrumugmeaus pattern that
om:ldnotbedesnibedasnamraJisfic.ITflsisduetofltetactfliaimosttexmres

which occur naturally, oontain sortie non-hoinogeneous structural features and so

cannot be simulated try turtnilenoe alone. ‘False marble. ior etltilrnple, wl-urii has eas-

ily distinguished veins oi‘ oolour running through it that were made turbulent
before the marble solidified during an earlier geological em. in the light of this fact

we can identify two distinct stages in the process of simulating tttrhuien-re, namely:

{1} Representation of the basic, first order. structural features of a texture
through some basic functional form. typically the hutctiori Is continuous
and contains significant variations in its lirst derivatives.

{2} Jiddltion of seoond and higher order detail by using turbulence to perturb

the parameters of the function.

The classic example. as first described by Periln, Is the titriiulation of a sine wave

to give the appearance of marble. Llnperturb-ed. the colour veins running
through the marble are given by a sine wave passing through a colour map. For

a sine wave running along the 1 axis we write:

marble-{Jr} u rnari:Iie_cotour {slntxil

The colour map rmiriile_oolorirt[l maps a scalar input to an intensity. Visualizing

this expression. Figure 3.2Dia} is a two-dimensional slice ol.‘ marble rendered with
the oolour spline given in Figure B.2.0ib). Next we add turbulence:
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I-I.'l

figure 3.21.1-
Simrlating marble.
(:3 I..'ntuI‘ou|-tted slice
cmalneri by using the spine
rhcun in (bi. {bi Colour
spline used in produce (II.
(c] Mlrhle section obtained
byb.rhr.lItiI1gi|'usll1:e
shuwnhiaj.

kl

marbleiir] = marl:-le_colour {sin(.t + turbuleneeiall

to give us Figure Ii.2iJici. a convincing simulation of marble texture. Figure 3.21
{Colour Plate} shows the effect in three dlrnensions.

Cit course. use of the turbulence function need not be restricted to modulate

just the colour or an oblect. any parameter that affects the appearance of an
object can be turbulated. Oppenheimer [I986] turbulates a sawtooth function to
bump map the ridges of bark on a tree. Turbulence can drive the transparency of

objects such as clouds. Clouds can be modelled by texturlng an opacity map

onto a sphere that is concentric with the earth. The opacity map can be created
with a paint program: clouds are represented as white blobs with soft edges that

fade into complete transparency. These edges become turbulent after perturba-
tion of the texture coordinates. in an extension to his earlier work. Peritrl (1989)

uses turbulence to yoiumetrtcally render regions of space rather than |ust evalu-
ating texture at the surface of an object. Solid texture is used to modulate the

geometry of an ob|-ect as well as its appearance. Density modulation functions

that specify the soft regions of objects are turbuiated and rendered using a ray
matching algorithm. A variety of applications are described, including erosion,
Fire and fur.

Three-dimensional texture and animation

The turbulence function can be defined over time as well as space simply by

adding an extra dimension representing time, to the noise integer lattice. So the

lattice points will now be specified by the indices tr, 1, r. i] enabling us to extend

the parameter list to noise (1, ti and similarly for turbulence {.I.'. ll. internal
to these procedures the time aids is not treated any differently irorn the three
spatial axes.

For example, if we want to simulate lire, the first thing that we do is to try to

represent in basic form tuncitortaily. that is. a ‘flame shape’. The completely ad

hoc nature of this functional sculpting is apparent here. The final form decided
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on was simply that which after experimentation gave the best results. We shall
work in two spare due to me expense of the three-dimensional volumetric
approach referred to at the endoithe last section.

A flame region is defined in the xy plane by the rectangle with mlnimart oo-
otrdlnates H1, 0}, (b, h]. ‘Within this region the t1ame's oolour is given by:

flarneixi - tl — yin) flame_oo]o1utabs{x.-Till

fl1hkshownscheniaflt:liyinH5I.neB.22iCoimnHam}.Fianw_mimn{xJmnflsts
ofthreeseparateoolmnspnraesthatnsapastaiarvalnextoacolmuvecmtEachof

then, G,Bspiineshaveamaximumlntensltyatx={Iwhichcorrespondstotl1e
cenneoitheflameandafldbofitozemintensityatx-l.11tegreenandhiue
spHnesgotoremfasteIthanthered.1l1eco1mnmhnnoio§-_flame_odoat}ts
Heightodaomrdmgtoitshdghthomthebaseofflseflametogetamappropnate
ionaflonaimigplheflameisrendemdhyapplyingflmrufitocoiunatectartguhr
polirgonthateoverstheregtonoitl1eEiarnesdelilnltior1.Tt1eopau:it}.'ofthepoI}-gun
ba|sotextmodhytumgas1mflarfuncflonalconsmwtion.FigumB.22alsostmws
memrbulatedcounterpanobuinedhymnodudngmenubniermefuncnonthus:

ilameix. t} -n [1 — yfk) liame_rolour(abstxibJ + torhulencets, 1']

To animate the flame we simply render successive slices of noise which are per-
pendicular to the time aids and equispaeed by an amount corresponding to the
frame interval. It is as if we are translating the polygon along the time axis.
However. mere translation in time is not enough, recognizable detail in the
flame. though changing shape with time, rentained curiously static in space.
This is because there is a general sertse of direction associahed with a flame, con-

ver.-tion sends detail upwards. This was sirnulaeed, and immediately gave better
results. by Inotring the polygon down in y as well as through time, as shown in
Figure 8.23. The final courstruction is thus:
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fla.I:De{Jt, t]-{I — yl'lr)flame_eolouriabstxliils-turiruler1oe{x+{'il. thy, CI], f]}

where dy is the distance moved in yhy the polygon relative to the noise per unit
time.

Three-dimensional light maps

in principle there is no reason why we cannot have threedimenslonal light
maps — the practical restriction is the vast memory resources that would be
required. in the event that it is possible we have a method of caching the
reilected light at every point in the scene. We use any view‘-independent render-
ing method and asszlgn the calculated light intensity at point [x, y, at in object
space to ‘mt. y, a]. it is interesting to new compare our pre-calculation mapping
methods.

Witl-t environment mapping we cache all the incoming illucnination at a
single point in oblect space in a two-dimensional map which is labelled by the
direction of the incoming light at the point. it reflected view vector is then used
to retrieve the reiiecied light directed towards the user. Thue are normally used
for perfect specular surfaces and give us last viewdependent effects.

with two-dlrnensionai light maps we cache the reilerted light for each surface
in the scene in a set of two-dimensional maps. indexing into these maps during
the rendering phase depends on the method that was used to sample three-
dirnensionai object space. We use these to cache view-Independent nort-
Ilynamlc fighting.

with three-dimensional light maps we store reflected light at a point in a
three-dirriensional structure that represents obielct space. Three-dimensiorral
light maps are a subset of light fields {see Chapter ldl.

Anti-aliasing and texture mapping

As we have discussed in the Introduction to this chapter, artefacts are extremely
problematic in texture mapping and most textures produce visible artet'acts
unless the method is integrated with an anti-aliasing procedure. Detects are
highly noticeable, particularly in texture that exhibits coherence or periodicity.
as soon as the predominant spatial Erequestcy in the texture pattern approaches
the dimension or a pixel. [The classic example of this effect is shown in Figure
B.3.) Artefacts generated by texture mapping are not well handled by the cone-
mon anti-aliasing method - such as supersanipling - and because oi‘ this stan-
dard two-dimensional texture mapping procedures usually incorporate a speclllc
ant-I-aliasing technique.

lltntl-aliasing in texture mapping is difficult because, to do it properly, we
need to ilnd the pre-in-rage of a pixel and sum weighted values of mi, vi that fall
within the extent of the pre-image to get a single texture intensity tor the pixel.
Unfortunately the shape of the pre-image changes front pixel to pixel and this
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filtering process oonsequently becomes expensive. Refer again to Figure 3.2. This
shows that when we are considering a pixel its pre-image in texture space is. int

general, a curvilinear quadrilateral, because the net effect of the texture mapping

and perspective mapping is of a non-linear transformation. The figure also
shows. for the diagonal hand, texture For which, unless this operation is per-
formed or approximated, erroneous results will oocnr. In particular, if the texhire

map is merely sampled at the Inverse mapping of the pixel centre then the sam-
pied intensity may be correct If the irwerse image size of the pixel is sufflclently

small, but in general it will be wrong.

In the context oi‘ Figure 3.2-ll-{a}, antbailaslng means approxtrrtatlisg the

integratton shown tn the figure. an approximate. but visually successful, method
ignores the shape but not the size or extent of the pte-Image and pre-calculates
all the required filtering operations. This is mtp-trtitpplng irmentecl by Williams

{I953} and probably the most cornrnon anti-aliasing method developed specl.fi-

cally for texture mapping. His method is based on pre-calculation and an assump-
tion that the inverse pixel image is reasonably close to a square. Figure 8.2-t{b]

shows the pixel pte-image approximated by a square. It is this approximation that

enables the anti-aliasing or filtering operation to be pre-calculated. In tact there
are two problems. The iitst is more oolnrnon and Is icnotntn es compression or
minification. This occurs when an oblect becomes small In screen space and con-

sequently a pixel has a large pre-Image in texture space. Figure 3.2-ticl shows this

situation. Marty texture el-ements [sometimes called "texels’_J need to be mapped

mtoasingleptxeI.1heofl1erprob1unhca1|edmagnlficaflon.Hereanob|ect
heoomes very close to the viewer and only part of the oh]-ect may occupy the

whole of screen space, resulting in pixel pre-images that have less area than one
texel [Figure B.2.«I-[c'l},'|. ls-I'|p-mapping deals wlth oomprenslon and some elabora-

tlaon to rnip-mapping is usually required for the rrragnlficatlon problem.

'1?‘-ittlllil spree Inigo 1hit£unt spies lntape
That. 1'} spot He. 1'} your

IIIIII II
IIIIII IE
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In snip-mapping. Instead of a texture domarln oomprlslng a single image,
‘Williams uses rnanv Images, all derived by averaging down the original Image
tosuooeu1velylmvermso]unmu.Inou1erwordtheyEmmasetofprefilmredtex-
tore rnaps. Each Image in the sequence Is exactly halt the resolution of the prevh
ous. Figure 8.25 shows an approximation to the tclea. An ohiect near to the viewer,
and large in screen space. selects a single texel horn a high-resolution map. The
sarneobjectfurtherawav from théviewer andsruallerhiscreen spaeeselects asln-
gle texel iron: :1 low-resolution map. An appropriate map is selected by a parame-
ter D. Figure 3.26 {Colour Plate} shows the ntlp~rnap used in Figure 3.8.

In a low-resolution version of the Image each tertel. represents the average of a
nurnberoftaexelsfromthepreviousmap. Bvasuitablectioloeoffl. an image at
appropriate resolution ls selected and the filtietlng tort remains constant — the many
tetrelstoorte p-Ixelr-ost pcroblernbeIngavoItled.1heoentreofthep1JrelIsrnapperi
into that mapdeterrnlned by Dead this singlevalue is used. In thlsway the origi-
nal texture Is filnered and, to avoid discontinuities between the images at varying
resolutions, different levels are also blended. Blending between levels occurs when
D is selected. The Images are dlsoontinuous In resolution but D Is a continuous pa~
rarneter. 1.lneariril:ei'polatlt:ttI is carried out from the two nearest levels.
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Williams selects D from:

I» =w*((l%l=+l%)*l'**- ( ii
where an and av are the original dimensions of the pre-image in texture space

and air = any = 1 for a square pixel.
it ‘correct’ or accurate estimation of D is important. if D is too large then the

image will look blurred. too small and aliasing anefacts will still be visible.

Detailed practical methods for determining depending on the mapping context

are given in Watt and wait {l992i.
In a theoretical sense the magnification problem does not exist. ideally we

would like mip-rnaps that can be used at any level of detail. but in practice. stor-

age limitations restrict the highest resolution masic to. say, 512 at 512 teatels. This

problem does not seem to have been addressed In the literature and the follow-

ing two approaches are supplied by Silicon Graphics for their workstation fam-
ily. Siiioon Graphics suggest two solutions. First. to simply extrapolate beyond

the highest resolution rnlp-map. and a more elaborate procedure that extracts

separate texture iniormatlon into low and high frequency components.

Extrapolation is defined as:

LDD[-i-Ii = LDDIDJI + ILLDDIOJ - LDDI-1}]

where LOD {level of detail] represents ruip-maps as follows:

LODI-r-tji is the extrapolated nsip-map
I.DD[ii} is the highest resolution stored mip-map

LCIDI-ii is the next highest resolution stored mip-map

This operation derives an extrapolated nrip-map of blocks of -I K -1 pixels over
which there is no variation. However. the rnagnification process preserves edges
- hence the name.

Extrapolation works best when high irequency information is correlated with

low frequency structural information. that is when the high frequency informa-
tion represents edges In the texture. For example. consider that texture pattern

is made up of block letters. Extrapolation will blurilmagnity the interior of the
letters. while keeping the edges sharp.

When high frequency information is not correlated with low frequency infor-

mation. extrapoiation causes blurring. This oocurs with texture that tends to
vary unifortnly throughout. for example wood grain. Silicon Graphics suggest

separating the low and high frequency? iniiormation and convening a high reso-
lution [unstorable at, say, 2K 54 ZK} into a 512 at 512 map that stores low

frequeriqr or structural information and a 256 it 256 map that stores high fre-
quency detail. This separation can be achieved aocurately using classical
filtering techniques. Alterrtatlvely a spade domain procedure is as follows:

{I} Make a 512- it 512 low frequency map by simply re-sampling the original
2!: x 2K map.
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[2] intake the 256 2 25d detail mask as follows:

it} Select a 256 3: 255 window from the original map that oontalns repre-

sentative high frequency texture.

[ii] lie-sample this to iii a: list and re-scale to 256 at 2515 resulting In a blurred
version of the original 2515 it 255 map.

[iii] Subtract the blurred map from the original, adding a bias to nral-Le the

subtrahend image unsigned. This results in a 256 it 256 high frequency.

Now when magnification is required a mix of the .512 x 512 low resolution tex-

ture with the high resolution detail is used.

Interactive techniques in texture mapptng

One of the main problems in designing a eomrentionai two-dimensional texture
map is the visualization of the result on the rendered object. Sap an artist or a

designer is creating a texture map try painting directly in the two-dimensional In-

space of the map. ‘We lrnow that the distortion of the map, when it is ‘stuck’ on

the object is both a function of the shape of the oi:I|ect and the mapping method
that is used. To design a texture interactively the artist needs to see the final ren-
dered oI:.I|-ect and have so-r:ne intuition -ofthe mapping rnechanisrn so that he can

predict the elfect or changes made to the texture map.
We will now describe two interactive techniques. in the first the designer

paints in nor or texture space. The seeond attempts to make the designer think
that he is pointing directly on the ob|ect in 3D world space.

flwflrsttemrdquehexherndyshnplearldwasanlvedtotexmmarrmulaiohleco
ttraterrltibitapiarieofsgrerunetry. [tisslmplpan interactieesrerslocroftwo-partter
ture ntapptrtgt-nth a planeas rheintermedlate object {see Section 3.1.2]. 'i'heoveralJ

iseahshovmmHgme82?.11remdmalrnodeihmciosedinahmmdh1ghox.The

texmremapllun-§hflta1*shn:h'onflletWnEao5olfltebo1ufingflle'nflnm1ax'
coordtnatasoitheborr endpoints ln1‘{u.v]areprojectedorrtodreob;lectusingapar-

allel projection, with pm|ectors normal to the plane oi Sj|'tl£lll'iEtl'}F.

The second technique is to allow the artist to interact directly with the ten-

dered version on the screen. The artist applies the texture using an interactive
device simulating a brush and the effect on the screen is as it the painter was

applying paint directly to the 3D ob|ect. it is easy in see the advantages of such

arnethoclbyinoldll-gfirstathotettdifletsframanormaliflpalntprogram
which basicaliyembles a user to oolour selected pixels on the screen.

Say we have a. sphere [circle in screen space). ‘With a normal paint program.

it we selected. say: the colour green and painted the sphere. then unless we
errpiicithr altered the colour, the sphere‘: p1'o|ectiort would be filled with the

selected uniform green colour. However, the idea of using a paint interaction in
obiect space is that as you apply the green paint its eoiour changes according to

the application of the Phong shading equation. and ii the paint were gloss a

specular highlight would appear. lirrtendlrtg the idea to texture mapping means
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figure 3.2?
flu-active texture mapping
- painting in Tier) space-
;',|} Tezltlutll ll pllnud
mi-tglnlnmrbflhflpinl
F-cg|1|n.{h}l.|s\‘ngll1l
gbleetibnxtcingbfllt.
unetetlture rnap polritsare
proiettldontofltedhilth
.qI|:lI'dI|4lfloiSd.lEpl'III,'|I;I:I
gndtolherau-irlnournalto

Il'tIb¢tl'|dir'|ghott£It:I.[£J
1'ltecfl-_bciiI reIIdet'ld..the
'dlstortion'vlsuai‘nredancI

uuarlistrepealsll-lee)-clelt
neeessary.

mtenacnvt tecnmoues or reason: ltlM'«PlNG

that the artist can paint the texture on the ohiect directly and the program,
reversing the normal texture mapping procedure, can derive the texture map
from the object. Once the process is complete, new views of the ohiect can be
rendered and texture mapped in the normal wa .

This approach requires a technique that identifies. from the screen plate! that
is being pointed to. the corresponding point on the ob|ect sustace. in the
method described by I-Ianrahan and Haehe

known as an Item butter, is used. aooessing this buffer with the coordinates of
the screen cursor gives a pointer to the position on the object surface and the
corresponding to, v} coordinate values for the texture map. Clearly we need an
ohjEi'.'I representation where the surface is everywhere parametrized and
Ham-ahan and Haeberii (1990) divide the object suriaoe into a large number of
1'niI'.'ropo]}tgons.'I."l'te overall idea is illustrated in Figure 3.28.
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i ® Geometric shadows

9.1 Properties of shadows used in computer graphics

9.2 Simple shadows on a ground plane

9.3 Shadow algorithms

introduction

This chapter deals with the topic oi ‘geometric’ shadows or algorithms that
calculate the shape oi an area in shadow but only guess at its reflected light

intensity. This restriction has long been tolerated in mainstream rendering: the
rationale presumably being that it is better to have a shadow with a guessed
intensity than to have no shadow at all.

Shadows iiite texture mapping are commonly handled by using an empirical

add-on algodthrrt. They are pasted Into the scene like texture maps. The other

parallel with texture maps is that the easiest algorithm to use computes a map
for each light source in the scene. known as a shadow map. The map is accessed

during tendering just as a texture map is reierenced to find out if a pixel is in

shadow or not. like the Z+lJufier algorithm in hidden suriace removal. this algo-
rithm is easy to implement and has become a pseudo-standard. also like the E.-

hufier algorithm it trades simplicity against high memory cost.
Shadows are important in scenes. ill scene without shadows looks artificial.

They give clues concerning the scene, consolidate spatial relationships between

oblects and give information on the position oi the light source. To compute

shadows completely we need knowledge both oi their shape and the light inten-

slty inside them. an areaoi the scene in shadow is not completely bereft of light.
it is simply not subject to direct illumination, but receives indirect lliurnlnation

from another nearby obiect. Thus shadow intensity can only be calculated tak-

ing this into account and this means using a global illumination model such as

radioslty. in this algorithm (see Chapter ill shadow areas are treated no differ-
ently from any other area in the scene and the shadow Intensity is a light inten+

slty, reflected irorrl a surface, like any other.

Shadows are a function oi the lighting environment. They can be hard edged
or soft edged and contain both an umbra and a penumbra area. The relative size
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of the umbralpenumbra is a function of the size and the shape of the light source

and its distance from the object {Figure 9.1}. The umbra is that part of a shadow

that is completely cut off from the light source. whereas the penumbra is an area

that receives some light from the source. A penumbra surrounds an untbra and

there is always a gradual change in intensity from a penumbra to an urnbra. In

computer graphics, if we are not modelling illumination sources, then we usually.-
consider point light sources at large distances, and assume in the simplest case

that obiects produce untbrae with sharp edges. This is still only an approxima-
tion. Even although light from a large distance produces almost parallel
rays, there is still light behind the obiect due to diffraction and the shadow
grades off. This effect also varies over the distance a shadow is thrown. These

effects. that determine the quality of a shadow, enable us to infer information

{all Point light source products |1a.rd-edgeitl sltadow.-r [r = III}

Area of light

_ —- H. 5fl1.II!DGSD¢l.'t
by P:

P:

(bi! Area light source produces soft-edged shadow (r = R]-

Flgure 9.1

Shadows cast by spherical _ _
H-gm wwwsl {oft Incrcusdng the light source area softens the s|1a,dq.w5 mung [r = 1n]
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concerning the nature of the light source and they are clwrly important to us as

human beings perceiving a three-dimensional environment. For example, the
shadows that we see outdoors depend on the time of day and whether the slty is
overcast or not.

--u

P:sharhl" "

A number of aspects of shadows are exploited in the computer generation of the

phenomenon. These are:

I A shadow from polygon A that falls on polygon 3 due to a point light source

can be calculated by proiecting polygon A onto the plane that contains

polygon B. The position of the point light source is used as the centre of

proiectlon.

No shadows are seen if the View point is coincident with the {single} light
source. An equivalent form of this statement is that shadows can be

considered to he areas hidden front the light source. implying that modified
hidden surface algorithms can be used to solve the shadow problem.

It the light source, or sources, are point sources then there is no penumbra

to calculate and the shadow has a hard edge.

For static scenes, shadows are fixed and do not change as the view point

changes. it the relative position of objects and light sources change. the

shadows have to be re-calculated. This places a high overhead on three-

dirnensional animation where shadows are important for depth and
movement perception.

Because of the high computational overheads, shadows have been regarded in

much the same way as texture mapping — as a quality addort. They have not
been viewed as a necessity and compared with shading algorithms there has

been little consideration of the quality of shadows. Most shadow generation
algorithlTL'i produce hard edge point light source shadows and most algorithms

deal only with polygon mesh models.

‘E 5 -wfir'.":-aenl'-I'.aE|:o=n.it‘.-t":i:r.e=£_-'-.- .-.'-'-H‘.-»='¢" "-.-- -

Simple shadows on a ground plane

An extremely simple method of generating shadows is reported by Blirtn (1983).

it suffioes for single oblect scenes throwing shadows on a flat ground plane. The

method simply involves drawing the prolection of the object on the ground

plane. it is thus restricted to single object scenes, or rnulti-object scenes where

oblerts are sufficiently isolated so as not to cast shadows on each other. The

ground plane projection is easily obtained from a linear transiormatiori and the

proiected polygon can be scanned into a Z-bu [fer as part of an initialization pro-

cedure at an appropriate (dark) intensity.
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ll.‘ the usual illumination approximation is made — single point source at an

infinite distance — then we have parallel light rays in a direction I. = (xi, yi, 3:] as
shown in Figure 9.2. Any point on the object P = (xp, 15,, z.,) will cast a shadow

at S = [xm rm, ti]. Considering the geometry in the figure. we have:
3 = P — (11.

and given that 2... = 0, we have:

0 = 2,, — oz:

ct = Z;-1'2:

and:

xi... = 1.. - {zpilzi} xi

yaw = is» - izplzal Jr'-

As a homogeneous transformation this is

x... 1 U —xi,:'z. U xp

?" _ ‘U 1 "F1331 0 Fe
0 _ Cl {II i} 0 2;:
1 CI 0 El 1. 1

Note from this that it is just as easy to generate shadows on a vertical back or

side plane. Blinn also shows how to extend this idea to handle light sources that
are at a finite distance from the obiect.

This type of approximate shadow {on a Hat ground plane) is beloved by
traditional animators and its use certainly enhances movement in three-
dimensional computer animation.

Figure 9.2
GrOI.l'Id plane shadows lot
single objects.
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Unlike hidden surface removal algorithms, where one or two algorithms now

predominate and other methods are only used in special cases, no popular can-
didate has emerged as the top shadow algorithm. in fact. shadow computation
is a rather neglected area of computer graphics. What follows, therefore. is a brief
description of four major approaches. Shadow generation in ray tracing is sepa-
rately described in Chapter 12.

9.3.1 Shadow algorithms: projecting poiygonsfscan line

This approach was developed by App-el {1963} and Bouknight and Kelley (19?{.‘I}i.
Adding shadows to a scan line algorithm requires a pre-processing stage that
builds up a secondary data structure which links all polygons that may shadow
a given polygon, Shadow pairs — a polygon together with the polygon that it can
possibly shadow — are detected by proiecting all polygons onto a sphere centred
at the light source. Polygon pairs that cannot interact are detected and discarded.
This is an important step because for a scene containing it polygons the number
of possible proiected shadows is uin - 1].

The algorithm processes the secondary data structure simultaneously with a
normal scan conversion process to determine if any shadows fall on the polygon
that generated the visible scan line segment under consideration. If no shadow
polygonijsji exists then the scan line algorithm proceeds as normal. For a current
polygon: if a shadow polygon exists then using the light source as a centre of
projection, the shadow is generated by projecting onto the plane that contains
the current polygon. Normal scan conversion then proceeds simultaneously
with a process that determines whether a current pixel is in shadow or not. Three
possibilities now occur:

[1] The shadow polygon does not cover the generated scan line segment and
the situation is identical to an algorithm without shadows.

{2} Shadow polygons completely cover the visible scan line segment and the
scan conversion process proceeds but the pixel intensity is modulated by an
amount that depends on the number of shadows that are covering the
segment. For a single light source the segment is either in shadow or is not.

(3) A shadow polygon partially covers the visible scan line segment. in this case
the segment is subdivided and the process is applied recursively until a
solution is obtained.

it representation of these possibilities is shown in Figure 9.3. These are, in order
along the scan line:

[a] Polygon A is visible, therefore it is rendered.

lb} Polygon B is visible and is rendered.
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Figure 9.3
Polygons that receive a
shadow from anoIhEI'
polygon are linluad in a
secoridary data structure.
S-can line segments are now
delineated by both view
point proieoliort boundaries
and shadow boundaries.

reduced intensity.

{ti} Polygon B is visible and is rendered.

Shadow algorithms: shadow volumes

The shadow volume approach was originally developed by Crow (1???) and
subsequently extended by others. in particular Brotman and Badler {I93-1) used
the idea as a basis for generating 'sofr' shadows — that is, shadows produced by a
distributed light source.

A shadow volume is the invisible volume of space swept out by the shadow
of an object. It is the infinite volume defined by lines emanating from a point
light source through vertiees in the object. Figure 9.4 conveys the idea of a
shadow volume. A finite shadow volume is obtained by considering the inter-
section of the infinite volume with the view volume. The shadow volume is
computed by first evaluating the contour or silhouette edge of the object, as seen
from the light source. The contour edge of a simple object is shown in Figure
9.-ita}. A contour edge of an object is the edge made up of one or more con-
nected edges of polygons belonging to the object. A contour edge separates those
polygons that can receive light from the light source from those that cannot.

Polygons defined by the light source and the contour edges define the bound-
ing surfaoe of the shadow volume as shown in Figure 9.4{bl. Thus each object.
considered in conjunction with a point light source, generates a shadow volume
obiect that is made up of a set of shadow polygons. Note diat these shadow poly-
gons are ‘invisible’ and should not be confused with the visible shadow polygons
described in the next section. These shadow polygons are themselves used to
determine shadows - they are not rendered.
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figure 9.4
llustraling the forrnalion
gt a shadow volume.
(3) sifl-loo-ette edge oi an
dsiect. {D} Finite shad-ow
-.ro1ur-rte defined by a
silhoulette Edge polygon.

3 point light source and a
-new volume.
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Siilmuelle odgc polygon
Semi-infinite shadow volume

pmduml by I:-olram
Ii.t.l.i:l'!iI:e1i.m‘l nl‘
semi-infinite
shallow volume
with view volume

This scheme can be integrated into a number of hidden surface removal algo-
rithms and the polygons that define the shadow volume are processed along
with the object polygons except that they are considered invisible. A distinction
is made between ‘t'ront—fa-cing’ polygons and ‘back-facing’ polygons and the rela-
tionship between shadow polygons labelled in this way and obiect polygons is
examined. A point on an object is deemed to be in shadow it It is behind a front-
facing shadow polygon and in front of a baclc-facing polygon. That is. it it is con-
tained within a shadow volume. Thus a front-facing shadow polygon puts
anything behind it in shadow and a back.-lacing shadow polygon cancels the
effect of a front-facing one.

As it stands, the algorithm is most easily integrated with a depth priority hid-
den surface removal algorithm. Consider the operation of the algorithm for a
particular pixel. We oonslder a vector or ray from the view point through the
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Figure 9.5

Front-facing and back-facing
shadow polygons and the
shadow counter vafue.

pixel and look at the relationship between real polygons and shadow polygon;
along this vector. For a pixel a counter is maintained. This is initialized to 1 if
the view point is already in shadow, 0 otherwise. as we descend the depth sorted
list of polygons, the counter is incremented when a front-facing polygon is
passed and decrerttented when a bad:-facing polygon is passed. The value of this
counter tells us, when we encounter a real polygon, whether we are inside a
shadow volume. This is shown schematically in Figure 9.5.

lirottnan and Badler [1984] use an enhanced Z-buffer algorithm and this
approach has two significant advantages:

(1) The benefits of the Z-brufler rendering approach are retained.

{2} Their method is able to compute solt shadows or umbrafpenumbra effects.

The price to be paid for using a shadow volume approadi in conjunction with a
Z-buffer is memory cost. The Z—buEfer has to be extended such that each pixel
location is a record of live fields. as shadow polygons are ‘rendered’ they mod-
ify counters in a pixel record and a decision can be made as to whether a pointis in shadow or not.

restriction is that objects must be convex polyhe-
drons. Bergeron (1936) developed a general version of Crows algorithm that over-
comes mese restrictions and allows concave objects and penetrating polygons.

'|u'iew poitl

fitadow volurne ._
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Shadow algorithms: derivation of shadow polygons from light
source transformations

This approach was developed by Ather-ton er al. (19?-'8} and relies on the fact that

applying hidden surface removal to a view from the light source produces poly-

gons or parts oi‘ polygons that are in shadow. It also relies on the obiect space
polygon clipping algorithm (to produce shadow polygons that are parts of exist-

ing polygons} by ‘llirleiler and .-litherton {I917}.

A claimed advantage of this approach is that it operates in oblect space. This

means that it is possible to extract numerical information on shadows from the
algorithm. This finds applications. for example, in architectural CAD.

The algorithm enhances the obiect data structure with shadow polygons to
produce a ‘complete shadow data file’. This can then be used to produce any

view of the object with shadows. it is thus a good approach in generating ani-
mated sequences where the virtual camera changes position but the relative

position of the oi:-iect and the light source remain unchanged. The working of

the algorithm is shown for a simple example in Figure 9.5. ill. single shadow poly-
gon is shown for clarity. Referring to Figure 9.6, the first step in the algorithm is

to apply a transformation such that the obiect or scene is viewed from the light

source position. Hidden surface removal then produces visible polygons. that is

polygons that are visible to the light source and are thereiore not in shadow.

These are either complete or clipped as the illustration implies. This polygon set

can then be combined with the original obiect polygons, provided both data sets
are in the same coordinate system. The process of combining these sets results

in a complete shadow data file — the original polygon set enhanced by shadow
polygons for a particular light source. Transforming the database to the required

view point and applying hidden surface removal will then result in an image
with shadows. This aigonthm exploits the fact that shadow polygons are view

point independent. Essentially the scene is processed twice for hidden surface
removal. Once using the light source as a view point. which produces the

shadow polygons, and once using normal hidden surface removal {from any

view point].

Shadow algorithms: shadow Z-buffer

Possibly the simplest approach to the shadow computation, and one that is eas-

ily integrated into a E.-buffer-based tenderer is the shadow Z-buffer developed by
Williams l{19?-3]. This technique requires a separate shadow Z-buffer for each

light source and in its basic form is only suitable for a scene illuminated by a sin-

gle light source. Alternatively a single shadow Z-buffer could be used for many

light sources and the algorithm executed for each light source. but this would be
somewhat inefficient and slow.

The algorithm is a two-step process. A scene is ‘rendered’ and depth informa-

tion stored in the shadow Z-buffer using the light source as a view point. No
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intensifies are calculated. This computes a ‘depth image’ from the light source.

of these polygons that are visible to the light source.
The second step is to render the scene using a Z.-buffer algorithm. This process

is enhanced as follows: if a point is visible, a coordinate transformation is used to
map {x, y, 2], the coordinates of the point in three-dimensional screen space [from
the view point] to ix‘. y’, 2'}. the coordinates of the point in screen space from the
light point as a coordinate origin. The (x'. y‘) are used to index the shadow .3
buffer and the corresponding depth value is compared with 2'. if 2' is greater than
the value stored in the shadow .'?.-buffer for that point. then a surface is nearer to

the light source than the point under consideration and the point is in shadow.
thus a shadow ‘intensity’ is used. otherwise the point is rendered as normal. fin
example of shadow maps is shown in Figure 13.3. Note that in this particular
example we have generated six shadow maps. This enables us to render a view of
the room from a view point situated anywhere within the scene.

Apart from extending the high memory requirements of the Z-buffer hidden
surface removal algorithm. the algorithm also extends its inefficiency. Shadow
calculations are performed for surfaces that may subsequently be ‘overwritten’ —
just as shading calculations are.

Anti-aliasing and the .'Jll‘.'l'dl'.'iHI' Z-brrifer

ln oommon with the Z-buffer algorithm, the shadow Z—buffer is susceptible to

aliasing artefacts due to point sampling. Two aliasing opportunities occur. First,
straightforward point sampling in the creation phase of the shadow Z-huffer pro-
duces artefacts. These will be visible along shadow edges — we are oonsidering a

hard—edged shadow cast by a point light source. The second aliasing problem is
created when accessing the shadow Lbuffer. it is somewhat analogous to the
sampling problem created in texture mapping. This problem arises because we
are effectively prolecting a pixel extent onto the shadow Z-buffer map. This is
shown schematically in Figure 9.1 if we consider the so-called pre—image of a
square pixel in the shadow Zr-h'1.|HEl' map then this Will. in E,€r1i=IaL hi‘: 3 il'-iildTl-
lateral that encloses a number of shadow Z-buffer pixels. it is this many map pix-

els to one screen pixel problem that we have to deal with. It means that a pixel
may be partly in shadow and partly not and if we make a binary decision then
aliasing will occur. We thus consider the fraction of the pixel that is in shadow
by computing this from the shadow E-buffer. This fraction can be evaluated by
the z‘ comparisons over the set of shadow Z.-buffer pixels that the screen pixel
proiects onto. The fraction is then used to give an appropriate shadow intensity.
The process in summary is:

{'1} For each pixel calculate four values of (x', y'} corresponding to the four
corner points. This defines a quadrilateral in shadow Z-buffer space.

(2) integrate the information over this quadrilateral by comparing the z value
for the screen pixel with each z‘ value in the shadow Z-buffer quadrilateral.
This gives a fraction that reflects the area of the pixel in shadow.
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Figure 9.7
'Pre-irnagze' of a piste! in the
shadow I-.'—I:n.rHer.
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{3} We use this fraction to give an appropriate attenuated intensity. The visual
effect of this is that the hard edge of the shadow will be softened for those
pixels that straddle ashadpw boundary.

Full details of this approach are given in Reeves er ni. (19831 The price paid for
this anti-aliasing is a considerable increase in processing time. Prefiltering tech-
niques [see Chapter 14} cannot be used and a stochastic sampling scheme for
integrating within the pixel pre-irrtage: in the shadow Z-butter map is suggested
in Reeves er tn’. {!98?}.
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Monte Carlo techniques In global illumination
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introduction I

in computer graphics. global illumination is the term given to models which
render a view of a scene by evaluating the light refleci-ed from a point at taking

into account all illumination that arrives at a point. ‘That is we consider not only
the light arriving at the point directly from light sources but all indirect il]urn.i-

nation that may have originated lrocn a light source via other obiects.

it is probably the case that in the general pursuit oi photo-realism. most

research efiort has gone into solving the global illumination problem. Although,
as we have seen in Chapter Ir‘. considerable parallel work has been carried out

with local reiiection models. workers have been attracted to the diflicult prob-

lem of simulating the Interaction of light with an entire environment. Light has
to be tracked through the environment from emltterisi to sensorisi. rather than

lust front an emitter to a surface then directly to the sensor or eye. Such an

approach does not then require acid-on algorithms for shadows which are sim-

ply areas I:I'l which the Illumination ievet is reduced due to the proximity oi a
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nearby object. Other global illumination effects such as reilection of oblects in
each other and transparency effects can also be oorrectly modelled.

it is not clear how important global illumination is to photo-realism. Certainly
it is the case that we are accustomed to ‘closed’ man-made environments, where

t]'l.ere is much global interaction, but the extent to which this interaction has to
be siltttilated, to achieve a degree of realism acceptable for most computer graph.

ics applications, is still an open question. Rather, the problem has been vigorously
pursued as a pure research problem In its own right on the assumption that

improvements in the accuracy oiglobai interaction will be valuable.

Two established (partial) global algorithms have now emerged. These are ray
tracing and ratiiosity and, for reasons that will soon booome clear, they both, in

their most commonly implemented forms, simulate only a subset ofglobal inter.

action: ray tracing attending to {periect} specular interaction and radloslty to

(perfect) diiluse interaction. in other words, current practical solutions to the

problem deal with its Inherent intractabiiity by concentrating on particular
global interactions. Ignoring the remainder and by considering interactions to

be perfect. in the case of specular Interaction ‘periecf means that an infinitesi-
maiiy thin beam hitting a surface retlects without spreading — the surface is

assumed perfect. in the case of perfect diffuse interaction we a.ssul:ne that an
incoming beam oi‘ light reilects equally in all directions Into the hemisphere
centred at the point -of reflection. '

ignoring l-'lrl.ite computing resources. a solution to the global interaction prob-
lem is simply stated. We start at the light sourceis) and follow every light path

{or ray of light] as it travels through the environment stopping when the light
hits the eye point, has its energy reduced below sortie rnlrtimum due to absorp-
tion in the ob|ects that it has encountered, or travels out of the em-lrorunent

into space. ‘ill see the relevance of global illumination algorithms we need ways

of describing the problem - models that capture the essence of the behaviour of
light in an environment. in this chapter we will introduce two models of global

illumination and give an overview of the many and varied approaches to global

illumination. we devote separate chapters to the implementation details or the
two well-established methods of ray tracing and tadioszity.

We should note that it is dltiicuit to categorize global Illumination algorithms

because most use a combination of techniques. is two-pass ray tracing, for exam-

pie, to be considered as a global illurnlnation method or as an extension to ray

tracing? Thus the brealcdown by technique that appears in this chapter

inevitably contains algorithms that straddle more than one category and the
sorting is simply the author's preference.

Global llluminartlon models

We start by introducing two ‘models’ oil the global Illumination problem. The
lirsr is a ntattlerrlatlcal formulation and the second is a classification in |£€'l'i!l!l5 oi’

the nature of the type of interaction that can occur when light travels from one
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between the multitude of global illumination algorithms most of which evalu-
ate a less than complete solution. By their nature the algorithms consist of a
wealth of heuristic detail and the global illumination models facilitate a com-
parison in terms of which aspects are evaluated and which are not.

The rendering equation

The first model that we will lool: at was introduced into the oomputer graphics
literature in 1986 by tlajiya illaliya 1986] and is known as the rendering equa-
tion. it encapsulates global illumination by describing what happens at a point
.r on a surface. It is a completely general mathematical statement of tile problem
and global illumination algorltttnts can be categorized in terms of this equation.
in fact. lfajlya states that its purpose:

is to provide a unified context for viewing them [rendering algorithms] as more or less
accurate approsimatiotts to the solution lot a single equation.

The integral in l(a[iya‘s original notation is given by:

to. no =.rix. rlietx. x'i + I Pix. r. x'iIi1'.x'J-'-l¥"l

where:

itx, :r','i is the transport intensity or the intensity of light passing from point Jr‘
to point it. Kajiya tenns this the unoociuried two point transport intensity.
get, 1’) Is the visibility function between it and if. if :r and Jr’ cannot ‘see’ each
other then this is zero. If they are visible tlreng varies as the Inverse square of
the distance between them.

air, if] is the transfer emittance froth Jr to x and is related to the inteslty of
any light self-emitted by point :6 in the direction of .r.

p{x, 1’. 1'] is the scattering term with respect to direction x‘ and .r'. it is the
intensity of the energy scattered towards it by a surface point located at .1’
arriving h-om point or direction a'. Kajiya calls this the unoocltrded three-
point transport reflectance. It is related to the BRDF [see Chapter .1] by:

pix, :3‘, tr’) - pIjE'e._. elm 9'... ¢'..r] cos it cos ii'..r

where B’ and e‘ are the azimuth and elevation angles related to point Jr‘ [see
Section 13} and H is the angle between the suriace normal at point .2 and theline .t’x.

Tire integral is over s, all points on all surfaces in the scene. or equivalently over
all points on the hemisphere situated at point .r'. The equation states that the
transport intensity from point x‘ to point x is equal totally} light emitted from
it‘ towards it plus the light scattered from it‘ towards .9: {tom all other surfaces in
the scene — that is, that originate from direction Jr‘.
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Expressed in the above temts the rendering equation implies that we must
have.

I A model of the light emitted by a suriaoe st].

I A representation of the ERDF pi) for each suriace.

0 it method for evaluating the visibility Eunr.1ion.

We have already met all these factors: here the Eonmdation gathers them into a

single equation. The important general points that come out of considering the
rendering equation are:

(1) The complexity of the integral means that it cannot be evaluated

analytically and most practical algorithms reduce the complexity in sortie
way. The direct evaluation or the equation can be li.i'i|.'lE.l'Iii.li'Eii by using
Monte Carlo methods and many algorithms follow this approach.

It is a view-independent statement of the problem. The point 1' is every
point in the scene. Global fliumination algorithms are either view

independent - the common example is the radioslty algorithm - or view

dependent where only those points it visible from the viewing position are
evaluated. View dependence can be seen as a way in which the inherent

complexity oi the rendering equation is reduced. [See Section 10.3 for a
more detailed discussion on view ciependenceitndependenoe.)

it is a recursive equation - to evaluate lit. 1'} we need to evaluate int‘, x‘)
which itself will use the same equation. This gives rise to one of the most

popular practical methods for solving the problem which is to trace light
from the image plane, in the reverse direction of light propagation.

following a path that reflects from ob|ect to object. Algorithms that adopt

this approach are: path tracing, ray tracing and distributed ray tracing, all of
which will be described later.

Radiance, irradianoe and the radiance equation

The original form of the rendering equation is not particularly useful in global
illumination methods and in this section we will introduce definitions that

enable us to write it in a different form called the radiance equation.

Radiance L is the fundamental radiometric quantity and for a point in three-

dirnenslonal space it is the ilgltt energy density measured in Wits:-m3]. The radi-

ance at a point is a function of direction and we can define a radiance
distribution function tor a point. This will generally be discontinuous as the two-

dimesnsional example in Figure 10.1 demonstrates. Such a distribution function
exists at all points in three-dimensional space and radiance is therefore a five-

dlmensionai quantity. irradiance is the integration of incoming radiance over all
directions:

s=jr.....-credoI1
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where:

L... is the incoming or field radiance from direction as
B is the angle between the surface normal and Ii}

if L+. is constant. we have for a diffuse surface:

Loon - pE.-‘it

The distinction between these two quantities is important in global illumination
algorithms as the form of the algorithm can be classified as ‘shooting’ or ‘gath-
ering’. Shooting means distributing radiance item a surface and gathering means
integrating the irradlance or accumulating light flux at the surface. (Radioslty B
Is closely related to irrndiance having units Wimii

an Important practical point concerning radiance and irradianoe distribution

functions is that while the former is generally discontinuous the latter is gener+
ally continuous. except for shadow boundaries. This is demtmstrated in Figure
i0.I which shows that in this simple example the inediance tiisttibutloo furic+
tlon will be continuous because of the averaging effect oi‘ the integration.
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'I11e rendering equation can he recast as the radiance equation which in its
simplest form is:

L... = _[ pi...
Including the directinnal dependence, we then write:

Lu (at, tour] -L (K. tour] + I put. ea... -1- e:miL.. {x. cm-cos Bmdmu.I}

where the symbols are defined in Fig-ure ‘i0.2[b}. This can be modified so that the
integration is performed over all surfaces - usually more convenient in practical
algorithms - rather than all incoming angles and this ghnes the rendering equa.
tfltm in terms oi radiance:

Lu nix. tn...) =1. (at. am} + I pix. an. —i mull» ix’. uiuigtx. x‘icu.t ii.1 I

which now includes the visibility function. This comes about by expressing the

solid angle l1t‘.i:i|n in terms of the projected area of the difierentlai surface region
visible in the direction of tin. {Figure 1t}.z[r:}J:

{cl r.i:itIai:l-IU'|II.-I'lI*i.1.tIlI
pruiectedareaufd.-Hislble
hIl'ied|r\n:'Iin-nun.
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Path notation

Another way of categorizing the behaviour of global illumination algorithms is
to detail which surface»to-surface interactions that they irnplement or simulate.
This is a much simpler non-mathematical categorization anti it enables an easy
comparison and classification of the common algorithms. We oonsirler which
interactions between pairs of interacting surfaces are implemented as light trav-
els from souroe to sensor. Thus at a point. incoming light may be scattered or
reflected diffusely or specularly anti may itself have originated from a specular
or diffuse reflection at the previous surfaoe In the path. We can then say that for
pairs of consecutive surfaoes along a light path we have ffigure I03}:

I Diffuse to diffuse transfer.

I Specular to diffuse transfer.

I Diffuse to specular transfer.

I Specular to specular transfer.

LL
LL
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Figure IDA
A ssieetiorr oi gflohal
iilun-rinations paths In a
sirrrple emn'Iorirnent. See
also the colour Plate version

oi this figure.

In an environment where only clilfuse surfaces exist only difftise-diffuse
interaction is possible and such scenes are solved using the rarliosity rnethod_
Similarly an environment containing only specular surfaces can only exhibit
specular interaction and iwhittedj ray tracing deals with these. Basic radiosity
does not admit any other transfer rnechanism except dlihise-diffuse and it
excludes the important specular-specular transfer. Ray tracing, on the other
hand can only deal with specular-specular interaction. More recent algorithms,
such as ‘backwards’ ray tracing and enhancements of radloslry for specular inter.
action require a categorization of all the lntaeractions in a light lourney from
souroe to sensor, and this led to Heclrherts string notation [1-ieckhert 19901 for

listing all the interactions that occur along a path oi‘ a Light ray as it travels from
source {L} to the eye {E}. Here a light path from the light source to the first hit is
termed L, subsequent paths involving transfer ]!I!IEiC]'.l.Il.'ll5llI§ at a surtaoe point are
tegorized as DD, SD, D5 or 55. Figure 10.4 (also a Colour Plate) shows an exam-
ple of a simple soene and various paths. The path that finally iaerrninates in the
eye is called E. The paths in the example are:

{1} LDDE For this path the viewer sees the sliadoiv cast by the table. The light
reflects diffusely from the right-hand wall onto the floor. Note that any light
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reiiec-ted front a shadow area must have a minimum of two interactions

between L and E.

LDSE + LDDE. Here the user sees the darit side of the sphere which is not

receiving any direct light. The light is modelled as a point source, so any area

below the ‘equator’ of the sphere will be in shadow. The diffuse illumination
reflected diffusely from the wall is directed towards the eye and because the

sphere is shiny the reflection to the eye is both specular and diffuse.

L551; 1- LDSE light is reilected from the perfect mirror surface to the eye

and the viewer sees a reflection of the opaque or ooloured ball in the mirror
surface.

LSDE Here the viewer sees a shadow area that is lighter than the main
table shadow. This is due to the extra light reflected from the mirror anti
directed unclerrteath the table.

LSSDE This path has three interactions between L and E and the user sees
a caustic on the table top which is a diffuse surface. The first specular

interaction takes place at the top surface of the sphere and light from the

point source is refracted through the sphere. There is a second specular
interaction when the light emerges from the sphere and hits the diffuse
table surface. The eifer.-t of the reflection Is to concentrate light rays

trattelling through the sphere Into a smaller area on the table top than they

would occupy if the transparent sphere was not present. Thus the user sees
a bright area on the diffuse surface.

A complete global illumination algorithm would have to include any light path

which can be written as 1.lDl5l*E, where I means ‘or’ and * indicates repetition.
The application of a local reflectlon model implies paths of type LDJS {the inten-

sit}: of each being calculated separately then combined as in the Phong reflection
model) and the addi than of a hidden surface removal algotltiun implies simula-

tion of types LDISI.-'.. Thus local reflection models only s|.rnulate strings of length

unity {between L and El and viewing a point in shadow implies a string which
is at least of length 2.

The evolution of global illumination algorithms

We will now look at the development of popular or established global illumina-

tion algorithms using as a basis for our discussion the preceding oonocpts. The
order in which the algorithms are discussed is somewhat arbitrary; but goes from

incomplete solutions (ray tracing and radiosityi to general solutions. The idea or
this section is to give a view of the algorithms in tenns of global interaction.

Return to consideration of the brute force solution to the problem. There we
considered the notion of starting at a light source and following every ray of

light that was emitted through the scene and stated that this was a computa-

tionally intractable problem. Approximations to a solution come from con-
straining the light-object interaction in some way andior only considering a
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small subset of the rays t]'tat start at the Eight and bounce around the scene. The

main approxinsatlorts which led to ray tracing and radiosity constrained the
scene to contain only specular reflectors or only iperfect] diffuse reflccuzlrs
respectively.

In what iollows we give a review or ray tracing and radloslty sufliclent for
comparison with the other methods we describe. leaving the implementation
details not these important methods for separate chapters.

Established algorithms — ray tracing and radlosity

Whitteti ray tracing

Whittetl ray tracing (visibility tracing, eye tracing} tr-aces light rays in the reverse
direction of propagation horn the eye back Into the scene towards the light

source. To generate a two-dimensional image plane proiectlon of a scene using
ray tracing we are Dl:l.t}'i!1tEl'E5tl'.“I:l in these light rays that end at the sensor or eye

point and therefore it makes sense to start at the eye and trace rays out into the
scene. It is thus a V'iE'W'-dEPE‘l'ldB'.l‘lt algorithm. A simple representation of the
algorithm is shown in Figure 10.5. The process is often visualized as a tree where

eochnodeisasurface hltpolnteteachnodewespawnallghtrayartda

reflected ray or a trransmltted irefracted} ray or both.

Whltted ray tracing is a hybrid — a global illumination model onto which Is
added a local model. Corulder the global interaction. The classic algorithm only

includes perfect specular Interaction. Rays are shot into the scene and when they

hit a sttrfaoe a reflected {and transtnltted] ray is spawned at the point of intersec-
tion and they titernseltres are then followed recursively. ‘The process stops when
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the energy 01‘ a ray drops below a predetermined minimum or if it leaves the scene
and trtwiels out into empty space or ii a ray hits a snriaoe that is perfectly diffuse.
Thus the global part of ray tracing only accounts for pure specular-specular Inter-

action. Theoreticalijr there is Iioizliing to stop us calculating diffuse global interacv
tion. it is just that at Wen! hit point an inooming ray would have to spawn

reflected rays In every direction into a hernlsphericai surface centred on the point.

To the global specular component is added a direct contribution calculated by
shooting a lay from the point to the light source which is always a point source

in this model. The visibility of the point from the light source and its direction
can be used to calculate a local or direct diffuse component - the ray is |ust Lin
a local reflection model. Titus {direct} dliiuse reilectinri [but not diffuse-diffuse)

interaction is considered. This is sometimes called the siiariow ray or sharlow

ieeier because if it hits any oblect between the point under consideration and the

light source then we know that the point is shadow. However. a better term is

light ray to emphasize that it is used to calculate a direct contribution (using a
local reflectinn model} which is then passed up the tree. The main problem with

Whittcd my tracing is its restriction to specular interaction — most practical
scenes consist of predominantly diffuse surfaces.

Consider the LSSE 1- LDSE path in Figure 111.4, reproduced in Figure 1116

together with the my tree. The initial ray from the eye hits the perfect niirror

lei Corioibuliom from global and local components

liilcll + ‘xwsfi 4' Lamwm
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sphere. For this sphere there is no contribution from a local diffuse model. At the
next intersection we hit the opaque sphere and trace a global specular compo-
l'lE'|'l'l' WIIIEII hits flit EE'l:lll'lfi. I PEEIECI d.’lffl.1S-E surface, and ‘lhi! I-'E|ILll'SlOI"l 15 tE'l'l‘l'll-

nated. Mao at that point we have a oontributlon frcitti the local diffuse model for

the sphere and the viewer sees in the pixel associated with that ray the colour of
the reflected image of the opaque sphere in the minor sphere.

A little thought will reveal that the paths which can be simulated by Whlitetl
ray tracing are constrained to be LS"E and l.Dt5*E. liay traced images therefore

eirhibli reflections in the surfaces oil shiny nh|ects of nearby oblects. if the
objects are transparent any objects that the viewer can see behind the transpar-
ent objeci are refracted- Also, as will be seen in Chapter 12, shadows are calcu-

lated as part of the model - but only ‘perfect’ or hard-edged shadows.

Considering ‘Whitted ray tracing In terms oi the rendering equation the

following holds. The scattering term is Is reduced to the law for perfect reflecrion

{and reflection). Thus the integral over all 5 - the entire scene - reduces to tal-
culating {for reflection] a single outgoing ray plus the light ray which gives
the diifuse component and adding these two contributions together. Thus the

recursive structure of the rendering equation is reflected perfectly in the algo-
rithm but the integral operation is reduced to a sum of three analytically calcu-
lated components — the contributions from the reflected. transmitted and light
rays.

itadloslty

Classic radioslty iniplements diffuse-diifuse interaction. instead of following

Individual rays ‘interaction’ between patches (or polygons} in the scene are con»

sidered. The solution is view independent and consists of a constant radiosity for
every patch in the scene. View independence means that a solution is calculated

for every point in the some rather than inst those points that can be seen from
the eye [view dependent]. This implies that a radiosity solution has to be tol-

iowed by another process or pass that computes a projection. but most work Is
carried out in the ratiiosity pass. A problem or contradiction with classical radios-
lty is that the initial discretiaation oi‘ the scene has to be carried out beiore the

process is started but the best way of performing this depends on the solution.
In other words, we do not know the bflilf way to divide up the scene until alter

we haveasotution ora pa.rl:ia1soII.ri:lJon.. This is an otltaiauding problem with the

radio-sity method and accounts for most oi its diflrlculty of use.
A way of visualizing the Iadloslty process is to start by considering the light

source as an {array of] emitting patches. We shoot light into the scene iron: the
sourceisi and oonsider the diffuse-diffuse interaction between a light patch and

all the receiving patches that are visible from the light patch — the iirst hit
patches. an amount of light is deposited or cached on these patches which are
then ordered according to the amount of energy that has fallen onto the patch

and has yet to be shot back into the scene. The one with the highest unshot
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energy is selected and this is considered as the next shooting patch. The process
continues iteratively until a (high) percentage of the Initial light energy is dis-
tributed around the scene. at any stage in the process some of the distributed

energy will arrive back on patches that have already been considered and this is
why the process Is iterative. The process will eventually converge because the
reflectivity co-efiicient associated with each patch is, by definition. less than
unity and at each phase in the iteration more and more or the initial light is
absorbed. Figure ill? [Colour Plate] shows a solution in progress using this algo-
rithm. The stage shown is the state of the solution after 2|} iterations. The four
illustrations are:

[1] The rarlioslry solution as output note the Iteration process. Each patch is
allocated a constant radioslty.

{2} The previous solution after it has been sul:-iect to an interpolation process.

{3} The same solution with the addition of an arnbient term. The ambient ‘lift’
is distributed evenly amongst all patches in the scene, to give an early well
lit solution [this enhancement is described in detail in Chapter 11].

[4] The difference between the previous two images. This gives a visual
indication of the energy that had to be added to account for the unshot
radiosity.

The transfer of light between any two patches — the tlifl'use—tlifl’use interaction -
is calculated by considering the geometric relationship between the patches

[expressed as the form factor}. Compared to ray tracing we follow light front the
light source through the scene as patch-to-patch dilfiise interaction. but Instead
of follow-lrtg individual rays oi light, the forth factor between two patches aver-

ages the efiect of the paths that tour the patches together. This way of consider-
ing the radiosity method is. in tact, implemented as an algorithm structure. it is
called the progressive refinement method.

This simple concept has to be modified by a visibility process [not to be con-

fused by the subsequent calculation of a projection which includes, in the nor-
mal way, hidden surface removal} that takes into account the fact that in general

a patch may be only partially visible to another because of some intervening
patch. The end result is the asslgnnient of I constant radiosity to each patch in
the scene — a view-independent solution which is then in|ecred into a Gouraud-

styte tenderer to produce a projection. in terms of path ciassliication. conven-
tional radiosity is LD"‘E..

The obvious problem with radiosity is that although man-made scenes usu-
ally consist mostly of diffuse surfaces. specular ob|ects are not unusual and these
cannot be handled by a radlosiry tenderer. A more subtle problem is that the
scene has to be riiscretiaed into patches or polygons before the racilosities are

computed and difliculties occur if this polygonization is too coarse.
We now oonsirler radiosity in terms of the rendering equation. liadlosity is the

energy per unit time per unit area and since we are only considering diffuse illu-
mlnation we can rewrite the rendering equation as:



0309

c.LoaAL 1Lt.1.Ih!INA‘I'l-DH

so’: - ax: + nit’) jstnro. out

where now the only directional dependence is incorporated in the form factor F.
The equation now states that the radtosity of a surface element x is equal to the

emittarute term plus the radiosity radiated by all other elements in the scene
onto .1. 'I'he fonn factor F is a ooellicient that is a function only of the spatial rela-
tionship between .'I‘. and Jr’ and this detennines that fraction of B‘(x'] arriving at Jr.

i-' also includes a visibility calculation.

Monte Carlo techniques in global illumination

in this section we will give an intuitive introduction to Monte Carlo techniques.

The mathematical details are outside the intended scope of this text (see

Glassnet {I995} tor a comprehensive treatment of in-tonte Carlo theory and its
application to global illumination) and it is the case that the methods that use

Monte Carlo techniques can be explained In algorithmic terms. However. some
intuition concerning the underlying factors is necessary to appreciate the par-

ticular strategies employed by the examples which we will describe. Without this
intuition it Is. for example. difficult to appreciate the difference between
Whittaed ray tracing and Ka|iya's Monte Carlo approach which he termed path

tracing {Section 10.5].

Monte Carlo techniques are used to solve integrals like the rendering equa-

tion which have no analytical or numerical solution. ‘They do this by comput-
ing the average of random samples of the integrand, adding these together and

taking the average. The visual etfect of this process in the final rendered image

is noise. The atI:raction of Monte Carlo techniques is that they are easy to imple-
ment because they are conceptually simple. An equally important advantage is

their generality. No a p.-tart simplifications have to be made {like perfect reflec-

tors in Whitted ray tracing and perfect tllfiusers in radioslty]. This comes about

because they point sample both the geometry of the scene and the optical prop-
erties of the suriace. The pl'Dl‘.|lElIl with Monte Carlo methods comes in devising
techniques where an accurate or low variance estimate of the integral can he

obtained quickly.
The underlying idea of Monte Carlo methods for estimating integrals can be

demonstrated using a simple one-dimensional example. Consider estimating the
t.ntJe-gtal:I

r= j fix] dxU

Ican be estimated by taking a random number i e[O.l| and evaluating Hi.)-
This is called a primary estimator. We can define the variance of the estimate as:

tlzpnm =l in (Jild-T - FIE-J
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which for a single sample we would expect to be high. In practice we would take

N samples to give a socalled secondary estimate and it is easily shown that:

‘Ibis obsertralicrn. that the error in the estimate is inversely proportional to the
square root of the number oi‘ samples. is evrtrerrtely important in practice. Th

halve the error, for example, we must take four times as many samples.
Eqtrivalenthr we can say that each additional sample has less and less effect on

the result and this has to be set against the fact that computer graphics imple-
mentations tend to involve an equal, and generally high cost, per sample. Thus

the main goal in Monte Carlo methods is to get the best result possible with a
given number (if samples N. This means strategies that result in variance reduc-

tion. The two oomrrton strategies for selecting samples are stratlfied sampling
and importance sampling.

The simplest form of stratified sampling divides the domain oi the Integration
into equal strata and estimat each partial integral by one or more random sam-
ples [Figure 10.8}. in this way each sub-domain is allocated the same number of
samples. Thus:

r-imam

-ElamlII§|

- 1 no
N I-I

This estimate results in a variance that is guaranteed to be lower than that

obtained by distributing random samples over the integration domain. The most
familiar example of sh-atlfied sampling in computer graphics is |lrterlr-I3 in pixel
sampling. Here a pixel represents the domain of the Integral which is subdivided
into equal strata and a sample point generated by littering the centre point of

each stratum [Figure 10.9].
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Figure lD.9
Stratified sannplhg in
oornputer graphics: a pliu.-1
is divided into ‘I6 rub-pixels
and to sample points are
genentedtryjltteringtln
cintrepointoilachstb
pine! or stratum.

As the name implies, importance sampling tends to select samples in impor-

tant reglons oi the integrand. lmportanoe sampling implies prior knowledge of
the function that we are going to estimate an integral for, which at first sight

appears to be a oontradiction. However, most rendering problems involve an
integrand which is the product oi two functions, one oi‘ which is known a priori

as in the rendering equation. For example. in a lvionte Carlo approach to ray
tracing a specular surtace we would choose reiiected rays which tended to clus-
ter around the specular reflection direction thus sampling the {known} ERDF in

regions where it is llitely to return a high value. Thus. in general, we distribute
the samples so that their density is highest in the regions where the function has

a high value or where it varies signiiicantly and quickly. Considering again our
simple one-dimensional example we can write:

I

.l= E til‘.1 pm Pm
where the first term pix) is an importance weighting function. This function plat}
is then the probability density function IFDF} of the samples. That is the sam-

ples need to be chosen such that they conform to pix}. To do this we define Pix}
to he the cumulative function of the PDF:

an =l PltidtI1

and choose a uniform random sample 1: and evaluate '¢ = P‘lIj1:J. Using this
method the variance becomes:

615.-np=£  l:fi|I:.'t]l:l.1—l-I

el -33 :n_r=
., pm

The question is how do we choose pix]. This can be a hrnction that satisfies the

following conditions:
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Iptrtldx = 1
P"[xi is computable

For example, we could choose pix] to be the normalized absolute value of fix) or
alternatively a smoothed or approximate version of fix] [Figure lD.l[i}. Any func-

tion fix) that satisfr the above conditlons will not necessarily suffioe. If we

choose an fix} that is too far from the ideal then the efficiency of this technique
will simply drop below that of a naive method that uses random samples.

importance sampling is of critical importance in global illumination algorithms
that utilize Monte Carlo approaches for the simple and obvious reason that

although the rendering equation describes the global illumination at each and

every point in the scene we do not require a solution that is equally accurate. we

require, for example. a more accurate result for a brightly illuminated specular

surface than for a dimly llt diffuse wall. importance sampling enables us to build
algorithms where the coat is distributed according to the final accuracy that we

require as a function of light level and surface type.
An important practical bnplicaiion of Monte Carlo methods in computer graph-

ics ls that they produce stochastic noise. For example, consider ‘Wttltted ray tract rig

and Monte Carlo approaches to my tradng. in Whitted ray tracing the perfect spec-
ular direction is alwrtys chosen and in a sense the integration is reduced to a deter

trrlnistlc algorithm which produces a noiseless image. A cnrde Monte Carlo
approach that imitated Whltted ray baiting would produce an image where the

final pixels’ estimates were, in general, slightly different from the Wlutied solution.
These dilferennes manifest themselves as noticeable noise. also note that in

Whiticd ray tracing if we ignore potential aliasing problems we need only initiate

one ray per pixel. with a Monte Carlo approach we are using samples of the ten-
dering equation to oompute an estimate of intensity of a pixel and we need to tire

many ll}'5,l'[J|JlIEl§ which bounce around the scene. in l<aiiya's pioneering algorithm

[Kajiya 1936]. described in the next section. he used a total til‘ -10 rays per pixel.

Global illumination algorithms that use a Monte Carlo approach are all based
on these simple Ideas. Their inherent complexity derives from the fact that the
iritegr-atlon is now multl-dimensional.
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Path tracing

In his classic paper that introduced the rendering equation, ltajiya £1936} war
the first to recognize that Whltteci ray tracing is a deterministic solution to the

rendering equation. In the same paper he also suggested a non-daetetmitlistic

variation of ‘Whitted ray tracing - a Monte Carlo method that he called path
tracing.

Ka]i}I'a gives a direct mathematical link between the rendering equation and
the path tracing algorithm by re'w1'itlng the equation as:

i'=ga+giut'l'

where M is the linear operator given by the integral in the rendering equation.
Thiscanthenbewrlrtenasaninfiniteseritslcnown asahleurnanseriesas:

1'-3I+3M3¥+3‘[MSJ’E+x(M'J}'E+-~-

whereflsnowthesumofatllrect ten:I:t.a oncescrtttered ten-n,a twicescatterecl

term, etc. This learisdirectiy topatirtracing, which is theoreticalhr itnowrtasa
random walla. Light rays are traced haclrwards {as in Whirled ta}? tracing] from

pixels and bounce around the scene from the first hit point. to the second, to
the third, etc. The random wall: has to temtlrt-ate after a certain number of steps

- equivalent to truncating the above series at sortie point when we can be sure
that no further significant contributions w-ill he ertcouniered.

Lllre ‘Whitted ray tracing, path tracing is a view-dependertt solution.
Previously we have said that there is no theoretical bar to extending ray hating

to handle all light-surface interactions including diffuse tcilcction and trans-

mission from a hit point: just the tntporstotrtty or the computation. Path tracing
implements diffuse Interaction by initiating a large number of rays at each pixel

[instead oi. usually. one with Whitted ray tracing) and follows a single path for

each ray through the scene rather than allowing a ray to spawn multiple

reflected children at each hit point. The Idea is shown in Figure 10.11 which can
be oornpared with Figure 10.5. All surfaces. whether diffuse or specular can

spawn a reilectionitransnrission ray and this oorrcrasts with Whittecl ray tracing
where the encounter with a clifiuse surface terminates the recursion. The other

important difference is that a number of rays [40 in the original example] are in-

itiated for each pixel enabling liltDFs to be sampled. Thus the method rirrtulater
iuii Lt'DlS}"£ interaction.

Abasicpathnadngalgontttmusingasinglcpathhomsomcetoterminanon
wlflbeexpensivolfthetandomwalksdonottenmnateonahghtsourceflien

li'l¢}"1'Etl.l.'i'l'i zerooontribution tothefiriai estimateantiunlessthe light sourcerare
large. paths will tend to terminate before they reach tight sources. Kaiiya addressed

thisproblern hylntrodttcingalightorshadowraytitatlsshottowards apolntoti
an [areal light source front each hit point in the random wall: and aocuruuiating

thiscontributiort at each pohtt in the path [ifthereilectionntyiromttte same

point directly hits the tight source then the direct contribution is ignored}.
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ldajltra points out that Whltted ray tracing is wasteful in the sense that as the
algarithm goes deeper into the tree it does more and more work. at the sarrie
time the contribution to the pixel intensity from events deep in the tree
becomes less and less. in Kaii1ra's approach the tree has a branching ratio of one.
and at each hit point a random variable. from a distribution based on the spec-
ular and diffuse BRDB, is used to shoot a single ray. Kajiya points out that this
process has to maintain the correct proportion of reflection. refraction and
shadow taps for each pixel.

in terms of Monte Carlo theory the original algorithm reduces the variance
for direct illumination but indirect illumination exhibits high variance. This is
particularly true for 1.5*DS' E paths [see Section 10.? for further consideration of
this type of path} where a difluse surface is receiving light front an emitter via a
number of specular paths. Thus the algorithm talres a very long time to produce
a good quality image. iltajiya quotes a time of so hours for a 512 X 512 pixel
image with -10 paths per pixel.)

importance sampling can be introduced into pathfray tracing algorithms by
basing it on the EIIDF and ensuring that more rays are sent in directions that will
return large contributions. However, this can only be done approximately
because the associated 1'-‘Di-‘ cannot be integrated and inverted. Another problem
is that the BRDF is only one component of the integrand local to the current sur-
face potnt — we have no knowledge of the light incident on this point from all
directions over the lternispherlcal space ~ the field radiance [apart from the light
due to direct illumination]. in conventional pathiray tracing approaches all rays
are traced independently of each other, accun-iulat-ed and averaged into a pixel.
No use is made of lnfonnation gained while the process proceeds. This Impor-
tant obsenration has led to sclternes that cache the information obtained during
the ray trace. The most familiar of these is described in Section 10.9.
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Distributed ray tracing

Lllte path tracing. distributed ray tracing can be seen M an extension of Whirled
ray tracing or as a Monte Carlo strategy. Distributed ray tracing [distribution ray
tracing, stochastic ray tracing}, developed by Cool: in 1986 [Cook 191161, was pre.
sumably motivated by the need to deal with the fact that Whltied ray tr-ardng
could only account for perfect specular interaction which would only occur in
scenes made up of objects that consisted of perfect mirror stuiaces or perfect
transmitters. The eifect that a Whltted ray tracer produces for [perfect] solid glass

is particularly disconcerting or unrealistic. For example, consider a sphere of per.
fect glass. The viewer sees a circle Inside of which perfectly sharp refraction has
occurred (Figure 10.12). There is no sense of the sphere as an object as one would

experience if scattering due to imperfections had occurred.
as far as light interaction is ooncented. distributed ray tracing again only can-

sidersspecularinteraclion butthis time imperfect specular interaction lsslmulated
by using the ray tracing approach and constructing at every hit point a reflection
lobe. The shape of the lobe can depend on the surface properties ofthe inatctiaL
Insteadoispawningasingletransrtiitteriorrefleciedrayat an intersection agroup
of rays is spawned which samples thereflectlon lobe. This produces more realistic
raytraoed soerres.1heimagesofob|et1sreBectedhrfltcsurfacesofnearbyobiecb
can appeared blurred, transparency etfects are more realistic because scattering
imperfectlorrscan be simulated. area lightsouroescan be included hi the scene to
produce shadows. Consider Figure ifl.i3: if, as would be the case in practice, the
mirror surface of the sphere was not physically perfect, then we would expect to
see a blurred re-flection of the opaque sphere III the mirror sphere.

Thus the path classification scheme is again LiZl‘.:i"l-‘. or l.S'E. but this time all

the paths are calculated (or more precisely an estimation of the effects of all the
paths is calculated by ludicious sampling). in Figure 10.13 three LDSE paths may
be discovered by a single eye ray. The points on the wall hit by these rays are
combined into a single ray (and eventually a single pixel}.

Asweil as the above effects. Cook errrifls [1984] method considered a finite aper-

ture camera model which produced images that exhibit depth ofilelti, motion blur

HWHH
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due to moving objects and effective anti-aliasing (see Chapter 14 for the anti-alias-

ing implications of this algorithm]. Figure 10.14 {Colour Plate} is an image ren-

dered with a distributed ray tracer that demonstrates the depth or held
phenomenon. The theoretical Importance oi‘ this work is their realization that all

these phenomena ooolo be incorporated into a single multl-dimensional integral
which was then evaluated uslng Monte Carlo techniques. A my pain in this algo-
rithm is sinillar to a path in Kenya’: method with the addition of the eamera lens.

The algorithm uses a combination of stratlfied and importance sampling. A pixel
is stratified into 16 sub-plxels and a ray is inltiehed from a point within a sub-pixel
by using uncorrelated iitterlng. The lens is also stratlfied and one stratum on the

pixel ls associated with a single stratum on the lens {Figure 10.15]. Reflection and
transmission lobes are Importance sampled and the sample point similarly uttered.

Cool: it til. [193-I} pre-calculate these and store them In look-up tables associated
w[thasI.1rfacetype.E.aetirayderivesanindexasatuncttonofltspasitlonintlte
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pixel. The ptlrnary ray and all its deacertdants have the same index. This means
tttatarajvemerglilgfromafisatllitalocru;adlrec'tionrelafltretolt,1-villetrtergefrom
all other hits in the same relative I direction for each oi:-|ect [Figure 10.16]. This

ensures that each pixel intensity, which is finally determined from to samples. is
based on samples that are distributed, according to the lmportatioe sampling cri.
terion, across the complete range at the specular reflection functions associated

with each olilect. Note that there is nothing to prevent a look-up table being two-

ditoenstonal and indented also by the incoming angle. This enables specular retieo

tlon functions that depend on angle of Incidence to be implemented. lfinally. note
that transinaisslon is implemerited in exactly the same way using specular trans-
mission functions about the reinction direction.

in surnrrtarjr we have:

[I] The process of dl5'll'il:Ii1'Elng rays means that stochastic anti-aliasing becomes
an integral part of the method {Chapter 14}.

{2} Distributing reflected rays produces blurry reflections

{3} Distributing transmitted rays produces oonirlnctng rranslucency.

(Ill Distributing shadow rays results in penumbrae.

{5} Distributing ray origins over the camera lens area produces depth of tieid. .

to} Distributing rays in time produces motion blur (temporal anti-aliasing).

Figure 111.15
Distributed my traI:i'Ig and
reflecledrays.
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Two—pa-ss ray tracing

Two-pass ray tracing {or bl-directional ray tracing] was tn-iginaiiir developed to
ino:-tporatse the spec-ular-to-diffuse trattsfier mechanism into the general ray ttac+
ing model. This aooourtts for caustics which is the pattern formed on a diffuse

surface by llght rays being reilectned through a medium illue glass or water. one
can usually see on the bottom and sides oi a swimming pool beautiful etllplicai

patterns of bright light which are due to sunlight refracflng at the wind-
disturbed water surface causing the light energy to vary across the diffuse surface

of the pool sides. Figure l.[i.l? shows a ray from the scene in Figure 10.4

emanating hour the light source retracting through the sphere and contrflnuting
to it caustic that forms on the {diifusel table top. ‘l'hls ls an LSSDE path.

‘limo-pass ray tracing was first proposed by Miro (19561. In Art-o's scheme, rays

from the light source were traced through transparent objects and from specular
oblects. Central to the working of such a strategy is the question of how inter-
mation derived during the titer pass is oommunicated to the second. Arm sug-

gests achieving this with a light or illumination map, consistlng of a grid oi data
points, which is pasted onto each object in the scene In much the same way that
a conventional texture map would be.

In general. two-pass ray tracing simulates paths of type l.5*D5*E.. The algorithm
‘relies’ on there being a single D interaction encountered from both the light

source and the eye. The lirst pass consists of shooting rays froth the light source
and following them through the specular interactions until they hit a diffuse sur-
face {Figure i(l.l?}. The light energy from each ray is then deposited or cached on
the dilfuse surface, which has been subdivided in some maiirter. lrttu elements or
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bins. hr effect the first pass imposes a texture map or illumination map - the vary-
ing brightness of the caustic - on the diffuse surface. The resolution of the illu-
mination map is criticai. For a hired number of shot light rays. too fine a map may
result in map elements receiving no rays and too coarse a map results in blurring.

The seoondpassis the eyetraoe-oonventirmaiwhitted ray tracing—whicl1
terminates on the diffuse surfaoe and uses the stored energy in the illumination

map as an approximation to the light energy that would be obtained if diffuse
reflection was toiiowed in every possible direction from the hit point. in the

example strewn. the second pass simulates a DE. path for ED path with respect to
the trace direction}. The ‘spreading’ of the illumination from rays traced in the
first pass over the diffuse surfaoe relies on the fact that the rate of change of dif-
fuse illumination over a surface is slow. It is important to note that there can

only be one diffuse surfaoe included in any path. Both the eye trace and the light
trace terminate on the diffuse surface - it is the ‘meeting point’ of both traces.

It is easy to see that we cannot simulate L’:l'D paths by eye tracing alone. Eye
rays do not necessarily hit the light and we have no way of finding out if a sur.
face has received extra illumination due to specular to diffuse transfer. This is

illustrated for an easy case of an LSDE path in Figure 10.18.
The detailed process is illustrated in Figure 10.19. A light rays st-rilses a surface

at P after being refracted. It is indexed into the light map associated with the
H531
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object using a standard texture mapping function '1'‘. During the second pass an

eye ray hits P. The same mapping function is used to plcir up any illumination
for the point P a.I1d this contribution weight: the local lritensity calculated for

that point.
An important point here is that the first pass is VIEW independent - we con-

struct a light map for each obiect which is analogous in this sense to a texture
map — it becomes part of the surface properties ofthe object. We can use the light

rnaps tron: any View point after they are completed and they need only be com-
puted once for each scene.

Figure 10.2-Ilia] and [ti] {Colour Plate) shows the same scene rendered using a
Whitted and two-pass ray tracer. in this scene there are three LSD paths:

(ll Two caustics from the red sphere - one directly from the light and one from

the light reflected from the curved mirror.

[2] One {cusp} reflected caustic from the cylindrical mirror.

(3) Secondary illumination from the planar minor [a non-caustic LSDl:‘. path].

Figures 1fl.2flic}-tel were produced by slrootlng an increasing number of light
rays and show the effect 01' the light sprinkled on the difluse surface. As the

number of rays in the light pass increases. these can eventually be merged to

form well-defined LSD paths in the image. The number of rays shot in the light

pass was Ell]. 401] and 300 respectively.
T1.-ro-pass ray tracing. as introduced by Arvo {19Bfi}was apparently the first

algoritiun to use the idea of caching illumination. ‘This approach has subse-

quently been talten up by Ward in his IULDIANCE tenderer and is the basis of
most recent approaches to global illumination [see Section 10.9‘). We have also

introduced the idea of light maps in Chapter 3. The difference between light

maps in the context of this chapter and those in Chapter 8 is in their applica-

tion. In global illumination they are used as part of the rendering process to
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rnalte a solution more efficient or feasible. Their application in Chapter 8 was as

a mechanism for by-passing light calculations in real time rendering. In that
context they function as a means of carrying pre-calculated rendering operations
into the real time application.

I‘flecean muti-I" H" I H

in Section lD.5 we introduced path tracing as a method that implemented fut]
LiDI5}* E interaction but pointed out that this is an extremely costly approach

to solving the global fllumination problem. In this section we will look at
approaches which have combined established partial solutions such as ray trac-
ing and radiosity and these are tenneri mtiltl-pass methods

A rnuln-pass method in global illumination most commonly means a combi-
nation of a view-independent method [radiosityfr with a view-dependent
method [ray tracing}. {Although we could categorize two~pass ray tracing as a

multl-pass method we have chosen to consider it as an extension to ray tracing.)

Consider iirst the implications of the ditterence between a view-dependent and
a viewdndependent approach. "v'iew-independent solutions nonnaliy only rep-
resent view-independent interactions [pure diffuse-diffuse} because they are
mostiy solutions where the light levels at every point in the scene are written
into a three-dimensional scene data structure. We should bear in mind. however,

that in principle there is nothing to stop us computing a view-independent solu-
tion that stores specular interactions, we would simply have to increase the
dimensionality of the solution to caicuiateistore the direction of the light on a

surface as well as its intensity. We return to this point in Section 10.11.

A pure view-independent algorithm evaluates only suflicienr global illumina-
tion to determine the final image and ii a diiferent view is required the algorithm

starts all over again. This is obvious. it more subtle point is that. in general, view-

dependent algorithms evatuare an independent solution tor each pixel. 'l'hls is
wasteful in the case of diifuse interaction because the illumination on large dil-

fuse surfaces changes only slowly. it was this observation that led to the idea of

Caching Illumination.
‘View-independent algorithms on the other hand are generally more expen-

sive and do not handle high frequency changes such as specular interaction

without significant cost in terms of computation and storage. Multl-pass
algorithms exploit the advantages of both approaches by combining them.

it. common approach is to post-process a tadloslty solution with a rayatraclng
pass. A view-independent image with the specular det-an added is then obtained.
However. this does not account for all path types. By combining radlosity with

two-pass ray tracing the path classification, I3-*D5'E can be extended to
i.5*[D'l5"E, the inclusion of radiosity extending the D component to D*. This

implies the following ordering for an extended radiosity algorithm. Light ray
tracing is employed first and light rays are traced from the scurcelsl fllrfll-lsh l"
specular transports until a diffuse surface is reached and the light energy is
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deposited. This accounts for the 1.5‘ paths. A radiosity solution Is then invoked

using these values as etrtitting patches and the deposited energy is distributed

through the D‘ chain. Finally an eye pass is initiated and this provides the final
proiection and the 53* or ES'D paths.

Comparing the string 1.S"[D‘]S'E with the complete global solution, we see
that the central D* paths should be extended to [D"S"D")" to make

L:S*[[ir'S*i}*]*5*E which is equivalent to the complete global solution L{S|D}"E..

Conventional or classical radiositjr does not include diffuse-to-diffuse transfer
that takes place via an intermediate specular surface. in other words once we

invoke the radiosity phase we tteed to Include the possibility of transfer via an

intermediate specular path DSD.
The first and perhaps the simplest approach to including a specular transfer

into the iadiosity solution was based on modifying t.he classical radiosity algo-

rithm for flat specular surfaces, such as mirrors, and is calied the virtual window

approach. This idea is shown in Figure 10.21. Iilonveniionai radiosity calculates

the geometric relationship between the light source and the iloor and the LDE
path is accounted for by the diffuse-diffuse interaction between these two sur-
faces, (Note that since the light source is itself an emitting diffuse patch we can

term the path LDE or DUE}. What is missing front this is the contfibution of
light energy from the [SD or DSD path that would deposit a bright area of light

on the door. The Don path from the light souroe via the mirror to the floor can
be accounted for by constructing a virtual environment *seen’ through the mir-

ror as a window. The virtual light source then acts as if it was the real light sotute

reflected from the mirror. However. we still need to aooount for the [SE path
which is the detailed reflected image formed in the mirror. This is view depen-

dent and is determined during a seoond pass ray tracing phase. The fact that this

aigotithm only deals with what is, In effect. a special case illustrates the inher-
ent dti-iicuitv of extending radiosity to include other transfer mechanisms.

 1=d¢

Caching illumination

Caching illumination is the term we have given to the scheme of storing three-
or five-dimensional values for illumination, iii a data stru-chtre associated with
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the scene. as a solution progresses. Such a scheme usually relates to view;

dependent algorithms. In other words the cached values are used to speed up 01
increase the accuracy of a solution; they do not comprise a view-dependent solu-

tion in their own right. We can compare such an approach with a view.

independent solution such as radlosirv where final illumination values are elfiec.
tiveiv cached on the tdiscretlsecll surfaces themselves. The difference between
such an approach and the caching methods described in this section Is that the

storage method is independent of the surface. This means that the meshing

problems inherent in surface dlscretlzatlon methods (Chapter 11] are avoided
illumination values on surfaces are stored in a data structure like an octree which

represents the entire three-dimensional extent or‘ the scene.
Consider again the simplified form of the radiance equation:

LiyiiIIade=J-P-I-Hi
The lllilill-' is known but I... is not and this, as we pointed out in Section 10.4,

limits the efflcacy of importanot: sampling. An estimate of Li. can he obtained as

the solution proceeds and this requires that the values are stored. The estimate

can be used to improve importance sampling and this is the approach taken by
Latortune and Williams [1995] in a technique that they call adaptive importance

sampling. Their method is effectively a path trardng algorithm which uses pre-
viously calculated values of radiance to guide the current path. The idea is

shown in Figure tD.22 where it is seen that a reflection direction during a path
trace is chosen according to both the BRDI-' for the point and the current value

of the field radiance distribution functlort lot that point which has been hunt up
.P
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from previous values. Lafortune and Williams [1995] cache radiance values in at
five-dimensional tree + a two-dimertsional extension of a [three-dlrn-ensiortal]
octree.

The RADIANCE tenderer is probably the most welHrnowrr global ulumina-

tion tenderer. Developed by Ward (195hi} over a period of nine years, it is a strat-
egy, based on path tracing, that solves a version of the rendering equation under

most conditions. 'l'he emphasis of this work is firmly on the accuracy required
for architectural simulations under a variety of lighting oonditions varying from

sunlight to complex artificial lighting set-ups. The algorithm is effectively a com-

bination of tleiernilnisiic and stochastic approaches and Ward i195‘-'41] describes
the underlying motivations as follows:

The ltey to last convergence is in deciding trflrti to sample by remosttrg those parts of the
integral we can compute deterrtrinlstlcatly and gauging the Importance of the rest so as to
rrtattlmise the payback from our my calculations.

Specular calculations are made separately and the core algorithm deals with in-
direct tlifiuse interaction. Values resulting from [perfect] diffuse interaction are
cached in a {three-dimensional} octtee and these cached values are used to litter-

polate a new value it’ a current hlt point is sttfftciently close to a cached point.
This basic approach is elaborated by detennining the ‘irratilance gradient’ in the

region currently being E‘Iam.l.I.'i.E€l which leads to the use of a higher-order {cubic}
interpolation procedure for the interpolation. The RADIANCE render-er is a path

tracing algorithm that terminates early if the cached values are *close enough’.

Finally Ward expresses some strong opinions about the practical efficacy of
the radlosity method. it is unusual for such criticisms to appear in a computer

graphics paper and ward is generally concerned that the rattiosity method has

not migrated from the research laboratories. He says:

For ertanrpie. most tadloslty systems are not well automated, and do not permit general
tellectance models or crtrvetl. suri'ot'es . . .. hoceplance of physically based rendering is
bound to improve. but researchers must first tiemonstrate the real-lite appilcablllty at their
techniques There have been few notable successes in applying radloslly to the needs oi’
practising desigtters While much research has been clone on irttprrnring eificiency of the
basic ratiioslty method, proitierns associated with more realistic complicated geometries,
have only recently got the attention they deserve. For whatever reason It appears that
tadiosily has yet to fulfil its promise. and it is time to re-exantine this technique in the
light oi real-world appi lcatlons and other alternatives For solving the rendering equation.

an example of the use of the RADIANCE 1'E'I1dEfEl‘ is given in the comparative
image study in Chapter 13 [Figure 18.19].

a....—_r -_-r-..- -_‘ --: 1.. -

Light volume is the term given to schemes that cache a View-independent global

illumination by storing radiance or irradlance values at sample points over all
space (including empty space}. Thus they differ from the previous schemes
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which stored values only at point on surfaces. in Chapter 16 we also encounter

light Vfilumfi [therein termed light fields]. Light fields are the same as light vol-
umes and differ only in their intended application. The}? are used to ethciently

store a pre-calculated view-irtclependent rendering of a scene. in global l]]ut‘l1j.
nation, however. they are used to facilitate a solution in some way.

An example of the application of light volumes is described by Greger etari.
[I993]. Here the idea is to use a global illumination solution in ‘semi-dynamic’

environments. Such an environment is defined as one wherein the moving
obiects are small compared to the static oblects, implying that their position in

the scene does not affect the global illumination solution to any great extent. A
global solution is hrullt up in a light volume and this is used to determine the

global illumination received by a moving obiect - in effect the moving ob|ect
travels through a static light volume receiving l.llun:I.ination but not contributing

to the pre-processed solution.

Particle tracing and density estimation

in this final section we look at a recent approach (Waiter ct of. 199?] whose

novels}; is to recognize that it is advantageous to separate the global problem

into light transport and light representation calculations. in this worlt rather

than caching illumination. particle histories are stored. The reason for this is
that light transport - the flow of light between surfaces - has high global or inter-
surface cornpiexity. On the other hand the representation oi light on the surface
of an object has high local or intra-surtaoe complexity. 5-tirfam may exhibit

shadows. specular highlights caustics etc. in good example of this is the radios-
it}? algorithm where transport and representation are merged into one process.
Here the difficulty lies in predicting the meshing required _- for example, to

define shadow edges - to input into the algorithm. That is, we have to decide on

a meshing prior to the light transport solution being available.)
The process is divided into three sequential phases:

I Partlcle tracing in a sense this is a view-independent form oi path

tracing. Light-carrying particles are emitted from each light source and
travel through the environment. Each time it surface is hit this is recorded-

{surtaoe identifier, point hit and wavelength of the particle] and a reflection.’

transmission direction computed according to the BRDF of the surface. Each

particle generates a list of information for every surface it collides with and
a particle process terminates after a minimum of interactions or until it Is

absorbed. Thus a particle path generates a history of interactions rather than
retuming a pixel intensity.

Density estlrnntlon litter the particle tracing process is complete each

surface possesses a list of particles and the stored hit points are used to
construct the illumination on the surface based on the Spatial density! of the

hit points. The result of this process is a Gout-and shaded mesh of triangles.
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0 Mesh optirnlntion The solution is view independent and the third
phase optimizes or ciecimates the mesh by progressively’ removing meshes as

tong as the resulting change due to the removal does not drop below a
{perceptually based] threshold. The output irom this phase is an irregular
mesh whose detail relates to the variation of light over the surface.

Walter at ni. {I991} point out that a strong advantage of the technique is that its

modularity enables optimisation for different design goals. For example, the

light transport phase can be optimised for the required accuracy oi‘ the BRDFs.

The density phase can van; its criteria according to perceptual accuraqv and the
decimation phase can achieve liigh compression while maintaining perceptual
quality.

A current disadvantage of the approach is that it is it three-dimensional view-

inciependent solution which implies that it can only display’ d]flt.I.se—dlfEuse
interaction. However, Walter et oi‘. {I997} point -out that this restriction comes

out of the density estimation phase. The particle tracing module can deal with
any type of BRDF.

0326
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11.1 Radlosity theory

11.2 Form factor tietennination

11.3 The Gauss.—Selcle| method

11.4 Seeing a partial solution — progressive refinement

11.5 Problems with the rariloslty method

11.6 Artefaclcs in radiosity Images

11.? Meshing strategies

irrtroriuction

Bay tracing. the first computer graphics model to embrace global interaction, or
at least one aspect of it - suffers from an identifying visual signature: you can
usually tell if an image has been syrithesiaed using ray tracing. it only models
one aspect or the light interaction — that due to perfect specular reliection and
transmission. The Interaction between difiuseiy reflecting suriaces, which tends
to be the predominant light transport mechanism in interiors, is still modelled
using an ambient constant (in the local reflection component of the rnodell.
Consider. for example, a room with walls and ceiling painted with a matte ma-
terial and carpeted. ii there are no specuiariy reilectlng objects in the room. then
those parts of the room that cannot see a light source are lit by dliiuse interac-
tion. Such a room tends to eirhlhit slow and subtle changes of intensity across its
surfaces.

in 1934, using a method whose theory was based on the principles oi‘
radiative heat transfer, researchers at Cornell University, developed the

radloslty method {Cioral etoi. 1934]. This is new imotvn as classical radioslty and
it simulates Li?-E paths, that is, it can only be used. in its unerttended
form, so render scenes that are made up in their entirety of {perfect} diffuse
surfaces.

To accomplish this, every sttrlace in a scene is divided up into elements called
patches and a set oi‘ equations is set up based on the cortsenratiocrt oi light energy.
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A single patch In such an environment reflects light received from every other

painch in the environment. it may also emit light it it is a light source - light
sources are treated like any other patch except that they have non-zero self-

emission. The interaction between patches depends on their geometric relation-
ship. That is distance and relative orientation. Two parallel patches a short

distance apart will have a high interaction. an equilibrium solution is possible

it, for each patch in the environment, we calculate its interaction between it and
every other patch in the environment.

C‘-‘DB D1’ T-11¢ mile? Efinttlbulions of the Comell group was to invent an elli-
cieni way — the hernicube algorithm — for evaluating the geometric relationship

between pairs of patches; in fact, in the 1930s most oi the innovations in radios-
ity methods have come out of this group.

The cost of the algiorithm is Gilli‘) where N is the number of patches into

which the environment is divided. To keep processing costs down. the patches
are made large and the light intensity is assumed to be constant across a patch.

This immediately introduces a quality problem — if illumination discontinuities
do not coincide with patch edges attefacts ooour. This size restriction is the prac-

tical reason why the algorithm can only calculate diffuse interaction, which by
its nature changes slowly across a surface. Adding specular interaction to the

radlosity method is expensive and is still the sublect oi much research. Thus
we have the strange situation that the two global Interaction methods — ray

tracing and radios-ity — are mutually exclusive as far as the phenomena that they

calculate are concerned. Ray tracing cannot calculate diftuse interaction and
ratiiosity cannot incorporate specular interaction. Despite this, the radlosity

method has produced some oi the most realistic images to date in computer
graphics.

The radiositv method deals with shadows without further enhancement. As
we have already discussed, the geometry of shadows is more-or-less straight-

ionvard to calculate and can be part of a ray hating algorithm or an algorithm
added onto a local reflection model tenderer. However. the intensity within a

shadow Is properly part of diffuse Interaction and can only be arbitrarily approx.-
imatod by other algorithms. The radiosity method takes shadows in its stride.
They drop out of the solution as intensities like any other. The only problem is

that the patch size may have to be reduced to delineate the shadow boundary to
some desired level of accuracy. Shadow boundaries are areas where the rate

of change of diifuse light Intensity is high and the nonrial patch size may cause
visible aliasing at the shadow edge.

The radlosity method is an object space algoritltm, solving for the intensity

at discrete points or surface patches within an environment and not for pixels

in an image plane protection. The solution is thus independent of viewer
position. This complete solution is then inlet-ted into a tenderer that computes

a particular view by removing hidden surfaces and forming a projection.
This phase oi the method does not require much computation [intensities

are already calculated] and different views are easily obtained from the general
solution.
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Elsewhere in the text we have tried to maintain a separation between the aigo.
rlthrn that implements a method and the underlying mathematics. it is the case,
however, that with the rarlioslty method. the algorithm is so intertwined with
the mathematics that it would be difficult to u-y to deal with this in a separate

way. The theory itself consists of nothing more than definitions - there is no.
manipulation. Readers requiring further theoretical insight are referred to the
book by Siegei and Howell (1934).

The radiosity method is a conservation of energy or energy equilibrium
approach, providing a solution for the radioalty of all surfaces within an
enclosure. The energy input to the system is from those surfaoes that act as emit-
ters. in tact, a light source is trmtod like any other surface in the algorithm
except that It possesses an initial [non-zero} radiosity. The method is based
on the assumption that all surfaces are perfect diffusers or ideal Lasnbenian
surfaces.

Radlosity, ii. is defined as the energy per unit area leaving a surface patch per
unittimeandisthesum oftheesnittedandthereilectedenergy:

mmannahhmiI

Expressing this equation in words we have for a single patch 1:

radioslty >c area - emitted energy 1- reflected energy

E: is the energy emitted from a patch. The reflected energy is given by rnuit-iply-
irrg the incident energy by R4, the rellectivity of the patch. The incident
energy is that energy that arrives at patch i from all other patches in the envi-
ronment; that is we integrate over the environment, for all r‘ (jail, the term
B.F,.d..-ti. This is the energy leaving each patch 1 that arrives at patch I. F; is a
constant. called a form factor. that parametriaes the relationship between
patches] and I.

We can use a reciprocity relationship to give:

Fufls a: Fph

and dividing through by data, gives:

o-n+nPfi
For a discrete environment the integral is replaced by a summation and constant

radiosity is assumed over small discrete patches. giving:

BIIIEa+RriBfl-]-at

such an equation exists for each surface patch in the enclosure and the oomplett l
environment produces a set of it simultaneous equations of the form: -
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So|y'i.11,g this equation is the radloslty method. Out of this solution comes Bi the

tatllosity for each patch. However, there are two problems left. We need a way of

computing the form factors. And we need to compute a view and display the

patches. To do this we need a linear interpolation method — lust llite Gouraud
shading — otherwise the subdivision pattern — the patches themselves — will be
visible.

The fits are non-zero only at those surfaces that provide illumination and
these terms represent the input illumination to the system. T'l1e Re are known

and theflsarea function of the geometry olthe environment. The reflectiyities

are wavelength-dependent terms and the above equation should be regarded as

a monochromatic solution: a complete solution being obtained by solving for
however many colour bands are being considered. We can note at this stage that
Fin n ID for a plane or convex surface ~ none of the radiation leaving the surface

will strike itself. also from the definition of the form factor the sum of any row
of form factors is unity.

Since the form factors are a function only of the geometry of the system they
are computed once only. The method is b-ound by the time talten to calculate the

form factors expressing the radiative exchange between two surface patches AI
and #1,. This depends on their relative orientation and the distance between them
and is given by:

Radiative Elm leaving surface A: that strikes xii directly
Radiative energy leaving surface A; in all directions in the
hemispherical space surrounding iii

Fa-I


