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Summing the floating-point requirements for all of the geometry stages gives a total oi’
3.220.000 multiplicationstdivisions and l .-470.000 addititmslsubtractions per frame. Since

a new trains is calctilated cv<:ry,—‘,_, second. a total of 22.2 million multiplicationsldivisions
and I4.7 million additions/subtractiom» 136.9 million aggregate floating-point operations)
as required per seconti-—-a very substantial number.

Rasterization calculations and frame-buffer accesses. Let 03 now estimate the

number of pixel calculations and l"rarne-buffer memory accesses required in each frame. We
assume that 2 values and RGB triples each occupy one word (32 bits) of frame-bufier
memory (typical in most current high-performance systems). For each pixel that is initially
visible (i.e., results in an update to the frame buffer). 2. R, G, and 8 values are calculated (4

additions per pixel if forward differences are used). a 2 value is read from the frame bufi'er(1
frame-buffer cycle), the 2 values are compared (I subtraction) and new z values and colors
are written (2 frame-buffer cycles). For each pixel that is initially not visible, only the 2
value needs to be calculated (1 addition). and a 2 value is read from the frame buffer (1

frame-bufier cycle], and the two 2 values are compared {1 subtraction). Note that initially
visible pixels may get covered, but initially invisible pixels can never be exposed.

Since we assume that one-half of the pixels of each triangle are visible in the final

scene, a reasonable guess is that three-quarters of the pixels are initially visible and
one-quarter of the pixels are initially invisible. Eaclt triangle covers I00 pixels, so 100 -
10,000 = 750,000 pixels are initially visible and% - 100 - 10,000 = 250.000 pixels are ini-
tially invisible. To display an entire frame, therefore, a total of {750,000 - 5) + (250,000 -
2) = 4.25 million additions and 050,000 - 3) + (250,000 - 1) = 2.5 million frame-buffer

accesses is required. To initialize each frame. both color and 2-buffers must be cleared, an
additional 1280 - I024 - 2 = 2.6 million frame-buffer accesses. The total number of

frame-buffer accesses per frame, therefore, is 2.5 million + 2.6 million = 5.1 million. If
10 frames are generated per second, 42.5 million additions and 51 million frame-buffer
accesses are required per second.

In 1989, the fastest floating-point processors available computed approximateiy 20
million floating-point operations per second, the fastest integer processors computed
approximately 40 million integer operations per second. and DRAM memory systems had

. Jtycle times of approximately 100 nanoseconds. The floating-point and integer requirements
' 5 of our sample application, therefore, are just at the limit of what can be achieved in a single

CPU. The numberof frame-butter accesses , however, is much higher than is possible in a con-
ventional memory system. As we mentioned earlier, this database is only modestly sized
for systems available in 1989. In the following sections. we show how multiprocessing can be
used to achieve the perforrnance necessary to display databases that are this size and larger.

18.4 INTRODUCTION TO MULTIPROCESSING

Displaying large databases at high frame rates clearly requires dramatic system perfor-
mance, both in terms of computations and of memory of bandwidth. We have seen that the

geometry portion of a graphics system can require more processing power than a single
CPU can provide. Likewise, rasterization can require more bandwidth into memory than a
single memory system can provide. The only way to attain such performance levels is to
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la)

Fig. 18.9 Basic forms of multiprocessing: [al pipelining. and (bl parallelism.

perform multiple operations concurrently and to perform multiple reads and
memory concurrently—we need concurrent processing.

Concurrent processing, or multiprocessing. is the basis of virtually all high-pm.-fat‘
mance graphics architectures. Multiprocessing has two basic fort-ns: pipelim'ng_ Na
parallelism (we reserve the term concurrency for multiprocessing in general). A
processor contains a number of processing elements (PES) arranged such that the outwit‘

one becomes the input of the next, in pipeline fashion (Fig. 18.93.). The PEs of a"par
processor‘ are arranged side by side and operate simultaneously on different portions 0
data (Fig. 18.9b).

1 8.4.1 Pipelining

To pipeline a computation. we partition it into stages that can be executed sequentittilljii *
separate PEs. Obviously, a pipeline can run only as fast as its slowest stage;_,_S0
processing load should be distributed evenly over the PEs. If this is not possible, PEs-can

sized according to the jobs they must perform. _'
An important issue in pipeline systems is nhr-oughput versus latency. Throughput

overall rate at which data are processed; latency is the time required for a single
element to pass from the beginning to the end of the pipeline. Some calculations
pipclined using 2 large number of stages to achieve very high throughput. Pipeline Ia
increases with pipeline length, however. and certain computations can tolerate cub?
limited amount of latency. For example. real-time graphics systems, such as-. '
simulators, must respond quickly to changes in flight controls. If more than oneor
frames are in the rendering pipeline at once, the system’s interactivity may be imp
regardless of the frame rate. -
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13.4.2 Parallelism

To parttllelize :1 cotnputation. we partition the data into portions that can be processed
independently by different PEs. Frequently. PEs can execute the same prognttn. Homoge-
'l£’0lt.\‘ parallel processors contain PEs of the same type; ltetetrwgettsotnt parallel processors
contain PE.-: of dilferent types. In any parallel system. the overall computation speed is
determined by the time required for the slowest PE to finish its task. It is important.
therefore. to balance the processing load tttnong the PES.

A further distinction is useful for homogeneous parallel processors: whether the

processors operate in lock step or independently. Processors that operate in lock step
generally share a single code store and are called single-instrttctiott tttttltiple-data (SIMD)
processors. Processors that operate independently must have a separate code store for each
PE and are called ttttr.-'tt'ple~itt.ttrttctt'on tnttltiple-dnto {MIMD) processors.

SIMD processors. Because all the PE in a SIMD processor share a single code store,
SIMD processors are generally less expensive than MIMD processors. However, they do
not perform well on algorithms that contain conditional branches or that access data using
pointers or indirection. Since the path taken in a conditional branch depends on data
specific to a PE. dilferent PEs may follow different branch paths. Because all the PEs in 11
SIMD processor operate in loclt step. they all must follow every possible branch path. To
accommodate conditional branches, PEs generally contain an enable register to qualify

write operations. only PEs whose enable registers are set write the results of computations.
By appropriately setting and clearing the enable register, PEs can execute conditional
branches (see Fig. l8.l0a).

Algorithrns with few conditional branches execute efficiently on SIMD processors.

Algorithms with many conditional branches can be extremely inefl‘icient, however, since

statement I; statement 1‘;
if not cottdition then if condition then

enable = FALSE; statement 2',
statement 2; else

toggle enable: begin
statetrte.-tr 3; statement 3;
statement 4; statement 4;
enable = TRUE; end;
statement 5; statement 5;
statement 6; statement 6;

Total operations: Total operations:
10 if condition evaluates TRUE. 5 if condition evaluates TRUE,
10 if condition evaluates FALSE 6 if condition evaluates FALSE

lal (bl

Fig. 18.10 la} SIMD and lb} MIMD expressions of the same algorithm. in a SIMD
Drogram, conditional branches transform into operations on the enable register. when
the enable register of a particular PE is FALSE, the PE executes the current instruction.
but does not write the result.
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most PEs may be disabled at any given time. Data structures containing pointers (such as :-
linked lists or trees) or indexed arrays cause similar problems. Since a pointer or array index :-
may contain a different value at each PE, all possible values must be enumerated to ensure

that each PE can make its required memory reference. For large amys or pointers, this is an 5 H
absurd waste of processing resources. A few SIMD processors provide separate addres
wires for each PE in order to avoid this problem, but this adds size and complexity to ll_1__

MIMD processors. MIMI) processors‘ are more expensive than SIMD processors, since
each PE must have its own code store and controller. PEs in a MIMD processor ofteh
execute the same program. Unlike SIMD PEs, however, they are not constrained to opera
in look step. Because of this freedom, MIMD processors suffer no disadvantage when _ ha

encounter conditional branches; each PE makes an independent control-flow decision
skipping instructions that do not need to be executed (see Fig. 18.1013). As a result, MIM
processors achieve higher efliciency on -general types of computations. However, si'n_i:'g
processors may start and end at different times and may process data at dilferent ra_
synchronization and load balancing are more tlifficult, frequently requiring FIFO buffer;
the input or output of each PE. '-

18.4.3 Multiprocessor Graphics Systems

Pipeline and parallel processors are the basic building blocks of virtually all on
high-performance graphics systems. Both techniques can be used to accelerate front
and back-end subsystems of a graphics system. as shown in Fig. 13.11.

in the following sections, we examine each of these strategies. Sections 18.3 and I
discuss pipeline and parallel I'ront—end architectures. Sections 18.8 and 18.9 cl’ _
pipeline and parallel back-end architectures. Section 18.10 discusses back-end arciiitec
totes that use parallel techniques in combination. -

From

traversal I -stage ,'

Pipeline

OI‘

Fig. 18.1 1 Pipelining and parallelism can be used to accelerate both front—end an
back-end portions of a graphics system. ' '



0212

37713.5 Pipeline Front-End Architectures

13.5 PIPELINE FRONT-END ARCHITECTURES

Recall from Section l8.3 that the front end of ti graphics display system has two major
tasks: traversing the display model and transforming primitives into screen space. As we
have seen, to achieve the rendering rates required in cun-ent applications, we must use
concurrency to speed these computations. Both pipclining and parallelism have been used
for decades to build front ends of high-performance graphics systems. Since the front end is
intrinsically pipelincd, its stages can be assigned to separate hardware units. Also, the large
numbers of primitives in most graphics databases can be distributed over multiple

processors and processed in parallel. In this section, we discuss pipeline front-end systems.
We discuss parallel front-end systems in Section 18.6.

In introducing the standard graphics pipeline of Fig. 18.7, we mentioned that it
provides a useful conceptual model of the rendering process. Because of its linear nature
and fairly even allocation of processing eflort, it also maps well onto a physical pipeline of
processors. This has been a popular approach to building high-performance graphics
systems since the 19605, as described in [MYER68]. ll classic paper on the evolution of
graphics architectures. Each stage of the pipeline can be implemented in several ways: as an
individual general-purpose processor, as a custom hardware unit, or as a pipeline or parallel
processor itself. We now discuss implementations for each stage in the fi'ont-end pipeline.

18.5.1 Application Program and Display Traversal

Some processor must execute the application program that drives the entire graphics
system. In addition to feeding the graphics pipeline, this processor generally handles input
devices, file F0, and all interaction with the user. In systems using imrnccliate-mode
traversal. the display mode] is generally stored in the CPU’s main memory. The CPU must
therefore traverse the model as well as run the application. In systems using retained mode,

_ the model is generally (but not always) stored in the display processor’: memory, with the
display processor performing u-avcrsal. Because such systems use two processors for these

' tasks, they are potentially faster, although they are less flexible and have other limitations,
_ as discussed in Section 7.2.2.

Where very high performance is desired, a single processor may not be powerful

-' enough to traverse the entire database with suflicient speed. The only remedy is to partition

._ the database and to traverse it in parallel. This relatively new technique is discussed in
— Section 18.6.1.

7 18.5.2 Geometric Transformation

-2}; The geometric transformation stages (modeling transfon-nation and viewing transforma-
tion) are highly compute-intensive. Fortunately, vector and matrix multiplications are
Simple calculations that require no branching or looping, and can readily be implemented in
hardware.

The most common implementation of these stages is a single processor or functional
unit that sequentially transforms a series of vertices. A pioneering processor of this type

Was the Matrix Multiplier [SUTH68], which could multiply a four—clement vector by a
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honiogeneous transfot-mutton matrix in 20 microseconds. Other special-purpose geometry
processors have been developed since then. most notably Clark's Geometry Engine. which
can perform clipping as well (see Section |8.5.5). Recent geometry processors have
exploited the power and progrnmmability of commercial floating-point chips.

If pipelining does not provide enough performance. transformation computations can _
be parallclized in several ways:

a Individual components of a vertex may be calculated in parallel. Four para1[e1',.'k'
.proc-essors, each containing the currertl transformation matrix, can evaluate the
expressions for x. y, 2. and w in parallel, '

Multiple vertices can be transformed in parallel. If primitives are all of a uniforrn‘
type—say. triangle.-t —the three vertices of each triangle can be transformed simult '
neously_

Entire primitives can be transformed in parallel. If n transformation engines

available, each processor can transform every nth primitive. This technique has . _
of the advantages and disadvantages of parallel front-end systems, which wew‘
discuss in Section 13.6.

1 8.5.3 Trivial Acceptjlileiect Classification

Trivial accept and reject tests are straightforward to implement, since they require at worst
dot product and at best a single floating-point comparison (or subtract) to determine '_
which side of each clipping plane each vertex lies. Because these tests require lint
computation, they are generally performed by the processor that transforms primitives.

1 8.5.4 Lighting

Like geometric transformation. lighting calculations are straightforward and are float:
point—intensive. A specialized hardware processor can calculate vertex colors based on-
polygon ’s color and the light vector. More frequently, lighting calculations are -.
using a programmable floating—point processor. In lower-performance systems, lighti"
calculations can be done in the same processor that trmsforms vertices. Note that if Phong
shading is used, lighting calculations are deferred until the rasterization stage. '

18.5.5 Clipping

Polygon clipping was once considered cumbersome, since the number of vertices =
change during the clipping process and concave polygons can fragment into mnltip
polygons during clipping. Sutherland and Hodgtnan [SUTH74] showed that arbi ‘-
convex or concave polygons can be clipped to a convex view volume by passing

polygotfs vertices through a single processing unit multiple times. Each pass through
unit clips the polygon to a different place. In 1930, Clark proposed unwrapping
processing loop into a simple pipeline of identical processors. each of which could
implemented in a single VLSI chip. which he named the Geometry Engine [CLAR82]. Th"
Geometry Engine was general enough that it could transform primitives and --
perspective division as well.

i
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Clipping using :1 Geometry Engine {or similar pt‘(}CI2‘:S.‘i(Jl’] can be performed either by at
single processor that clips each polygon by as many planes as necessary. or by a pipeline of
clipping processors. one for each clipping plunc. The technique chosen urfects the
worst-case performance of the graphics system: Systems with only one clipping processor
may bog down during frames in which large numbers of primitives need to be clipped.
whereas systems with :1 clipping processor for each clipping plane can run at full speed.
However. most of the clipping processors are idle for most databases and views in the latter
approach.

General-purpose floating-point units recently have begun to replace custom VLSI
transformation and clipping processors. For example, Silicon Graphics, which for many
years employed custom front-end processors, in l989 used the Weirek 3332 floating-point
chip for transformations and clipping in their POWER IRIS system (described in detail in
Section 18.8.2). The delicate balance between performance and cost now favors commodi-
ty processors. This balance may change again in the future if new graphics-specific
functionality is needed and cannot be incorporated economically into general—purpose
processors.

18.5.6 Division by w and Mapping to 3D Viewpoint

Like geometric transformation and lighting, the calculations in this stage are straightfor-
ward but require substantial floating-point resources. A floating-point divide is time
consuming even for most floating-point processors (many processors use an iterative
method to do division). Again. these stages can be implemented in custom functional units
or in a commercial floating-point processor. In very high-performance systems, these
calculations can be performed in separate, pipelined processors.

13.5.7 Limitations of Front-End Pipelines

Even though pipelining is the predominant technique for building high-performance
front-end qsterns, it has several limitations that are worth considering. First, a different
algorithm is needed for each stage of the front—end pipeline. Thus. either a variety of
hard-wired functional units must be designed or, if programmable processors are used,

different programs must be written and loaded into each processor. In either case, processor
or functional-unit capabilities must be carefully matched to their tasks, or bottlenecks will
occur.

Second. since the rendering algorithm is committed to hardware {or at least to
firmware. since few systems allow users to reprogram pipeline processors), it is difficult to
add new features. Even if usm have programming support for the pipeline processors, the
ciistribution of hardware resources in the system may not adequately support new features
such as complex primitives or collision detection between primitives.

A final shortcoming of pipelined front ends is that the approach breaks down when
display traversal can no longer be performed by a single processor, and this inevitably
occurs at some performance level. For example. if we assume that traversal is performed by

-' 3 20—MHz processor and memory system, that the description of each triangle in the
database requires 40 words of data (for vertex coordinates, normal vectors, colors, etc.).

-- and that each word sent to the pipeline requires two memorylprocessor cycles (one to read it
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from memory. another to load it into the pipeline), then a maximum of 20,000,000 ; (
40) = 250,000 triangles per second can be displayed by the system. no matter how powgff
the processors in the pipeline are. Current systems are rapidly approaching such limits

What else can be done. then, to achieve higher performance‘? The alternative ltd
pipelining front—end calculations is to parallelize them. The following section describes this
second way to build high-performance front-end systems. "

18.6 PARALLEL FRONT-END ARCHITECTURES

Since graphics databases are regular, typically consisting of at large number of primiti'
that receive nearly identical processing, an alternate way to add concurrency is to par-tit‘
the data into separate streams and to process them independently. For most stages of
front-end subsystem. such partitioning is readily done; for example, the geom
transformation stages can use any of the parallel techniques described in Section 18.5.

However, stages in which data streams diverge (display traversal) or converge (between--the
front end and back end) are problematic, since they must handle the full data bandwid

18.6.1 Display Traversal

Almost all application programs assume a single, contiguous display model or database,
a parallel front-end system, the simplest technique is to traverse the database in a si
processor (serial traversal) and then to distribute primitives to the parallel processors
Unfortunately, this serial traversal can become the bottleneck in a parallel f'ront~end sys‘
Several techniques can be used to accelerate serial traversal: -

I Traversal routines can be optimized or written in assembly code

' The database can be stored in faster memory (i.e.. SRAM instead of DRAM)

‘ A faster traversal processor (or one optimized for the particular structure format) can be
used.

If these optimizations are not enough. the only alternative is to traverse the database

parallel. The database either can be stored in a single memory system that allows parallel
access by multiple processors (at sharcd—memory model), or can be distributed over Inultipl
processors, each with its own memory system (a distributed-memory model). '

The advantage of the shared-memory approach is that the database can remain invone
place, although traversal must be divided among multiple processors. Presumably, each
processor is assigned a certain portion of the database to traverse. Unfortuttately, inherited _
attributes in a hierarchical database model mean that processors must contend for :tccesst_° :

the same data. For example, each processor must have access to the current transformation _ l_
matrix and to other viewing and lighting parameters. Since the data bandwidth to and from '-
a shared-memory system may not be much higher than that of a conventional mcm0fl'
system. the shared-memory approach may not provide enough perforlmncc.

In the distributed-memory approach. each processor contains El portion of the databfl-"VB
in its local memory. It traverses its portion of the database for each l'r.-zrne and may alfifl
perform other front-end computations, Distributing the database presents its own prob|eII'I5-
however: Unless the system gives the application programmer the illusion in‘ at c:onti9“°”5
database. it cannot support portable graphics libraries. Also. the load must be balanced-



0216

Parallel Front-End Architectures B81

yer the traversal processors if system resources are to be utilized fully. Hierarchical
_ atabases exacerbate both of these problems, since attributes in one level of a hierarchy

R” ffect primitives below them. and structures deep in a hierarchy may be referenced by

- 'l."l-ie following two sections examine two ways to distribute a hierarchical database over
ultiple processors: by structure, where each traversal processor is given a complete branch

of the structure hierarchy; or by primitive, vvhere cach traversal processor is given a fraction
f the primitives at each block in the hierarchy.

istrihuting by structure. Distributing by structure is outwardly appealing, since

H’ late-changing elements in the structure apparently need to be stored only once. This can be
. _ illusion. however. since multiple high-level structures may refer to the same lower-level
' ubstructure. For exarnpie, a database containing several cars. each described by a separate

structure. can be distributed by assigning each car structure to a separate processor.
owever, if each car structure refers to a number of wheel structures, wheel structures must

be replicated at every processor.
Load balancing among processors is also difficult. Since primitives in a structure are

lcely to be spatially coherent, changing the viewpoint or geometry within a scene may
use entire portions of the structure to be clipped or to reappear. Maintaining even loading

‘. rnong the multiple processors would require reassigning portions of the database
I ynamically.

§'3i)isflibuling by primitive. Distributing by primitive is costly, since the entire hierarchi-
l structure of the database and any state-changing commands must be replicated at each

processor. Structure editing is also expensive, since changes must be broadcast to every
iiprocessor. Load balancing, however, is automatic. Since objects in a hierarchical database
‘typically contain a large number of simple primitives (e.g.. polygons forming a tiled
surface), these primitives will be scattered over all the processors, and each processor will
5-"have a similar processing load.

= '- Parallel display traversal is a relatively new technique. in 1989, the highest-
‘perlormance architectures were just approaching the point where serial traversal becomes
Qihsufficient, and only a few systems had experimented with parallel traversal IFUCI-I89].

_}_Neither of the distribution techniques for hierarchical databases that we have described is
‘ideal. Compared to geometry processing, which easily partitions into parallel tasks. display
-traversal is much more difficult. Nevertheless, parallel traversal is likely to become
increasingly important as system performance levels increase.

18.8.2 Flecorrtbirting Parallel Streams

The transition between the front-end and back-end portions of the rendering pipeline is
troublesome as well. In a parallel front-end system. the multiple streams of transforrned and

Clipped primitives must be directed to the processor or processors doing rasterization. This
can require sorting primitives based on spatial information if different processors are
assigned to different screen regions.

A second dilficulty in parallel front-end systems is that the Ordering nfdata may change
35 those data pass through parallel processors. For example. one processor 1na_\' transform
two small primitives before another processor transforms :1 single. larger one. This does not
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matter for many graphics primitives and rendering techniques. Certain global cornman
however. such as commands to update one window instead of another or to switch betv.g'¢n

double buffers, require that data be synchronized before and after the command. If alaj-‘ge
number of commands such as these occurs, some type of hardware support

synchronization may be necessary. A Raster Technologies system [T011587] incorporate;
special FIFO into each PE that stores tag codes for each command and allows commands;
be resynchronized after they have been processed in separate PBS.

18. 6.3 Pipelinirtg versus Parallelism

We have seen that both pipelining and parallelism can be used to build high-pcrformanu-g
front-end subsystems. Although pipclining has been the predominant technique in sys _
of the last decade. parallelism offers several advantages, including reconfigurability '
different algorithms, since a single processor handles all front-end calculations, and
modularity, since PE; in a parallel systerrrcan be made homogeneous more easily than. iii

pipeline system. Because the performance of a pipeline system is limited by the throughpu
of its slowest stage. pipelines do not scale tip as readily as do parallel systems. Parallel
systems, on the other hand, require more complicated synchronization and load
and cannot use specialized processors as well as can pipelined systems. Both designs I
likely to be useful in the future; indeed. the highest-performance systems are Iilcel
combine the two. "

18.7 MULTIPROCESSOR RASTERIZATION ARCHITECTURES

Recall that the output of the front-end subsystem is typically a set of primitives in s
coordinates. The rasterization (back-end‘: subsystem creates the final image by

converting each of these primitives, determining which primitives are visible at each pi _'
and shading the pixel accordingly. Section 18.2.4 identified two basic reasons why sirnp
display-proccssorfframe-bufl'er systems are inadequate for high-performance rasterizatitifl
subsystems:

l. A single display processor does not have enough processing power for all the pi:__rel~ "
calculations.

Memory bandwidth into the frame butter is insutiicient to handle the pixel trafl'lC--
even if the display processor could compute pixels rapidly enough. '

Much of the research in graphics architecture over the past decade has concerned ways
to overcome these limitations. A great variety of techniques has been proposed, and man)’
have been implemented in commercial and experimental systems. In this section, We ~
consider low-cost. moderate.-performance architectures that cost conventional algorithms ' '
into hardware. in Sections 18.8 and 18.9. we consider ways to improve performance BY
adding large amounts of parallelism to speed the calculation of the algorithnfs “1'flI|'3T
loop.“ In Section IR. I0. we consider hybrid architectures that combine multiple technique?

for improved cflicicncy or even higher performance. Figure 18.12 sunmrarizes tilt
concurrent approaches we shall discuss here.
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Architectural technique

Highly parallel

Pipelined object order Image parallel Virtual buffer!

z-butter, ueptn- Po|ygonledgetspan- Panitioned image "'"”" ”’°°°55°'
sort. and ESP-tree processor pipeline memory
algorithms Logic-enhanced

memory Parallel virtual buffer

Pipclihcd image order Object parallel

Scanline algorithms Scan-tine pipeline Processor per Image composition
primitive pipeline
Tree-structured

Fig. 1 8.1 2 Taxonomy of concurrent rasterization approaches.

i_i.7.1 Pipelined Object-Order Architectures
direct way to add oonouncncy to rasterization calculations is to cast the various steps of a

ware algorithm into a hardware pipeline. This technique has been used to build a
tpitrnhcr of inexpensive, moderately high-performance systems. This approach can be used

ith either of the two main rastcrization approaches: object order (2-buffer. depth-sort. and
SP-trot: algorithms) and image order (scan-line algorithms). We consider object-order
sterizalion now and image-ordc.-r rasterization in Section 13.7.2.

_ Object-order rasterization methods include the z-buffer. depth-sort, and BSP-tree
gorithms (the 2-buffer is by far the most common in 3D systems). The outer loop of these
gorithms is an enumeration of primitives in the database, and the inner loop is an
urncration of pixels within each primitive. For polygon rendering, the heart of each of
ese algorithms is -rasterizing a single polygon.

_' Figure 18.13 shows the most common rastcrization algorithm for convex polygons.
"'5 algorithm is an extension of the 2D polygon scan-conversion algorithm presented in

cction 3.6, using fixed-point arithmetic rather than integer arithmetic. Delta values are
used to calculate the expressions for x, 2, R. G. and B incrementally from scan line to scan

tie, and from pixel to pixel. We shall describe each step of the algorithm.

, olygon processing. Computations performed only once per polygon are grouped into
this stage. The first step is to determine the initial scan line intersected by the polygon (this
'-is determined by the vertex with the smallest _v value). In most cases, the polygon intersects

. this scan line at a single pixel. with two edges: projecting upward. the left and rigltr edges.
Delta values are calculated for x, 2. R. G. and B for each edge. These delta values are

_ ' ' sometimes called slopes.

Edge processing. Computations performed once for each scan line are grouped here.
' Scan lines within each primitive are processed one by one. The delta values computed

previously are used to calcuiatc .1‘. :. R. G. and S values at the intersection points of the loft
and right edges with the current scan line G3,,‘ and .‘;;L.-,,._ in the figurel. A contiguous

5561!-Icnce of pi xels on a scan line. such as those between ."1e,, and .-'-'*,.;,_.t.,. is calico’ 2 sport. Della
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_ J‘-tciivel sca_raii'I1'e:E
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Leneuge; -." - RigmecIge-

Fig. 18.13 Hasterizing a triangle. Each vertex (V, V‘. and V2}, span endpoint {Pm and ‘
Pm), and pixel (pg, p,, etc.) has 2'. H. G. and 3 components. '

vaiues for incrementing 2, R, G. and B from pixel to pixel within the span are then
calculated from the values at PM and flight. '

Span processing. Operations that must be performed for each pixel within each span are _;
performed here. For each pixel within the span, 2, R. G, and B values are calculated by -
adding delta values to the values at the preceding pixel. The 2 value is compared with the}
previous 2 value stored at that location; if it is smaller, the new pixzl value replaces the oldone.
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Fig. 18.14 A 4 ><_ £2. interlgaved mernorv organization. Each memory partition {"3"
Ihrough "p"} contains one DDIBI from each 4 x 4 block of pixeis.
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Fig. 18.1 5 A pixel cache matches bandwidth between a high-speed serial link to the
=___ rssterizer and a low-speed parallel link to the frame buffer.

A pipelined system containing one PE for each of the preceding three steps generates
_, images dramatically faster than does a general-purpose display processor. In fact, it may
figetterate pixels faster than a standard frame-bullet 1'l'lEl1'tOTj] can handle. The Hewlett-
lfi SRX [SWAN86], which uses this approach, generates up to 20 million pixels per
'_;-fgiseconti, approximately twice the speed of a typical VRAM memory system. in such
-- systems, the rasterization bottleneck is access to frame-buffer memory.

'_Pixelcacl1e. Pixels can be read and written faster if the frame buffer has some degree of
parallel access. One way to accomplish this is to divide the memory into mu1tiple—say.
l6—psrtitions, each of which contains every fourth pixel of every fourth scan line, or

;__~_perhaps every sixteenth pixel in every scan line (see Fig. 18.14). In this way, 16 pixels can
he read or written in parallel. This technique, called memory interleaving. is also used in
'general-purpose CPU memory design.

A pixel register or pixel cache containing 16 pixels can be inserted between the
rasterization pipeline and the interleaved image memory IGORIB7; APGAB8], as in Fig.

18.15. A cache allows the rasterizer to access individual pixels at high speed, assuming that
"the pixel is already in the cache. Multiple pixel values can be moved in parallel between the

-cache and the frame buffer at the slower speeds accommodated by the frame buffer.
' As in any cache memory unit. performance depends on locality of reference. the

E‘. principle that successive memory accesses are likely to occur in the same portion of

1-iftnemory. Erratic access patterns cause a high percentage of cache misses and degrade
performance. For polygon rendering, the access pattern can he predicted precisely. since

4. the extent of the polygon in screen space and the order in which pixels are generated are
‘ltnown before the pixels are accessed. Using this information, a cache controller can begin
" reading the next block of‘ pixels from the frame bttfier while the previous block of pixels is

processed [APGAB8].

Enhancing a rasterization subsystem with this kind of parallel-access path to
frame-buffer memory may well increase the system throughput to the point where the
bottleneck now becomes the single-pixel path between the rzzstetizer and the pixel cache. A
logical next step is to enhance the rasterizcr so than it can generate multiple pixel values in
Pflntllel. We consider such image-pttrrtilel architectures in Section I86.

18.7.2 Pipeline-ci Image-Order Architectures

The alternative to object-order rasterization methods is itt1a;:e-nt'(Iet- tor scat:-.lme}
Iasterization. introduced in Section 15.4.4. Scan-line algorithms calculate the image pixel
5}’ pixel. rather than primitive by primitive. To avoid considering primitives that do not
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Fig. 18.16 Block diagram of a pipelined scan-line rasierlzer.
_—(

contribute to the current scan line, most scan-line algorithms require primitives to be"
transformed into screen space and sorted into buckets according to the first scan line in. 5
which they each appear.

Scan-line algorithms can be implemented in hardware using the same approach as
object-order algorithms: by casting the steps of the software algorithm into a pipelineél
series of hardware units. Much of the pioneering work on hardware scan—line systems was
done at the University of Utah in the late [9605 IWYLI67; ROMN69; WATK70]. ‘

Figure 18.16 is a block diagram of a typical scan-line rasterizer. The y sorter places."
each edge of each polygon into the bucket oorresponding to the scan line in which it firs
appears. The active-segment generator reads edges from these buckets, maintaining a table
of active edges for the current scan line. From this table, it builds a list of active segments (_
segment is a span within a single polygon), which is sorted by the 1: value of the left;
endpoint of each segment. The visible-span generator (called the depth sorter in the Utah "
system) traverses the active segment list, comparing 2 values where necessary, and outpti
the sequence of visible spans on the current scan line. The slander performs Gourautl'
shading on these spans, producing a pixel stream that is displayed on the video screen.

Notice that no frame buffer is needed in this type of system, provided that the system
can generate pixels at video rates. The original Utah scan-line system generated the video

signal in real time for a modest number (approximately 1200) of polygons. However. since _
the rate at which pixels are generated depends on local scene complexity. a small amount of
buffering--~erl0ugh for one scan line, for exarnple—-—nveragcs the pixel rate within a single '
scan line. A double—bt1fi‘ered frame buffer allows complete independence of image- - _

generation and image-display rates. This architecture was the basis of several generationsflf '2'."
flight-simulator systems built by Evans & Sutherland Computer Corporation in the 19705-33.-
[SCHA83].

18.7.3 Limits of Pipeline Rasterization and the Need for Parallelism

Two factors limit the speedup possible in a pipeline approach. First. most rasterizztioll
algorithms break down easily into only -4 small number of sequential steps. Second. some
of these steps are performed far more often than are others. particularly the steps in the
inner loop of the rasterization aigorithm. The processor assigned to these steps, therefore.
becomes the bottleneck in the system.

The inner loop‘ in an object-order l:-‘suffer; s_vstem is calcttlating pixels within SP3”?
the inner loop in an image-order tscan-line) system is processing active edges on a scan

line. For rasterizaiion to be accelerated hcyond the level possible by simple pipelining. these ..
inner-loop calculations must be distributed over a number of processors. In 3-bllfifl
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systems, this produces image parallelism; in scan«Iine systems, this produces object
parallelism. The following two sections discuss each of these approaches. Virtually all of
-today’s high-performance graphics systems use some variation of them.

13.3 lMAGE—PAl=tAl..LEt. FIASTEFIIZATION

-Image parallelism has long been an attractive approach for high-speed rasterization

architectures, since pixels can be generated in parallel in many ways. Two principal
iiecisions in any such architecture are (1) how should the screen be parliliomd? (iIll0 WW5?

‘into columns? in an interleaved pattern?), and (2) how many partitions are needed? In the
following sections, we shall describe the most heavily investigated alternatives, discussing

'.ll1e advantages and disadvantages of each. Also, we shall identify which schemes are

approaching fundamental limits in current architectures. Note that, becattsc an image-
parallel system rasterizes in object order. a frame bofier is required to store intermediate
-results.

8.8.1 Partitioned-Memory Architectures

}l'wo obvious partitioning strategies are to divide pixels into contiguous blocks (Fig. 18.113)
'1PARl(80] and to divide them into an interleaved checkerboard pattern (Fig. l8.l7b)
.[FUCl-177a]. In either approach, a processor [or PE) is associated with each fratne—bufl'e.r

.- jaartition. Such organizations increase a graphics systenfs computation pcwver by providing
"parallel processing, and its memory bandwidth by providing each PE with a separate

_;i-ichannel into its portion of frame-buffer memory. During rasterization, polygons are
-{.f--'n'ansferred from the front end to the P135 in parallel, and each PE processes primitives in its
.’-:=portion of the frame bulfer.

E:.:_:Contiguous partitioning. In the contiguous-region partitioning scheme, primitives need
';_-to be processed in only those regions in which they may be visible. These regions can be

determined rapidly using geometric extents. If primitives are small compared to the region
"size. each primitive is likely to fall into a single region. Large primitives may fall into

EflflflHflEflEflfld'

Ellllslllfllllilfllllfl h
fllllllllfllllllll I

“Q. _1 8.1‘? Two schemes for frame-buffer partitioning. in {a}, processors are assigned
contiguous blocks of pixels: in (bi, processors are assigned pixels in an interleavedpattern.
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multiple regions. If the region size is chosen appropriately. the number of primitives.
handled by each processor will be approximately mfp. where m is the number of primiti\ve5"'
in the database and p is the number of processors. Note, however. that if the viewpoint.
chosen so unfortunately that all of the primitives fall into a single screen region, mp
processor must rasterize all of the primitives. and system performance decreases dramau
cally. in a contiguous region system, the frame rate is determined by the numbef 5
primitives in the busiest region. 3

Interleaved partitioning. Interleaved partitioning, on the other hand, achieves a be"
balance of workload, since all but the tiniest polygons lie in all partitions of the fr

buffer. Since each processor handles every primitive {although only a fraction of its pixel-§
this scheme is less efficient in the best case than is the contiguous region approach
However, its worst-case performance is much improved, since it depends on the tori:
number of primitives. rather than on the number in the busiest region. Because of tin
intrinsic load balancing, interleaved systems have become the dominant partitionéil
memory architecture.

The polygon scan-conversion algorithm described in Section l8.7.l requires set-‘
calculations to determine delta values and span endpoints before pixel computations can
begin. These calculations need be performed only once per polygon or once per span, ‘aj

can be shared among a number of PES. The first proposed interleaved memory architectu '
[FUCH'l'.'a'. FUCI-I79] contained no provision for factoring out these calculations from‘ '

PES (see Fig. 18. I8). Since each PE had to perform the entire rasterization algorithm‘ ‘

every polygon, many redundant calculations were performed. "I
Clark and Hannah [CLAR80] proposed an enhancement of this architecture to tale

advantage of calculations common to multiple PES. In their approach. two additional level
of processors are added to perform polygon and edge processing. A single polygon
processor receives raw transformed polygon data from the front-end subsystem
determines the polygon‘; initial scan line, slopes of edges. and so on. Eight edge processors
(one per column in an 8 X 3 grid of pixel processors] calculate x. 2, R. G. and 8 values‘:
span endpoints. The edge processors send span information to the individual PEs (span
processors). which interpolate pixel values along the span. The added levels of processi
allow the PEs to perform only the calculations that are necessary for each pixc-l~a large‘

improvement in efficiency. The rastcrization portion of Silicon Graphics‘ recent l1'i_g1I
performance systems uses this approach [see Section 18.8.2).

SIMD versus MIMD. A variation between systems of this type is whether PEs 833.?
SIMD or MIMD. Let us consider SIMD processors first. Figure 18.14 shows the mapping-'

of processors to pixels in a 4 X 4 interleaved scheme. With a SIMD processor, the 16
work on a contiguous 4 x 4 block of pixels at the same time. This arrangement 18

sometimes called nfaorpri:r1proccs7ror' because the 4 x 4 array of processors (the f0otpl'll'|il_
marches across the polygon. stamping out 16 pixels at a time. Notice that. if any pixel of 214
X 4 block needs updating. the footprint must visit that block. For example. in the block Of '
pixels shown in the inset of Fig. 18.14. processors a. fr. 6'. cl. g. and it must disable
themselves, while processors 5'. f. i, j. k, l‘. in, II. o. and p process their respective P11915-

A disadvantage of SIMD processors is that they do not utilize their PEs fully. This .
occurs for two reasons. First. many of the PE map to pixels outside the current primitive if
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ig. 18.18 Block diagram of a typical interleaved memory system. Each PE is
esponsible for one pixel in every 4 x 4 block of pixels.

mall primitives are being rendered. For example. PBS in a 4 X 4 footprint processor
rasterizing I00-pixel polygons map to pixels within the triangle as little as 45 percent of the

me [APGA83]. Second. the choice of rasterization algorithm affects‘ PE. utilization. As
marked in Section 13.4.2. algorithms containing few conditional branches {including
sterizing convex polygons with Gouraud shading) can be implemented quite efiiciently.
igorithms containing many conditional branches or using complicated data structures
such as rendering curvcd~surface primitives. texturing, shadowing, or antialiasing with at
SI of partially covering polygons} can be extremely difficult to make efficient. SIMD
rocessors. however. can be built inexpensively and compactly. since a single code store

and controller suffice for all the PE:-:. This oflscls to some degree the poor PE utilization in at
IMD system. Several SIMD interleaved memory systems have been proposed and

developed. including Gupta and Sproull's 8 by 8 Display [GUPT8 I b] and Stcllar's GS2000
It."-(sec Section 18.11.15).

If we wish to support oornplcx algorithms or to elitninate the idle processor cyr:|<-:s
indicated in Fig. 13.14. we can add a control store to each PE. cliaogittg it from SIMD to

‘I I MIMD. In a l‘-/[IMD system. PEs do not need always to work on the some 4 X 4 pixel block
--at the same time. If each PE has FIFO input hollering. PEs can even work on dill"-crenl

primitives. The separate control stores. FIFO queues. and hardware required to synchronize
_; 'PE:s :1(ld size and complexity to the system. Exzunples of stlccessful MIMD i|1ter|c;1ve(l-

memory systems include AT&T‘s Pixel Machine [MCMIS7] and Silicon Graphics‘
POWER lR'.S [Section l8.S.2J. Such systents cmnpctc well against 5-ZIMD s:_vstu.'It1snn more
cornplicotctl typczs of primitives or with more CUl‘l1pllCi1t(.‘(l rcnrlcring algttritltnts. For
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example, AT&T‘s Pixel Machine Model PXM 924 ray traces simple scenes at interactive
speeds—-a feat unmatched by any SIMD system. ‘'

Since interleaved-memory architectures distribute the frame buffer over multiple.-
processors, some provision must be made for scanning out pixels in the IJnintem1pted_'
stream required by the video controller and display monitor. If the distributed frame buff
is constructed of 'VRAMs. this can be done in the manner shown in Fig. 18.18. Note that

this is very similar to the technique described in Section 18.15 for implementing}
high-speed video scanout in a conventional frame-buffer memory. - -

Further subdivision. Suppose we wish to build a system with even higher performance_{-
Since increasing the number of partitions in an interleaved-memory system increases
system's memory bandwidth and processing power. we might consider increasing the
number of frame—bufl"er partitions-say. front 16 to 64, or even more. Unfortunately, the
additional processors and datapaths required for each partition make such systems‘
increasingly expensive.

An even more serious difliculry is supporting a larger number of partitions with the’;
same number of frame-bufier memory chips. Each partition requires a minimum number of,

chips. For example. a partition with a 32-bit datapath between the PE. and memory requires -
8 4-bit wide chips, or 32 I-bit wide chips. Suppose we wish to build a 16-partition I024-by‘
1024-pixel frame buffer with 128 bits per pixel. Using 256K X 4 VRAM chips. eac
partition requires 8 256K x 4 VRAM chips. so 16 - 8 = [23 chips are needed to support
16 memory partitions. This is the exact number required to store the pixel data. ..

Suppose. however, that we increase the number of partitions from 16 to 64 (an 8 x. B5. .

footprint}. Although we still need only 123 memory chips to store the pixel data, we need *
64 - 8 = 5l2 memory chips to support the PE—rnemory bandwidth. The extra 384 memory
chips are needed only to provide communication bandwiclth—--not for memory. This is _
extra expense that continues to grow as we subdivide the frame buffer further. '

increasing the density of memory pans from 1 Mbit to 4 Mbit exacerbates this probléin 3:115
even funher. For example, if 1Mbil X 4 VRAM memory chips are used in the exampl
mentioned above. 512 chips are still needed. even though each one contains sixteen
the memory actually required. Current systems such as the Silicon Graphics’ POWER IRIS
GTX (described in the next section), which uses 20 frame—bufier partitions, are already '
the bandwidth limit. A way to ameliorate this problem would be for memory manufacturers
to provide more data pins on high-density memory parts. Some 4-Mbit DRAM chips have-
eight data pins. rather than four, which helps somewhat. but only reduces the bandwidth‘
problem by a factor of 2.

13.3.2 Silicon Graphics‘ POWER rats 4D/24OGTX-—An Interleaved ',
Frame-Buffer Memory Architecture‘-3

Silicon Graphics’ POWER IRIS 4DI'240GTX [AKEL88; AKEL891 uses many of “'15”.
techniques described in this chapter. Like a number of its competitors. including the Ardent -

“Material for this example is adapted from LAKEL88] and [AKEL89].

3311 I990. Silicon Graphics announced POWERVISION {similar to the GT.‘-ii that renders l million '-
Gouraud—sh;tded trianglcsrsec and with 268 bitsrpixel for antiaiiasing and teatruring.
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7: Titan [BORD89]. the Megatelt Sigma 70 [MEGA89], and the Stellar GS2000 {Section
I8. I 1.3), the SGI POWER IRIS is a high-end graphics workstation, designed to combine

fi;gencral—purpo3c processing and high-speed 3D graphics for engineering and scientific
‘Eapplications.

'I1te POWER IRIS has a powerful general-purpose CPU composed of four tightly

;‘:_"'ooupled rnultiprocessors sharing a single memory bus. Its graphics subsystem can render
100,000 full-colored, Gouraud-shaded. z-buffered quadrilaterals per second

}:_[A_I(EL89]. The POWER IRIS oontinues Silicon Graphics’ tradition of immediate-mode

gdisplay traversal, aggressive use of custom VLSI, hardware front-end pipeline. and
gfinterlcavcd-memory frante-buffer architecture. The POWER l'RIS's architecture, dia-

in Fig. 18.19. is composed of five major subsystems:

1.. CPU .rub.rysrem—rt1ns the application and traverses the display model

Geometry .mbttyrtem—transforms and clips graphical data to screen coordinates

. Scan-conw.-rsiort subs'ystent—-breaks points, lines, and polygons into pixels

Raster snbs_v.nt-m-—computes visibility and writes pixel data to frame buffer

I.‘ Drlrpioy snbs}otem—displays contents of frame buFfer on color monitor.

".'.‘.‘T"£s€‘s' '-'.i

subsystem. The CPU subsystem runs the application and traverses the database. It
4iis__composed of four tightly coupled, symmetric, shared-memory rnultiprocessors. Hard-

provides high-speed synchronization between processors. so parallelism can be
within a single process {although special programming constructs are required).

T-ii('_5_eometry subsystem. The geometry subsystem transforms, clips, and lights primitives.
_:__'is composed of five floating-point processors arranged in a pipeline. Each of these

gjioowsors. called a geometry engine (GE), contains an input FIFO, :1 controller, and a
floating-point unit capable of 20 MFLOPS. Unlike Silicon Graphics’ earlier Geometry
jifingine (see Section lB.5.-4), the POWER IRIS’ GE.s are based on a commencial
fgfloeting-point chip, the Weitek 3332.

The first GE transforms vertices and vertex normals. The second GE performs lighting
§..ft_:alculations (supporting up to eight point light sources). The third GE performs trivial
Tgticceptlreject clipping tests. The fourth GE performs exact clipping on primitives that cross
gfciipping boundaries, and also does perspective division for all primitives. The fifth GE clips
§"color components to maximum representable values, calculates depth-cued colors where
'.j_IIt{:essary, and converts all coordinates to screen-space integers.

.'_.,Scan-conversion subsystem. The scan-convention subsystem rasterizcs primitives using
filth: pipeline approach described in Section 18.7.] . except that its spans are vertical columns
-of pixels, rather than the horizontal rows we have assumed so far (the only effect on the
Taslerization algorithm is that x and _v coordinates are interchanged).

The single polygon proce.t-.rm- sorts the verticcs of each polygon from left to right in
"screen space. Thc sorted vertices are then used to decompose the polygon into vertically
-aligned trapezoids. The upper pair of vertices and the bottom pair of vertices of each
trapezoid are used to calculate slopes for use by the edge processors.

The tedgrv pr-nr-e.r.co.-- uses vertex and slope information to compute .L‘. _r. and :
coordinates and color vaiues for each pixel that lies on the top or hottom edges of each
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Gaumeiry Geometry Geomeiry Geometry Georpetry
subsysmm engine engine angina engine BRQIITB

Geometric Lighting Clipping Per_spe_ct'rve Corjmersiontransfomlaiian division to Imeger

Multimode Multimode
graphics graphics
processor pracesser

Parallel paxels xn I !_ J _. _‘ Highfipeed

Mulliplexer analog HGB Monitorand DACs

Fig. 12.19 Silicon Graphics’ 37>: system architecture (based on |As<ELB8D-
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trapezoid. In a given vertical column, at pair of pixels determines the top and bottom
' gndpoints of a vertical span. These pixel pairs, together with slope inforrrtatiort, are passed
-'-on to the span processors.

_ Each of the five parallel span processors is responsible for one-fifth of the columns of
the display screen. For example, span processor 0 manages scan lines 0, 5, 10. and so on.

ispan processors calculate 2, R. G. B, and tr (for transparency and antiatiasing) values for
-each pixel in the span. Because spans generated from a single polygon are adjacent, the
processing load over span processors is approximately uniform.

1'he pixel cachebufibrs blocks of pixels during pixel copy operations so that the full
_bandwidih of the pixel bus can he used.

Raster subsystem. The raster subsystem takes pixel data generated by the span

processors and selectively updates the image and 2 bitplanes of the frame buffer, using the
‘nstilts of a 2 comparison and or blending. The raster subsystem is composed of 20 image
ertgines. each responsible for one-twentieth of the screen's pixels, arranged in a 4- x 5-pixel
jrtterleaved fashion. 96 bits are associated with each pixel on the screen: two 32-bit image
buffers (r. G, B, and at), a 24-bit 2-buffer. four overlaylunderlay bitplanes, and four window
bitplartes.

The overlaylunderlay bitplanes support applications that use pop-up menus or
1-ilyindowing backgrounds. The window bitplanes define the display mode (single- or
ftlouble-buffered, etc.) and window-masking information.

The 20 image engines work on pixels in parallel. Each can blend values based on the
lpixel‘s or value. allowing transparent or semilransparent objects to be displayed. and
allowing stipersamplirtg antialiasing.

Display subsystem. The display subsystem contains five mulriinode grap}tt'c.t processors
_:_f(MGPs), each assigned one-fifth of the columns in the display. The MGPS concurrently
.:=:,gad image data from the frame buffer (together with windowdisplay-rnode bits), process
.them using the appropriate display mode (RG13 or pseudocolor), and send them on to

_ digital-to-analog converters for display.
;.- . The GTX‘s architecture is a good example of many of the techniques we have discussed
so far. It provides high performance for polygon rendering at a reasonable cost in hardware.

_' -Because the G'I‘X’s rendering pipeline is highly specialized for graphics tasks, however, the
'-system has difficulty with the advanced rendering techniques we shall discuss in Section

' l8.l l. and its resources cannot be applied easily to nongraphics tasks. Section l8.l L3
discusses the arch hectare of Stc1lar‘s GSZOOO, which has complementary advantages and
disadvantages.

18.8.3 Logic-Enhanced Memory

Since commercial memories may not support enough frame-bufl’er partitions. one might
consider building custom memories with a large number of concurrently accessible
partitions on a single chip. Since each (intrachip) partition must have its own connection in

its associated (external) prtaccssor. extra pins must be added to each tttemory paclcage to
Support these adtlitional IIO requirements. Alternatively, multiple processors could be built
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onto the chip itself. The first possibility—-that of adding pins to memory chips~—din-,ct]y
increases the memory bandwidth, but makes the chip package and associated circuit boa;-as

larger and more expensive, and also increases the power requirements. These packaging
effects become progressively more severe as memory densities increase. (In the past gw-0
decades, the number of bits in a typical RAM has increased by a factor of 1000, while
size of the package and the number of pins have changed hardly at all.) '

In this section, we shall concentrate on the second option——that of adding 1:-rocessingl.
rnultipartition memory chips. In the simplest schemes, only new addressing modes
provided, such as the ability to address an entire rectangle of memory pixels in parallel: Acre
the other extreme, an entire microprocessor (including code store) could be provided for

each internal partition of memory. l
Before we describe specific logic-enhanced—memory approaches. let us consider tile}

advantages and disadvantages of any logic-enl-lanced—rnemory scheme. First, adding log
or processing to memories has the potential to increase vastly the processing power withi

system. By increasing the number of internal memory partitions and providing processing
for each on the same chip. enormous processorlmernory bandwidths can be achieve "
Second, in custom VLSI chips. options become available that are impractical in board-l
systems, since VLSI technology has an entirely different set of cost constraints for get
wiring channels, and memory. Third, off-chip U0 bandwidth can potentially be redu
since the only off-chip communication needed is to control the processor and to scan pi
out of the chip; this translates into fewer pins in the package and thus to a smaller
and less board space. .;

Thc principal disadvantages of an enhanced-memory approach are low me .

densities and increased cost. With enormous production volumes. commercial DRPEM
manufacturers can afiord to develop specialized. high—density fabrication capabilities and t
incur large development costs to fine-tone their designs. Design and fabrication resou"
for custom memory chips, however. are generally more limited, resulting in densities l'_
than those of commercial RA!-As. The price per chip is also high, since the costs"ftj'i’
designing a custom VLSI chip are not offset by such large sales volumes. In spite of
disadvantages. at least one custom memory chip for graphics has become commerclttlly
successful —-the VRAM. It remains to be seen whether other custom memory designsfiois
graphics have sufiicient market appeal to justify large-scale commercial development"

Pixel-Planes. An early and very general logic-enhanced—rnernory design is Pixel-Plan

[FUCH8l]. Pixel-Planes pushes frame-buffer subdivision to its extreme: It provides‘ 3.
separate processor for every pixel in the display. Each SIMD pixel processor is a 1-!!!‘
processor (ALU) with a small amount of memory. Figure 18.20 shows at block diagram of
an enhanced-memory chip in Pixel-Planes 4, El prototype system completed in I935
[EYLE88]. Its design is similar to that of the VRAM chip of Fig. 18.3. only here the 1-|.'Jil_
ALUs and associated circuitry replace the video shifter. Each enhanced-memory chi? .7
contains I28 pixels (columns in the memory array). and each pixel contains '72 bits of local
memory (rows within the column). '

Pixel-Planes‘ performance is not based simply on massive parallelism. lf it was, each
PE would have to perl't1rm all the operations for scat‘: conversion independently. resulting in
many redundant calculations and 21 grossly inclilcient systetn. Rather. Pixel-Planes uses 8
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qj 128 pixels (columns) —n-

Mernory array
(123 pixels.

72 bits per pixel)
72 bits
per pixel
{rows}

Rowdecode Videodatamux
Bi: lines

1 pixel‘;
ALU inputs 'T'9""'°l'Y.sense an-up,

ALU.

U"‘e3' :r’;:'°,55l°" expression evaluator

Chip’sscreen-
address
register

Fig. 18.20 Pixe|—P|anes 4 logic-enhanced—rnemory chip.

N Is own value of F in its local memory. 1 bit per clock cycle (approximately 20-30 cycles
are required for each linear expression). The linear expression tree is especially efiective for

__ ooelerating rasterization calculations, since many of these can be cast as linear expressions.
,:_For example.

Each edge of a convex polygon can be described by a linear expression. All points
(Jr. y) on one side of the edge have F(x. y) 2 0; all points on the other side of the edge
have Ffx. _v) E 0.

The 2 value of all points (x. y} within a triangle can be described as a linear expression.

R. G. and B color components of pixels in a Gnuraud-shaded triangle can be described
as linear expressions.

_ Double-buffering is: implemented within Pixel-Planes chips by providing a video-data
mulfipiaxer that reads pixel values: from specific bits: of pixel memory while the image is

= "computed in the remaining bits. Video Llulu are scanned out of the chip on eight video data
pins.

Displaying irnages on Pixei-Planes requires inodify-ing the :1! gorithms we have assumed
- so far. In addition to transforming and clipping priritilives in the usual manner. the
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front-end subsystem must compute coefficient sets for the linear equations describing each
prirnitive’s edges. 2 values. and color values. Also, rasterization proceeds in parallel, since

large areas of pixels can be affected at once using the linear expression tree. The following
section describes a sample algorithm on Pixel-Planes.

Rasterizing a triangle on Pixel-Planes. Here, we briefly describe the algorithm to '

display Gouraud-shaded triangles on a Pixel-Planes system. Pixel—P1anes can display more *1
general polygons. although the algorithms are somewhat more complicated.

Scott contersion. Figure 13.2! shows the steps in scan converting atriangle. The lirst step is I‘
to enable all the pixel processors in the display. Edges are encoded as linear expressions
Fix, y) = Ax + By + C = 0, as described previously. Each expression is then evaluated in
parallel at every pixel in the screen, using the linear expression tree. Each pixel processor

tests the sign of F to determine whether it lies on the proper side of the edge. If it lies

outside the edge, the pixel processor disables itself by setting its enable bit to 0. After all the
edges of a polygon have been tested, the only pixel processors still enabled are those lying
within the polygon. 'I'hese pixel processors alone participate in visibility and shading
calculations.

z-lmfering. After a polygon has been scan converted, Pixel-Planes evaluates the linear
expression for z for all pixels in parallel. Each pixel processor compares this new 2 value
with the one stored in its z-buffer. If the new 2 value is smaller. the current polygon is I l-_’
visible at the pixel; the pixel processor updates its z-buffer and remains enabled. If the new 2
value is larger, the pixel disables itself and does not participate in shading calculations.

Gomzmd shqdiitg. The linear expressions for R, G. and B components of the color are f
evaluated for each pixel in parallel by the linear expression tree. Pixel processors that are
still enabled write the new color components into their pixels’ color buffers.

edge 1: F‘ [x. y)=1.64X—y+ 0.9?

% edge 2: F2 (Jr, y} =-2.El7x-y -515.927

I edges: Fslx. )0=—0.04x+y-1.3
Pixels disabled by edge 1

Pixels disabled by edge 2

Pixels disabled by edge 3

Pistols enabled after all three
edges have been processed

5

Fig. 13.21 Rasterizing a triangle on Pi>tel—F'lanee.
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Note that scan conversion in Pixel-Planes is completely independent of a polygorfs
size, so a large polygon is rasterized as rapidly as a small one. Note, also. that operations

"that cannot be expressed as linear equations may take much longer to execute on
,_Pixel-Planes than those that can [e.g.. ta quadratic expression can be calculated in pixel

memory by multiplying values I bit at a time). Nevertheless, efficient algorithlns for
'-drawing spheres, casting shadows, antialiasing, and texture mapping have been developed

- for Pixel-Planes [FUCH85].

' A full-scale system, Pixel-Planes 4, containing 262.144 processors forming a 512- by
12-pixel image. was completed in 1986. Although its performance was impressive for its
me (40,000 Gouraud-shaded triangles of arbitrary size per second‘), it contained 2048

custom memory chips--a prohibitive expense for a commercial graphics system. This
, _ ighlights the fundamental disadvantage of such it highly parallel SIMD approach: the very

-' ow utilization of pixel processors. Since all the PEs work in look step, they cannot be
retargeted to other tasks, even if only a few of them are still calculating useful results. This

problem is especially severe when large numbers of small polygons are being drawn,
ecause the first steps of the scan-conversion process disable almost all the screen's pixel

Several logic-enhanced—mcmory graphics architectures have been developed that are
ore frugal in their use of silicon. at some sacrifice in either speed or generality. Although

neither of the architectures described next directly supports the so rendering techniques
assumed to this point, both provide very high performance in their respective domains

_ {displaying 2D rectangles and generating 2D halftone images), and both provide insight into

"the potential of the logic-enhantzed-mernory approach.

Rectangle area—filling memory chip. Whelan proposed modifying the row and column
addressing in the 2D memory-cell grid of a typical RAM to allow an entire rectangular
region to be addressed at once {WHEL82]. Minimum and maximum row and column
addresses specify the left, right, top, and bottom boundaries of the region. One write

peration can store a single data value in every location within the region. This allows
pright, constant—shaded rectangles to be rasterized in very few clock cycles—just enough
0 specify the four address values and the constant data.

Scan Line Access Memory. Demetrescu designed a more complicatecl chip called a
Scan Linc Access Memory (SLAM) for rasterizing more general 2D primitives [DEME85].
Like VRAMs and Pixel-Planes. SLAM takes advantage of the fact that. internally. a RAM
“leads or writes an entire row of its memory array in one cycle. Figure 18.22 shows a block
-diagram of a single SLAM chip. Each chip contains 256 X 64 bits of framobufier memory.
"Each row of memory corresponds to 1 bit in a scan line nfpixels. In at system with k bits per
Pixel, a SLAM chip can store up to 641k scan lines of 256 pixels each. In each memory
cycle. a SLAM chip can read or write one row of memory from its ntemory army. By
Sllficifying appropriate .r,,,i,, and x,,,_.,,. values. one can address any contiguous span of pixels: on

the current scan line. allowing fast polygon scan conversion. Video scanout is accomplished
- using a display shifter in exactly the same manner as a VRAM chip.

In a single clncl; cycle. either a row address. an .t,,,,-,, value. an .t-W value. or 2: 16-bit
“Fearing data pattern ( for specifying halftone patterns: can be specified. Concurrent with
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} First scan line

M&I'g1€rgixé'teflfs8Y Second scan line
54 rows 1: bits" per pixel.

mlgjmn can scan tines)Flowdecode
256 columns -

(pixels) } swan scan line
Bil. lines

Sense arnp[t§ersRaw address

Pixels in Serial data register

Halftone data
ALU control

Condition oodes
13

xm-,0, 1“, Parallel comparator

Fig. 18.22 Block diagram of a SLAM chip {for a System configured with it hits
pixel}. _

any one of these commands. SLAM can write the current scan-line segment into its
memory array and can optionally increment the row address. Since, for many prirnitisre.-;_-,
row addresses and haiftone patterns need to be specified only once (for the initial scan line)',,
succeeding scan lines can be processed rapidly. SLAM therefore can scan convert a con_v'
polygon covering it scan lines in 2:: + 2 cycles (four cycles to specify the row address?
x,,,i,,, .tm, and the halftone pattern for the initial scan line, and two cycles to specify x,,,-,,
x,.,,, for each of the remaining n - I scan lines).

A SLAM system is composed of a number of SLAM chips (the number depends on the ,,
dimensions of the display screen). Figure 18.23 shows a SLAM system for updating a 5 _

by 512 monochrome display screen. Systems with more bits per pixel require proportion?
ately more SLAM chips. SLAM can also be extended to display Gouraud-shaded pulygoné
by adding a Pixel-Plartcs—style lineapexpression tree. However, this enhanced version of
SLAM would require approximately the same amount of hardware as Pixel-Planes and
would suffer the same low utilization of PBS, since the pixels in any given (small) primitive
would likely be contained in just a few SLAM chips.

Although both Whelan's architecture and the original SLAM architecture use less

hardware than does Pixel-Planes, they do not offer the generality necessary to render
realistic 3D images. Pixel-Planes and the enhanced version of SLAM do olfer this .

generality. hut suffer poor PE utilization. it would be useful to gain the perforrrlance of
these processor-pcr-pixel architectures. but with higher PE utilization for small primitives.

Section IS. 10.1 examines a way to accomplish this using enhanced-memory arrays smfilifl
than the full screen size.
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Each scan~|ine processor 533“ _3l-AM Chip 09“l3i"5
controls 64 scan lines 54 ‘W33 0* 255 Pixels

- - - Commands for individualP mmves .
E: screen SLAM chips [row address.

coordinates 19 xmrrr xmar Eta)

Scan:!nEft-*Drooesso_r-_-‘us. Videocontroller
9. 18.23 SLAM system for updating a 512- by 512-pixel monochrome display.

.’.§l_8.9 OBJECT-PARALLEL RASTEFIIZATION

'~.'._-‘r;:': far, we have focused on image-parallel architectures. The object-parallel family of
'3-jiamllel architectures parallclizes the inner loop of image-order (generally scan-line)

Ealgarithms. In an object-parallel architecture, multiple primitives (objects) are processed in
fi_.,p:ii-allel, so that finai pixels may be generated more rapidly. _

' - The usual object-parallel approach IS to assign primitives (either statically or

____ynarnically) to a number of homogeneous object pror:c.rsors, each of which can generate an
*7et1l.ire image containing its primitive{s}. During rasterization, each object processor

E enumerates the pixels of the display in some specific order (generally scan-line), generating
. color, 1. and possibly partial-coverage values for its primitive(s). The pixel streams from
‘ och of the object processors are then combined to produce a single pixel stream for the

final image. Although any number of primitives may be assigned to each object processor,

most designs allocate a single primitive per processor. The advantage is that each processor
-t_:an perform it well-defined task and thus can be reproduced inexpensively.

'_"’General EIectric’s NASA II. A pioneering real~timc prince.-nor-per-primitive system
was General E|ectric's NASA II flight simulator [BUNKB9}, delivered to NASA in I967.

‘-‘;_ The NASA ll contained :1 number of hardware units called fucc c-ora'.r, each of which
Iasterized a single polygon or video rates. At any given instant. each face card would

’ Process the some pixel.
The NASA It used a depth-sort visibility algorithm. rather than a .»-hufl'ei'. The output

of each face card included a bit indicating whether or not the pixel was covered by its
Polygon. the pixel color. and the polygon priority number. This information was fed into
3 priority multiplexer so that. at each pixel. the color of the highest-priority visible [July-
l.!0l1 was output. Since face cards were expensive. they were reassigned to new polygons
when their polygons no longer intersected the current scan line. The NASA Ii system
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REMARKS

Claims 1-26 are now pending in the application. Applicants respectfully traverse and

request reconsideration.

Claims 1-18, 20-26 stand rejected under 35 U.S.C. § 102(e) as being anticipated by

Furtner (US. Pat. No. 6,778,177).

With regard to claim 1, Furtner fails to show, teach, or suggest, inter alia, at least two

graphics pipelines operative to process data in a corresponding set of tiles of a repeating tile

pattern corresponding to screen locations wherein the repeating tile pattern includes a

horizontally and vertically repeating pattern of square regions.

Furtner is directed to a method for rasterizing a graphics basic component. The Examiner

cites Figure 21b and Col. 1, lines 40-49, which is located in the “Background” section of Furtner,

as disclosing at least two graphics pipelines operative to process data in a corresponding set of

tiles of a repeating tile pattern corresponding to screen locations wherein the repeating tile

pattern includes a horizontally and vertically repeating pattern of square regions. However, this

portion merely discloses a method of accelerating image—rendering of three—dimensional images.

The method uses multi-processors or hardware pipelines in parallel. Each processor or pipeline

may be responsible for rendering only a single contiguous block of pixels as illustrated in Figure

21a. As such, no processor or pipeline processes a repeated tile pattern as required by the claim.

Figure 2 lb depicts a per pixel, not a repeating tile pattern, based processing scheme. For

example, the processing of each individual pixel is effected in an interleaved manner by the

processors or pipelines. Neither of these configurations process a set of tiles (or blocks of pixels)

in a repeating pattern that includes a horizontally and vertically repeating pattern of square

regions. Therefore, reconsideration and withdrawal of the rejection of claim 1 is respectfully

requested.

Cl~{lCAGO!#15 12991 .1
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Claims 20, 24, and 25 are allowable for at least similar reasons as claim 1. Thus,

reconsideration and withdrawal of the rejections is respectfully requested.

Claims 2-19, 21-23, and 26 each ultimately depend on claims 1, 20, 24, and 25,

respectively, and are therefore allowable for at least similar reasons and are believed to be

allowable for having novel and non-obvious subject matter.

The Examiner states that claim 19 would be allowable if rewritten in independent form.

Applicants have presently refrained fi'om rewriting claim 19 in view of the discussion above.

Applicants reserve the right to amend claim 19 into their originally allowable form at a later date

if needed.

CONCLUSION

It is believed that all of the stated grounds of rejection have been properly traversed,

accommodated, or rendered moot. Applicant therefore respectfully requests that the Examiner

reconsider and withdraw all presently outstancling rejections. It is believed that a full and

complete response has been made to the outstanding Office Action and the present application is

in condition for allowance. Thus, prompt and favorable consideration of this response is

respectfully requested. If the Examiner believes that personal communication will expedite

prosecution of this application, the Examiner is invited to telephone the undersigned at (312)

609-7500.

Respectfully submitted,

Date: 4 Qgiog By: &
Christopher J. Reckam:
Registration No. 34,414

Vedder, Price, Kaufman & Kammholz, P.C.

222 North LaSalle Street, Suite 2600

Chicago, Illinois 60601

phone: (312) 609-7599

fax: (312) 609-5005

CHlCAGO!#l5l299l.l
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et al. Examiner: Joni I-Isu

Serial No.: 10/459,797 Alt Unit: 2671

Filing Date: June 12, 2003 Our File No.: 00100.02.0053
Confirmation No.: 4148

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING

A SUPER-TILING TECHNIQUE

em‘ -1 Electra: :4 m‘ in

Mail Stop A}: I herebyeerttfié that this Response is beingforwarded via
C . . f P t t elecrromcsubmtsston I0.‘ Eiectramc Business Center,

ommlssloner or a en S Commissionerfor Patents, MaiiSIOpAFonII1t'sdaIe.
P.O. Box 1450 _

Alexandria, VA 22313-1450 4 “/3 "'0 I‘
Dated Christine A. Wright!

RESPONSE

Dear Sir:

In response to the Final Office Action mailed March 13, 2006, Applicants submit the

following response.

Listing of the Claims begins on page 2 of this paper.

Remarks begin on page 8 of this paper.

cH1cAoomsi299:.t 1
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LISTING OF THE CLAIMS

1. (previously presented) A graphics processing circuit, comprising:

at least two graphics pipelines operative to process data in a corresponding set of tiles of

a repeating tile pattern corresponding to screen locations, a respective one of the at least two

graphics pipelines operative to process data in a dedicated tile,

wherein the repeating tile pattern includes a horizontally and vertically repeating pattern

of square regions.

2. (original) The graphics processing circuit of claim 1, wherein the square regions

comprise a two dimensional partitioning of memory.

3. (original) The graphics processing circuit of claim 2, wherein the memory is a frame

buffer.

4. (original) The graphics processing circuit of claim 1, wherein each of the at least two

graphics pipelines further includes front end circuitry operative to receive vertex data and

generate pixel data corresponding to a primitive to be rendered, and back end circuitry, coupled

to the front end circuitry, operative to receive and process a portion of the pixel data.

5. (original) The graphics processing circuit of claim 4, wherein each of the at least two

graphics pipelines fl.ll‘thCl' includes a scan converter, coupled to the back end circuitry, operative

to determine the portion of the pixel data to be processed by the back end circuitry.

6. (original) The graphics processing circuit of claim 1, wherein each tile of the set of

tiles further comprises a 16x16 pixel array.

CH[CAGO!#l5l299l.l
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7. (original) The graphics processing circuit of claim 4, wherein the at least two graphics

pipelines separately receive the pixel data from the front end circuitry.

8. (original) The graphics processing circuit of claim 4, wherein the at least two graphics

pipelines are on multiple chips.

9. (previously presented) The graphics processing circuit of claim 1, further including a

memory controller coupled to the at least two graphics pipelines, operative to transfer pixel data

between each ofa first pipeline and a second pipeline and a memory.

10. (original) The graphics processing circuit of claim 4, wherein a first of the at least

two graphics pipelines processes the pixel data only in a first set of tiles in the repeating tile

pattern.

11. (original) The graphics processing circuit of claim 10, wherein the first of the at

least two graphics pipelines further includes a scan converter, coupled to the front end circuitry

and the back and circuitry, operative to provide position coordinates of the pixels within the first

set of tiles to be processed by the back end circuitry, the scan converter including a pixel

identification line for receiving tile identification data indicating which of the set of tiles is to be

processed by the back end circuitry.

12. (previously presented) The graphics processing circuit of claim 1, wherein a second

of the at least two graphics pipelines processes the data only in a second set of tiles in the

repeating tile pattern.

13. (previously presented) The graphics processing circuit of claim 12, wherein the

second of the at least two graphics pipelines further includes a scan converter, coupled to fi'ont

CHICAGO/#151299] .1
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end circuitry and back end circuitry, operative to provide position coordinates of the pixels

within the second set of tiles to be processed by the back end circuitry, the scan converter

including a pixel identification line for receiving tile identification data indicating which of the

set of tiles is to be processed by the back end circuitry.

14. (original) The graphics processing circuit of claim 1 including a third graphics

pipeline and a fourth graphics pipeline, wherein the third graphics pipeline includes front end

circuitry operative to receive vertex data and generate pixel data corresponding to a primitive to

be rendered, and back end circuitry, coupled to the front end circuitry, operative to receive and

process the pixel data in a third set of tiles in the repeating tile pattern, and wherein the fourth

graphics pipeline includes front end circuitry operative to receive vertex data and generate pixel

data corresponding to a primitive to be rendered, and back end circuitry, coupled to the front end

circuitry, operative to receive and process the pixel data in a fourth set of tiles in the repeating

tile pattern.

15. (original) The graphics processing circuit of claim 14, wherein the third graphics

pipeline further includes a scan converter, coupled to the front end circuitry and the back end

circuitry, operative to provide position coordinates of the pixels within the third set of tiles to be

processed by the back end circuitry, the scan converter including a pixel identification line for

receiving tile identification data indicating which of the sets of tiles is to be processed by the

back end circuitry.

16. (original) The graphics processing circuit of claim 14, wherein the fourth graphics

pipeline further includes a scan converter, coupled to the front end circuitry and the back end

circuitry, operative to provide position coordinates of the pixels within the fourth set of tiles to

CHICAGOa'#l5l299| .1
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be processed by the back end circuitry, the scan converter including a pixel identification line for

receiving tile identification data indicating which of the sets of tiles is to be processed by the

back end circuitry.

17. (original) The graphics processing circuit of claim 14, wherein the third and fourth

graphics pipelines are on separate chips.

18. (original) The graphics processing circuit of claim 14, further including a bridge

operative to transmit vertex data to each of the first, second, third and fourth graphics pipelines.

19. (original) The graphics processing circuit of claim 17 wherein the data includes a

polygon and wherein each separate chip creates a bounding box around the polygon and wherein

each corner of the bounding box is checked against a super tile that belongs to each separate chip

and wherein if the bounding box does not overlap any of the super tiles associated with a

separate Chip, then the processing circuit rejects the whole polygon and processes a next one.

20. (previously presented) A graphics processing method, comprising:

receiving vertex data for a primitive to be rendered;

generating pixel data in response to the vertex data;

determining the pixels within a set of tiles of a repeating tile pattern corresponding to

screen locations to be processed by a corresponding one of at least two graphics pipelines in

response to the pixel data, the repeating tile pattern including a horizontally and vertically

repeating pattern of square regions; and

perfonning pixel operations on the pixels within the determined set of tiles by the

corresponding one of the at least two graphics pipelines.
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21. (original) The graphics processing method of claim 20, wherein determining the

pixels within a set of tiles of the repeating tile pattern to be processed further comprises

detennining the set of tiles that the corresponding graphics pipeline is responsible for.

22. (original) The graphics processing method of claim 20, wherein determining the

pixels within a set of tiles of the repeating tile pattern to be processed further comprises

providing position coordinates of the pixels within the determined set of tiles to be processed to

the corresponding one of the at least two graphics pipelines.

23. (original) The graphics processing method of claim 20, further comprising

transmitting the processed pixels to memory.

24. (previously presented) A graphics processing circuit, comprising:

front end circuitry operative to generate pixel data in response to primitive data for a

primitive to be rendered;

first back end circuitry, coupled to the front end circuitry, operative to process a first

portion of the pixel data in response to position coordinates;

a first scan converter, coupled between the front end circuitry and the first back end

circuitry, operative to detennine which set of tiles of a repeating tile pattern are to be processed

by the first back end circuitry, the repeating tile pattern including a horizontally and vertically

repeating pattern of square regions, and operative to provide the position coordinates to the first

back end circuitry in response to the pixel data;

second back end circuitry, coupled to the front end circuitry, operative to process a

second portion of the pixel data in response to position coordinates;

CHlCAGOf#lSl299I.l
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a second scan converter, coupled between the front end circuitry and the second back end

circuitry, operative to determine which set of tiles of the repeating tile pattern are to be processed

by the second back end circuitry, and operative to provide the position coordinates to the second

back end circuitry in response to the pixel data; and

a memory controller, coupled to the first and second back end circuitry operative to

transmit and receive the processed pixel data.

25. (previously presented) A graphics processing circuit, comprising:

at least two graphics pipelines operative to process data in a corresponding set of tiles of

a repeating tile pattern corresponding to screen locations, a respective one of the at least two

graphics pipelines operative to process data in a dedicated tile, wherein the repeating tile pattern

includes a horizontally and vertically repeating pattern of regions.

26. (previously presented) The graphics processing circuit of claim 25 wherein the

horizontally and vertically repeating pattern of regions include NXM number of pixels.

CHICAGO/#151299] .1
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Application No. Applicantlsj

Advisory Action 10/459. 797 LEATHER ET AL.

Before the Filing of an Appeal Brief Examine, A“ U,“

-
—The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

THE REPLY FILED 13 June 2006 FAILS TO PLACE THIS APPLICATION IN CONDITION FOR ALLOWANCE.

1. E The reply was filed after a final rejection, but prior to or on the same day as filing a Notice of Appeal. To avoid abandonment of
this application. applicant must timely file one of the following replies: (1) an amendment. affidavit, or other evidence, which
places the application in condition for allowance; (2) a Notice of Appeal (with appeal fee) in compliance with 37 CFR 41.31; or
(3) a Request for Continued Examination (RCE) in compliance with 37 CFR 1.114. The reply must be filed within one of the
following time periods:

a) E The period for reply expires imonths from the mailing date of tho final rejection.
b) El The period for reply expires on: (1) the mailing date of this Advisory Action, or (2) the date set forth in the final rejection, whichever is later. In no

event. however. will the statutory period for reply expire later than SIX MONTHS from the mailing date of the final rejection.
Examiner Note: If box 1 is checked, check either box (a) or (b). ONLY CHECK BOX (b) WHEN THE FIRST REPLY WAS FILED WITHIN TWO
MONTHS OF THE FINAL REJECTION. See MPEP 7(B.07(f}.

Extensions of time may be obtained under 37 CFR 1.136(a). The date on which the petition under 37 CFR 1.136(a) and the appropriate extension fee have
been filed is the date for purposes of determining the period of extension and the corresponding amount of the fee. The appropriate extension fee under 37
CFR 1.1?(a) is calculated front: (1) the expiration date of the shortened statutory period for reply orlglnallyset in the final Office action: or (2) as set forth in (b)
above, it checked. Any reply received by the Office later than three months after the mailing date of the final rejection. even if timely filed, may reduce any
earned patent terrn adjustment. See 37 CFR 1.TO4(b).
NOTICE OF APPEAL

2. E] The Notice of Appeal was filed on . A brief in compliance with 37 CFR 41.37 must be filed within two months of the date
of filing the Notice of Appeal (3? CFR 41.37(a)). or any extension thereof (37 CFR 41.3?(e)). to avoid dismissal of the appeal.
Since a Notice of Appeal has been filed, any reply must be filed within the time period set forth in 37 CFR 41 .37(a).

AMENDMENTS

3. The proposed amendrnent(s) filed after a final rejection, but prior to the date of filing a brief, will _I;l_o_t be entered because
(a)I:I They raise new issues that would require further consideration andfor search (see NOTE below);
(b)I:I They raise the issue of new matter (see NOTE below);
((2)8 They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for

appeal; andlor

(dji:i They present additional claims without canceling a corresponding number of finally rejected claims.
NOTE: see attached sheet. (See 37 CFR 1.116 and 41.33(a)).

4. El The amendments are not in compliance with 37 CFR 1.121. See attached Notice of Non-Compliant Amendment (PTOL-324).

5. I:I Applicant's reply has overcome the following rejection(s); .
6. C] Newly proposed or amended cIaim(s) would be allowable if submitted in a separate. timely filed amendment canceling

the non-allowable cIaim(s).

7. E For purposes of appeal, the proposed amendment(s): a} IE will not be entered. or la) U will be entered and an explanation of
how the new or amended claims would be rejected is provided below or appended.
The status of the claims) is (or will be) as follows:
C|aim(s) allowed: .
CIairn(s) objected to; _1_.<3.
CIaim(s) rejected: 1-18 and 20-28.
Claim(s) withdrawn from consideration:

AFFIDAVIT OR OTHER EVIDENCE

B. [I The afficlavit or other evidence filed after a final action, but before or on the date of filing a Notice of Appeal will go_t be entered
because applicant failed to provide a showing of good and sufficient reasons why the affidavit or other evidence is necessary
and was not earlier presented. See 3? CFR 1.116(e).

9. CI The affidavit or other evidence filed after the date of filing a Notice of Appeal, but prior to the date of filing a brief. will mt be
entered because the affidavit or other evidence failed to overcome _a_|_l rejections under appeal andior appellant fails to provide a
showing a good and sufficient reasons why it is necessary and was not earlier presented. See 3? CFR 41.3:-l(d)(1).

10. CI The affidavit or other evidence is entered. An explanation of the status of the claims after entry is below or attached.
REQUEST FOR RECONSIDERATIONIOTHER

'11. E The request for reconsideration has been considered but does NOT place the application in condition for allowance because:
see attached sheet.

12. Note the attached Information Disclosure Staterne-nt(s). (PTOISBIOB or PTO—1449) Paper No(s}. 4i4i06
‘I3. [I Other: .

U.S. Patent and Trademark Office

PTOLJD3 (Rev. 7-05) Advisory Action Before the Filing of an Appeal Brief Part of Paper No. 61305
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Applicant argues that Furtner (USO06778177Bl) does not teach at least two graphics

pipeline operative to process data in a corresponding set of tiles of a repeating tile pattern

corresponding to screen locations wherein the repeating tile pattern includes a horizontally and

vertically repeating pattern of square regions (page 8).

In reply, the Examiner disagrees. According to Applicant’s disclosure, this repeating tile

pattern for the two pipe configuration refers to a “checkerboard” pattern [0045] wherein each

pipe is responsible for generating all of the pixels with its assigned tiles, and the tiles are

distributed evenly across all pipes, in a checkerboard pattern [U047], and the patterns repeat

across the whole screen, in both X & Y directions [0048], as shown in Figure 3. Further

discloses subdividing a frame buffer into sub-sections which normally have the same size and

associating each sub-section with a processor so that each of the processors is equally loaded

(Col. 1, lines 23-32). Figure 21 shows two possibilities of partitioning the Frame buffer with

regard to the case of a graphics system operating with four graphics processing engines. Figure

21a shows that flame buffer 10 is subdivided into four equally sized blocks which are associated

to the engines. Figure 21b shows that the processing of individual pixels 12 is elfected in an

interleaved manner by the four graphics processing engines of the graphics systen1(Col. 1, lines

37-49), and as can be seen in Figure 21, this results in a checkerboard pattern. Even though

Figure 2 lb is described as partitioning the frame buffer into individual pixels, this is described as

being only one possibility ofpartitioning the frame buffer (Col. 1, lines 37-39). Further

describes subdividing a frame butter into sub-sections which normally have the same size (Col.

1, lines 30-32) and does not specify the each sub-sections must contain only one pixel, and in

fact describes that the sub—sections can be four equally sized blocks or tiles (Col. 1, lines 41-44).
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Applicationfcontrol Number: 10I459,797 Page 3

Art Unit: 2628

Therefore, Furtner does disclose at least two graphics pipeline operative to process data in a

corresponding set of tiles of a repeating tile pattern corresponding to screen locations wherein the

repeating tile pattern includes a horizontally and vertically repeating pattern of square regions.

Wm”
SUPEFNISORY PATENT EXAMINER

0250



0251

U 00”‘?

U
Uololo

PATENT
DOCKET NO. 00] 00.02.0053

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et :11.

Serial No.1 l0f459,797

Filing Date: June 12, 2003
Confirmation No.: 4148

Examiner: Joni I-Isu

Art Unit: 2671

Our Filt: No.: 00l00.02.0053

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING

A SUPER-TILING TECHNIQUE

Cam‘ acme ironic Sub ‘

Mail Stop AF I hereby cerrrjja that this Response :3: beingfonvardea‘ via
C . . f P electronic submission to: Electronic Business Center.
P oomgnssulagg or “ems Commissianerfor Parents. Mail 510p AF or: this date.. . OK

Alexandria, VA 22313-l 450 5' "/3 "'0
— Dated Christine A. Wright

RESPONSE

Dear Sir:

in response to the Final Office Action mailed March 13, 2006, Applicants submit the

following response.

Listing of the Claims begins on page 2 of this paper.

Remarks begin on page B of this paper.
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Docket Number (Optional)
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THE eonno OF PATENT APPEALS AND INTERFERENCES °°‘°°-03-9°53

I hereby certify that this correspondence is being forwarded via In re Application of
electronic submission to: Mark M. Leather ei al.
Electronic Business Center. Commissioner for Patents.
Mail Stop AF Application Number Filed

10f459.797 June 12. 2003

°" ' ' _. F DIVIDING WOFIK AMONG MULTIPLE GRAPHICS PIPELINES
- - _ _ - - "USING A SUPEFI-TILING TECHNIQUE

Signature _Examiner

Eff: orpmed Christine A. Wright J°"'i H5‘-'

Applicant hereby appeals to the Board of Patent Appeals and interferences from the last decision of the examiner.

The fee for this Notice of Appeal is (37 CFFt41.2D(b)(1)) S 50o'oo

Applicant claims small entity status. Sea 3? CFR 1.27. Therefore. the fee shown above is reduced
by half, and the resulting fee is; $_____j_

A check in the amount of the fee is enclosed.

Payment by credit card. Form PTO-2038 is attached.

The Director has already been authorized to charge fees in this application to a Deposit Account.
I have enclosed a duplicate copy of this sheet.

The Director is hereby authorized to charge any fees which may be required. or credit any overpayrnent
to Deposit Account No. 50-0441 . I have enclosed a duplicate copy ot this sheet.

A petition for an extension of time under 37 CFR 1.136[a) (PTO.’SB}22) is enclosed.

WARNING: Intonnatlon on this form may become public. credit card Information should not
be Included on this form. Provide credit card information and authorization on PTO-2038.

I am the

applicantiinventor.
Signature

assignee of record of the entire interest. -
See 37 CFR 3.71. Statement under 3? CFR 3.130;) is enclosed. Ch"5t°Phe' J‘ Heckamp
[Form PTOISBIQG} Typed or printed name

attorney or agent of record.
Ftegistialion number 345414 .

Telephone number

attorney or agent acting under 37 CFR 1.34. July 13, 2006
Registration number it acting under 37 CFR 1.34.

Date

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative-(5) are required.
Submit multiple forms if more than one signature is required, see below’.

‘Total of 1 forms are submitted.

This collection of information is required by 3? CFR 41.31. The information is required to obtain or retain a benefit by the public which is to tile (and by the UEPTO
to process) an application. Contidentisiity is governed by 35 U.S.C.. 122 and 37 CFR 1.11, 1,14 and 41.6. This collection is estimated to take 12 minutes to
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et al. Examiner: Joni Hsu

Serial No.: 10/459,797 Art Unit: 2628

Filing Date: June 12, 2003 Our File No.: 00100.02.0053
Confirmation No.: 4148

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING

A SUPER-TILING TECHNIQUE

Certificate of Eieciroitic Submission

Mail SE01) AF I hereby certify that the this Remarksfor Pre-Appeal Brief
Commissioner for patents Requesifor Review is beingforwarded via electronic submission

for Electronic Business Center. Commissioner ofPaten.ts. Mai!
P‘O' Box 1450 Stop AF. on this date.
Alexandria, VA 22313-1450

7~/we
Date Christine Wright

2

REMARKS FOR PRE-APPEAL BRIEF REQUEST FOR REVIEW

Dear Sir:

Applicants respectfully submit that the Examiner’s rejections include clear errors because

one or more limitations are not met by the cited reference and the reference does not teach what

the Examiner alleges. Claims 1-18 and 20-26 stand rejected under 35 U.S.C. §102(e) as being

anticipated by Furtner.

As to claim 1, Applicants claim a graphics processing circuit that includes at least two

graphics pipelines operative to process data in a corresponding set of tiles of a repeating tile

pattern corresponding to screen locations, a respective one of the at least two graphics pipelines

operative to process data in a dedicated tile, wherein the repeating tile pattern includes a

horizontally and vertically repeating pattern of square regions. The Former reference fails to

teach the claimed subject matter.

Furtner instead describes a non-repeating tile pattern approach and alternatively a per

pixel processing approach, neither of which anticipate the claimed subject matter. The cited

C HICAGOi#lS26'iO2. I
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FIG. 21A shows a non-repeating tile based approach, and is the only tile based approach

described by the cited portion of Further. This non-repeating tile based approach is different

from the claimed approach in at least that the Furtner tile approach breaks down a frame into a

non-repeating four tile configuration wherein each of one of four graphics engine processes a

single tile. There is no repeating tile pattern utilized that includes horizontally and vertically

repeating tile patterns wherein a respective graphics pipeline is operative to process data in

repeating patterns of square regions. For example, only a single tile is processed by each engine

for a frame as taught by Furtner. Furtner does not use a horizontally and vertically repeating tile

pattern within a frame but only describes using a single tile per engine.

In contrast, as shown in Applicants’ Specification and as claimed, Applicants’ approach

breaks down screen locations of a frame into a repeating tile pattern that includes horizontally

and vertically rppeating patterns of sguare regions where a respective gigaphics pipeline operates

to process data in a dedicated tile of the rgpeating tile pattern. As such, one engine in

Applicants’ apparatus is configured to process multiple tiles in a repeating tile pattern to effect,

among other things, improved loading. As admitted in the Advisory Action, FIG. 21A merely

shows a frame buffer 10 subdivided into four equally sized blocks where each block is associated

to one engine. There is no repeating pattern of horizontal and vertical tiles shown in FIG. 21A

nor is there any description of an apparatus that operates or is configured as Applicants’ claim

requires.

The Advisory Action also appears to read information into the Furtner reference based on

Applicants’ own claimed invention. For example, when applying FIG. 21B of Furtner, which

merely shows a non-tile based approach wherein each pixel is handled individually by a different

graphics processing engine, the office action alleges that this is “only one possibility of

CHICAGOMI 526702. I
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portioning the frame buffer". Applicants respectfully note that the reference actually states that

the two versions shown in FIG. 21A and FIG. 21B are actually “E above-described

possibilities” (column 1, lines 37) meaning that these techniques are the ones described in the

paragraphs above disclosed by Furtner. The reference cannot be cited for possibilities that are

not disclosed in the reference.

In any event, the actual teaching in Furtner is as FIG. 21A and FIG. 21B show. FIG. 21B

is a non-tile based approach whereas Applicants claim a repeating tile based approach and

Furtner describes with respect to this figure that a separate engine handles a single pixel. As

such, it is a per pixel approach and not a tile based approach.

In addition, the Advisory Action states Furtner describes “subdividing a frame buffer into

subsections which normally have the same size (column 1, lines 30-32) and does not specify

[that] each subsections must contain only one pixel, and in fact describes that the subsections can

be four equally sized blocks or tiles (column 1, lines 41-44).” (Page 2 of Advisory Action).

Applicants respectfully submit that the cited portion and, as admitted by the Advisory Action,

requires a system that utilizes four equally sized blocks or tiles, each tile being handled by a

different graphics processing engine and that only one tile per engine is (four blocks or tiles)

described and shown. No repeating tile pattern per frame is employed. Although Furtner

describes a tile based approach, he describes it as four tiles for a frame and each tile being

processed by a different graphics processing engine. This is a non-repeating tile based approach.

In contrast, Applicants claim a repeating tile pattern approach wherein, among other

things, respective graphics pipelines processed dedicated tiles of a repeating tile pattern. The

only tile based approach taught in Furtner is a non-repeating tile approach. As such, the

reference does not anticipate Applicants’ claimed invention. In addition, Applicants respectfully

CH [C ACiO."# I 526702. I
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note that the Advisory Action also appears to exclude claim language in an effort to render the

claim unpatentable. As shown on page 3 of the Advisory Action, the Exarr1iner’s use of

Applicants‘ claim language fails to include that a respective one of at least two graphics

pipelines are operative to process data in a dedicated tile wherein there is a repeating tile pattern.

As noted, there is no repeating tile pattern shown in the figures or described in the cited portion

of Furtner.

Applicants respectfully reassert the relevant remarks made above with respect to other

independent claims.

The dependent claims add additional novel and non-obvious subject matter.

As to claim 25, Applicants again respectfully submit that there is no repeating tile pattern

that includes a horizontally and vertically repeating patterns of regions wherein graphics

pipelines are operative to process data in corresponding sets of tiles of a repeating tile pattern

corresponding to screen locations. As such, this claim is also believed to be in condition for

allowance.

Reconsideration and withdrawal of the rejection of the claims is respectfully requested.

A Notice of Allowance is also respectfully requested.

Respectfully submitted,

Date: 3 0 5 By: Q
Christop rJ.Reckan1

Registration No. 34,414

Vedder, Price, Kaufman & Kamrnholz, P.C.

222 North LaSalle Street, Suite 2600

Chicago, Illinois 60601

phone: (312) 609-7599

fax: (312) 609-5005

CH [C AGOM I 526702. I
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Apphcanon Number Appllcationlcontrol o :|;:)l:::'t1(:t)£:tent under

10l459,797 LEATHER ET AL.lllllllllllllll llll a mm s
-

Notice of Panel Decision from Pre-Appeal Brief Review

This is in response to the Pre-Appeal Brief Request for Review filed 7l'13!06.

1. Cl Improper Request — The Request is improper and a conference will not be held for the following
reason(s):

I] The Notice of Appeal has not been filed concurrent with the Pre-Appeal Brief Request.
[I The request does not include reasons why a review is appropriate.

E A proposed amendment is included with the Pre-Appeal Brief request.Other: '

The time period for filing a response continues to run from the receipt date of the Notice of Appeal or from
the mail date of the last Office communication, if no Notice of Appeal has been received.

2. III Proceed to Board of Patent Appeals and interferences - A Pre-Appeal Brief conference has been
held. The application remains under appeal because there is at least one actual issue for appeal. Applicant
is required to submit an appeal brief in accordance with 37 CFR 41.37. The time period for filing an appeal
brief will be reset to be one month from mailing this decision, or thebalance of the two-month time period
running from the receipt of the notice of appeal. whichever is greater. Further, the time period for filing of the

appeal brief is extendible under 37 CFR 1.136 based upon the mail date of this decision or the receipt date
of the notice of appeal. as applicable. '

E] The panel has determined the status of the claim(s) is as follows:
CIaim(s) allowed: '

Claimts) objected to:
Claim(s) rejected:
Claim(s) withdrawn from consideration:

3. I:I Allowable application - A conference has been held. The rejection is withdrawn and a Notice of
Allowance will be mailed. Prosecution on the merits remains closed. No further action is required by
applicant at this time.

4. Reopen Prosecution - A conference has been heId.'The rejection is withdrawn and a new Office
action will be mailed. No further action is required by applicant at this time.

All participants:

(1) - (A, (slamm-
(2}Keé Tang. M (4) .

U.S. Patent and Trademark Ottice Part of Paper No. 20070111
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Application No. Applicantlsj

Office Action Summary Examine, M UN,

1
- The MAILING DATE of this communication appears on the cover sheet with the correspondence address -

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE ._3 MONTH(S) OR THIRTY (30) DAYS,
WHICHEVER IS LONGER, FROM THE MAILING DATE OF THIS COMMUNICATION.
- Extensions 01 time may be available under the provisions of 3? CFR 1.136(2). In no event. Itclwever. may a reply be timely filed

allot SIX (6) MONTHS lrorn the mailing dale oi this communication.
- If NO period for reply is specified above. the marrirnum statutory period will apply and will expire SIX {5) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, bystatute. cause the application to become ABAMZIONED (35 U.S.C. § 133).

Any reply received by the Cities later than three months alter the mailing date oi this communication. even it timely filed. may reduce any
earned patent term adjustment. See 37 CFR 1 .TCl4(b}.

Status

1) Responsive to communicationtsj filed on 13 July 2006.

2a)[:I This action is FINAL. 2b)IE This action is non-final.

3)U Since this application is in condition for allowance except for formal matters. prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 CD. 11, 453 0.G. 213.

Disposition of Claims

4)E Claim(s) if isiare pending in the application.

'4a) of the above claim(s) ___, isiare withdrawn from consideration.

5)|:I CIaim(s) __ is/are allowed.

6)IZ C|aim(s) 1'-it islare rejected.

7)I:I Claim(s) _____ is/are objected to.

8)l:| C|aim(s) are subject to restriction andlor election requirement.

Application Papers

9)EI The specification is objected to by the Examiner.

10)[] The drawing(s) filed on __ islare: a)|:| accepted or b)E] objected to by the Examiner.

Applicant may not request that any objection to the drawingts) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheetisj including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

11)l:I The oath or declaration is objected to by the Btaminer. Note the attached Office Action or fonn PTO-152.

Priority under 35 U.S.C. § 119

12)I:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a)L-_| All b)L__] Some ' c)I:] None of:

1.[:] Certified copies of the priority documents have been received.

2.[:I certified copies of the priority documents have been received in Application No. _.

3.|:I Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

Attachmentis)

1) Notice of References cited (PTO-892) 4) El Interview Summary (PTO-413)
2) D Notice of Draflspersofls Patent Drawing Review (PTO-948) Pal‘-'9' N°(9)’M3" 0333- j»
3) El Information Disclosure Staternent{s) [PTUISBIOBJ 5) D N°“¢° °' ‘mime’ Patel“ APP”°°1i°n

Paper No(s)iMail Date . 6) D Other: j.
U.S. Patent and Trarlemarlr critics -

PTOL-326 (Rev. 03-06) Office Action Summary Part of Paper No.lMaiI Date 71306
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Applicationlcontrol Number: 10f459,797

Art Unit: 2628

DETAILED ACTION

Response to Amendment

1. Applicant's'argume_nts with respect to claims 1-18 and 20-26 have been considered but

are moot in view of the new ground(s) of rejection.

2. Applicant’s arguments, see pages 1-3, filed July 13, 2006, with respect to the rejection(s)

of claim(s) 1-57 and 20-26 under 3.5 U.S.C. '102(e) and Claims 8-18 under 35 U.S.C. ]O3(a) have

been fitlly considered and are persuasive. Therefore, the rejection has been withdrawn.

However, upon filrther consideration, a new ground(s) of rejection is made in view of Kelleher

(US00579-4016A).

3. Applicant argues that Furtner (US006778 177B 1) describes a non-repeating tile pattern

approach and alternatively a per.pixel processing approach, neither ofwhich anticipate the

claimed subject matter (page 1). The cited FIG. 21A shows a non-repeating tile based approach,

and is the only tile based approach described by the cited portion ofFurther. Furtner describes

that the per pixel processing approach is repeating. However, Furtner does not teach a repeating

tile based approach. The Examiner attempted to cite the reference for possibilities that are not

disclosed in the reference (pages 2-3).

In reply, the Examiner agrees.- However, new grounds of rejection are made in view of

Kelleher.
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Applicationlcontrcl Number: 10:‘459,797

Art Unit: 2628

Claim Objectiaus

4. Claim 25 is objected to because it is exactly the same as Claim 1, and therefore is a

repeated claim. Appropriate correction is required.

Claim Rejections - 35 USC§ 1 01

35 U.S.C. 10] reads as follows:

Whoever invents or discovers any new and useful process, machine, manufacture, or

composition of matter, or any new and useful improvement thereof, may obtain a patent

therefor, subject to the conditions and requirements of this title. '

6. Claims 20-23 are rejected under 35 U.S.C. 101 because the claimed invention is directed

to non-statutory subject matter.

Claim 20 recites a graphics processing method, however it appears to be directed to an

abstract idea rather than a practical application of the abstract idea. The claimed invention as a

whole must accomplish a practical application. That is, it must produce a “useful, concrete and _

tangible result (State Street, 149 F.3d at 1373, 47 USPQ2d at 1601-02). The tangible

requirement requires that the claim must set forth a practical application of the 101 judicial

exception to produce a real-world result (Benson, 409 U..S. at 71-72, 175 USPQ at 676-77). See

MPEP 2106 II A. Since there is no tangible result recited in these claims, these claims are

directed to non-statutory subject matter.

Claims 21-23 are non-statutory for the same reasons discussed above.
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Claim Rejections - 35 USC§ 102

7. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(b) the invention was patented or described in a printed publication in this or a foreign

country or in public use or on sale in this country, more than one year prior to the date of

application for patent in the United States.

8. Claims 1-5, 7, 9, 10, 12-16, 18, and 20-26 are rejected under 35 U.S.C. l02(b) as being

anticipated by Kelleher (US005 794016A).

9. With regard to Claim 1, Kelleher discloses a graphics processing circuit (IOC, Figure 3)

comprising at least two graphics pipelines (20A, 20B; graphics system 106' with N rendering

processors 20A-20N, Col. 3, lines 22-23; renderingprocessor 20provides a vtdeopipetine, Col.

4, lines 9-14) operative to process data in a corresponding set of tiles (group of pixel blocks 52,

Figure 4) of a repeating tile pattern corresponding to screen locations, a respective one of the at

least two graphics pipelines operative to process data in a dedicated tile, wherein the repeating

tile pattern includes a horizontally and vertically repeating pattern of square regions, as shown in

Figure 4 (graphics memory 22 that has beenpartitioned into a plurality ofptxel blocks 52 that

are tiled in the x- andy-direction of the graphics memory 22, the graphics memory 22 renders a

1280x1024 screen display, pixel blocks 52 are organized into noneonttguous groups ofblocks

52, groups ofblocks 52 are then assigned to the renderingprocessors 20, each rendering

processor 20 writes only those ptxets that are located in the blocks 52 of the assignedgroups,

Col. 4, line 60-Col. 5, line 19).
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10. With regard to Claim 2, Kelleher discloses thatlthe square regions (blocks 52) comprise a

two dimensional partitioning of memory (22, Figure 4) «graphics memory 22 that has been

partitioned into aplurality ofpixel blocks 52 that are tiied in the x- andy-direction ofthe

graphics memory 22, Co]. 4, lines 60-62).

1 1. With regard to Claim 3, Kelleher discloses that the memory (22, Figure 4) is a frame

buffer (graphics memory 22, also known as ajrame buffer, Col. 3, lines 38-41).

12. With regard to Claim 4, Kelleher discloses that each of the at least two graphics pipelines

(20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) further includes front end circuitry

(80, 82, Figure 7) operative to receive vertex data and generate pixel data corresponding to a

primitive to be rendered, and back and circuitry (84, Figure 7), coupled to the front. end circuitry,

operative to receive and process a portion of the pixel data (each of the renderingprocessors 20

independently scan-converts the geometric objects the renderingprocessor 20first reads the

commandpackets, the renderingprocessors 20 then processes the commandpackets in a

pipeline process comprising a dispatch stage 80, a setup stage 82, and an updated stage 84, in a

dispatch stage 80, the dispatch circuit 64 reads the commandpacketsfrom the command queue

62 and dispatches the vertex data in the command to the next stage in the pipeline, the setup

stage 82, the setup stage 82 includes the geometric setup circuit 66 and the attribute setup circuit

70 which accept the triangle vertex data and setup the trianglesfor scan-conversion by the
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update stage 84, the update stage 84 includes the interpolator circuit 72, which interpolatesfinal

attribute valuesfor the pixels in each triangle, Col. 8, line 52-Col. 9, line 23).

13. With regard to Claim 5, Kelleher discloses that each of the at least two graphics pipelines

(20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) further includes a scan converter (84,

Figure 7), coupled to the back end circuitry, operative to determine the portion of the pixel data

to be processed by the back end circuitry (scan-converts the geometric objects into the memory

blocks 52 indicated by their black enablefield 61, C01. 8, lines 52-61; scan-conversion by the

update stage 84, Co]. 9, lines 1-23; block enablefield 6! determines which groups ofblocks 52

within the graphics memory 22 are allocated to and controlled by the renderingprocessor 20,

Col. 6, lines 26-28).

14. With regard to Claim 7, Kelleher discloses that the at least two graphics pipelines 20A,

(20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9- l_4) separately receive the pixel data from the

front end circuitry (Col. 8, lines 52-65).

15. With regard to Claim 9, lKelleher discloses a memory controller (68, Figures 7 and 11)

coupled to the at least two graphics pipelines (ZOA, 20B, Figure 3; Col. 3, lines 22-23; Col. 4,

lines 9-14), operative to transfer pixel data between each ofa first pipeline and a second pipeline

and a memory (22) (address generation circuit 68 accepts the initial geometry valuesfrom the

geometric setup circuit 66, and generates physical memory addresses, Col. 9, lines 18-23; Col.

10, lines 40-47).
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16. With regard to Claim 10, Kelleher discloses that a first of the at least two graphics

pipelines (ZOA, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) processes the pixel data only in a

first set of tiles (group 0 of pixel blocks 52) in the repeating tile pattern (each rendering

processor 20 writes to only those pixels that are located in the blocks 52 ofthe assigned groups,

blocks in group "0” may be assigned to renderingprocessor 0, Col. 4, line 65-Col. 5, line 19).

17. With regard to Claim 12, Kelleher discloses that a second of the at least two graphics

pipelines (ZOB, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) processes the pixel data only in a

second set of tiles (group 1 of pixel blocks 52) in the repeating tile pattern (each rendering

processor 20 writes to omfiz those pixels that are located in the blocks 52 ofthe assigned groups,

blocks in group “I ” may be assigned to renderingprocessor 1', Col. 4, line 65-Col. 5, line 19).

18. With regard to Claim 13, Claim 13 is similar in scope to Claim 11, and therefore is

rejected under the same rationale.

19. With regard to Claim 14, Claim 14 is similar to Claims 4 and 10, except that Claim 14 is

for a third and fourth graphics pipeline. Kelleher discloses four graphics pipelines (ZOA-20N,

Figure 3; Col. 3, lines 22-23 ,' Col. 4, lines 9-14). Therefore, Claim 14 is rejected under the same

rationale as Claims 4 and 10.
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20. With regard to Claims 15 and 16, these claims are each similar in scope to Claim 11, and

therefore are rejected under the same rationale.

21. With regard to Claim 18, Kelleher discloses a bridge (38, Figure 3) operative to transmit

vertex data to each of the first (ZOA), second (20B), third (20C) and fourth (ZON) graphics

pipelines (Col. 3, lines 22-23; Col. 4, lines 9-14; renderingprocessor 20first reads the command

packets sent to it over the PCI bus 30, C01. 8, lines 56-65; renderingprocessors 20 are

connected to a system PCI bus 30A through a PCI bridge 38, C01. 3, lines 46-50).

22. With regard to Claim 20, Kelleher discloses a graphics processing method (Col. 2, lines

27-28), comprising receiving vertex data for a primitive to be rendered; generating pixel data in

response to the vertex data; determining the pixels within a set of tiles (group of pixel blocks 52)

of a repeating tile pattern corresponding to screen locations to be processed by a corresponding

one ofat least two graphics pipelines (20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14)

in response to the pixel data, the repeating tile pattern including a horizontally and vertically.

repeating pattern of square regions, as shown in Figure 4; and performing pixel operations on the

pixels within the determined set of tiles by the corresponding one of the at least two graphics

pipelines (Col. 4, line 60-Col. 5, line 19; C01. 8, lines 56-65).

23. With regard to Claim 21, Kelleher discloses that determining the pixels within a set of

tiles (group ofpixel blocks 52) of the repeating tile pattern to be processed fiirther comprises
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determining the set of tiles that the corresponding graphics pipeline (20, Figure 3; Col. 3, lines

22-23; Col. 4, lines 9-14) is responsible for (Col. 4, line 60-Col. 5, line 19).

24. With regard to Claim 22, Kelleher discloses that the scan converter determines which

groups of blocks 52 within the graphics memory 22 are allocated toand controlled by the

graphics pipelines 20 (C01. 8, lines 52-61). The graphics memory is partitioned into a plurality

of pixel blocks that are tiled in the x-and y-direction of the graphics memory (Col. 4, lines 60-

62). Kelleher discloses that determining the pixels within a set of tiles (group ofpixel blocks 52)

I of the repeating tile pattern to be processed (Col. 5, lines 6-19) inherently fiirther comprises

. providing position coordinates of the pixels within the determined set of tiles to be processed to

the corresponding one ofthe at least two graphics pipelines.

25. With regard to Claim 23, Kelleher discloses transmitting the processed pixels to memory

(22, Figure 4) (renderingprocessor 20 scan-converts the object into the graphics memory 22, the

graphics memory storespixel data, Col. 3, lines 36-41).

26. With regard to Claim 24, Kelleher discloses a graphics processing circuit, comprising

from end circuitry _(80, 82, Figure 7) operative to generate pixel data in response to primitive data

for a primitive to be rendered; first back end circuitry (84), coupled to the front end circuitry, I

operative to process a first portion ofthe pixel data in response to position coordinates; a first

scan converter, coupled between the front end circuitry and the first back and circuitry, operative

to determine which set of tiles of a repeating tile pattern are to be processed by the first back end
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circuitry (Col. 3, lines 22-23; Col. 8, line S9-Col. 9, line 23 ), the repeating tile pattern including a

horizontally and vertically repeating pattern of square regions, as shown in Figure 4 (Col. 4, line

60-Col. 5, line 19), and operative to provide the position coordinates to the first back end

circuitry in response to the pixel data (Col. 4, lines 60-62; Col. 8, lines 52-65; Col. 6, lines 36-

38); second back end circuitry, coupled to the front end circuitry, operative to process a second

portion ofthe pixel data in response to position coordinates; a second scan converter, coupled.

between the front end circuitry and the second back end circuitry, operative to determine which

set oftiles of the repeating tile pattern are to be processed by the second back end circuitry, and

operative to provide the position coordinates to the second back end circuitry in response to the

pixel data (Col. 3, lines 22-23; Col. 8, line 59-Col. 9, line 23; Col. 4, lines 60-62; Col. 8, lines

52-65; Col. 6, lines 36-38); and a memory controller (68, Figures 7 and 11), coupled to the first

and second back end circuitry operative to transmit and receive the processed pixel data (Col. 9,

lines 18-23; Col. 10, lines 40-47).

27. With regard to Claim 25, Claim 25 is the same as Claim 1, and therefore is rejected under

the same rationale.

28. With regard to Claim 26, Kelleher discloses a horizontally and vertically repeating

pattern of regions (Col. 4, line 65-9301. 5, line 19) include NxM' number ofpixels (each pixel

Mack 52 is 128x128 pixels‘ in size, Col. 6, lines‘ 2-4).
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29. Thus, it reasonably appears that Kelleher describes or discloses every element of Claims

1-5, 7, 9, 10, 12-16, 18, and 20-26 and therefore anticipates the claims subject.

Claim Rejections - 35 USC § I03

30. The following is a quotation of 35 U.S.C. l03(a) which forms the basis for all

cbviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or

described as set forth in section 102 of this title, if the differences between the subject

matter sought to be patented and the prior art are such that the subject matter as a whole

would have been obvious at the time the invention was made to a person having ordinary

skill in the art to which said subject matter pertains. Patentability shall not be negatived

by the manner in which the invention was made. '

31. The factual inquiries set forth in Graham v. John Deere Ca, 383 U.S. l, 148 USPQ 459

(1966), that are applied for establishing a background for detennining obviousness under 35

U.S.C. 103 (a) are summarized as follows:

1. Determining the scope and contents of the prior art.
2. Ascertaining the differences between the prior an and the claims at issue.

3. Resolving the level of ordinary skill in the pertinent art.
4. Considering objective evidence present in the application indicating obviousness

or nonobviousness.

32. Claims 6, 8, and 17 are rejected under 35 U.S.C. l03(a) as being unpatentable over

Kelleher (USO057940 1 6A) in View ofFu1'tner (US006773 1 77B 1

33. With regard to Claim 6, Kelleher is relied upon for the teachings as discussed above

relative to Claim 1.
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However, Kelleher does not explicitly teach that each tile of the set of tiles fimher

comprises a 16x16 pixel array. However, Furtner describes that each tile of the set oftiles

further comprises a 16x16 pixel array (Col. 11, lines 45-48, 64-65).

It would have been obvious to one of ordinary skill in the art at the time of invention by

applicant to modify the device ofKelleher so that each tile of the set of tiles further comprises a

16x16 pixel array as suggested by Furtner because Furtner suggests that depending on the

number ofparallel image-rendering pipelines and depending on the memory organization, the

optimum tile size and shape can be selected (Col. 11, lines 45-48, 64-65), and therefore it would

be obvious to modify the tile size to be" 16x16 pixels if that would be the optimum tile size for a

particular number of parallel image-rendering pipelines and particular memory organization.

34. With regard to Claim 8, Kelleher does not teach that the at least two graphics pipelines

are on multiple chips. However, Furtner describes that the at least two graphics pipelines are on

multiple chips (Col. 5, lines 47-51).

It would have been obvious to one of ordinary skill in the art at the time of invention by

applicant to modify the device of Kelleher so that the at least two graphics pipelines are on

multiple chips as suggested by Furtner because Furtner suggests that this makes the systemimore

configurable by being able to easily add more graphics pipelines to increase the performance

(Col. 5, lines 29-30, 42-51).

35. With regard to Claim 17, Claim 17 is similar in scope to Claim 8, and therefore is

rejected under the same rationale.
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36. Claim 11 is rejected under 35 U.S.C. 103(a) as being unpatentable over Kelleher

(US0057940l6A) in View of Hamburg (USOO5905SO6A).

Kelleher is relied upon for the teachings as discussed above relative to Claim 10.

Kelleher discloses that the first of the at least two graphics pipelines (2OA, Figure 3; Col. 3, lines

22-23; Col. 4, lines 9-14) fiirther includes a scan converter (84, Figure 7), coupled to the front

end circuitry (80, 82) and the back end circuitry (Col. 8, line 52-Col. 9, line 23). The scan

converter determines which groups of blocks 52 within the graphics memory 22 are allocated to

and controlled by the graphics pipelines (Col. 8, lines 52-65; Col. 6, lines 26-28). The graphics

memory is partitioned into a plurality ofpixel blocks that are tiled in the x-and y«-direction of the

graphics memory (Col. 4, lines 60-62). Therefore, the scan converter is inherently operative to

provide memory addresses or position coordinates of the pixels within the first set of tiles to be

processed by the back end circuitry.

However, Kelleher does not explicitly teach using tile identification data to indicate

which tiles are to be processed. However, Hamburg discloses a pixel identification line for

receiving tile identification data indicating which tiles are to be processed (durtngptxe!

modification, the system must write apixel within at least one tile within image B, the system

determines a tile ID at which to write the pixei value, Col. 5, lines 35-52).

It would have been obvious to one of ordinary skill in the art at the time of invention by

applicant to modify the device of Kelleher to include using tile identification data to indicate

which tiles are to be processed as suggested by Hamburg because Hamburg suggests the
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advantage ofusing tile identification data to easily track the storage locations of the tile pixel

data and being able to easily retrieve data for a particular image tile (Col. 1, lines 46-54).

3?. Claim 19 is rejected under 35 U.S.C. 103(a) as being unp atentable over Kelleher

(USO0S794016A) and Further (USOO67'78l77B 1) in View ofKent (US 20030164330A1).

Kelleher and Further are relied upon for the teachings as discussed above relative to

Claim 17." Kelleher discloses that the data includes a polygon. Each pixel block 52 is 128x128

pixels in size. This block size has been determined to effectively divide the parallelism of the

graphics pipelines 20. Since polygons tend to be particularly small, and 128x128 blocks 52 are

relatively large, polygons will not commonly cross block boundaries (Col. 5, line 65-Col. 6, line

12). Further describes that the at least two graphics pipelines are on multiple chips (Col. 6, lines

47-51), as discussed in the rejection for Claim 8. ‘

However, Kelleher and Further do not teach creating a bounding box around the polygon

and wherein each corner of the bounding box is checked against a super tile that belongs to each

separate chip and wherein if the bounding box does not overlap any of the super tiles associated

with a separate chip, then the processing circuit. rejects the whole polygon and processes a next

one._ However, Kent discloses that the graphics pipeline [0006] calculates the bounding box of

the primitive and testing this against the VisRect. If the bounding box of the primitive is

contained in the other P10’s super tile the primitive is discarded at this stage [0129]. A primitive

can be a polygon (independentprimitives (triangles or quads), [0088]). The method used is to

calculate the distance from each subpixel sample point in the point’s bounding box to the point’s

center and compare this to the point’s radius. Subpixel sample points with a distance greater
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than the radius do not contribute to a pixel’s coverage. The cost of this is kept low by only

allowing small radius points hence the distance calculation is a small multiply and by taking a

cycle per subpixel sample per pixel within the bounding box [OI44]. Since the method calculates

the distance frornueach subpixel sample point in the point’s bounding box, this must include all

the corners of the bounding box. Therefore, Kent discloses that the data includes a polygon and

that the graphics pipeline creates a bounding box around the polygon and vvherein each corner of

the bounding box is checked against a super tile that belongs to the graphics pipeline and

wherein if the bounding box does not overlap any of the super tiles, then the processing circuit

rejects the whole polygon and processes a next one.

It would have been obvious to one of ordinary skill in the art at the time of invention by

applicant to modify the devices ofKelleher and Furtner to include creating a bounding box

around the polygon and wherein each corner of the bounding box is checked against a super tile

that belongs to each separate chip and wherein if the bounding box does not overlap any ofthe

super tiles associated with a separate chip, then the processing circuit rejects the whole polygon

and processes a next one as suggested by Kent because Kent suggests the advantage of

processing the super tiles one at a time in order to hide the page break costs [(1129, 0051].

Canciusian

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Joni Hsu whose telephone number is 571-272-7785. The

examiner can normally be reached on M-F Sam-Spm.
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If attempts to reach the examiner by telephone are unsuccessfiil, the examiner’s

supervisor, Ulka Chauhan can be reached on 571-272-7782. The fax phone number for the

organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained fi'om the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http:/fpair-direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (BBC) at 866-217-9197 (toll-free). If you would

like assistance from a USPTO Customer Service Representative or access to the automated

‘ information system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000.

JH

4%/‘«é)éWmAa-—~
ULKA CHAUHAN

SUPEFWISOFIY PATENT EXAMINER

0286
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g,rap3’1ic-s pipeiiitzes irhrther inciutics front end circuitry ogaerative to receive vertex data and

anemic pixei dais: cor.r-.:sp<3nding 10 a p-rimitive to he :r,ende:.'ed, and back end c:i:‘cu':*.:'y, cougfled

in the mm: and circuiiry, operative to receive an-.d process a purtion ofme pixel aiaia.

*'.‘.7E‘IiCLfi.{‘if.}.='i¢' ':f14‘_’.33‘.5.i
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5. {origiaai} 'i‘§':e graphics pr0cess_ing. circuit o.1'Ta':}ain1 4, w*i~.t;‘.r<:z'z1 trash c>'t't'n-e at Seas? twaa

graphics pipelines i"u11§:eri.ac1'udes a scan converter, ccupieé t0 the and cir:;u:'1'r;:', 0;:-<.tra:tiv¢:

to dcterznizlc the poriirm of the pixel data {'0 be pracessed by the bacic. and circuitry.

6. {mi-gi:§a.E} '§"§ue.grap'i1ics prvcessing circuit of claim i_._ wh.::r<-.:§.r.: each tiic 9%.” the seat 4:?"

tiles ‘f‘x;ar‘tI1s::=<;c>.n31':z‘§a=.é::s a }6xEf$ pixci arra}=.

?. {<>'rigi::a§) The graphics p'r'r'>:;':‘3S2§_i2’1g, circuitofciaim 4, whe1'r:in the at least two ggapirics

pipeiines sepamim-31_y receive ‘aha pixel data from the front end ciz'cuitr_. I.

8. (<:eu3ce§ed}

9. (_canc::'§ecE}

‘H3. é’_<zrig1'r.al_) The gragahics. processing circuit of claim 4, vviuzrssin :2 iirsi of 212:: at least

two graphics pigaeiines process-es-1:119 pixel data only in a first set o1’Eiie:a in the r::p£:a=;'1':.1g tile

pa.item..

E3. {etigginaik} ggraphics processing circuit of claim: 10. *.v‘m::‘ein the fmst oi’ the at

feast two graplzics ;1;'pciinc:~t- Eimhw: inciudes -a s-cam" converter, cu-.:_picd 10 the fies}: anti cirwitry

and the back and c.-‘:1-c:ui9;ry_, opczrative ta prcwidc posiiicm coordinates <>;€‘:'.3"::: p§:<.<:§'s witizin the first

of tikes to ‘be: processed by the bask and circuitry, the scan Ci'}§'.i\"€-Tim’ inciuding pixei

ide:1ti£'icai'i0n iins: fur :.'eceivin_:_.=,'_ti}c identification data indicating whierh ‘of’ set <>'ftiIr.:s in be

prcscsesstrd by the back‘ and circuitry‘.

C.7i111C3.°*.€ii.)i:'§ ‘: ‘{I£'L".'3'L'..‘..'l.
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"3321. {prcvimasiy presented} The graphics pmcessing circui: ofciaim E, whe:re:in as second

cjf the at least {we grap§*aics pipelmes processes the ciata only in :2 :~:<:c:::':d set of i..i1'<:s; in the

mpezztizzg tiiaz paattem.

'33. {previousiy ;3rC$€11?.'<:d} ’i‘he graphics processing circufi cf chzim ‘:2. w’h=:::'a=i:1 the

scmilsi of the at 5833?. {we graphics pipe}-fines further inciudes a scan cor:\_«-‘cram, cmzpleci iii fuani

5:116; <:ir<:u€11'j; and back and circuitry. <.ape;‘ativg: to ;.:ro=.-'id<~:. positirsn coo1'dia3ates of the gaéxs.->13

wifihin the seconéé sea of tiles to be processed by the hack and circ12.itry, aim scan c<m‘~/ericr

inciuLii:1g 3 pix:-ti iilmtificatiian line for receiving tile icienti-'E‘icatio:1 iiaia in43:ica§h'.r:g wh-ieh oi’ 1'I.’ae

ofiihzs is ta be f;:1‘0Ci>SSE3(1"b}.=’ the back. end. ::ir<:'-uitrj,-_

A

=+. ihriginai) The graphics pr<>ces:iing__ circuit of <_:iair;1_ 1 inciusiing a iiaird g,:'ap1';ic_s

pi'p:-:}ii'1€: and 21 {"m21‘E.}: graphics pipeiine, whewin ti1'£:'E'hErd graplaics pépeiine §l3C§LE5<’.‘»S i"‘mm and

::i;‘cui£:'3«' apex‘ Eh-c to rzzceive vertex ciaia and." generate pixel aiaia corr¢sp<>mi:'11g K.» a prirnitive tn

be rendered, am? cmi circaaitry, coupieci to the fmnt and cércuitzja: ngamuixa-31:3 xeceévc and

pmcatss the pixel dais: in :1 third set cf ?i}:::; in the repeating tiic: pa.1'ii:m, and wh<::':“.*i1‘= tine foimh

gra;3?.zi.cs gsipeiiric.-énchitfcs front end circuitry" operaiive to rec.‘-t:i'v-'6 vertex data: and generate pixei

data ccarrespoiadizxg :0 :: -p1'im1'tive to be remiaared, and back and circuiiry, cmzplesi to t§‘1e.§"r:':r:€ emf

ci:'c'ui‘;ry, operative to receive and process the pixel ii-'.-ma in a fa-.:r£¥.=. set of tiies in the regreating

iiie patiem.

15. {orig':na=.§_} The graphics processing circuit of ciaim. 14, wherein the: ihétzi g,raphi<:s'

gipciirze further iue.:i.:.1ci::s a scan com:ert:;.*.-',. coupieé ":0 the E1011: and circué!'r;»= and $316 back and

circttilry, opmativc to }'J1'ov1"e pusitiun coordirazims of the pixel? witmn {he tE1i1'&% sci. Hf fiies to be

p1:ucc:s$<>d by the back and circtaitry, £1 £3. scam com-'erter'in<:iudéng :1 ‘pi-xci ideniification iim: for

€.'-i'i1€.'- !‘:.f.'r’C}.P‘# ilS»i'.E325.E
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accciviiig, Eiic idciitiiicaticn :ia'i:a iridicaiiiig wiiich of the sets cf tiics is 30 inc picccssed by Ehc

back cmi {3ii'Gi}ii2‘}'.

‘.6. (m'i.§;ina§} The graphics processing circ=.iii' oi‘ ciaiim iii, whcreii: the iinirth graguhics

pipeline fcriiicr inciurics ii scan ccnvettea‘, cm:-pied to the frail: end ciicuitry and iizc imcii cm}

circuitry, iipcrafivc to prc;w_idc- position _c:ccrdii1a';,cs of the pi'sci.s \N§i‘i2‘:iI! Ei'iE3 ‘fmtriiz sci cf‘ iiics :0

be processed by tiic in-ick end circuitry, the scan com-*c1'i.cri1iciu£i.ing a pixci iiicntiiicaliziri iiiic for

rcccivi.ng_a_ iiie idciztiiicaiicii ciaira. imiicaiiiig wfiicii of the sets cftiics is we processed by the

back Ciiii circ=.iii.=:y.

I7, {crigjiix-iii} The graphics processing circuit of cisim 16$, \>.*i1cr==:in {he third ii-mi fc=.::'th

graphics pipciincs are on separate chips.

38. (c2'ig,ina1} The gmgihics processing circuit of E4, iiiri'hci' inc?‘-.1cii:'1g 3 bridge

cpcrz:*-ii vi: to ‘L‘='£i3.'i$'i‘:'1i{ vii-:'f.e:2<. iicta 1:‘: each of the {'ii:si'_, second, third and {curth g1‘£1§_)i1iCS pipci ines.

19. {crigimzi} The graphics processing circuit cfciaim 3? wherein {he {Esta inciudcs a

pciygcn cad wiacrciz-i each -scparatc chip c'rcat::s a -bcund-i-cg box around the p:3i:«‘gs':iz and wh:-zrcin

each ccmcr cf‘-£333 iieiiinciing has -is checkcfi against :1 su-psi’ tiic thai belongs ‘cc cacii. si:;icraic chi

and whcrejii 9.11:: Ttmunéi-cg‘ Ems. f.’i0£3S net cvcriaap my of the super tiics iiSS(}Ci£iE€Ci with a

sc crate chi , then. the imccssin circuit rebcts thé whale nclv ion anti rccesses 2: next cnc.. ,3.

20. {~::urr::n§iv amended‘; A Ia ibics DT‘<)C<3SSii1"T1'i<3Ii'10£E, cam 3i”iS'i¥1 J":J . . 5 ..

c<:ci~.;§ng 'vt=.x't<;-2: Liam fcr jsrimitix-.'<; in he .cn“<i.c:'._>r.i;

3::-:1ci'ai'im* i)-zci data in res case to ‘She Vc:'tc:< dritaz.,) .

{Iii .-"\i'EiL-;‘:': I f.»1‘_?..'+25.‘:
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<i.::i£:1'1:r1inis1g,>, pixels within at set of tiies of a repeating tile paitcm :':(m‘cspo:1ding to

screen iocations 1:0 be procmsscd by a corresponding one of at £939: E‘J~f0 graphics pipelixies in

response. 1.9 ‘the: pixel data, the repeating tile pattcm inclufiirig, 9 hc;«ri?.s5nia}l§r' amci 've:ri.'§c213¥y

rs‘.-peating gzaitern stsfsiixzasrca regiians; [§2t11d]}

perforaning pixei operatiolls on the pixels within the <ietcr.mined 32? of iiics bf" the

correspzxaiding, tent’: -izrftizé: at twe graphics pipeiiaesggxgg

311m¥.‘:.i..<»‘_s_12_1__'3w1_it;:.<.=.:=;..§32.i.:.3r.<2._*~;i___._u>‘-m*»r;I:1.9.:sr...c.>.*~..>.i.';fe..':.:.2_i.l..<.r.z:-

2?. (crrigginai) ’1"h<: graplzics processing method :3“? clain‘ 20, wirxcrcin <'i<::'c:mi.r1ir1g, the

pixcis within a set :3‘? flies 1'31‘ Kite rsrpeaiilzg tile paitem to be _proc::sseé iisriiacr cm.‘np:'ist:s

cieiermining the zzftiies ‘-3113? the con.-cspunciing gr:~,q.1hi<:;~: pipeiim: is rcspensihie far.

22. {_<:r§g;i'nai} Tilt: graphics p1':‘3cess'ing method {sf claim 20, 'whc1‘t:én cIc:1'<::'miz1i.:‘1_£_a_ ‘the

piX6:E:~‘. within £1 Sci. :31’ dies. inf the TG_pC8.Iil1g_. tiie pattern in be pme.e:'isex'} 'i'*.zrfi.'2er <:om13ri:=.es:

providing positicm c-zaizrciinateg of the pixeis \:vifm'n. the detexanined sci nftiies is be ;}'i‘f)Ci‘_2.‘S$i3{1 in

the »:'.0:'n‘:;~:;30ndi!zg; u1':<: of the at Zea:-It two gg-ziphics piptzlmes.

23. icaizceicii}

24. (previously presented) A gxagfluics pmcessing circui 1‘, c0111prisi:1g:

iiont end cir<:m'i1'y -apczratéve to generate pixci data in 1‘e2=.p0ns£: its prénritéve (late: for 2:

prirzxitive to be ::::ndere(£;

f1mt'ba£:i< and circuitry, coupled to the i'1'.on.1.' end circuitry, opr.=:.ra‘:ive Lu pi‘0~L‘-f.‘SS 2: first

pofifun of {he ';>i:i;:} data iI1r£:s_p£3nse to positiun coc:rdina.€<:s;

€l1'iiIClAiliC3.!!-5 l1‘.~=i'.‘..’e'}..‘i.‘e
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:1 first scan cor1v<:s't::r_. coupied. hetxvecn the {sour end c:ir::ui'try and the ‘first back and

cimuiiry, operative $0 cieiernaine whéch set of tiles of a repeatiag tiie _paz£§::rn are to be proccsscii

‘my the first back‘ and c.ircuitry, The :'<.’:pC£‘.ti1‘:g tiie gaattem influniing it ‘imri2,o.a}.§':.t§E;a' and w::1.ic:«131y

repeaiixzg pai'i_c:'a3 (sf scguzsre re‘ ‘ions, and operative to pmvide the pos'£i'ion ::<.n:.::'¢fi:1=.z*.es to the first

back and circ::it.r}~' in 3--::spon.se :9 the pixei data;

second back -and. circatitry, coupled. to the fmni end circuiuy, 0pe:'atévs'.*. 5,0 "puma:-:35 as

S(‘2Ci}I1{‘§ ;3<:r1.i<m «if the pixci data in r<:s'p0ns~:: in position ‘cc-.-urdinaztcs;

at sccami sew: cc.rwer1'er_, cmupicd beiween the {font cue? circuitry sasconai hack and

s‘:ircui.try, o;3emi'iv'c in dc: -‘mine which 3-3‘; at" £363 ofthe r<~3pe:ati.ng,' tiixs ps.€i:::'.-"2 am: to .531: ;>r:::::cs::eci

by the secnmi haick find circuitry‘, and Opt‘-I‘EitiVE: to provide 131:: p€)SIiti{}:“: c;o::>:"t§i:':ai'c:; i(3't}1c sec-omi

'ba£:}.< and circuitry in response to the pixci sziata; and

3 n1.<:n1oz'}*' s:¢r:€ro'!l::a‘, <:'oL:pied to the first and seaond back and ci:‘<;ui€r;.= operaiiw: in

transmit am‘? re<;<~::'v::1"i1<: pzgxcessed -pixel data.

.25. (c-13rrc:'11.E_y am:-2n.ded_} A g_2,rap§1ics ;1r0ces$in_gg<;i2'cuit, ccamprisingt

at 3-cast {we g;*api1i.c.s pipe-iizxes opcrettiw: in process data in at conesponiiéng set of aiics of

réip-zzating iiic patter : cor1'espon<1‘§ng to screen. ‘notations, 5: res;r_>t:<;zive (me <32‘ the 3‘; .'i.ez~:st ‘wee:

graphics pipeiines npew-.*.ive to precrsss data in a dedicaied tile, w‘he1'ein the mpeating {fie pavtem

includes a }m1'é;'r.c::':ta}iy and vertically repcatiaxg pai'£_::z*n ofrcgitrns;

26. {cayiceie-€i_}

f_‘.i*1IC?.L'3CJf§f i€:-’§‘3t.‘a?.‘E ':
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REMARKS

Cliaims §.~26 are new pending in the application. ,1-Xppiicani-:3 rc:s:;J<:cz-f‘=.:.i§y 1'rm/arse and

recgaezsi :‘::cons.%<ic:‘a,ti:ar1.

{I.‘.iaim I35 stamis ivbjectesfl to becmtse it is a11<:g,::d1y exzaciiy the same as ciaim 1 and is

IE'zcr£:.fom- a repeated claim. Ap_p1icani's respectfxtiiy paint out {hat ciaim inchnics 2: “re;nea.1'ing.

paiicrn <35’ reg;ions;” {emphasis added), but c‘1z:im 25 ciaims a “rE:f::<t:-Ring pattem of

reg,§o11s"‘ {wi3‘hou%: the iiznitaticm that those regivns be square}. 'l’uri2°w-rzncsre, Appiictrmts hzwc

amt-.ndc<i ciaim tr: iaacorporaie the Eimiiation of claim 26 mm claim 35__, zmtczl imiow.

'1‘herei’{3re, .»’a;)pi';cants rcspcctfuiiy request‘ thai the oizjeciion be wiihdrawn.

Cliuims 2E3-23 Siam} rejected under 35 U.S.C. § 101 for a}.1cg,c<‘iiy b£:r§1:g dire»<:«t2':»:'§ to non-

staiuiuryr subject. maiier. As an iniiia} mazter, Applicants mate 21:31. ciaim 23 ‘ms Esee-an £:£ii'3C§23i.’:{'3

wiihcui prejudiszae-3, ihereiay rendering this raj ectiun 11:00: as to ciaim 23.

with rc_gar<i in ciaim 25}, the Exanfim:1' inereiy states that the graphics pa-<';s:cs;si:':g.; =.'.n£:i'i:u<i

a‘.‘ao<:..s not y.i<-.*-iii ex “-usefui, cuncrws and tangible result.” The Eélxagmincr an»-;::':‘:}_\,.* ;3r:)v":aics :1

ccanciusive st:-:12-£11331‘ that the ciaisns alicgezdiy constitute n0:1—s1atut@ry s1:}*>;'e::1 n1ati<:r wiihous. an

explanation as to <.<-‘hy the ciaims aiit-:ged'3§;' constitute m*.r.—statut0'ry subject m:;‘:1'c:'.

Applicants: zxiaject {G this reziectiaun for at least the 1'€:asnn fhai :30 ex_;>Ear:at'i1::.1 has been

given as to '~:a*hy 131:: a'f<m::nenti{mc(i ciaims are non-statutory. -fi~..cc<.:r.'éi:1g}y, a }';rir?3(.4j£’.:(:£'5? case

11213 not been cstablislled. Agapiicainis kindly reminrl the O'.="’i‘1<;c that MRS? §?.?.0€é(}V}{E3} 5:l{'§it€.?S

i'}:at“1‘_i}he harm‘: is on the ifixuaninefj to set forth a prima facje case of 't!np?i’:.‘. “whim.” “flier

examiner _cx. Jain-s_' in the rccurd the basis far Why ea uiaim fur an ahsir:-let

‘~.V‘§th nu practicai appliczziion, {lien the bLu'den Si’-;ii'1.s to the apmicant. ii: e:3i'he1' '-=:'n:=:nd ihe c:iz:i':'n or

make :3 showing :>fw.'E.1y the ciaim is eligibie for patent mote.‘-c£iun." ?v2I}’E§§.’ §2 {3{S(.I‘»’3(1)}.

(:5 :1c.«s.G0:.:; ::':-'.':!.‘5‘25.i
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ht: a{i<‘§ii'i<m, -the fixaininer states that the ciaimcd nxefixsd to yicis} 3 uscfué, c-0r1crc:i't:,

Emd 93:‘:-gibie restzit. 3-ixzzowever, according the Fedemi Circuit’, paktiltabie sxftzjearfi. ma-:t.{<:r inciudes a

“}'3rm:€:sS if the ciaémeti i.nv<:n.tjon is atpplieci in a "use.{’ui’ manner.” 1:‘ 1&7’ Corp. v.

;":‘.=:r:e.»Z C:;r2:u':~::a;r2z'.:r:::.=ric:r2.s*, firm, E772 .3‘.'3ri 3352, E35‘? -(Fed. Cir. 1999}. A proper inquiry’ 1'eq=.1ires

“an cxaminafirszt :31’ the ::<>13t::sta:d ciaims to see if the ciaimed subject niatter , . . 9.

‘Eaw (:2? :aa_t=.21'<:‘ 0:‘ an ‘2zhs1'ra_:c:. or if the _. . .conc<:pi has been reaiucerfi ‘so some p;'ac£ic:z=.E

appiiazatien wndcring it ‘us<:fL:!’."' Id. In addition, LVIPEP §2E0fi{§\-’)((I.; -mics thai “(Kin

evaluaiing Tw'.h<:ti1:::' a. claim meets the requérezamnts 01" section 391, the ciai-an muss; be tronsiéemi

.:_:,3__.;z____';fi1§}_§ to cictcmzizzc w11z:t'h<:r it is for 2: particuiar appiication of an abstract idea, rzatural

gahsziwmensan, 0:’ 3-aw sf Il21§'il‘£‘{.3, ratif-er i'h§.'.:'1 ibr. an. zahstracl idea, naturai phenmncnon, or ‘1a=.w uf

naiurss.” ’I‘her§:§2‘s:*¢3, the ciaimeti invention as a whszsie shouid yield 2»: u5:e'f=.1§, concmic. and

§'.angibE&_: resui 1:.

AppEi::ani's mspect'§’u1!y.s1:b1nii that at 1easl'inci<.=:pendent claim 20 rec.§i.<::=. sizatutory subject

rnaitar. The ciaim inciucies, fox‘ exanipie, p1'<>s:es3é:d pixeis, ‘which are i3(.lI‘:C§'{3Ti3 { recciviiig

{he same input data fates‘ the prin1itévic is be rcnflcred wiil always produt:-e iizc same p1‘oct=:ss:.>.d

pi.xe:i:::}, t'1a~:3fL:1 {:3-. 1.1., has a practiazai utiiity}, and has at rca} Msrid, tzmgiblc rc‘::'ul€. E70‘: exairiapic,

Appii-exams pT€3S{3E’1‘:’. a. zzseihod for gmarfnrmiilg g,a'£:§3'hic;‘s prucezssing !'.ha:.E comprises, anmng other

Ehings, 1:'E111Smi?.1i.:3g prim-£3-Ssiid pixels in-a:n£::_n01‘y L‘-L_1_1‘=.{1'{JEia-:1‘.

For such subject matier to be stamtgry, the ciaim;-td. process must be iiméied in a: ;_:rs;c£'ica}

appiiczlfion of the abstract idea or mafriematicai I-3.ig0r€thm in {he !.ecE:no!<)gi<:::i_ arts. In re

.»i;f'c:p,a:z:, 33 R36 3526, 1.543. (Fed. Cir; 1994}. A. C}:'_1§IT‘: iiznitcai EC} 3 praciicai. E:p§)i'iC1ii'i€m when

rm-:n1c:hm'}, ciaiznerl, produces a concrete, tangible, and useful resuit. ,»1.17'&}"‘(.'.’or;n., W2 iiilfid

at 335?. in ;.'§'}"3:‘:é-;';"’ the ciztims in quesfiogi were dir-‘c-:-3d to genciming a message recmcfi ‘fir: an

-C.T§ii€.?/'xi'£{'J5'ii'i 6‘.-~".-‘.'*..3.’3.°.3.?
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inttxexchaxtge ::a§i ‘netwssen an Lwrigtiaaating sulvscfibczr and a tmninatizzg suE3sa:;'iE3::r and adding 2.:

primar3»' inEerex.c'm—z:'=.g:e czmier {3’iC} indicator to ‘the message recerd. .:’c..?. at £354. The ccmri heid

that ‘*{f§}_:se PIC indicator reprasstmfs infozmaiion about the call re::'pient"s §’i(L a usefiai, mon-

a‘nstraci' wszaii: i§éa:.t faci_1itatcs d.i.f’€::r£:ntiaI billing oi’1<n1g«dist'an::c ca-.§Es manic by a . . . subs ‘ri‘-ms.”

2'63. at 1358} Z.-ikcwise, a ma<;hine ciaizn is sta1'ui'a:+ry* wh:.:n the znachinc, as iziazimcci, produces a

Kmilf.‘-}.‘f3i{‘.', izmgihiz-2 and usefizi rests}? (as in Starla S.f.reer flaw’: cfé "I'.r:.a.s‘! {Jr}. v. S;'g.r:.:zr;ere: .?<":’nm:cs'a.f

{IEmz.«p, ;{22::.._ 149 F.3d 1368, {CW3 {'Fr:<'i. Cir. 1998)}. i‘10'wev:::', the 2:113} ysis is the same:

1't:gar<iEcss a.i"w'm:i'E;::a~ fine ciaim is directed to 9. machim: or a prncssss.

in S.a."a Siren’, the Federai Circuit revbcxisccl 3 claim Liirectcci to 2: “£133: pmcessing. Sysiimi

for mzuuiging a fEranc'ia? services c0n.figu1'aiim1 GE’ 8. p<3ri'foii0 :::s1.a't2iish.ed' as :1 part acrship, each

{Si-.1‘:"!3'li<':i' being 011:: of a pluraiity of fux‘-.£is, comprising’-’ a variety of str=.1<::1:ra§ cm-n.pon.cnts

imiusiiaxg a “$3 ‘R13’ mans for procazssizig data regarding aggmgatc year—cnd income, expenses, and

capital gain or icss for the purtfolio and each effPac- funcis.” id. at‘ I3’T1~?2. ’{‘§1r:3'*'r:c1s2m‘: (fi.rw;::':i=;

h.e}.d that:

fight: t.'r2u‘1Sf<3r1I1'a€§@11 of data, representing discrete dmfiiar mnmmis. by a

_ma_'::hir':<: thrczugh a series of lnathematicai caicuiatiszns into 2: iizmi share

-price, s:.a>nsti*;utes 2: praciicai azppiicafion of :1 mathexrzaiicai a.igc>rithm,

iivmmla, cur c.a}cu¥.atiLm_. b'eca=.:s<~> it produces ‘a usgfué, cazzerrets: am‘;
£a:zgi§*;ic H.-suit’ a ‘final share price 1-nornentariiy fixeé for recwdiazg and

rwofiizzg puqmses am} even ace:-:ptt:d and rciied uparz §:+}-' reguiaatory

az=.t§1m'i£iesELz1<l in subsequent trades. 1:1. as" k3'.>"3.

Ncatably, the claim did 1mtr::qui.r£: that the tangibie 1‘e:suIt._ which was ahe share price. he <Ji£i.i£‘;1{3d

€31‘ prod-uccci. The mere fact that the Siam .S'maer.ciai1.I: required "processing <§.z1tz:” regarditag.

expcznéms etc. was <:nc3'ugh 10 be ccxrisitiztred statutory subject‘ n-'1=.1t1'er. Thus, at Zcast. acco1'di:1g to

the Ft:dcz_z2i Circnit, 3 ckaginl ncexi .nc>:.I e.1:p_‘::'-ss1.y'1'e.=;:it.<: :3 resuit that is cmcreie, and Eangibie

in a last stag} isr a‘-n1}z'where- eésc in order to be considered statutory subjeci znsxfici‘. fact that

C§l§(‘!\€3fJfi.5if341-23335.?
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the clainwd process 19:1 to or aiiowed iii: 3. recorded, acccptcti, andfor relied upun r<t.s'uE=;' was

saziiicieni £0 esiabiish ctamgbiiéznce with 35 U.S.€.‘. § 101.

Whik: method ciaizns take at di'ffercn*.' form than £1 mac§1i:1e ciaiawz, the 1.31:1? fi~.;3piir;:'a=.=.1ts

ciaim meihods and mi 'sn'a<;héns:'s's,. as presented iv .S'£cme .S'!rc2e:._ has no impacfi on me 'pres€:nt

mazeiysis. Sec’ .r‘£I'<i‘.1” (L‘orp., 172 19.36 at 135?’. €E0nsL*que:':‘£§y_._ the fact that tize .S'l'c::cJ Smteé

op-inion notes ihat the ciaém is d.ir<:ct<:d to a machine has no weight on the inst'au1£2u1a§ysis.

With regarai to c3a.in'1 20, €11e'm<:thod 'i'i)r' graphics: processing reqaircs, as umg C-Ihtti’

tixings, generating pixci data in response to the vertex data and per‘-.*l'mni.ng pixei csperaiions on

the gnixeis within the determimd set (sf tiics, by the c0r.rcs'ponding one 01.1113 at mass? mar.) graphics

pipelines. Similar to ti}:-3 ifiaimed invemmn in State Szreet, .~'\ppli.c:1z1:3" uiaiirzcai :a'uhjc::1' mzzfiztr is

aiirectmi ‘£9 a mcthed that processes data not _1;i2ST."fJ11CE but twice: generating»; pixel datta in

rcspcmse it) me vertex data and ;.}t:rfm*113ing pixei operations on §:i':<L*-$5, Per EL-ms!‘ this

r'ca;~;0n, claim 2{_} appears is‘: be directed to a praci-icaii appiicatiun of the sec-{ion E01 judiciai

c.Kc:=.p*.ion. 'I‘§'z<:rc:fi':rc, r<:c:o.:1si.de:‘at':m1 and withdrawai rufthe rzajeciion of chain‘: 26 is r¢s';3ectf1:i3y

amgucstezi.

{Dependent eiaims 2-? -22 are beiiazved to aiso be directed to statutory ‘c-‘:”L1bjt.:£:f‘£i".i’:'£E¢23'é’ fer the

stunt: car Si'£‘:'1'i§8£ reasans as gmwided ahevc. ’l.‘here.forc, rcconsi.d::rz:ti::r: am‘; wiiiidraxarai mi" the

r "_§L’:(3tiO11 oi’::Ea"m::=. 2 3 -23 is respcctfitlly requeste<i.

Claians §—S, ?__ S3, 19, 1245, and 20-26 stand rejected under 35 {J.S.{L.. _§ 101-2fb) as

being anti:;:ipa1.+;-Ci by L? fPat'en1'No. 5,‘E’9£!-,0‘! 6 (“Kei1e1wr"’). Kelleher is gctmzraiiy ziirecfeci to a

pzIrz1!'§ei~pr0c<::~snr graphi-as ;a:‘chi1£:-ciure appropriate fur n'1u1timcdi:'; graphics werécsmtions €313: is

scaiabic ‘ac the nceiis of 3 'us;er. {;>’xhstrac*r., .=”xs.< shmvn in Fifi}. 3, for exanxgaie, 5."-epzaarate

:'enc3cring precessers 20 each iinplcment graphics and inultiinedia aiigarithnis and interface Wm}

€.“?~iT(.‘.-’\<i£J;"!»' 1:342.‘ .'.*:'. I


