6.4 Consistency Model

In their paper on the parallel AP, Igehy, Stoll and Hanrahan defined
the concept of sequential consistency for parallel graphics systems.
The graphics system presented in their paper provides command-
sequential consistency, which means that each OpenGL command
1s considered to be an atomic operation. WireGL provides a weaker
form of consistency called fragment-sequential consistency. In this
consistency model, only operations on the framebuffer are con-
sidered to be atomic. When considered in isolation, each tile in
WireGL is command-sequentially consistent, but the final image is
not If two clients each draw a triangle without any explicit order-
ing or depth buffering, WireGL may show one or the other on top
on a per-tile basis. Igehy notes that any graphics system that sup-
ports the parallel APl should provide at least fragment-sequential
consistency. Parallel plications that must always produce exactly
the same final image can achieve this in one of two ways: they
can use depth buffering, or they may express their ordering require-
ments through the use of the parallel APL. WireGL provides both
of these capabilities, and we have not found any application that
both produces deterministic images and also relies on the stronger
command-sequential consistency model.

6.5 Futufe Work

The main future direction of the WireGL project is to add addi-
tional flexibility. The current system is suitable for many appli-
cations, but some paralle] rendering tasks require a more flexible
configuration. When considering the visualization server configu-
ration of WireGL, it is clear that each node in the cluster is acting as
an OpenGL stream processor. The application is a stream source,
generating multiple streams 10 a number of rendering tiles. The in-
termediate pipeservers accept an incoming stream of geometry and
generate a new outgoing stream of imagery. The final compositing
pipeserver accepts multiple imagery streams and generates a final
image for display.

Because the system is closed (that is, each stream is in exactly
the same format), it is easy to imagine that other useful stream pro-
cessing configurations could be constructed. The next version of
our cluster rendering software will allow the user to describe an ar-
bitrary directed graph of graphics stream processing units. Stream
processors will be written using a standardized interface so that new
stream processors can easily be created and plugged into the cluster
rendering framework. This will provide researchers with a frame-
work for testing their own cluster rendering aigorithms, be they
sort-last, sort-first, retained-mode, or extremely specialized. We
will be developing parallel applications for volume rendering, inter-
active exploration of unstructured grid data, terrain flythroughs, as
well as paraliclized versions of commonly used visualization pack-
ages such as VTK, all targeted at this new common cluster render-
ing framework.

Another promising application of this new technology is trans-
parent support for CAVEs or arrays of casually aligned projectors.
A version of WireGL has already been adapted to allow unmod-
ified applications to run in a CAVE, and we have seen a demon-
stration of WireGL used for a tiled display consisting of off-axis
projectors. In addition, we have nearly completed a Microsoft Di-
rectShow backend for the Visualization Server to leverage the latest
technology in streaming video codecs for rendering at a distance.
Our latest results allow us to deliver the rendering power of our
cluster at 640 x 480 across a 100 megabit network, and recent codec
advances will allow us to use even slower networks for scalable re-
mote visualization. A version of the system described in this paper
has already been developed to perform sort-last parallel rendering,
using Lightning-2 to perform depth compositing on the pixel chain.

7 Conclusions

We have described WireGL, a scalable graphics system for clus-
ters of workstations. By integrating parallel submission into our
sort-first parallel renderer, we are able to achieve scalable render-
ing performance for a variety of application types. WireGL aflows
users to build a graphics system capable of handling demanding
real-time, immediate mode tasks at a fraction of the cost of a tradi-
tional graphics supercomputer. Alternately, it is possible to realize
much higher performance on a cluster of workstations for the same
price.

WireGL is a more flexible graphics system than an internally
parallel standalone graphics accelerator. By leveraging commod-
ity parts, the building blocks of WireGL can be easily upgraded as
technology improves. WireGL enjoys the economies of scale of
off-the-shelf parts, providing excellent price performance. 1n addi-
tion, algorithm or system designers can use WireGL. as a base for
experimentation with parallel rendering. WireGL's flexibility and
scalable performance make it an attractive system for real-time ren-
dering on clusters.
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Summing the floating-point requirements for all of the seomerry stages gives a lotal of
2.220.000 multiplications/divisions and 1,470,000 additions/subtractions per frame. Since
a new frame is calculated every 45 second, a total of 22.2 million multiplications/divisions
and 14.7 miilion additions/subtractions (36.9 million aggregate floating-point operations)
as required per second—a very substantial number.

Rasterization calculations and frame-buffer accesses. Let us now estimate the
number of pixel calculations and frame-buffer memory accesses required in each frame. We
assume that z values and RGB triples each occupy one word (32 bits) of frame-buffer
memory (typical in most current high-performance systems). For each pixel that is initially
visible (i.e., results in an update to the frame buffer), z, R, G, and B values are culculated (4
additions per pixel if forward differences are used), a z value is read from the frame buffer (1
frame-buffer cycle), the z values are compared (1 subtraction) and new z values and colors
are written (2 frame-buffer cycles). For each pixel that is initially not visible, only the z
value needs to be calculated (1 addition), and a z value is read from the frame buffer (1
frame-buffer cycle), and the two z values are compared (1 subtraction). Note that initially
visible pixels may get covered, but initially invisible pixels can never be exposed.

Since we assume that one-half of the pixels of each triangle are visible in the final
scene, a reasonable guess is that three-quarters of the pixels are initially visible and
one-quatter of the pixels are initially invisible, Each triangle covers 100 pixels, so 2 100 -
10,000 = 750,000 pixels are initially visible and < - 100 - 10,000 = 250,000 pixels are ini-
tially invisible. To display an entire frame, therefore, a total of (750,000 - 5) + (250,000 -
2) = 4.25 million additions and (750,000 - 3) + (250,000 - 1) = 2.5 million frame-buffer
accesses 1s required. To initialize each frame, both color and z-buffers must be cleared, an
additional 1280 - 1024 - 2 = 2.6 million frame-buffer accesses. The total number of
frame-buffer accesses per frame, therefore, is 2.5 million + 2.6 million = 5.1 million. If
10 frames are generated per second, 42.5 million additions and 51 million frame-buffer
accesses are required per second.

In 1989, the fastest floating-point processors available computed approximately 20
million floating-point operations per second, the fastest integer processors computed
approximately 40 million integer operations per second, and DRAM memory systems had
cycle times of approximately 100 nanoseconds. The floating-point and integer requirements
f our sample application, therefore, are just at the limit of what can be achieved in a single
CPU. The number of frame-buffer accesses, however, is much higher than is possible in acon-
ventional memory system. As we mentioned earlier, this database is only modestly sized
for systems available in 1989. In the following sections, we show how multiprocessing can be
vsed to achieve the performance necessary to display databases that are this size and larger.

18.4 INTRODUCTION TO MULTIPROCESSING

Displaying large databases at high frame rates clearly requires dramatic system perfor-
rance, both in terms of computations and of memory of bandwidth. We have seen that the
geometry portion of a graphics system can require more processing power than a single
CPU can provide. Likewise, rasterization can require more bandwidth into memory than a
single memory system can provide. The only way to attain such performance levels is to
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PE, I_;._PE‘ '_, PEZI.- - _..E]_, PEnI
{a)

Fig. 18.9 Basic forms of multiprocessing: {a) pipelining, and (b) parallelism.

perform multiple operations concurrently and to perform multiple reads and wntes
memory concurrently—we need concurrent processing.

Concurrent processing, or multiprocessing, is the basis of virtually all high-perf
mance graphics architectures. Multiprocessing has two basic forms: pipelining -
parallelism (we reserve the term concurrency for multiprocessing in general). A pipel
processor contains a number of processing elements (PEs) arranged such that the Dutput i
one becomes the input of the next, in pipeline fashion (Fig. 18.9a). The PEs of a paral
processor are arranged side by side and operate simultaneously on different portions ofth
data (Fig. 18.9b).

18.4.1 Pipelining

To pipeline a computation, we partition it into stages that can be executed sequentially 1
separate PEs. Obviously, a pipeline can run only as fast as its slowest stage, so
processing load should be distributed evenly aver the PEs. If this is not possible, PEs can be’;
sized according to the jobs they must perform.

An important issue in pipeline systems is throughput versus latency. Throughput i is th
overall rate at which data are processed; latency is the time required for a single d
element to pass from the beginning to the end of the pipeline. Some calculations can
pipelined using a large number of stages to achieve very high throughput. Pipeline latencs
increases with pipeline length, however, and certain computations can tolerate onl
limited amount of latency. For example, real-time graphics systems, such as 'ﬂv_!
simulators, must respond quickly to changes in flight controls. If more than one or
frames are in the rendering pipeline at once, the system’s interactivity may be nnpanred
regardless of the frame rate.
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18.4.2 Parailelism

To parallelize a computation. we partition the data into portions that can be processed
independently by different PEs. Frequently, PEs can execute the same program. Aomoge-
neous parallel processors contain PEs of the same type: fiererogencous parallel processors
contain PEs of different types. In any parallel system, the overall computation speed is
determined by the time required for the slowest PE to finish its task. It is important,
:herefore, to bulance the processing load among the PEs.

A further distinction is useful for homogeneous parallel processors: whether the
processors operate in lock siep or independently. Processors that operate in lock step
generally share a single code store and are called single-instruction multiple-data (SIMD)
processors. Processors that operate independently must have a separate code store for each
PE and are called multiple-instruction multiple-data (MIMD) processors.

SIMD processors. Because all the PEs in a SIMD processor share a single code store,
SIMD processors are generally less expensive than MIMD processors. However, they do
not perform well on algorithms that contain conditional branches or that access data using
pointers or indirection. Since the path taken in a conditional branch depends on data
specific to a PE, different PEs may follow different branch paths. Because all the PEs in a
SIMD processor operate in lock step, they all must follow every possible branch path. To
accommodate conditional branches, PEs generally contain an enable register to qualify
write operations. Only PEs whose enable registers are set write the results of computations.
By appropriately setting and clearing the enable register, PEs can execute conditional
branches (see Fig. 18.10a).

Algorithms with few conditional branches execute efficiently on SIMD processors.
Algorithms with many conditional branches can be extremely inefficient, however, since

starement I srarement 1
if not condition then if condition then
enable = FALSE; statement 2,

statement 2 else

toggle enable; begin

statement 3, statement 3,

statement 4 staternent 4,

enable = TRUE,; end;

Statement 5, statement 5,

statement 6, statement O,

Total operations: Total operations:

10 if condition evaluates TRUE, 5 if condition evaluates TRUE,

10 if condition evaluates FALSE 6 if condition evaluates FALSE
(a) {bj

Fig. 18.10 (a) SIMD and (b) MIMD expressions of the same algorithm. in a SIMD
program, conditional branches transform into operations on the enable register. When
the enable register of a particular PE is FALSE, the PE executes the current instruction,
but does not write the result.
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most PEs may be disabled at any given time. Data structures containing pointers (such as
linked lists or trees) or indexed arrays cause similar problems. Since a pointer or array index
may contain a different value at each PE, all possible values must be enumerated to ensure
that each PE can make its required memory reference. For large arrays or pointers, this is an
absurd waste of processing resources. A few SIMD processors provide separate address
wires for each PE in order to avoid this problem, but this adds size and complexity to the
system. '

MIMD processors. MIMD processorS are more expensive than SIMD processors, since: .35
each PE must have its own code store and controller. PEs in a MIMD processor ofts
execute the same program. Unlike SIMD PEs, however, they are not constrained to operate
in lock step. Because of this freedom, MIMD processors suffer no disadvantage when th
encounier conditional branches; each PE makes an independent control-flow decisiofi;
skipping instructions that do not need to be executed (see Fig. 18.10b). As a result, MIM
processors achieve higher efficiency on general types of computations. However, sin
processors may start and end at different times and may process data at different rat
synchronization and load balancing are more Wifficult, frequently requiring FIFO buffers
the input or output of each PE. :

18.4.3 Multiprocessor Graphics Systems

Pipeline and parallel processors are the basic building blocks of virtually all curre
high-performance graphics systems. Both techniques can be used to accelerate front-¢
and back-end subsystems of a graphics system, as shown in Fig. 18.11.

In the following sections, we examine each of these strategies. Sections 18.5 and 1
discuss pipeline and parallel front-end architectures. Sections 18.8 and 18.9 discus$
pipeline and paraliel back-end architectures. Section 18.10 discusses back-end archit
tures that use parallel techniques in combination.

From . Geometry’ : ﬁa.s.te.:riz'ati.oh"'- ]
traw:rsal _"'" subsyéter;' > mang subsystem . % Monitor ;
stage S '
A A
r A r Al
ppsine [o[W{o ] [~
or or
or .
Paralle

Fig. 18.11 Pipelining and parallelism can be used to accelerate both front-end ar'l.
back-end portions of a graphics system.
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18.8 PIPELINE FRONT-END ARCHITECTURES

Recall from Section 18.3 that the front end of a graphics display system has two major
tasks: traversing the display model and transforming primitives into screen space. As we
have seen, to achieve the rendering rates required in current applications, we must use
concurrency to speed these computations. Both pipelining and parallelism have been used
for decades to build front ends of high-performance graphics systems. Since the front end is
intrinsically pipelined, its stages can be assigned to separatc hardware units. Also, the large
numbers of primitives in most graphics databases can be distributed over multiple
processors and processed in parallel. In this section, we discuss pipeline front-end systems.
We discuss parallel front-end systems in Section 18.6.

In introducing the standard graphics pipeline of Fig. 18.7, we mentioned that it
provides a useful conceptual model of the rendering process. Because of its linear nature
and fairly even allocation of processing effort, it also maps well onto a physical pipeline of
processors. This has been a popular approach to building high-performance graphics
systems since the 1960s, as described in [MYERG68], a classic paper on the evolution of
praphics architectures. Each stage of the pipeline can be implemented in several ways: as an
individual general-purpose processor, as a custom hardware unit, or as a pipeline or parallel
processor itself. We now discuss implementations for each stage in the front-end pipeline.

18.5.1 Application Program and Display Traversal

Some processor must execute the application program that drives the entire graphics
system. In addition to feeding the graphics pipeline, this processor generally handles input
devices, file /O, and all interaction with the user. In systems using immediate-mode
traversal, the display model is generally stored in the CPU’s main memory. The CPU must
therefore traverse the model as well as run the application. In systems using retained mode,

~ the model is generally (but not always) stored in the display processor’s memory, with the

display processor performing traversal. Because such systems use two processors for these

* tasks, they are potentially faster, although they are less flexible and have other limitations,

as discussed in Section 7.2.2,

Where very high performance is desired, a single processor may not be powerful
€nough to traverse the entire database with sufficient speed. The only remedy is to partition
the database and to traverse it in parallel. This relatively new technique is discussed in
Section 18.6.1.

- 18.5.2 Geometric Transformation

* The geometric transformation stages (modeling transformation and viewing transforma-

tion) are highly compute-intensive. Fortunately, vector and matrix multiplications are
simple calculations that require no branching or looping, and can readily be implemented in
hardware.

The most common implementation of these stages is a single processor or functional
unit that sequentially transforms a series of vertices. A pioneering processor of this type

- Was the Matrix Multiplier [SUTH68], which could multiply a four-clement vector by a
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homogeneous iransformation maltrix in 20 microseconds. Other special-purpose geometry
processors have been developed since then. most notably Clark’s Geometry Engine, which
can perform clipping as well (see Section 18.5.5). Recent geometry processors have
exploited the power and programmability of commercial floating-point chips.

If pipelining does not provide enough performance, transformation computations can
be parallelized in several ways:

* Individual components of a veriex may be calculated in parallel. Four parallel ;-
processors, each containing the current transformation matrix, can evaluate the )
expressions for x, y, z, and w in parallel. K

=  Multiple vertices can be transformed in parallel. If primitives are all of a uniform
type—say, triangles —the three vertices of each triangle can be transformed simuita-
neously. :

* Entire primitives can be transformed in parallel. If n transformation engines are
available, each processor can transform every nth primitive. This technique has many.i=
of the advantages and disadvantages of parallel front-end systems, which we will :
discuss in Section 18.6. ]

18.5.3 Trivial Accept/Reject Classification

Trivial accept and reject tests are straightforward to implement, since they require at worst'a
dot product and at best a single floating-point comparison (or subtract) to determine
which side of each clipping plane each vertex lies. Because these tests require little
computation, they are generally performed by the processor that transforms primitives.

18.5.4 Lighting

Like geometric transformation, lighting calculations are straightforward and are floatir
point—intensive. A specialized hardware processor can calculate vertex colors based on
polygon’s color and the light vector. More frequently, lighting calculations are perform
using a programmable floating-point processor. In lower-performance systems, lighting
calculations can be done in the same processor that transforms vertices. Note that if Phong
shading is used, lighting calculations are deferred until the rasterization stage.

18.5.5 Clipping

Polygon clipping was once considered cumbersome, since the number of vertices can
change during the clipping process and concave polygons can fragment into multiple
polygons during clipping. Sutherland and Hodgman [SUTH74] showed that arbitrary:§
convex or concave polygons can be clipped to a convex view volume by passing thé’
polygon’s vertices through a single processing unit multiple times. Each pass through the:
unit clips the polygon to a different plane. In 1980, Clark proposed unwrapping th
processing loop into a simple pipeline of identical processors, each of which could be
implemented in a single VLSI chip, which he named the Geometry Engine [CLARS2]. Th
Geometry Engine was general enough that it couid transform primitives and perfo
perspective division as well.
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Clipping using a Geometry Engine (or similar processor) can be performed either by a
single processor that clips each polygon by as many planes as necessary, or by 2 pipeline of
clipping processors, one for each clipping pline. The technique chosen atfects the
worst-case performance of the graphics system: Systems with only one clipping processor
may bog down during frames in which large numbers of primitives need to be clipped,
whereas systems with a clipping processor for each clipping plane can run at full speed.
However, most of the clipping processors are idle for most databases and views in the latter
approach.

General-purpose floating-point units recently have begun to replace custom VLSI
transformation and clipping processors. For example, Silicon Graphics, which for many
years employed custom front-end processors, in 1989 used the Weitek 3332 foating-point
chip for transformations and clipping in their POWER IRIS system (described in detail in
Section 18.8.2). The delicate balance between performance and cost now favors commodi-
ty processors. This balance may change again in the future if new graphics-specific
functionality is needed and cannot be incorporated economically into general-purpose
Processors.

18.5.6 Division by w and Mapping to 3D Viewpoint

Like geometric transformation and lighting, the calculations in this stage are straightfor-
ward but require substantial floating-point resources. A floating-point divide is time
consuming even for most floating-point processors (many processors use an iterative
method to do division). Again, these stages can be implemented in custom functional units
or in a commercial floating-point processor. In very high-performance systems, these
calculations can be performed in separate, pipelined processors.

18.5.7 Limitations of Front-End F'ip'eiines

Even though pipelining is the predominant technique for building high-performance
front-end systems, it has several limitations that are worth considering. First, a different
algorithm is needed for each stage of the front-end pipeline. Thus, either a variety of
hard-wired functional units must be designed or, if programmable processors are used,
different programs must be written and loaded into each processor. In either case, processor
or functional-unit capabilities must be carefully matched to their tasks, or bottlenecks will
occur.

Second, since the rendering algorithm is committed to hardware (or at least to
firmware, since few systems allow users to reprogram pipeline processors), it is difficult to
add new features. Even if users have programming support for the pipeline processors, the
distribution of hardware resources in the system may not adequately support new features
such as complex primitives or collision detection between primitives.

A final shortcoming of pipelined front ends is that the approach breaks down when
display traversal can no longer be performed by a single processor, and this inevitably
occurs at some performance level. For example, if we assume that traversal is performed by
a 20-MHz processor and memory system, that the description of each triangle in the
database requires 40 words of data (for vertex coordinates, normal vectors, colors, etc.),
and that each word sent to the pipeline requires two memory/processor cycles (one to read it

0214



880 Advanced Raster Graphics Architecture

from memory, another to load it into the pipeline), then a maximum of 20,000,000 / (2
40) = 250,000 triangles per second can be displayed by the system, no matter how powerf;
the processors in the pipeline are. Current systems are rapidly approaching such limi

What else can be done, then, to achieve higher performance? The alternative m
pipelining front-end calculations is to parallelize them. The following section describesg ﬂus
second way to build high-performance front-end systems,

18.6 PARALLEL FRONT-END ARCHITECTURES

Since graphics databases are regular, typically consisting of a large number of primiti
that receive nearly identical processing, an alternate way to add concurrency is to partitio
the data into separate streams and to process them independently. For most stages of thé
front-end subsystem, such partitioning is readily done; for example, the geometri
transformation stages can use any of the paraliel techniques described in Section 18.5.
However, stages in which data streams diverge (display traversal) or converge (between the’
front end and back end) are problematic, since they must handle the full data bandwidt

18.6.1 Display Traversal

Almost all application programs assume a single, contiguous display model or database -1
a parallel front-end system, the simplest technique is to traverse the database in a sing :
processor (serial traversal) and then to distribute primitives to the parallel processors:
Unfortunately, this serial traversal can become the bottleneck in a parallel front-end systc
Several techniques can be used to accelerate serial traversal:

*  Traversal routines can be optimized or written in assembly code
®= The database can be stored in faster memory (i.e., SRAM instead of DRAM)

= A faster traversal processor (or one optimized for the particular structure format) can be
used.

If these optimizations are not enough, the only alternative is to traverse the database:
paraliel. The database either can be stored in a single memory system that allows parall
access by multiple processors (a shared-memory model), or can be distributed over multiple
processors, each with its own memory system (a distributed-memory model).

The advantage of the shared-memory approach is that the database can remain in-one
place, although traversal must be divided among multiple processors. Presumably, each
processor is assigned a certain portion of the database to traverse. Unfortunately, inherited "
auributes in a hierarchical database model mean that processors must contend for access tO."_ e
the same data. For example, each processor must have access to the current transformation ™
matrix and to other viewing and lighting parameters. Since the data bandwidth to and from
a shared-memory system may not be much higher than that of a conventional memory
system, the shared-memory approach may not provide enough performance.

In the distributed-memory approach, each processor contains a portion of the database
in its local memory. 1t traverses its portion of the database for each {rame and may also
perform other front-end computations. Distributing the database presents its own problems,
however: Uniess the system gives the application programmer the iliusion of & contiguous
database. it cannot support portable graphics libraries. Also. the load must be balanced
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.;.._m’cr the traversal processors if system resources are to be utilized fully. Hierarchical
: databases exacerbate both of these problems, since attributes in one level of a hierarchy
- -affect primitives below them, and structures deep in a hierarchy may be referenced by
multiple higher-level structure calls.

The following two sections examine two ways to distribute a hierarchical database over
. .multiple processors: by structure, where each traversal processor is given a complete branch
" of the structure hierarchy; or by primitive, where cach traversal processor is given a fraction
'of the primitives at each block in the hierarchy.

“ Distributing by structure. Distributing by structure is outwardly appealing, since
- state-changing elements in the structure apparently need to be stored only once. This can be
. "an illusion, however, since multiple high-level structures may refer to the same lower-level
 isubstructure. For example, a database containing several cars, each described by a separate
zar structure, can be distributed by assigning each car structure to a separate processor.
_ However, if each car structure refers to a number of wheel structures, wheel structures must
“also be replicated at every processor.

. Load balancing among processors is also difficult. Since primitives in a structure are
likely to be spatially coherent, changing the viewpoint or geometry within a scene may
use entire portions of the structure to be clipped or to reappear. Maintaining even loading
mong the multiple processors would require reassigning portions of the database
dynamically.

{:Distributing by primitive. Distributing by primitive is costly, since the entire hierarchi-
<cal structure of the database and any state-changing commands must be replicated at each
iprocessor. Structure editing is also expensive, since changes must be broadcast to every
5'_;pr0cessor. Load balancing, however, is automatic. Since objects in a hierarchical database
“typically contain a large number of simple primitives (e.g., polygons forming a tiled
surface), these primitives will be scattered over all the processors, and each processor will
“have a similar processing load.
© Parallel display traversal is a relatively new technique. In 1989, the highest-
_performance architectures were just approaching the point where serial traversal becomes
‘insufficient, and only a few systems had experimented with parallel traversal [FUCH89].
;N;ither of the distribution techniques for hicrarchical databases that we have described is
‘ideal. Compared to geometry processing, which easily partitions into parallel tasks, display
traversal is much more difficult. Nevertheless, parallel traversal is likely to become
increasingly important as system performance levels increase.

18.6.2 Recombining Paralle!l Streams

The transition between the front-end and back-end portions of the rendering pipeline is
troublesome as well. In a parallel front-end system. the multiple streams of transformed and
clipped primitives must be directed to the processor or processors doing rasterization. This
can requirc sorting primitives based on spatial information if different processors are
assigned to different screen regions.

A sccond difficulty in parallel front-end systems is that the ordering of data may change
as those data pass through parallel processors. For example, one processor may transform
two small primitives before another processor transforms a single. lareer one. This does not
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matter for many graphics primitives and rendering techniques. Certain global comman
however, such as commands to update one window instead of another or to switch betwegy i
double buffers, require that data be synchronized before and after the command. If a largs
number of commands such as these occurs, some type of hardware support’ for
synchronization may be necessary. A Raster Technologies system [TORB87] incorporates
special FIFO into each PE that stores tag codes for each command and allows commands to
be resynchronized after they have been processed in separate PEs.

18.6.3 Pipelining versus Parallelism

We have seen that both pipelining and parallelism can be used to build high-performance
front-end subsystems. Although pipelining has been the predominant technique in system
of the last decade, parallelism offers several advantages, including reconfigurability
different algorithms, since a single processor handles all front-end calculations, and motef% :
modularity, since PEs in a parallel systent can be made homogeneous more easily than ifi a7
pipeline system. Because the performance of a pipeline system is limited by the throughput
of its slowest stage, pipelines do not scale up as readily as do parallel systems. Parallef
systems, on the other hand, require more complicated synchronization and load balancing
and cannot use specialize:d processors as well as can pipelined systems. Both designs aré
likely to be useful in the future; indeed, the highest-performance systems are Ilkcly 1o
combine the two.

18.7 MULTIPROCESSOR RASTERIZATION ARCHITECTURES

Recall that the output of the front-end subsystem is typically a set of primitives in s
coordinates. The rasterization (back-end) subsystem creates the final image by scan
converting each of these primitives, determining which primitives are visible at each pi;
and shading the pixe! accordingly. Section 18.2.4 identified two basic reasons why simpl
display-processor/frame-buffer systems are inadequate for high-performance rasterizatios
subsystems: ‘

1. A single display processor does not have enough processing power for all the pixel:
calculations.

2. Memory bandwidth into the frame buffer is insufficient to handle the pixel traffic— \
even if the display processor could compute pixels rapidly enough.

Much of the research in graphics architecture over the past decade has concerned ways
to overcome these limitations. A great variety of techniques has been proposed, and many
have been implemented in commercial and experimental systems. In this section, we
consider low-cost. moderate-performance architectures that cast conventional algorithms -
into hardware, In Sections 18.8 and 18.9. we consider ways to improve performance by
adding large amounts of parallelism to speed the calculation of the algorithm’s *‘inner
loop.™” In Section 18,10, we consider hybrid architectures that combine multiple techniques
for improved efficicney or even higher performance. Figure 18,12 sunumarizes the
concurrent approaches we shall discuss here.
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Fig. 18.12 Taxonomy of concurrent rasterization approaches.

‘i__B.7.1 Pipelined Object-Order Architectures

A direct way to add concurrency to rasterization calculations is to cast the various steps of a
oftware algorithm into a hardware pipeline. This technique has been used to build a
iwmber of inexpensive, moderately high-performance systems. This approach can be used
with either of the two main rasterization approaches: object order (z-buffer, depth-sort, and
BSP-tree algorithms) and image order (scan-line algorithms). We consider object-order
rasterization now and image-order rasterization in Section 18.7.2.

~ Object-order rasterization methods include the z-buffer, depth-sort, and BSP-tree
algorithms (the z-buffer is by far the most common in 3D systems). The outer loop of these
Igorithms is an enumeration of primitives in the database, and the inner loop is an
numeration of pixels within each primitive. For polygon rendering, the heart of each of
hese algorithms is rasterizing a single polygon.

Figure 18.13 shows the most common rasterization algorithm for convex polygons.
This algorithm is an extension of the 2D polygon scan-conversion algorithm presented in
ection 3.6, using fixed-point arithmetic rather than integer arithmetic. Delta values are
sed to calculate the expressions for x, z, R, G, and B incrementally from scan line to scan
ine, and from pixel to pixel. We shall describe each step of the algorithm.

Polygon processitg. Computations performed only once per polygon are grouped into
his stage. The first step is to determine the initial scan line intersected by the polygon (this
1s determined by the vertex with the smallest y value). [n most cases, the polygon intersects
“ this scan line at a single pixel, with two edges projecting upward, the left and right edges.
Delta values are calculated for x, z. R, G. and B for each edge. These delta values are
sometimes called slopes.

. Edge processing. Computations performed once for each scan line are arouped here.
Sean lines within cach primitive arc processed one by one. The delta values computed
previously are used to caleulate x, =, R, G. and B values at the intersection points of the left
and right edges with the current scan line (B and P, in the fizure). A contiguous
Sequence of pixels on a scan line. such as thoss between f; and By, is calied a span. Delts
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Fig. 18.13 Rasterizing a triangle. Each vertex (V4 V,, and V,), span endpoint (P, and

Prigw, and pixel {pg p,, etc.) has z, A, G, and B components.

values for incrementing z, R, G, and B from pixel to pixel within the span are then

calculated from the values at R and B,

Span processing. Operations that must be performed for each pixel within each span are
performed here. For each pixel within the span, z, R, G, and B values are calculated by
adding delta values to the values at the preceding pixel. The z value is compared with the
previous z value stored at that location; if it is smaller, the new pixel value replaces the old

one.
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: Fig. 18.15 A pixel cache matches bandwidth between a high-speed serial link to the
_ rasterizer and a low-speed parallel link to the frame buffer.

A pipelined system containing one PE for each of the preceding three steps generates
¢ images dramatically faster than does a general-purpose display processor. In fact, it may
generate pixels faster than a standard frame-buffer memory can handle. The Hewlett-
- Packard SRX [SWANS6), which uses this approach, generates up to 20 million pixels per
second, approximately twice the speed of a typical VRAM memory system. In such
© systems, the rasterization bottleneck is access to frame-buffer memory.

" Pixel cache. Pixels can be read and written faster if the frame buffer has some degree of
: parallel access. One way to accomplish this is to divide the memory into multiple—say,
& T6——partitions, each of which contains every fourth pixel of every fourth scan line, or
‘perhaps every sixteenth pixel in every scan line (see Fig. 18.14). In this way, 16 pixels can
: be read or written in parallel. This technique, called memory interleaving, is also used in
¢ general-purpose CPU memory design.
A pixel register or pixel cache containing 16 pixels can be inserted between the
. Tasterization pipeline and the interleaved image memory [GORIB7; APGAB8S], as in Fig.
18.15. A cache allows the rasterizer to access individual pixels at high speed, assuming that
the pixel is already in the cache. Multiple pixel values can be moved in parallel between the
:cache and the frame buffer at the slower speeds accommodated by the frame buffer.
. As in any cache memory unit, performance depends on locality of reference, the
= principle that successive memory accesses are likely to occur in the same portion of
< memory. Erratic access patterns cause a high percentage of cache misses and degrade
performance. For polygon rendering, the access pattern can be predicted precisely, since
.. the extent of the polygon in screen space and the order in which pixels are generated are
known before the pixels are accessed. Using this information, a cache controller can begin
reading the next block of pixels from the frame buffer while the previous block of pixels is
processed [APGABS].

Enhancing a rasterization subsystem with this kind of parallel-access path to
frame-buffer memory may well increase the system throughput to the point where the
bottleneck now becomes the single-pixel path between the rasterizer and the pixel cache. A
logical next step is to enhance the rasterizer so that it can generate multiple pixel values in
Parallel. We consider such image-parallel architectures in Section 18.8.

18.7.2 Pipeiined image-Order Architectures

The alternative to ohject-order rasterization methods is image-order (or scan-line}
Tasterization. introducec in Section 13.4.4, Scan-line algorithms caiculate the image pixel
by pixel. rather thar primitive by primitive. To avoid considering primitives that do not
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Fig. 18.16 Biock diagram of a pipelined scan-line rasterizer.

—

contribute to the current scan line, most scan-line algorithms require primitives to be-
transformed into screen space and sorted into buckets according to the first scan line in.
which they each appear.

Scan-line algorithms can be implemented in hardware using the same approach as’
object-order algorithms: by casting the steps of the software aigorithm into a pipelined
series of hardware units. Much of the pioneering work on hardware scan-line systems was
done at the University of Utah in the late 1960s [WYLI67, ROMNG69; WATK70]. '

Figure 18.16 is a block diagram of a typical scan-line rasterizer. The y sorter places
each edge of each polygon into the bucket corresponding to the scan line in which it first:
appears. The active-segment generator reads edges from these buckets, maintaining a table’
of active edges for the current scan line. From this table, it builds a list of active segments (a
segment is a span within a single polygon), which is sorted by the x value of the le
endpoint of each segment. The visible-span generator (called the depth sorter in the Utah
system) traverses the active segment list, comparing z values where necessary, and outputs |
the sequence of visible spans on the current scan line. The shader performs Gouraud
shading on these spans, producing a pixel stream that is displayed on the video screen.

Notice that no frame buffer is needed in this type of system, provided that the system
can generate pixels at video rates. The original Utah scan-line system generated the video
signal in real time for a modest number (approximately 1200) of polygons. However, since
the rate at which pixels are generated depends on local scene complexity, a small amount of -
buffering— enough for one scan line, for example —averages the pixel rate within a single -
scan line. A double-buffered frame buffer allows complete independence of image- -
generation and image-display rates. This architecture was the basis of several generations of -
flight-simulator systems built by Evans & Sutherland Computer Corporation in the 19705
[SCHAS3].

18.7.3 Limits of Pipeline Rasterization and the Need for Paralielism

Two factors limit the speedup possible in a pipeline approach. First, most rasterization
algorithms break down easily into only a smail number of sequential steps. Second. some
of these steps are performed far more often than are others. particularly the sieps in the
inner loop of the rasterization algorithm, The processor assigned to these steps, therefore.
becomes the bottleneck 1n the svstem.

The inner loop in an object-order (z-bufier) svstem is calculating pixels within spans:
the inner loop in an image-order (scan-line) system is processing active edges on 2 Scan
line. For rasterization to be accelerated hevond the level possible by simple pipelining. these
inner-loop calcuiations must be distributed over o number of processors. In z-buffer
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systems, this produces image parallelism; in scan-line systems, this produces object
parallelism. The following two sections discuss each of these approaches. Virtually all of
today’s high-performance graphics systems use some variation of them.

'18.8 IMAGE-PARALLEL RASTERIZATION

Image parallelism has long been an attractive approach for high-speed rasterization
- architectures, since pixels can be generated in parallel in many ways. Two principal
* decistons in any such architecture are (1) how should the screen be partitioned? (into rows?
“into columns? in an interleaved pattern?), and (2) how many partitions are needed? In the
ollowing sections, we shall describe the most heavily investigated akternatives, discussing
“ the advantages and disadvantages of each. Also, we shall identify which schemes are
“approaching fundamental limits in current architectures. Note that, because an image-
" parallel system rasterizes in object order, a frame buffer is required to store intermediate
results.

8.8.1 Pa rtitioned-Memory Architectures

wo obvious partitioning strategies are to divide pixels into contiguous blocks (Fig. 18.17a)
‘[PARKS80] and to divide them into an interleaved checkerboard pattern (Fig. 18.17b)
<[FUCH77a]. In either approach, a processor (or PE) is associated with each frame-buffer
“partition. Such organizations increase a graphics system’s computation power by providing
" parallel processing, and its memory bandwidth by providing each PE with a separate
“‘channel into its portion of frame-buffer memory. During rasterization, polygons are
transferred from the front end to the PEs in parallel, and each PE processes primitives in its
> -portion of the frame buffer.

. f:Contiguous partitioning. In the contiguous-region partitioning scheme, primitives need
1o be processed in only those regions in which they may be visible. These regions can be
g determined rapidly using geometric extents. If primitives are small compared to the region
“size, each primitive is likely to fall into a single region. Large primitives may fzll into

< NN i H h alblcldlalblcldlalblcld

: : eiflglhle;flglhlelflgih

TR H ; aRnGnEInnENnnL
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(a) (b)

Fig. 18.17 Two schemes for irame-buffer partitioning. In (a), processors are assigned
contiguous biocks of pixels; in (b}, processors are assigned pixeis in an intericaved
pattern.
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multiple regions. If the region size is chosen appropriately, the number of primitives
handled by each processor will be approximately m/p, where m is the number of primitiveg
in the database and p is the number of processors. Note, however, that if the viewpoint js
chosen so unfortunately that all of the primitives fall into a single screen region, on,
processor must rasterize all of the primitives, and system performance decreases dramaj. ;
cally. In a contignous region system, the frame rate is determined by the number g
primitives in the busiest region. ;

Interleaved partitioning. Interleaved partitioning, on the other hand, achieves a bette;
balance of workload, since all but the tiniest polygons lie in all partitions of the frame’
buffer. Since each processor handles every primitive (although only a fraction of its pixels
this scheme is less efficient in the best case than is the contiguous region approac
However, its worst-case performance is much improved, since it depends on the tofg
number of primitives, rather than on the number in the busiest region. Because of th
intrinsic load balancing, interleaved systems have become the dominant partitioned
memory architecture.

The polygon scan-conversion algorithm described in Section 18.7.1 requires set-u
calculations to determine delta values and span endpoints before pixel computations ¢
begin. These calculations need be performed only once per polygon or once per span, an
can be shared among a number of PEs. The first proposed interleaved memory architectur
[FUCH77a; FUCH79] contained no provision for factoring out these calculations from the:
PEs (see Fig. 18.18). Since each PE had to perform the entire rasterization algorithm for
every polygon, many redundant calculations were performed.

Clark and Hannah [CLARS0] proposed an enhancement of this architecture to lake
advantage of calculations common to multiple PEs. In their approach, two additional level
of processors are added to perform polygon and edge processing. A single polygo
processor receives raw transformed polygon data from the front-end subsystem and
determines the polygon’s initial scan line, slopes of edges, and so on. Eight edge processo
(one per column in an 8 X 8 grid of pixel processors) calculate x, z, R, G, and B values’
span endpoints. The edge processors send span information to the individual PEs (sp:
processors), which interpolate pixel values along the span. The added levels of processi
allow the PEs to perform only the calculations that are necessary for each pixel—a large.
improvement in efficiency. The rasterization portion of Silicon Graphics' recent high--
performance syslems uses this approach (see Section 18.8.2).

SIMD versus MIMD. A variation between systems of this type is whether PEs are
SIMD or MIMD. Let us consider SIMD processors first. Figure 18,14 shows the mapping
of processors to pixels in a 4 X 4 interleaved scheme. With a SIMD processor, the 16 PEs
work on a contiguous 4 X 4 biock of pixels at the same time. This arrangement is -
sometimes called a foorprini processor because the 4 X 4 array of processors (the footprint)
marches across the polygon, stamping out 16 pixels at a time. Notice that. if any pixel of 24 .
X 4 block needs updating, the footprint must visit that block. For example, in the block of
pixels shown in the inset of Fig. 18.14, processors a. b, ¢, d, g, and h must disable
themselves, while processors e, £, i, j. k. . m, n. 0. and p process their respective pixels.

A disadvantage of SIMD processors is that they do not utilize their PEs fully. Thils
occurs for two reasons. First. many of the PEs map o pixels outside the current primilive if
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. Fig. 18.18 Block diagram of a typical interleaved memory system. Each PE is
esponsible for one pixel in every 4 X 4 block of pixels.

“ small primitives are being rendered. For example, PEs in a 4 X 4 footprint processor
¥ rasterizing 100-pixel polygons map to pixels within the triangle as little as 45 percent of the
time [APGA88]. Second, the choice of rasterization algorithm affects PE utilization. As
w.remarked in Section 18.4.2, algorithms containing few conditional branches (including
rasterizing convex polygons with Gouraud shading) can be implemented quite efficiently.
gorithms containing many conditional branches or using complicated data structures
(such as rendering curved-surface primitives, texturing, shadowing, or antialiasing with a
list of partially covering polygons) can be extremely difficult to make efficient. SIMD
pracessors, however, can be built inexpensively and compactly. since a single code store
:éind controller suffice for all the PEs. This offsets to some degree the poor PE utilization in a
= SIMD system. Several SIMD interleaved memory systems have been proposed and
“"developed, including Gupta and Sproull’s 8 by 8 Display [GUPT81b] and Stellar's GS2000
A (see Section 18.11.3).
If we wish to support complex algorithms or to eliminate the idle processor cycles
- indicated in Fig. 18.14, we can add a control store to each PE, changing it from SIMD to
MIMD. In a MIMD system. PEs do not need always to work on the same 4 X 4 pixel block
at the same time. If each PE has FIFO input huflering. PEs can even work on diflerent
primitives. The separate control stores, FIFO queues. and hardware required to synchronize
PEs add size und complexity 1o the svstem. Examples of successful MIMD interleaved-
memory systems include AT&T's Pixel Machine [MCMIE7] and Silicon Graphics
POWER IR!S (Section 16.8.2). Such svstems compete well against SIMTY svstems on more
complicaied tvpes of primitives or with more complicaied rendering algorithms. For
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example, AT&T’s Pixel Machine Model PXM 924 ray traces simple scenes at interactive
speeds—a feat unmatched by any SIMD system.

Since interleaved-memory architectures distribute the frame buffer over multiple
processors, some provision must be made for scanning out pixels in the uninterrupted
stream required by the video controller and display monitor. If the distributed frame buffer
is constructed of VRAMs, this can be done in the manner shown in Fig. 18.18. Note that
this is very similar to the technique described in Section 18.1.5 for 1rnplemenung
high-speed video scanout in a conventional frame-buffer memory.

Further subdivision. Suppose we wish to build a system with even higher performance.
Since increasing the number of partitions in an interleaved-memory system increases the
system’s memory bandwidth and processing power, we might consider increasing the
number of frame-buffer partitions—say, from 16 to 64, or even more. Unfortunately, the
additional processors and datapaths required for each partition make such systenm'
increasingly expensive.
An even more serious difficulty is supporting a larger number of parunons with thr:
same number of frame-buffer memory ch]ps. Each pa.rtltl.on requires a minimum number of
chips. For example, a partition with a 32-bit datapath between the PE and memory requires
8 4-bit wide chips, or 32 1-bit wide chips. Suppose we wish to build a 16-partition 1024- by
1024-pixel frame buffer with 128 bits per pixel. Using 256K X 4 VRAM chips, each
partition requires 8 256K X 4 VRAM chips, so 16 - 8 = 128 chips are needed to support ali
16 memory partitions. This is the exact number required to store the pixel data.
Suppose, however, that we increase the number of partitions from 16 to 64 (an 8 X.8:
footprint). Although we still need only 128 memory chips to store the pixel data, we need:
64 - 8 = 512 memory chips to support the PE-memory bandwidth. The extra 384 memory
chips are needed only to provide communication bandwidth—not for memory. This is an
extra expense that continues to grow as we subdivide the frame buffer further.
Increasing the density of memory parts from 1 Mbit to 4 Mbit exacerbates this problam
even further. For example, if |Mbit X 4 VRAM memory chips are used in the example
mentioned above, 512 chips are still needed, even though each one contains sixteen times:
the memory actually required. Current systems such as the Silicon Graphics” POWER IRIS:
GTX (described in the next section), which uses 20 frame-buffer partitions, are already at'
the bandwidth limit. A way to ameliorate this problem would be for memory manufacturers
to provide more data pins on high-density memory parts. Some 4-Mbit DRAM chips have
eight data pins, rather than four, which helps somewhat, but only reduces the bandwidth -
problem by 2 factor of 2.

18.8.2 Silicon Graphics’ POWER IRIS 4D/240GTX— An Interleaved
Frame-Buffer Miemory Architecture??

Silicon Graphics’ POWER IRIS 4D/240GTX [AKEL88: AKELR9] uses many of the
techniques described in this chapter. Like a number of its competitors, including the Ardent

*Material for this example is adapted from |AKEL88] and [AKEL8Y).

*in 1990. Silicon Graphics announced POWERVISION similar to the GTX) that renders | million
Gouraud-shaded triangles/sec and with 268 bits/pixel for antialiasing and texwring.
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‘ Titan [BORD89], the Megatek Sigma 70 [MEGA89], and the Stellar GS2000 (Section
“18.11.3), the SGI POWER IRIS is a high-end graphics workstation, designed to combine
- general-purpose processing and high-speed 3D graphics for engineering and scientific
" applications.

¥ The POWER IRIS has a powerful general-purpose CPU composed of four tightly
“coupled multiprocessors sharing a single memory bus. Its graphics subsystem can render
gvcr 100,000 full-colored, Gouraud-shaded, z-buffered quadrilaterals per second
“[{AKELS89]. The POWER IRIS continues Silicon Graphics’ tradition of immediate-mode
idisplay traversal, aggressive use of custom VLSI, hardware front-end pipeline, and
.-._mter]eaved -memory frame-buffer architecture. The POWER IRIS’s architecture, dia-
“erammed in Fig. 18.19, is composed of five major subsystems:

CPU subsystem—runs the application and traverses the display model

Geomeiry subsystem—transforms and clips graphical data to screen coordinates
Scan-conversion subsystem —breaks points, lines, and polygons into pixels

Raster subsystem—computes visibility and writes pixel data to frame buffer
Display subsystem—displays contents of frame buffer on color monitor.

ZCPU subsystem. The CPU subsystem runs the application and traverses the database. It
1 composed of four tightly coupled, symmetric, shared-memory multiprocessors. Hard-

“ware provides high-speed synchronization between processors, so parallelism can be
‘achleved within a single process (although special programming constructs are required).

) 'eometry subsystem. The geometry subsystem transforms, clips, and lights primitives.
is composed of five floating-point processors arranged in a pipeline. Each of these
processors, called a geometry engine (GE). contains an input FIFO, a controller, and a
‘ﬂoaung point unit capable of 20 MFLOPS. Unlike Silicon Graphics’ earlier Geometry
Engmc (see Section 18.5.4), the POWER IRIS' GEs are based on a commercial
_:_;ﬂoatmg point chip, the Weitek 3332.
i The first GE transforms vertices and vertex normals. The second GE performs lighting
'E;;.alculations (supporting up to eight point light sources). The third GE performs trivial
-accept/reject clipping tests. The fourth GE performs exact clipping on primitives that cross
“tlipping boundaries, and also does perspective division for all primitives. The fifth GE clips
“eolor components to maximum representable values, calculates depth-cued colors where
.mecessary, and converts all coordinates to screen-space integers.

. Scan-conversion subsystem. The scan-conversion subsystem rasterizes primitives using

~the pipeline approach described in Section 18.7.1, except that its spans are vertical columns
-of pixels, rather than the horizontal rows we have assumed so far (the only effect on the
Tasterization algorithm is that x and y coordinates are interchanged).

The single polvgon processor sorts the vertices of each polygon from left to right in
screen space. The sorted vertices are then used to decompose the polygon into verticully
aligned trapezoids. The upper pair of vertices and the hottom pair of vertices of each
lrapezoid are used to calculate siopes for use by the edge processors.

The edge processor uses vertex and slope information 0 compute .. v, and =
coordinates and color vaiues for each pixel that lies on the top or hottom edges of each
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trapezoid. In a given vertical column, a pair of pixels determines the top and bottom
endpoints of a vertical span. These pixel pairs, together with slope information, are passed
“on to the span processors.

Each of the five paraliel span processors is responsible for one-fifth of the columns of
the display screen. For example, span processor 0 manages scan lines 0, 5, 10, and so on.
Span processors calculate z, R, G, B, and e (for transparency and antialiasing) values for
‘each pixel in the span. Because spans generated from a single polygon are adjacent, the
_processing load over span processors is approximately uniform.

The pixel cache buffers blocks of pixels during pixel copy operations so that the full
bandwidth of the pixel bus can be used.

‘Raster subsystem. The raster subsystem takes pixe! data generated by the span

processors and selectively updates the image and z bitplanes of the frame buffer, using the
‘results of a z comparison and « blending. The raster subsystem is composed of 20 image
engines, each responsible for one-twentieth of the screen’s pixels, arranged in a 4- X 5-pixel
‘interleaved fashion. 96 bits are associated with each pixel on the screen: two 32-bit image
buffers (r, G, B, and a), 2 24-bit z-buffer, four overlay/underlay bitplanes, and four window
bitplanes.

The overlay/underlay bitplanes support applications that use pop-up menus or
windowing backgrounds. The window bitplanes define the display mode (single- or
‘double-buffered, etc.) and window-masking information.

The 20 image engines work on pixels in parallel. Each can blend values based on the
pixel’s a value, allowing transparent or semitransparent objects to be displayed, and
allowing supersampling antialiasing.

Display subsystem. The display subsystem contains five multimode graphics processors
(MGPs), each assigned one-fifth of the columns in the display. The MGPs concurrently
‘read image data from the frame buffer (together with window-display-mode bits), process
-them using the appropriate display mode (RGB or pseudocolor), and send them on to
digital-to-analog converters for display.

The GTX's architecture is a good example of many of the techniques we have discussed
so far. It provides high performance for polygon rendering at a reasonable cost in hardware.
Because the GTX's rendering pipeline is highly specialized for graphics tasks, however, the
systern has difficulty with the advanced rendering techniques we shall discuss in Section
18.11, and its resources cannot be applied easily to nongraphics tasks. Section 18.11.3
discusses the architecture of Stellar's GS2000, which has complementary advantages and
disadvantages.

18.8.3 Logic-Enhanced Memory

Since commercial memories may not support enough frame-bufler partitions. one might
consider building custom memories with a large number of concurrently accessible
Partitions on a single chip. Since each (intrachip) partition must have its own connection to
its associated (exiernal) processor, extra pins must be added to each memory package to
Support these additional 10 requirements. Alternatively, multiple processors could be built
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onto the chip itself. The first possibility—that of adding pins to memory thpsidrrectly
increases the memory bandwidth, but makes the chip package and associated circuit boards’
larger and more expensive, and also increases the power requirements. These packaging ;

effects become progressively mare severe as memory densities increase. (In the past ¢
decades, the number of bits in a typical RAM has increased by a factor of 1000, while the
size of the package and the number of pins have changed hardly at all.)

In this section, we shall concentrate on the second option—that of adding processing .Lo E
multipartition memory chips. In the simplest schemes, only new addressing modes are
provided, such as the ability to address an entire rectangle of memory pixels in parallel. A
the other extreme, an entire microprocessor (including code store) could be provided f
each internal partition of memory.

Before we describe specific logic-enhanced-memory approaches, let us consider th
advantages and disadvantages of any logic-enhanced-memory scheme. First, adding logi
or processing to memories has the potential to increase vastly the processing power withi
system. By increasing the number of internal memory partitions and providing processing:
for each on the same chip, enormous processor/memory bandwidths can be achieved
Second, in custom VLSI chips, options become available that are impractical in board-léve
systems, since VLSI technology has an entirely different set of cost constraints for gates
wiring channels, and memory. Third, off-chip /O bandwidth can potentially be reduced;
since the only off-chip communication needed is to control the processor and to scan pixel
out of the chip; this translates into fewer pins in the package and thus to a smaller packag
and less board space.

The principal disadvantages of an enhanced-memory approach are low memo: '
densities and increased cost. With enormous production volumes, commercial DRAM
manufacturers can afford to develop specialized, high-density fabrication capabilities and t
incur large development costs to fine-tune their designs. Design and fabrication resourc
for custom memory chips, however, are generally more limited, resulting in densities Jowet
than those of commercial RAMs. The price per chip is also high, since the costs
designing a custom VLST chip are not offset by such large sales volumes. In spite of these:
disadvantages, at least one custom memory chip for graphics has become commerciall
successful—the VRAM. Jt remains to be seen whether other custom memory designs-for,
graphics have sufficient market appeal to justify large-scale commercial development.

Pixel-Planes. An early and very general Jogic-enhanced-memory design is PtxelaP]a.n
[FUCHS81]. Pixel-Planes pushes frame-buffer subdivision to its extreme: It provides a
separate processor for every pixel in the display. Each SIMD pixel processor is a 1-bit’
processor (ALU) with a small amount of memory. Figure 18.20 shows a block diagram of ;
an enhanced-memory chip in Pixel-Planes 4, a prototype system completed in 1986
[EYLEBS8]. Its design is similar to that of the VRAM chip of Fig. 18.3, only here the l-bit_
ALUs and associated circuitry replace the video shifter, Each enhanced-memory chip -
contains 128 pixels (columns in the memory array). and each pixel contains 72 bits of local
memory (rows within the column). '
Pixel-Planes’ perforinance is not based simply on massive parailelism. If it was, each
PE would have to perform all the operations for scan conversion independently. resulting io
many redundant calculations and a grossly incfiicient system. Rather. Pixel-Planes uses
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Fig. 18.20 Pixel-Planes 4 logic-enhanced-memory chip.

“global computing structure called a linear expression tree that evaluates linear expressions
of the form F(x, y) = Ax + By + C for every pixel (x, y) of the screen in parallel
‘[FUCHS&5]. A, B, and C fioating-point coefficients are input to the tree; each pixel receives
&'its own value of F in its local memory, | bit per clock cycle (approximately 20-30 cycles
are required for each linear expression). The linear expression tree is especially effective for
i accelerating rasterization calculations, since many of these can be cast as linear expressions.
:- For example,

"' Each edge of a convex polygon can be described by a linear expression. All points
. (x, y) on one side of the edge have F(x, y) = 0; al! points on the other side of the edge
_ have F(x, y) = 0.

Z ™ The z value of all points (x, y) within a triangle can be described as a linear expression.
® R, G, and B color components of pixels in a Gouraud-shaded triangle can be described

as linear expressions.

i Double-buffering is implemented within Pixel-Planes chips by providing a video-data

multiplexer that reads pixel values from specific bits of pixel memory while the image is

- Computed in the remaining bits. Video data are scanned out of the chip on eight video data
pins.

Displaving images on Pixel-Planes requires modifyinz the algorithms we have assumed

50 far. In addition to transforming and clipping primitives in the usual manner. the
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front-end subsystem must compute coefficient sets for the linear equations describing each
primitive’s edges, z values, and color values. Also, rasterization proceeds in parallel, since

large areas of pixels can be affected at once using the linear expression tree. The following .

section describes a sample algorithm on Pixel-Planes.

Rasterizing a triangle on Pixel-Planes. Here, we briefly describe the algorithm to

display Gouraud-shaded triangles on a Pixel-Planes system. Pixel-Planes can display more _

general polygons, although the algorithms are somewhat more complicated.

Scan conversion. Figure 18.21 shows the steps in scan converting a triangle. The first step is
to enable all the pixel processors in the display. Edges are encoded as linear expressions
F(x, y) = Ax + By + C = 0, as described previously. Each expression is then evaluated in
parallel at every pixel in the screen, using the linear expression tree. Each pixel processor
tests the sign of F to determine whether it lies on the proper side of the edge. If it lies

outside the edge, the pixel processor disables itself by setting its enable bit to 0. After all the 3

edges of a polygon have been tested, the only pixel processors still enabled are those lying

within the polygon. These pixel processors alone participate in visibility and shading

calculations.,

z-buffering. After a polygon has been scan converted, Pixel-Planes evaluates the linear
expression for z for all pixels in parallel. Each pixel processor compares this new z value
with the one stored in its z-buffer. If the new z value is smaller, the current polygon is
visible at the pixel; the pixel processor updates its z-buffer and remains enabled. If the new z
value is larger, the pixel disables itself and does not participate in shading calculations.

Gouraud shading. The linear expressions for R, G, and B components of the color are
evaluated for each pixel in parallel by the linear expression tree. Pixel processors that are
still enabled write the new color components into their pixels™ color buffers.

9 / edge 1: F, (X y)=1B4x—y+0.97
j | adge 2: F2 {x, y)=—2.07x—y+ 16.92
edge 3: F3 (x, ) ==0.04x+y-1.3

6 ;

5 WEHEF <off F 20 \ T _
; : ' . Pixels disabl 1
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Fig. 18.21 Rasterizing 2 triangle on Pixel-Planes.
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Note that scan conversion in Pixel-Planes is completely independent of a polygon’s

size, so a large polygon is rasterized as rapidly as a small one, Note, also, that operations
* that cannot be expressed as linear equations may take much longer to execute on
- Pixel-Planes than those that can (e.g., a quadratic expression can be calculated in pixel
memory by multiplving values 1 bit at a time). Nevertheless, efficient algorithms for
-drawing spheres, casting shadows, antialiasing, and texture mapping have been developed
: for Pixel-Planes [FUCHS85].
. A full-scale system, Pixel-Planes 4, containing 262,144 processors forming a 512- by
. 512-pixel image, was completed in 1986. Although its performance was impressive for its
ime (40,000 Gouraud-shaded triangles of arbitrary size per second), it contained 2048
ustom memory chips—a prohibitive expense for a commercial graphics system. This
ighlights the fundamental disadvantage of such a highly paraliel SIMD approach: the very
ow utilization of pixel processors. Since all the PEs work in lock step, they cannot be
retargeted to other tasks, even if only a few of them are still calculating useful results. This
roblem is especially severe when large numbers of small polygons are being drawn,
ecause the first steps of the scan-conversion process disable almost all the screen’s pixel
FOCEsSors.

Several logic-enhanced—memory graphics architectures have been developed that are
‘more frugal in their use of silicon, at some sacrifice in either speed or generality, Although
either of the architectures described next directly supports the 3D rendering techniques
assumed to this point, both provide very high performance in their respective domains
displaying 2D rectangles and generating 2D halftone images), and both provide insight into
the potential of the logic-enhanced—memory approach.

Rectangle area-filling memory chip. Whelan proposed modifying the row and column
ddressing in the 2D memory-cell grid of a typical RAM to allow an entire rectangular
region to be addressed at once {WHELS82]. Minimum and maximum row and column
addresses specify the left, right, top, and bottom boundaries of the region. One write
operation can store a single data value in every location within the region. This allows
ipright, constant-shaded rectangles to be rasterized in very few clock cycles— just enough
o specify the four address values and the constant data.

= "Scan Line Access Memory. Demetrescu designed a more complicated chip called a
Scan Line Access Memory (SLAM) for rasterizing more general 2D primitives [DEMES5].
Like VRAMSs and Pixel-Planes, SLAM takes advantage of the fact that, internally. a RAM
.- Teads or writes an entire row of its memory array in one cycle. Figure 18.22 shows a block
+diagram of a single SLAM chip. Each chip contains 256 X 64 bits of frame-buffer memory.
2. ‘Each row of memory corresponds to I bit in a scan line of pixels. In a system with £ bits per
pixel, a SLAM chip can store up to 64/k scan lines of 256 pixels each. In each memory
Cycle, a SLAM chip can read or write one row of memory from its memory array. By
specifying appropriate x,,, and x,.,, values, one can address any contiguous span of pixels on
the current scan line. allowing fast polygon scan conversion. Video scanout is accomplished
using a display shifter in exactly the same manner as a VRAM chip.
In a single clock cycle, either a row address, an X, value. an x,,, value, ur a [6-bit
Tepeating data pattern (for specifying halflone patterns) can be specified. Concurrent with
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Fig. 18.22 Block diagram of a SLAM chip (for a system configured with k bits pef :
pixel).

any one of these commands, SLAM can write the current scan-line segment into its
memory array and can optionally increment the row address. Since, for many primitives
row addresses and halftone patterns need to be specified only once (for the initial scan line).
succeeding scan lines can be processed rapidly. SLAM therefore can scan convert a convex i
polygon covering n scan lines in 211 + 2 cycles (four cycles to specify the row address;. ;%
Xpin+ Xmu> and the halftone pattern for the initial scan line, and two cycles to specify x ; an
Xpay fOr each of the remaining n — 1 scan lines).

A SLAM system is composed of a number of SLAM chips (the number depends on 111 g
dimensions of the display screen). Figure 18.23 shows a SLAM system for updating 2 512 .
by 512 monochrome display screen. Systems with more bits per pixel require proportion- ;&
ately more SLAM chips. SLAM can also be extended to display Gouraud-shaded polygons "
by adding a Pixel-Planes—style linear-expression tree. However, this enhanced version of-
SLAM would require approximately the same amount of hardware as Pixel-Planes and
would suffer the same low utilization of PEs, since the pixels in any given (small) primitive
would likely be contained in just a few SLAM chips.

Although both Whelan's architecture and the original SLAM architecture use less
hardware than does Pixel-Planes, they do not offer the generality necessary to render
realistic 3D images. Pixel-Planes and the enhanced version of SLAM do offer this
senerality. but suffer poor PE utilization. It would be useful to gain the performance of
these processor-per-pixel architectures, but with higher PE wilization for small primitives.
Section 18.10.1 examines a wiy to accomplish this using enhanced-memory arrays smaller
than the full screen size,
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E{ 8.9 OBJECT-PARALLEL RASTERIZATION
S .
LtSo far, we have focused on image-parallel architectures. The object-parallel family of
"'-‘pamllal architectures parallelizes the inner loop of image-order (generally scan-line)
-algorithms. In an object-parallel architecture, multiple primitives (objects) are processed in
parallel, so that final pixels may be generated more rapidly.

2+ The usual object-parallel approach is to assign primitives (either statically or
&dynamically) to a number of homogeneous objecr processors, each of which can generate an
E’j'emire image containing its primitive(s). During rasterization, each object processor
r-enumerates the pixels of the display in some specific order (generally scan-line), generating
olor, z, and possibly partial-coverage values for its primitive(s). The pixel streams from
‘each of the object processors are then combined to produce a single pixel stream for the
% final image. Although any number of primitives may be assigned to each object processor,
" most designs allocate a single primitive per processor. The advantage is that each processor
;_-:':I:t_:an perform a well-defined task and thus can be reproduced inexpensively.

“General Electric’s NASA II. A pioneering real-time processor-per-primitive system
7 was General Electric’'s NASA I flight simulator [BUNK89], delivered to NASA in 1967.
- The NASA 11 contained a number of hardware units called fuce cards, each of which

rasterized a single polygon at video rates. At any given instant, each face card would
* process the same pixel.

The NASA 11 used a depth-sort visibility algorithm. rather than a =-buffer. The output
of each face card included a bit indicating whether or not the pixel was covered by its
polygon, the pixel color. and the polygon priority number. This information was fed into
a priority multiplexer so that, at each pixel. the color of the highest-priority visible poly-
gon was output. Since face cards were expensive. they were reassigned to new polygons
when their polyeons no longer intersected the current scan line. The NASA 11 svstem
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REMARKS

Claims 1-26 are now pending in the application. Applicants respectfully traverse and
request reconsideration.

Claims 1-18, 20-26 stand rejected under 35 U.S.C. § 102(e) as being anticipated by
Furtner (U.S. Pat. No. 6,778,177).

With regard to claim 1, Furtner fails to show, teach, or suggest, inter alia, at least two
graphics pipelines operative to process data in a corresponding set of tiles of a repeating tile
pattern corresponding to screen locations wherein the repeating tile pattern includes a
horizontally and vertically repeating pattern of square regions.

Furtner is directed to a method for rasterizing a graphics basic component, The Examiner
cites Figure 21b and Col. 1, lines 40-49, which is located in the “Background” section of Furtner,
as disclosing at least two graphics pipelines operative to process data in a corresponding set of
tiles of a repeating tile pattern corresponding to screen locations wherein the repeating tile
pattern includes a horizontally and vertically repeating pattern of square regions. However, this
portion merely discloses a method of accelerating image-rendering of three-dimensional images.
The method uses multi-processors or hardware pipelines in parallel. Each processor or pipeline
may be responsible for rendering only a single contiguous block of pixels as illustrated in Figure
2la. As such, no processor or pipeline processes a repeated tile pattern as required by the claim.
Figure 21b depicts a per pixel, not a repeating tile pattern, based processing scheme. For
example, the processing of each individual pixel is effected in an interleaved manner by the
processors or pipelines. Neither of these configurations process a set of tiles (or blocks of pixels)
in a repeating pattern that includes a horizontally and vertically repeating pattern of square
regions. Therefore, reconsideration and withdrawal of the rejection of claim 1 is respectfully

requested.

CHICAGO/#1512991.1 8
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Claims 20, 24, and 25 are allowable for at least similar reasons as claim 1. Thus,
reconsideration and withdrawal of the rejections is respectfully requested.

Claims 2-19, 21-23, and 26 each ultimately depend on claims 1, 20, 24, and 25,
respectively, and are therefore allowable for at least similar reasons and are believed to be
allowable for having novel and non-obvious subject matter.

The Examiner states that claim 19 would be allowable if rewritten in independent form.
Applicants have presently refrained from rewriting claim 19 in view of the discussion above.
Applicants reserve the right to amend claim 19 into their originally allowable form at a later date
if needed.

CONCLUSION

It is believed that all of the stated grounds of rejection have been properly traversed,
accommodated, or rendered moot. Applicant therefore respectfully requests that the Examiner
reconsider and withdraw all presently outstanding rejections. It is believed that a full and
complete response has been made to the outstanding Office Action and the present application is
in condition for allowance. Thus, prompt and favorable consideration of this response is
respectfully requested. If the Examiner believes that personal communication will expedite
prosecution of this application, the Examiner is invited to telephone the undersigned at (312)

609-7500.

Respectfully submitted,

Date: ¢ /50 ¢ By Con bvue
’ Christoplﬁ:r J. Rcckamp/
Registration No. 34,414
Vedder, Price, Kaufman & Kammbholz, P.C.

222 North LaSalle Street, Suite 2600

Chicago, Illinois 60601

phone: (312) 609-7599

fax: (312) 609-5005

CHICAGO/#1512991.1 9
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et al. Examiner: Joni Hsu
Serial No.: 10/459,797 Art Unit; 2671
Filing Date: June 12, 2003 Our File No.: 00100.02.0053

Confirmation No.: 4148

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING
A SUPER-TILING TECHNIQUE

Certificate of Electronic Submission

Mail StO]J AF I hereby certify that this Response is being forwarded via
C .. for Patent electranic submission to: Electronic Business Center,
OmmisSsioner 10r Fatents Commissioner for Patents, Mail Stop AF on this date.
P.O. Box 1450 _
Alexandria, VA 22313-1450 ¢ /30
Dated Christine A. Wright
RESPONSE
Dear Sir:

In response to the Final Office Action mailed March 13, 2006, Applicants submit the

following response.
Listing of the Claims begins on page 2 of this paper.

Remarks begin on page 8 of this paper.

CHICAGO/#1512991.1 |
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LISTING OF THE CLAIMS

1. (previously presented) A graphics processing circuit, comprising:

at least two graphics pipelines operative to process data in a corresponding set of tiles of
a repeating tile pattern corresponding to screen locations, a respective one of the at least two
graphics pipelines operative to process data in a dedicated tile,

wherein the repeating tile pattern includes a horizontally and vertically repeating pattern

of square regions.

2. (original) The graphics processing circuit of claim 1, wherein the square regions

comprise a two dimensional partitioning of memory.

3. (original) The graphics processing circuit of claim 2, wherein the memory is a frame

buffer.

4, (original) The graphics processing circuit of claim 1, wherein each of the at least two
graphics pipelines further includes front end circuitry operative to receive vertex data and
generate pixcl data corresponding to a primitive to be rendered, and back end circuitry, coupled

to the front end circuitry, operative to receive and process a portion of the pixel data.

5. (original) The graphics processing circuit of claim 4, wherein each of the at least two
graphics pipelines further includes a scan converter, coupled to the back end circuitry, operative

to determine the portion of the pixel data to be processed by the back end circuitry.

6. (original) The graphics processing circuit of claim 1, wherein each tile of the set of

tiles further comprises a 16x16 pixel array.

CHICAGO/#1512991 .1 2
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7. (original) The graphics processing circuit of claim 4, wherein the at least two graphics

pipelines separately receive the pixel data from the front end circuitry.

8. (original) The graphics processing circuit of claim 4, wherein the at least two graphics

pipelines are on multiple chips.

9. (previously presented) The graphics processing circuit of claim 1, further including a
memory controller coupled to the at least two graphics pipelines, operative to transfer pixel data

between each of a first pipeline and a second pipeline and a memory.

10. (original) The graphics processing circuit of claim 4, wherein a first of the at least
two graphics pipelines processes the pixel data only in a first set of tiles in the repeating tile

pattern.

11. (original) The graphics processing circuit of claim 10, wherein the first of the at
least two graphics pipelines further includes a scan converter, coupled to the front end circuitry
and the back end circuitry, operative to provide position coordinates of the pixels within the first
set of tiles to be processed by the back end circuitry, the scan converter including a pixel
identification line for receiving tile identification data indicating which of the set of tiles is to be

processed by the back end circuitry.

12. (previously presented) The graphics processing circuit of claim 1, wherein a second
of the at least two graphics pipelines processes the data only in a second set of tiles in the

repeating tile pattern.

13. (previously presented) The graphics processing circuit of claim 12, wherein the

second of the at least two graphics pipelines further includes a scan converter, coupled to front

CHICAGO/#1512991.1 3
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end circuitry and back end circuitry, operative to provide position coordinates of the pixels
within the second set of tiles to be processed by the back end circuitry, the scan converter
including a pixel identification line for receiving tile identification data indicating which of the

set of tiles is to be processed by the back end circuitry.

14. (original) The graphics processing circuit of claim 1 including a third graphics
pipeline and a fourth graphics pipeline, wherein the third graphics pipeline includes front end
circuitry operative to receive vertex data and generate pixel data corresponding to a primitive to
be rendered, and back end circuitry, coupled to the front end circuitry, operative to receive and
process the pixel data in a third set of tiles in the repeating tile pattern, and wherein the fourth
graphics pipeline includes front end circuitry operative to receive vertex data and generate pixel
data corresponding to a primitive to be rendered, and back end circuitry, coupled to the front end
circuitry, operative to receive and process the pixel data in a fourth set of tiles in the repeating

tile pattern.

15. (original) The graphics processing circuit of claim 14, wherein the third graphics
pipeline further includes a scan converter, coupled to the front end circuitry and the back end
circuitry, operative to provide position coordinates of the pixels within the third set of tiles to be
processed by the back end circuitry, the scan converter including a pixel identification line for
receiving tile identification data indicating which of the sets of tiles is to be processed by the

back end circuitry.

16. (original) The graphics processing circuit of claim 14, wherein the fourth graphics
pipeline further includes a scan converter, coupled to the front end circuitry and the back end

circuitry, operative to provide position coordinates of the pixels within the fourth set of tiles to

CHICAGO/#1512991.1 4
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be processed by the back end circuitry, the scan converter including a pixel identification line for
receiving tile identification data indicating which of the sets of tiles is to be processed by the

back end circuitry.

17. (original) The graphics processing circuit of claim 14, wherein the third and fourth

graphics pipelines are on separate chips.

18. (original) The graphics processing circuit of claim 14, further including a bridge

operative to transmit vertex data to each of the first, second, third and fourth graphics pipelines.

19. (original) The graphics processing circuit of claim 17 wherein the data includes a
polygon and wherein each separate chip creates a bounding box around the polygon and wherein
each corner of the bounding box is checked against a super tile that belongs to each separate chip
and wherein if the bounding box does not overlap any of the super tiles associated with a

separate chip, then the processing circuit rejects the whole polygon and processes a next one.

20. (previously presented) A graphics processing method, comprising:

receiving vertex data for a primitive to be rendered;

generating pixel data in response to the vertex data;

determining the pixels within a set of tiles of a repeating tile pattern corresponding to
screen locations to be processed by a corresponding one of at least two graphics pipelines in
response to the pixel data, the repeating tile pattern including a horizontally and vertically
repeating pattern of square regions; and

performing pixel operations on the pixels within the determined set of tiles by the

corresponding one of the at least two graphics pipelines.

CHICAGO/#1512991.1 5
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21. (original) The graphics processing method of claim 20, wherein determining the
pixels within a set of tiles of the repeating tile pattern to be processed further comprises

determining the set of tiles that the corresponding graphics pipeline is responsible for.

22. (original) The graphics processing method of claim 20, wherein determining the
pixels within a set of tiles of the repeating tile pattern to be processed further comprises
providing position coordinates of the pixels within the determined set of tiles to be processed to

the corresponding one of the at least two graphics pipelines.

23. (original) The graphics processing method of claim 20, further comprising

transmitting the processed pixels to memory.

24. (previously presented) A graphics processing circuit, comprising:

front end circuitry operative to generate pixel data in response to primitive data for a
primitive to be rendered;

first back end circuitry, coupled to the front end circuitry, operative to process a first
portion of the pixel data in response to position coordinates;

a first scan converter, coupled between the front end circuitry and the first back end
circuitry, operative to determine which set of tiles of a repeating tile pattern are to be processed
by the first back end circuitry, the repeating tile pattern including a horizontally and vertically
repeating pattern of square regions, and operative to provide the position coordinates to the first
back end circuitry in response to the pixel data;

second back end circuitry, coupled to the front end circuitry, operative to process a

second portion of the pixel data in response to position coordinates;

CHICAGO/#1512991.1 6
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a second scan converter, coupled between the front end circuitry and the second back end
circuitry, operative to determine which set of tiles of the repeating tile pattern are to be processed
by the second back end circuitry, and operative to provide the position coordinates to the second

back end circuitry in response to the pixel data; and

a memory controller, coupled to the first and second back end circuitry operative to

transmit and receive the processed pixel data.

25. (previously presented) A graphics processing circuit, comprising:

at least two graphics pipelines operative to process data in a corresponding set of tiles of
a repeating tile pattern corresponding to screen locations, a respective one of the at least two
graphics pipelines operative to process data in a dedicated tile, wherein the repeating tile pattern

includes a horizontally and vertically repeating pattern of regions.

26. (previously presented) The graphics processing circuit of claim 25 wherein the

horizontally and vertically repeating pattern of regions include NxM number of pixels.

CHICAGO/#1512991.1 7
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Application No. Applicant(s)
Advisory Action 10/459,797 LEATHER ET AL.
Before the Filing of an Appeal Brief Examiner Art Unit
Joni Hsu 2628

--The MAILING DATE of this communication appears on the cover sheet with the correspondence address --

THE REPLY FILED 13 June 2006 FAILS TO PLACE THIS APPLICATION IN CONDITION FOR ALLOWANCE.

1. [ The reply was filed after a final rejection, but prior to or on the same day as filing a Notice of Appeal. To avoid abandonment of
this application, applicant must timely file one of the following replies: (1) an amendment, affidavit, or other evidence, which
places the application in condition for allowance; (2) a Notice of Appeal (with appeal fee) in compliance with 37 CFR 41.31; or
(3) a Request for Continued Examination (RCE) in compliance with 37 CFR 1.114. The reply must be filed within one of the
following time periods:

a) E The period for reply expires 3 months from the mailing date of the final rejection.
b) ] The period for reply expires on: (1) the mailing date of this Advisory Action, or (2) the date set forth in the final rejection, whichever is later. Inno
event, however, will the statutory period for reply expire later than SIX MONTHS from the mailing date of the final rejection.

Examiner Note: If box 1 is checked, check either box (a) or (b). ONLY CHECK BOX (b) WHEN THE FIRST REPLY WAS FILED WITHIN TWO
MONTHS OF THE FINAL REJECTION. See MPEP 706.07(f).
Extensions of time may be obtained under 37 CFR 1.136(a). The date on which the petition under 37 CFR 1.136(a) and the appropriate extension fee have
been filed is the date for purposes of determining the period of extension and the corresponding amount of the fee. The appropriate extension fee under 37
CFR 1.17(a) is calculated from: (1) the expiration date of the shortened statutory period for reply originally set in the final Office action; or (2) as set forth in (b)
above, if checked. Any reply received by the Office later than three months after the mailing date of the final rejection, even if timely filed, may reduce any
earned patent lerm adjustment. See 37 CFR 1.704(b).

NOTICE OF APPEAL

2. [J The Notice of Appeal was filed on . A brief in compliance with 37 CFR 41.37 must be filed within two months of the date
of filing the Notice of Appeal (37 CFR 41.37(a)), or any extension thereof (37 CFR 41.37(e)), to avoid dismissal of the appeal.
Since a Notice of Appeal has been filed, any reply must be filed within the time period set forth in 37 CFR 41.37(a).

AMENDMENTS

3. [ The proposed amendment(s) filed after a final rejection, but prior to the date of filing a brief, will not be entered because

(a)L_] They raise new issues that would require further consideration and/or search (see NOTE below);

(p)[] They raise the issue of new matter (see NOTE below);

(c) X They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for
appeal; and/or

(d)[] They present additional claims without canceling a corresponding number of finally rejected claims.
NOTE: see attached sheel. (See 37 CFR 1.116 and 41.33(a)).

4, [J The amendments are not in compliance with 37 CFR 1.121. See attached Notice of Non-Compliant Amendment (PTOL-324).

5.[] Applicant’s reply has overcome the following rejection(s):

6. ] Newly proposed or amended claim(s) would be allowable if submitted in a separate, timely filed amendment canceling
the non-allowable claim(s).

7. For purposes of appeal, the proposed amendment(s): a) X will not be entered, or b) [J will be entered and an explanation of
how the new or amended claims would be rejected is provided below or appended.

The status of the claim(s) is (or will be) as follows:
Claim(s) allowed: .

Claim(s) objected to: 18.

Claim(s) rejected: 1-18 and 20-26.

Claim(s) withdrawn from consideration:

AFFIDAVIT OR OTHER EVIDENCE

8. [] The affidavit or other evidence filed after a final action, but before or on the date of filing a Notice of Appeal will not be entered
because applicant failed to provide a showing of good and sufficient reasons why the affidavit or other evidence is necessary
and was not earlier presented. See 37 CFR 1.116(e).

9. [ The affidavit or other evidence filed after the date of filing a Notice of Appeal, but prior to the date of filing a brief, will not be
entered because the affidavit or other evidence failed to overcome all rejections under appeal and/or appellant fails to provide a
showing a good and sufficient reasons why it is necessary and was not earlier presented. See 37 CFR 41.33(d)(1).

10. [ The affidavit or other evidence is entered. An explanation of the status of the claims after entry is below or attached,

REQUEST FOR RECONSIDERATION/OTHER

11. [ The request for reconsideration has been considered but does NOT place the application in condition for allowance because:

see attached sheet.

12. [ Note the attached Information Disclosure Statement(s). (PTO/SB/08 or PTO-1448) Paper No(s). 4/4/06

13. [J Other:

U.S. Patent and Trademark Office
PTOL-303 (Rev. 7-05) Advisory Action Before the Filing of an Appeal Brief Part of Paper No. 61306

0248



Application/Control Number: 10/459,797 Page 2
Art Unit: 2628

Applicant argues that Furtner (US006778177B1) does not teach at least two graphics
pipeline operative to process data in a corresponding set of tiles of a repeating tile pattern
corresponding to screen locations wherein the repeating tile pattern includes a horizontally and
vertically repeating pattern of square regions (page 8).

In reply, the Examiner disagrees. According to Applicant’s disclosure, this repeating tile
pattern for the two pipe configuration refers to a “checkerboard” pattern [0045] wherein each
pipe is responsible for generating all of the pixels with its assigned tiles, and the tiles are
distributed evenly across all pipes, in a checkerboard pattern [0047], and the patterns repeat
across the whole screen, in both X & Y directions [0048], as shown in Figure 3. Furtner
discloses subdividing a frame buffer into sub-sections which normally have the same size and
associating each sub-section with a processor so that each of the processors is equally loaded
(Col. 1, lines 23-32). Figure 21 shows two possibilities of partitioning the frame buffer with
regard to the case of a graphics system operating with four graphics processing engines. Figure
21a shows that frame buffer 10 is subdivided into four equally sized blocks which are associated
to the engines. Figure 21b shows that the processing of individual pixels 12 is effected in an
interleaved manner by the four graphics processing engines of the graphics system (Col. 1, lines
37-49), and as can be seen in Figure 21, this results in a checkerboard pattern. Even though
Figure 21b is described as partitioning the frame buffer into individual pixels, this is described as
being only one possibility of partitioning the frame buffer (Col. 1, lines 37-39). Furtner
describes subdividing a frame buffer into sub-sections which normally have the same size (Col.
1, lines 30-32) and does not specify the each sub-sections must contain only one pixel, and in

fact describes that the sub-sections can be four equally sized blocks or tiles (Col. 1, lines 41-44).
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Application/Control Number: 10/459,797 Page 3
Art Unit: 2628

Therefore, Furtner does disclose at least two graphics pipeline operative to process data in a
corresponding set of tiles of a repeating tile pattern corresponding to screen locations wherein the

repeating tile pattern includes a horizontally and vertically repeating pattern of square regions.

SUPERVISORY PATENT EXAMINER
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et al. Examiner: Joni Hsu
Serial No.: 10/459,797 Art Unit: 2671
Filing Date: June 12, 2003 Our File No.: 00100.02.0053

Confirmation No.: 4148

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING
A SUPER-TILING TECHNIQUE

Certificate o tronic Submissi

Mail Stop AF I hereby certify that this Response is being forwarded via
C . for P elecironic submission to: Elecironic Business Center,

ommissioner for Patents Commissioner for Patents, Mail Stop AF on this date.
P.O. Box 1450 _
Alexandria, VA 22313-1450 ¢ /30

: Dated Christine A. Wright
RESPONSE
Dear Sir:

In response to the Final Office Action mailed March 13, 2006, Applicants submit the
following response.
Listing of the Claims begins on page 2 of this paper.

Remarks begin on page 8 of this paper.
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— |Publishing Company; 1990; pages 873-899 ™
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U.S. Patent and Trademark Cffice; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

Docket Number (Optional}
NOTICE OF APPEAL FROM THE EXAMINER TO
THE BOARD OF PATENT APPEALS AND INTERFERENCES 00100.02.0053
| hereby certify that this correspondence is being forwarded via In re Application of
electronic submission to: Mark M. Leather et al.
Electronic Business Center, Commissioner for Patents,
Mail Stop AF Application Number Filed
10/459,797 June 12, 2003
on July 13, 2006
- - ” DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES
i } é i 7£/ V/U} FOrUSING A SUPER-TILING TECHNIQUE
Signature AT
0 Art Unit Examiner
Typed or printed L . .
e Christine A. Wright 2628 Joni Hsu

Applicant hereby appeals to the Board of Patent Appeals and Interferences from the last decision of the examiner.

The fee for this Notice of Appeal is (37 CFR 41.20(b)(1)) $ 600.00

D Applicant claims small entity status. See 37 CFR 1.27. Therefore, the fee shown above is reduced

by half, and the resulting fee is: $
A check in the amount of the fee is enclosed.

Payment by credit card. Form PT0O-2038 is attached.

The Director has already been authorized to charge fees in this application to a Deposit Account.
| have enclosed a duplicate copy of this sheet.

K O00O0

The Director is hereby authorized to charge any fees which may be required, or credit any overpayment
to Deposit Account No.  50-0441 . | have enclosed a duplicate copy of this sheet.

A petition for an extension of time under 37 CFR 1.136(a) (PTO/SB/22) is enclosed.

R

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.

| am the

(] applicantinventor. %K&M/
S

~ Signature  ~

assignee of record of the entire interest. .
D See 37 CFR 3.71. Statement under 37 CFR 3.73(b) is enclosed. Christopher J. Reckamp
(Form PTO/SB/96) Typed or printed name

attorney or agent of record.
Registration number

34,414 ) 312-609-7599
Telephone number

[] attorney or agent acting under 37 CFR 1.34. July 13, 2006
Registration number if acting under 37 CFR 1.34.

Date

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required.
Submit multiple forms if more than one signature is required, see below”.

*Total of _ 1 forms are submitted.

This collection of information is required by 37 CFR 41.31. The information is required fo obtain or retain a benefit by the public which is to file {and by the USPTO
to process) an application. Confidentiality is govermned by 35 U.S.C. 122 and 37 CFR 1.11, 1.14 and 41.6. This collection is estimated to take 12 minutes to
complete, including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number,

Docket Number (Optional)

PRE-APPEAL BRIEF REQUEST FOR REVIEW

00100.02.0053

| hereby certify that this correspondence is being forwarded via Application Number Filed
electronic submission to:
Electronic Business Center, Commissioner for Patents, Mail Stop AF 10/459,797 June 12, 2003
on _July 13, 2006 First Named Inventor
Signature Mark M. Leather

Art Unit Examiner
Typed or printed isti i i
n:'?nee P Christine A. Wright 2628 Joni Hsu

Applicant requests review of the final rejection in the above-identified application. No amendments are being filed
with this request.

This request is being filed with a notice of appeal.

The review is requested for the reason(s) stated on the attached sheet(s).
Note: No more than five (5) pages may be provided.

| am the

I:] applicant/inventor. / %/{é"{;ﬁ“ﬂh”

Signature e

D assignee of record of the entire interest. Christopher J. Reckamp

See 37 CFR 3.71. Statement under 37 CFR 3.73(b) is enclosed.

(Form PTO/SB/96) Typed or printed name
attorney or agent of record. 34,414 . 312-609-7599

Registration number

Telephone number

l:l attorney or agent acting under 37 CFR 1.34. July 13, 2006

Registration number if acting under 37 CFR 1.34 Date

NQOTE: Signatures of all the inventors or assignees of record of the entire interest or their representative(s) are required.
Submit multiple forms if more than one signature is required, see below",

*Totalof _1______ forms are submitted.

This collection of infermation is required by 35 U.S.C. 132, The information is required to obilain or retain a benefit by the public which is to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11, 1.14 and 41.6. This collection is estimated to take 12 minutes to
complete, including gathering, preparing, and submitling the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require 1o complete this form andfor suggestions for reducing this burden, should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Mail Stop AF, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, cafl 1-800-PT0-9199 and select option 2.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants: Mark M. Leather et al. Examiner: Joni Hsu
Serial No.: 10/459,797 Art Unit; 2628
Filing Date: June 12, 2003 Our File No.: 00100.02.0053

Confirmation No.: 4148

Title: DIVIDING WORK AMONG MULTIPLE GRAPHICS PIPELINES USING
A SUPER-TILING TECHNIQUE

Certificate of Electronic Submission

Mail Stop AF [ hereby certify that the this Remarks for Pre-Appeal Brief
Commissioner for Patents Request for Review is being forwarded via electronic submission

to: Electronic Business Center, Commissioner of Patents, Mail
P.O. Box 1450 Stop AF, on this date.

Alexandria, VA 22313-1450 / e
s (LA DL (et

Date Christine Wright O

REMARKS FOR PRE-APPEAL BRIEF REQUEST FOR REVIEW

Dear Sir:

Applicants respectfully submit that the Examiner’s rejections include clear errors because
one or more limitations are not met by the cited reference and the reference does not teach what
the Examiner alleges. Claims 1-18 and 20-26 stand rejected under 35 U.S.C. §102(e) as being
anticipated by Furtner.

As to claim 1, Applicants claim a graphics processing circuit that includes at least two
graphics pipelines operative to process data in a corresponding set of tiles of a repeating tile
pattern corresponding to screen locations, a respective one of the at least two graphics pipelines
operative to process data in a dedicated tile, wherein the repeating tile pattern includes a
horizontally and vertically repeating pattern of square regions. The Furtner reference fails to
teach the claimed subject matter.

Furtner instead describes a non-repeating tile pattern approach and alternatively a per

pixel processing approach, neither of which anticipate the claimed subject matter. The cited

CHICAGO/#1526702.1 1
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FIG. 21A shows a non-repeating tile based approach, and is the only tile based approach
described by the cited portion of Furtner. This non-repeating tile based approach is different
from the claimed approach in at least that the Furtner tile approach breaks down a frame into a
non-repeating four tile configuration wherein each of one of four graphics engine processes a
single tile. There i1s no repeating tile pattern utilized that includes horizontally and vertically
repeating tile patterns wherein a respective graphics pipeline is operative to process data in
repeating patterns of square regions. For example, only a single tile is processed by each engine
for a frame as taught by Furtner. Furtner does not use a horizontally and vertically repeating tile
pattern within a frame but only describes using a single tile per engine.

In contrast, as shown in Applicants’ Specification and as claimed, Applicants’ approach
breaks down screen locations of a frame into a repeating tile pattern that includes horizontally

and vertically repeating patterns of square regions where a respective graphics pipeline operates

to process data in a dedicated tile of the repeating tile pattern. As such, one engine in

Applicants’ apparatus is configured to process multiple tiles in a repeating tile pattern to effect,
among other things, improved loading. As admitted in the Advisory Action, FIG. 21 A merely
shows a frame buffer 10 subdivided into four equally sized blocks where each block is associated
to one engine. There is no repeating pattern of horizontal and vertical tiles shown in FIG. 21A
nor is there any description of an apparatus that operates or is configured as Applicants’ claim
requires.

The Advisory Action also appears to read information into the Furtner reference based on
Applicants’ own claimed invention. For example, when applying FIG. 21B of Furtner, which
merely shows a non-tile based approach wherein each pixel is handled individually by a different

graphics processing engine, the office action alleges that this is “only one possibility of

CHICAGO/##1526702.1 2
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portioning the frame buffer”. Applicants respectfully note that the reference actually states that
the two versions shown in FIG. 21A and FIG. 21B are actually “the above-described
possibilities” (column 1, lines 37) meaning that these techniques are the ones described in the
paragraphs above disclosed by Furtner. The reference cannot be cited for possibilities that are
not disclosed in the reference.

In any event, the actual teaching in Furtner is as FIG. 21A and FIG. 21B show. FIG. 21B
is a non-tile based approach whereas Applicants claim a repeating tile based approach and
Furtner describes with respect to this figure that a separate engine handles a single pixel. As
such, it is a per pixel approach and not a tile based approach.

In addition, the Advisory Action states Furtner describes “subdividing a frame buffer into
subsections which normally have the same size (column 1, lines 30-32) and does not specify
[that] each subsections must contain only one pixel, and in fact describes that the subsections can
be four equally sized blocks or tiles (column 1, lines 41-44).” (Page 2 of Advisory Action).
Applicants respectfully submit that the cited portion and, as admitted by the Advisory Action,
requires a system that utilizes four equally sized blocks or tiles, each tile being handled by a
different graphics processing engine and that only one tile per engine is (four blocks or tiles)
described and shown. No repeating tile pattern per frame is employed. Although Furtner
describes a tile based approach, he describes it as four tiles for a frame and cach tile being
processed by a different graphics processing engine. This is a non-repeating tile based approach.

In contrast, Applicants claim a repeating tile pattern approach wherein, among other
things, respective graphics pipelines processed dedicated tiles of a repeating tile pattern. The
only tile based approach taught in Furtner is a non-repeating tile approach. As such, the

reference does not anticipate Applicants’ claimed invention. In addition, Applicants respectfully

CHICAGO/#1526702.1 3
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note that the Advisory Action also appears to exclude claim language in an effort to render the
claim unpatentable. As shown on page 3 of the Advisory Action, the Examiner’s use of
Applicants’ claim language fails to include that a respective one of at least two graphics
pipelines are operative to process data in a dedicated tile wherein there is a repeating tile pattern.
As noted, there is no repeating tile pattern shown in the figures or described in the cited portion
of Furtner.

Applicants respectfully reassert the relevant remarks made above with respect to other
independent claims.

The dependent claims add additional novel and non-obvious subject matter.

As to claim 25, Applicants again respectfully submit that there is no repeating tile pattern
that includes a horizontally and vertically repeating patterns of regions wherein graphics
pipelines are operative to process data in corresponding sets of tiles of a repeating tile pattern
corresponding to screen locations. As such, this claim is also believed to be in condition for
allowance.

Reconsideration and withdrawal of the rejection of the claims is respectfully requested.
A Notice of Allowance is also respectfully requested.

Respectfully submitted,
Date: ?ﬁ?‘/& 4 By: &/I&W

Christophét J. Reckamp”
Registration No. 34,414

Vedder, Price, Kaufman & Kammholz, P.C.
222 North LaSalle Street, Suite 2600
Chicago, Illinois 60601

phone: (312) 609-7599

fax: (312) 609-5005

CHICAGO/#1526702.1 4
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. . Application/Control No. Appli P t und
App lication Number pplication/Control No Rgsx:;ri\'t‘(:t)iio r:lten under
10/459,797 , LEATHER ET AL.
Art Unit
Joni Hsu 2628

Document Code - AP.PRE.DEC

Notice of Panel Decision from Pre-Appeal Brief Review

JAR

This is in response to the Pre-Appeal Brief Request for Review filed 7/13/06.

1. [ Improper Request — The Request is improper and a conference will not be held for the following
reason(s):

[] The Notice of Appeal has not been filed concurrent with the Pre-Appeal Brief Request.
[] The request does not include reasons why a review is appropriate.

(] A proposed amendment is included with the Pre-Appeal Brief request.

] other: -

The time period for filing a response continues to run from the receipt date of the Notice of Appeal or from
the mail date of the last Office communication, if no Notice of Appeal has been received.

2. [] Proceed to Board of Patent Appeals and Interferences — A Pre-Appeal Brief conference has been
held. The application remains under appeal because there is at least one actual issue for appeal. Applicant
is required to submit an appeal brief in accordance with 37 CFR 41.37. The time period for filing an appeal
brief will be reset to be one month from mailing this decision, or the balance of the two-month time period
running from the receipt of the notice of appeal, whichever is greater. Further, the time period for filing of the
appeal brief is extendible under 37 CFR 1.136 based upon the mail date of this demsmn or the receipt date
of the notice of appeal, as applicable.

[J The panel has determined the status of the claim(s) is as follows:
Claim(s) alloweg:

Claim(s) objected to:

Claim(s) rejected:

Claim(s) withdrawn from consideration:

3. [ Allowable application - A conference has been held. The rejection is withdrawn and a Notice of
Allowance will be mailed. Prosecution on the merits remains closed. No further action is required by
applicant at this time.

4. [X] Reopen Prosecution — A conference has been held. The rejection is withdrawn and a new Office
action will be mailed. No further action is required by applicant at this time.

All participants:

(1) Ulka Chauhan.

(2) Kee Tung. 4%,7

U.S. Patent and Trademark Office

(3)Joni Hsu. /51

4)___.
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DETAILED ACTION

Response to Amendment
1. Applicant's arguments with respect to claims 1-18 and 20-26 have been considered but

are moot in view of the new ground(s) of rejection.

2. Applicant’s arguments, see pages 1-3, filed July 13, 2006, with respect to the rejection(s)
of claim(s) 1-7 and 20-26 under 35 U.S.C. 102(e) and Claims 8-18 under 35 U.S.C. 103(a) have
been fully considered and are persuasive. Therefore, the rejection has been withdrawn.
However, upon further consideration, a new ground(s) of rejection is made in view of Kelleher

(US005794016A).

3. Applicant argues that Furtner (US006778177B1) describes a non-repeating tile pattern
approach and alternatively a per pixel processing approach, neither of which anticipate the
claimed subject matter (page 1). The cited FIG. 21A shows a non-repeating tile based approach,
and is the only tile based approach described by thé cited portion of Furtner. Furtner describes
that the per pixel processing approach is repeating. However, Furtner does not teach a repeating
tile based approach. The Examiner attempted to cite the reference for possibilities that are not.
disclosed in the reference (pages 2-3).

In reply, the Examiner agrees. However, new grounds of rejet_:tion are made in view of

Kelleher.
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Claim Objections
4. Claim 25 is objected to because it is exactly the same as Claim 1, and therefore is a

repeated claim. Appropriate correction is required.

Claim Rejections - 35 USC § 101
5. 35 U.S.C. 101 reads as follows:

Whoever invents or discovers any new and useful process, machine, manufacture, or

composition of matter, or any new and useful improvement thereof, may obtain a patent

therefor, subject to the conditions and requirements of this title. '
6. Claims 20-23 are rejected under 35 U.S.C. 101 because the claimed invention is directed
to non-statutory subject matter.

Claim 20 recites a graphics processing method, however it appears to be directed to an
abstract idea rather than a practical application of the abstract idea. The claimed invention as a
whole must accomplish a practical application. That is, it must produce a “useful, concrete and
tangible result (State Street, 149 F.3d at 1373, 47 USPQ2d at 1601-02). The tangible
requirement requires that the claim must set forth a practical application of the 101 judicial
exception to produce a real-world result (Benson, 409 U.S. at 71-72, 175 USPQ at 676-77). See
MPEP 2106 11 A. Since there is no tangible result recited in these claims, these claims are
directed to non-statutory subject matter.

Claims 21-23 are non-statutory for the same reasons discussed above.
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Claim Rejections - 35 USC § 102
7. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the
basis for the rejections under this section made in this Office action:
A person shall be entitled to a patent unless —
(b) the invention was patented or described in a printed publication in this or a foreign
country or in public use or on sale in this country, more than one year prior to the date of
application for patent in the United States.

8. Claims 1-5, 7, 9, 10, 12-16, 18, and 20-26 are rejected under 35 U.S.C. 102(b) as being

anticipated by Kelleher (US005794016A).

9. With regard to Claim 1, Kelleher discloses a graphics processing circuit (10C, Figure 3)
comprising at least two graphics pipelines (20A, 20B; graphics system 10C with N rendering
processors 204-20N, Col. 3, lines 22-23; rendering processor 20 provides a video pipeline, Col.
4, lines 9-14) operative to process data in a corresponding set of tiles (group of pixel blocks 52,
Figure 4) of a repeating tile pattern corresponding to screen locations, a respective one of the at
least two graphics pipelines operative to process data in a dedicated tile, wherein the repeating
tile pattern includes a horizontally and vertically repeating pattern of square regions, as shown in
Figure 4 (graphics memory 22 that has been partitioned into a plurality of pixel blocks 52 that
are tiled in the x- and y-direction of the graphics memory 22, the graphics memory 22 renders a
1280x1024 screen display, pixel blocks 52 are organized into noncontiguous groups of blocks
52, groups of blocks 52 are then assigned to the rendering processors 20, each rendering
processor 20 writes only those pixels that are located in the blocks 52 of the assigned groups,

Col. 4, line 60-Col. 5, line 19).
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10.  With regard to Claim 2, Kelleher discloses that the square regions (blocks 52) comprise a
two dimensional partitioning of memory (22, Figure 4) ((graphics memory 22 that has been
partitioned into a plurality of pixel blocks 52 that are tiled in the x- and y-direction of the

graphics memory 22, Col. 4, lines 60-62).

11.  With regard to Claim 3, Kelleher discloses that the memory (22, Figure 4) is a frame

buffer (graphics memory 22, also known as a frame buffer, Col. 3, lines 38-41).

12.  With regard to Claim 4, Kelleher discloses that each of the at least two graphics pipelines
(20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) further includes front end circuitry
(80, 82, Figure 7) operative to receive vertex data and generate pixel data corresponding to a
primitive to be rendered, and back end circuitry (84, Figure 7), coupled to the front end circuitry,
operative to receive and process a portion of the pixel data (each of the rendering processors 20
independently scan-converts the geometric objects, the rendering processor 20 first reads the
command packets, the rendering processors 20 then processes the command packets in a
pipeline process comprising a dispaich stage 80, a setup stage 82, and an updated stage 84, in a
dispatch stage 80, the dispatch circuit 64 reads the command packets from the command queue
62 and dispatches the vertex data in the command to the next stage in the pipeline, the setup
stage 82, the setup stage 82 includes the geometric setup circuit 66 and the atiribute setup circuit

70 which accept the triangle vertex data and setup the triangles for scan-conversion by the
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update stage 84, the update stage 84 includes the interpolator circuit 72, which interpolates final

attribute values for the pixels in each triangle, Col. 8, line 52-Col. 9, line 23).

13.  With regard to Claim 5, Kelleher discloses that each of the at least two graphics pipelines
(20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) further includes a scan converter (84,
Figure 7), coupled to the back end circuitry, operative to determine the portion of the pixel data
to be processed by the back end circuitry. (scan-converis the geometric objects into the memory
blocks 52 indicated by their block enable ﬁéfa’ 61, Col. 8, lines 52-61; scan-conversion by the
update stage 84, Col. 9, lines 1-23; block enable field 61 determines which groups of blocks 52
within the graphics memory 22 are allocated to and controlled by the rendering processor 20,

Col. 6, lines 26-28).

14, With regard to Claim 7, Kelleher discloses that the at least two graphics pipelines 20A,
(20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) separately receive the pixel data from the

front end circuitry (Col. 8, lines 52-65).

15.  With regard to Claim 9,.Kel[eher discloses a memory controller (68, Figures 7 and 11)
coupled to the at least two graphics pipelines (20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4,
lines 9-14), operative to transfer pixel data between each of a first pipeline and a second pipeline
and a memory (22) (address generation circuit 68 accepls the initial geometry values from the
geometric setup circuit 66, and generates physical memory addresses, Col. 9, lines 18-23; Col.

10, lines 40-47).
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16.  With regard to Claim 10, Kelleher discloses that a first of the at least two graphics
pipelines (20A, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) processes the pixel data only in a
first set of tiles (group 0 of pixel blocks 52) in the repeating tile pattern (each rendering
processor 20 writes to only those pixels that are located in the blocks 52 of the assigned groups,

blocks in group “0” may be assigned to rendering processor 0, Col. 4, line 65-Col. 5, line 19).

17.  With regard to Claim 12, Kelleher discloses that a second of the at Iea;t two graphics
pipelines (20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14) processes the pixel data only in a
second set of tiles (group 1 of pixel blocks 52) in the repeating tile pattern (each rendering
processor 20 writes to only those pixels that are located in the blocks 52 of the assigned groups,

blocks in group “1” may be assigned fo rendering processor I, Col. 4, line 65-Col. 5, line 19).

18.  With regard to Claim 13, Claim 13 is similar in scope to Claim 11, and therefore is

rejected under the same rationale.

19.  With regard to Claim 14, Claim 14 is similar to Claims 4 and 10, except that Claim 14 is
for a third and fourth graphics pipeline. Kelleher discloses four graphics pipelines (20A-20N,
Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14). Therefore, Claim 14 is rejected under the same

rationale as Claims 4 and 10.
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20.  With regard to Claims 15 and 16, these claims are each similar in scope to Claim 11, and

therefore are rejected under the same rationale.

21.  With regard to Claim 18, Kelleher discloses a bridge (38, Figure 3) operafive to transmit
vertex data to each of the first (20A), second (20B), third (20C) and fourth (20N) graphics
pipelines (Col. 3, lines 22-23; Col. 4, lines 9-14; rendering processor 20 first reads the command
packets sent to it over the PCI bus 30, Col. 8, lines 56-65; rendering processors 20 are

connected to a system PCI bus 304 through a PCI bridge 38, Col. 3, lines 46-50).

22.  With regard to Claim 20, Kelleher discloses a graphics processing method (Col. 2, lines.
27-28), comprising receiving vertex data for a primitive to be rendered; generating pixel data in
response to the vertex data; determining the pixels within a set of tiles (group of pixel blocks 52)
of a repeating tile pattern corresponding to screen locations to be processed by a corresponding
one of at least two graphics pipelines (20A, 20B, Figure 3; Col. 3, lines 22-23; Col. 4, lines 9-14)
in response to the pixel data, the repeating tile pattern including a horizontally and vertically.
repeating pattern of square regions, as shown in Figure 4; and performing pixel operations on the
pixels within the determined set of tiles by the corresponding one of the at least two graphics

pipelines (Col. 4, line 60-Col. 5, line 19; Col. 8, lines 56-65).

23, With regard to Claim 21, Kelleher discloses that determining the pixels within a set of

tiles (group of pixel blocks 52) of the repeating tile pattern to be processed further comprises
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determining the set of tiles that the corresponding graphics pipeline (20, Figure 3; Col. 3, lines

22-23; Col. 4, lines 9-14) is responsible for (Col. 4, line 60-Col. 5, line 19).

24. With regard to Claim 22, Kelleher discloses that the scan converter determines which
groups of blocks 52 within the graphics memory 22 are allocated to.and controlled by the
graphics pipelines 20 (Col. 8, lines 52-61). The graphics memory is partitioned into a plurality
of pixel blocks that are tiled in the x-and y-direction of the graphics memory (Col. 4, lines 60-
62). Kelleher discloses that determining the pixels within a set of tiles (group of pixel blocks 52)
of the repeating tile pattern to be processed (Col. 5, lines 6-19) inherently further comprises
providing position coordinates of the pixels within the determined set of tiles to be processed to

the corresponding one of the at least two graphics pipelines.

25.  With regard to Claim 23, Kelleher discloses transmitting the processed pixels to memory
(22, Figure 4) (rendering processor 20 scan-converis the object into the graphics memory 22, the

graphics memory stores pixel data, Col. 3, lines 36-41).

26.  With regard to Claim 24, Kelleher discloses a graphics processing circuit, comprising
front end circuitry (80, 82, Figure 7) operative to generate pixel data in response to primitive data
for a primitive to bé rendered; first back end circuitry (84), coupled to the front end circuitry,
operative to process a first portion of the pixel data in response to position coordinates; a first
scan converter, coupled between the front end circuitry and the first back end circuitry, operative

to determine which set of tiles of a repeating tile pattern are to be processed by the first back end
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circuitry (Col. 3, lines 22-23; Col. 8, line 59-Col. 9, line 23), the repeating tile pattern including a
horizontally and vertically repeating pattern of square regions, as shown in Figure 4 (Col. 4, line
60-Col. 5, line 19), and operative to provide the position coordinates to the first .back end
circuitry in response to the pixel data (Col. 4, lines 60-62; Col. 8, lines 52-65; Col. 6, lines 36-
38); second back end circuitry, coupled to the front end circuitry, operative to process a second
portion of the pixel data in response to position coordinates; a second scan converter, coupled
between the front end circuitry and the second back end circuitry, operative to determine which
set of tiles of the repeating tile pattern are to be processed by the second back end circuitry, and
operat_ive to provide the position coordinates to the second back end circuitry in response to the
pixel data (Col. 3, lines 22-23; Col. 8, line 59-Col. 9, line 23; qu. 4, lines 60-62; Col. 8, lines
52-65; Col. 6, lines 36-38); and a memory controller (68, Figures 7 and 11), coupled to the first
and second back end circuitry operative to transmit and receive the processed pixel data (Col. 9,

lines 18-23; Col. 10, lines 40-47).

27.  With regard to Claim 25, Claim 25 is the same as Claim 1, and therefore is rejected under

the same rationale.
28.  With regard to Claim 26, Kelleher discloses a horizontally and vertically repeating

pattern of regions (Col. 4, line 65-Col. 5, line 19) include NxM number of pixels (each pixel

block 52 is 128x128 pixels in size, Col. 6, lines 2-4).
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29.  Thus, it reasonably appears that Kelleher describes or discloses every element of Claims

1-5,7,9, 10, 12-16, 18, and 20-26 and therefore al_lticipates the claims subject.

Claim Rejections - 35 USC § 103
30.  The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all
obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or
described as set forth in section 102 of this title, if the differences between the subject
matter sought to be patented and the prior art are such that the subject matter as a whole
would have been obvious at the time the invention was made to a person having ordinary
skill in the art to which said subject matter pertains. Patentability shall not be negatived
by the manner in which the invention was made.’

31.  The factual inquiries set forth in Graham v. John Deere Co., 383 U.S. 1, 148 USPQ 459
(1966), that are applied for establishing a background for determining obviousness under 35
U.S.C. 103(a) are summarized as follows:

Determining the scope and contents of the prior art.

Ascertaining the differences between the prior art and the claims at issue.
Resolving the level of ordinary skill in the pertinent art.

Considering objective evidence present in the application indicating obviousness
or nonobviousness.

b s

32.  Claims 6, 8, and 17 are rejected under 35 U.S.C. 103(a) as being unpatentable over

Kelleher (US005794016A) in view of Furtner (US006778177B1).

33. With regard to Claim 6, Kelleher is relied upon for the teachings as discussed above

relative to Claim 1.
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However, Kelleher does not explicitly teach that each tile of the set of tiles further
comprises a 16x16 pixel array. However, Furtner describes that each tile of the set of tiles
further comprises a 16x16 pixel array (Col. 11, lines 45-48, 64-65).

It would have been obvious to one of ordinary skill in the art at the time of invention by
applicant to modify the device of Kelleher so that each tile of the set of tiles further comprises a
16x16 pixel array as suggested by Furtner because Furtner suggests that depending on the
number of parallel image-rendering pipelines and depending on the memory organization, the
optimum tile size and shape can be selected (Col. 11, lines 45-48, 64-65), and therefore it would
be obvious to modify the tile size to be 16x16 pixels if that would be the optimum tile size for a

particular number of parallel image-rendering pipelines and particular memory organization.

34.  With regard to Claim 8, Kelleher does not teach that the at least two graphics pipelines
are on multiple chips. However, Furtner describes that the at least two graphics pipelines are on
multiple chips (Col. 6, lines 47-51).

It would have been obvious to one of ordinary skill in the art at the time of invention by
applicant to modify the device of Kelleher so that the at least two graphics pipelines are on
multiple chips as suggested by Furtner becauge Furtner suggests that this makes the system more
configurable by being able to easily add more graphics pipelines to increase the performance

(Col. 6, lines 29-30, 42-51).

35.  Withregard to Claim 17, Claim 17 is similar in scope to Claim 8, and therefore is

rejected under the same rationale.
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36.  Claim 11 is rejected under 35 U.S.C. 103(a) as being unpatentable over Kelleher
(US005794016A) in view of Hamburg (US005905506A).

Kelleher is relied upon for the teachings as discussed above relative to Claim 10.
Kelleher discloses that the first of the at least two graphics pipelines (20A, Figure 3; Col. 3, lines
22-23; Col. 4, lines 9-14) further includes a scan converter (84, Figure 7), coupled to the front
_ end circuitry (80, 82) and the back end circuitry (Col. 8, line 52-Col. 9, line 23). The scan
converter determines which groups of blocks 52 within the graphics memory 22 are allocated to
and controlled by the graphics pipelines (Col. 8, lines 52-65; Col. 6, lines 26-28). The graphics
memory is partitioned into a plurality of pixel blocks that are tiled in the x-and y-direction of the
graphics memory (Col. 4, lines 60-62). Therefore, the scan converter is inherently operative to
provide memory addresses or position coordinates of the pixels within the first set of tiles to be
processed by the back end circuitry.

However, Kelleher does not explicitly teach using tile identification data to indicate
which tiles are to be processed. However, Hamburg discloses a pixel identification line for
receiving tile identification data indicating which tiles are to be processed (during pixel
modification, the system must write a pixel within at least one tile within image B, the system
determines a tile ID at which 1o write the pixel value, Col. 5, lines 35-52).

It would have been obvious to one of ordinary skill in the art at the time of invention by
applicant to modify the device of Kelleher to include using tile identification data to indicate

which tiles are to be processed as suggested by Hamburg because Hamburg suggests the
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advantage of using tile identification data to easily track the storage locations of the tile pixel

data and being able to easily retrieve data for a particular image tile (Col. 1, lines 46-54).

37.  Claim 19 is rejected under 35 U.S.C. 103(a) as being unpatentable over Kelleher
(US005794016A) and Furtner (US006778177B1) in view of Kent (US 20030164830A1).

Kelleher and Furtner are relied upon for the teachings as discussed ;bove relative to
Claim 17. Kelleher discloses that the data includes a polygon. Each pixel block 52 is 128x128
pixels in size. This block size has been determined to effectively divide the parallelism of the
graphics pipelines 20. Since polygons tend to be particularly small, and 128x128 blocks 52 are
relatively large, polygons will not commonly cross block boundaries (Col. 5, line 65-Col. 6, line
12). Furtner describes that the at least two graphics pipelines are on multiple chips (Col. 6, lines
47-51), as discussed in the rejection for Claim 8. |

However, Kelleher and Further do not teach cr.eating a bounding box around the polygon
and wherein each corner of the bounding box is checked against a super tile that belongs to each
separate chip and wherein if the bounding box does not overlap any of the super tiles associated
with a separate chip, then the processing circuit rejects the whole polygon and processes a next
one. However, Kent discloses that the graphics pipeline [0006] calculates the bounding box of
the primitive and testing this against the VisRect. If the bounding box of the primitive is
contained in the other P10’s super tile the primitive is discarded at this stage [0129]. A primitive
can be a polygon (independent primitives (triangles or quads), [0088]). The method used is to
calculate the distance from each subpixel sample point in the point’s bounding box to the point’s

center and compare this to the point’s radius. Subpixel sample points with a distance greater
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than the radius do not contribute to a pixel’s coverage. The cost of this is kept low by only
allowing small radius points hence the distance calculation is a small multiply and by taking a
cycle per subpixel sample per pixel within the bounding box [0144]. Since the method calculates
the distance from each subpixel sample point in the point’s bounding box, this must include all
the corners of the bounding box. Therefore, Kent discloses that the data includes a polygon and
that the graphics pipeline creates a bounding box around the polygon and 1.;uherein each corner of
the bounding box is checked against a super tile that belongs to the graphics pipeline and

wherein if the bounding box does not overlap any of the super tiles, then the processing circuit
rejects the whole polygon and processes a next one.

It would have been obvious to one of ordinary skill in the art at the time of invention by
applicant to modify the devices of Kelleher and Furtner to include creating a bounding box
around the polygon and wherein each corner of the bounding box is checked against a super tile
that belongs to each separate chip and wherein if the bounding box does not overlap any of the
super tiles associated with a separate chip, then the processing circuit rejects the whole polygon
and processes a next one as suggested by Kent because Kent suggests the advantage of

processing the super tiles one at a time in order to hide the page break costs [0129, 0051].

Conclusion
Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Joni Hsu whose telephone number is 571-272-7785. The

examiner can normally be reached on M-F 8am-5pm.
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If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Ulka Chauhan can be reached on 571-272-7782. The fax phone number for the
organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the Patent
Application Information Retrieval (PAIR) system. Status information for published applications
may be obtained from either Private PAIR or Public PAIR. Status information for unpublished
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INTHE UNITED STATES PATENT AND TRADEMARK OFFICE
Applicants: Mark M. Leather ef al.
Sertat Noo 1/458,797
Filing Dater June 12, 2003
Confinmation Noo 4148

Fxaminer: Joni Hsu
Art Unit: 2628
Owgr File Noo 00100.02.0053

Title:

DIVIBING WORK AMONG MULTIPLE GRAPHIUS PIPELINES USING
A SUPER-TILING TECHNIQUE

Mail Stop Amendment
Commissioner for Patents
P.0. Box 1436

Alexandria, VA 22313-1450

P AP,

AMENDMENT AND RESPONSE

Dear i
In response to the Office Action mailed February 9, 2047, Appheants petition for ¢ one

month extension of thme and submit the foilowing response.

Amendments to the Claims are reflected in the Listing of the Claims, which beging on page 2
of this paper.

Remarks begin on page 8 of this paper.
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Amendments fo the Claims:

Re-write i'iﬂ ¢ ol 'ms as set forth below. This listing of clalms will veplace all prioy versions and
histings, of claims in the application:

Listine of Claims:

Io {ourrently amended) A graphics processing circuil, comprising,
at least two graphics pipehines operative 1o process data in & corresponding set of tiles of
a repeating e pattern corresponding to screen locations, a respective one of the at least two

IS

graphics pipehines operative {o process data m a dedicated tilef

a memory controlier in conmunuication with the at fesst two graphics pipelings, operative

to transier pixel data between each of ¢ first pipeline sud a second pipeline and 4 memory:

wherein the repeating tile pattern inclades a horizontally and verticaliy repeating patiern

of square regions,

b

{original} The graphics processing circuit of claim 1§, whereln the sauare regions
kS J i !

comprise a two dimensional partttioning of memory.

3. {original} The graphics processing civcuit of claim 2, wherein the memory is a frame

buites

4. {original} The graphics processing circuit of claim 1, wherein cach of the af east twe
graphifes pipelines further includes front end cirenitry operative to receive vertex dala and
generate pixel data corresponding to a prmitive to be rendered, and back end cireuiiry, coupled

1o the front end circuitry, operative 10 receive and process a portion of the pixel data.

CHICAGOH 164
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{ongimaly The graphics processing circuit of claim 4, wherein cach of the at least two

graphics pipelines further includes a scan converter, coupled to the back end cireuitry, operative
to determine the ports

on of the pixel data to be processed by the back end circaifry
6. {original} The graphics processing circutt of claim 1, wherein cach tile of the set of
titea further comprises a 16x16 pixel array

7. {original) The graphics processing circuit of claim 4, wherein the at feast two graphics

pipeiines separately receive the pixel data from the front end circuitry.

8. {canceled)
g, {canceled)

10, {original) The graphics processing circnit of claim 4, wherein a first of the at

oasi
two graphics pipelines processes the pixel data only in a first set ¢

of tiles in the repeating tile
pattern.

t1. {onginal} The graphics processing circuit of claim 1), w

in the first of the at
ieast two grapines pipehnes further inclades a scan converter, coupled to the fromt end circutiry
and the back end circuitry, operative to provide position coordinates of the pixels within the first
set of tiles o be processed by the back end cireullry, the scan converter mcluding a pixel
identification lime for receiving tile identification data indicating wineh of the set of tiles is o be
processed by the back end circuttry

CHEAGOAHTH42328
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12, {previously presentedy The graphics processing circuit of elaim 1, wherein a second

of the at least two graphics pipelines processes the data only in a second set of tiles in the

repeating tile pattern,

13, {previously presented) The graphics processing cireuit of claim 12, whereln the
second of the at least two graphics pipelines forther includes a scan converter, coupled 1o front
end circpitry and back end civcuitry, operative to provide position coordinates of the pixels
within the second set of tiles to be processed by the back end circnitry, the scan converter

including a pixel identification lne for receiving tile identification data indicating which of the

set of'tiles is to be processed by the back end cirenitry.

14, {original} The graphics processing cireuit of claim 1 including a third graphies
pipeline and a foorth graphics pipeline, wherein the third graphics pipeline includes front end
ciremitry operative o recetve vertex datg and gencerate pixel data corresponding to a primitive to
be rendered, and back end circuitry, coupled to the front end cireuitry, operative to veceive and
process the pixel data in a third set of dles in the repeating tile pattern, and wherein the fourth
graphics pipeline includes front end circuitry operaiive o receive vertex data and generate pixel
data corresponding to a primitive to be rendered, and back end circuitry, coupled to the front end

cirenitry, operative to receive and process the pixel data in a fourth set of tiles in the repeating

tile patier

15, {original} The graphics processing cireuit of claim 14, wherein the thivd graphics
pipeline further includes a scan converter, coupled to the front end cwwawtyy and the back end
circuitry, operative to provide position coordinates of the pixels within the third sel of tiles to be

processed by the back end cirewtiry, the scan converter meluding a pixel wenitfication line for

4
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recetving tile identification data indicating which of the sets of tiles is to be processed by the

back end circuiiry.

16, {origmal} The graphics processing circuit of claim 14, wherein the fourth graphics
pipeline {orther includes a scan converter, coupled to the front end circuitry and the back end
circuitry, operative to provide position coordinates of the pixels within the fourth set of tiles to
be processed by the back end cirenitry, the scan converter including a pixel identification line for
receiving tile idenfification data indicating which of the sets of tiles 1S to be processed by the

back end circutiry.
17. {oviginaly The graphics processing eircuit of claim 14, wherem the third and fowrth
grapiiics pipelines are on separate chips.

.

18, {original} The graphics processing cirenit of claim 14, foril
" Las 4

e

er including 2 bridge

operative to transmit vertex data o each of the first, second, third and fourth graphics pipelines.

19, {onginal) The graphics processing circait of claim 17 wherein the data inchudes a
polygon and wherein each separate chip creates a bounding box arcund the polygon and wherein

each corner of the bonading box is checked against a super tile that belongs o cach separate chip

and wherein if the bounding box does not overdap any of the super tiles associated with a

separate chip, then the processing circut rejects the whole polygon and processes & next one.

20, {curently amended} A grapbics processing method, comprising:
receiving vertex data {or ¢ orimitive 10 be rendered;

generating pixel data in response o the vertex data;

CHICAGIEAI32E0 3
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detenmining the pixels within a set of tiles of a repeating tile pattern corresponding to
sereen Jocations to be processed by a corresponding one of at least two graphics pipelines in
response {0 the pixel data, the repeating tile pattern including a honizontally and vertically

repeating pattern of square regions; {{and}]

performing pixel operations on the pixels within the defermined set of tiles by

oy
e

corresponding one of the at least two graphics pipelines: and

fransimitting the processed pixels 1o g memory controlier. wherein the at leasi two

eraphics pinelines share the memory controller.

21, {original} The graphics processing method of claim 20, wherein determining the
pixels within a set of tles of the repeating tiie paitern to he processed further comprises

determining the set of tiles that the corvesponding graphics pipeline is responsible for,

22 {original} The graphics processing method of claim 28, wherein determimng the
pixels within a set of tles of the repeating tile patiern to be processed further comprises
providing position coordinates of the pixels within the determined set of tiles {o be processed to

1

the corresponding une of the at least two graphics pipelines,

23, {eonveled)

24, {previously presented) A graphics processing circuit, comprising:

front end clrcwiiry operative to generate pixel data in response o primitive data for a
primitive (o be rendered,

first back end circutisy, coupled to the front end civcuitry, operative o process a {irst
portion of the pixel data in response to position coordinates;

1§
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a first scan converter, coupled between the front end cirenitry and the first back end
cireuitry, operative 1o determine which set of tiles of a repeating tile pattern are to be processed

by the first back end circuitry, the repeating tile pattern including @ horizontally and vertically

repeating patiern of sguare regions, and operative 1o provide the position coordinutes to the first
back end circnitry in response to the pixel datyg

second back end circuitry, coupled to the front end cirenitry, operative fo process a
second portion of the pixel data in response 1o position coordinates:

a second sean converter, coupled between the front end circutiry and the second back end
cirenitry, operative o determine which set of tiles of the repeating tile patiern are to be processed
by the second back end circuitry, and operative to provide the position coordinates 1o the second
back end cireuifry in response to the pixel data; and

a memory controller, coupled to the first and second back end cireuitry operative to

transmit and receive the processed pixel data.

},3

25, {eurrently amended) A graphics processing circuit, comprising:

at least two graphics pipelines operative to process dats in a corresponding set of tiles of
4 repeating Gie pattern corresponding to screen locations, a respective one of the at least two
graphics pipelines operative (o process data in a dedicated tile, wherein the repeating Gile pattern

includes o horizomtally and vertically repeating pattern of regions;

wheremn the horizontally and verticallv repeating pattern of regiens inciude NxM pnumber

{canceled)

CHICAGIS S
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REMARKS
Claims 1-26 are now pending in the application.  Applicants respectfully eaverse and
(=] L
request reconsideration,

5

(laim 23 stands objected to because it is allegedly exactly the same as claim 1 and i

i

therefore a repeated claim.  Applicants respectfully point out that claim 1 inclades a “repeating
pattern of sguare regions,” {emphasis added), but claim 25 claims a “repeating puattern of
regions” (without the limitation that those regions be square).  Furthermore, Applicants have
amended claim 23 tw incorporaie the Bmitation of claim 26 into claim 23, gs noted helow.
Therefore, Applicants respectfully request that the objection be withdrawn,

Claims 206-23 stand rejected under 35 U.S.CL § 101 for allegedly being directed to non-
statutory subject matter. As an initial matter, Applicants note that claim 23 has been canceled
without prejudice, thereby rendering this rejection moot as to claim 23,

With regard to claim 20, the Examiner merely states that the graphics processing miethod
does not vield a “useful, concrete and tangible result”  The Examiner merely provides a

conclusive staternent that the claims allegedly constitute non-statutory subject matier without an
axplanation as to why the claims allegedly constitute non-statetory sehject matter.

Applicanis obiect to this rejection for at least the reason that no explanation has been

i%a

given as to why ihe aforementioned claims are non-statatory.  Accordingly, a prima jacie case
has not been esleblished. Applicants kindly remuind the Office that MPEP §2106(1VH(B) states

that “[i}he burden 1s on the {Examiner] to set forth a prima facie case of unpaientablity.” “Adfier

the examiner ideniifies and explains i the record the basts for why a claim 1s for an abstract idea

with ne practical application, then the burden shifis to the applicant o erther amend the clann or

make a showing of why the claim is cligible for patent profection.” MPEP §2106(IV D).

CHICAGOH 16423253 3
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in addition, the Examiner states that the claimed method fails to vield a gseful, concrete,
and tangible resnit. However, according the Federal Cirauit, patentable subject matter includes a
“process if the claimed invention as a whele is applied in a ‘usefel’ manner” AT&T Corp. v

Lxeel Communivations, fne., 172 F3d 1352, 1357 {Fed. Cir. 1999}, A proper inquiry reguires

“an examination of the contested claims to see if the claimed subject matter as a

Jaw of nuture” or an ‘abstract wdea.” or if the ., . concept has been reduced o some practical
appiication rendering 1t Cuseful’” fd. In addition, MPEPF §2106{1VXC) states that “[lin
evgluating whether a claim meets the requirements of section 101, the claim mast be considered
as a whole to determine whether it is for a particular application of an abstract idea, natursl
phenomenon, or law of natore, rather than for an abstract idea, natural phenomenon, or law of

3

nature.”  Theretore, the claimed invention as a whole should vield a usefnl, conercte. and
tangible result.

Applicants respectiully submit that at feast mdependent claim 20 recites statutory sabject
matter. The claim includes, for example, processed pixels, which are concrete {e.g., receving
the same input data for the primitive to be rendered will always prodoce the same processed
pixels), useful {o.g., has a practical utility), and has a veal world, tangible vesolt. For example,
Applicants present a method for performing graphics processing that comprises, among othe
things, transmitting processed pixels {o a memory controlier

For such subject matter 1o be statetory, the claimed process must be Hmited to a practical
appiication of the abstract idea or mathematical aigorithm in the technological arts. I re
Afappar, 33 F3d 1526, 1543 (Fed. Cir 1994} A claim is himited to a practical application when

1e method, as claimed, produces a concrete, tangible, and useful reselt. ATEY Corp., 172 F3d

2 -~ sy

at 1357, In AT&T the claims 1 question were directed to generating a message record {or an
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interexchange call between an originating subscriber and a terminating subscriber and adding &

primary interexchange carrier (PIC) indicator to the message record. fd. at 1354, The court held

that “ftfhe PIC indicator represents information about the call recipient’s PIC, seful, non-
abstract resulf that facilitates differential billing of long-distance calls made by a . . | subseriber”

ddat 13538} Likewise, a machine claim is statutory when the machine, as clanned, produces a
conerete, tangible and wseful result (as in State Streer Bank & Trust Co. v Signatiore Finane

roup, dne, 149 F3d 1368, 1373 (Fed. Cir. 1998))  However, the analysis is the same
regardiess of whether the claim is divected to a machine or a process.

n Alate Siveed, the Pederal Cirenit reviewed a claim directed to a “data processing system
for managing a financial services configuration of a portfohio established as a partnhership, each
partner being one of a pluralily of funds, comprising” a variely of structural components
inchuding a “fifth means for processing data regarding aggregate year-end income, expenses, and

capifal gain or less for the portfolio and cach of the funds.” fd at 137172, The Federal Ciremt

heid that:

{tihe transformation of data, representing discrete dollar amounts, by a
machine through a series of mathematical caleulations into u final share
pr‘-cc constitutes a practical application of a mathematical aigorithm,

formula, or calculation, because it produces ‘a useful, conerete and
tangible result’ - a final share price momentarily fixed for recording and
reporting purposes and even aceepted and relied upon by regulatory

o]

authorities and in subsequent trades. 4. at 1373
Not ubiy, the clamn did not require that the tangible result, which was the share price, be clammed
or prodoaced.  The mere fact that the State Streer claim required “processing data” regarding
expenses efc. was enough to be considered statutory subject matter. Thus, at least according to
the Federal Cirenit, o claim need not expressiy recite a resalt that is useful, concrete, and tangible

i a last step or anywhere eise 1 order to be considered statutory subject matier. The fact that

CHICASOMETHAT2S 8 10
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the claimed process led (o or allowed for a recorded, accepted, and/or relied upon result was
sufficient to establish compliance with 35 U.S.C. § 101,

While method clatms take a different form than & machine clai

the fact that Applicants
clatim methods and not machines, as presented i Stete Sireer, has no impact on the present

anaiysis.  See AT&T Corp, 172 F3d at 1357, Consequentiy. the fact that the State Sireed
opinion notes that the claim is divected to a machine has no weight on the instant analysis,

With regard to claim 20, the method for graphics processing reguires, among other
things, generating pixel daty in response fo the vertex data and performing pixel operations on
the pixels within the determined set of tiles by the corresponding one of the at least two graphics
pipeiines. Simifar to the claimed invention in Stafe Streef, Applicants” claimed subject matter is
directed to a method that processes dala not just once but twicer  generating pixel data in
respoise to the vertex data and performing pixel operations on the pixels. For at feast this
reason, claimy 2( appears fo be divected to a practical application of the section 101 judicial
exception. Therefore, reconsideration and withdrawal of the rejection of claim 20 iy respectiully
reguested.

Dependent claims 21-22 are believed to also be directed to stabwiory sobiect matier for the
same or simifar reasons as provided above. Therefore, reconsideration and withdrawal of the
refection of claims 21-22 1z respectinlly requested.

Claims 155, 7, G, 10, 12-16, 18, and 20-26 stand rejected under 35 US. (L § 102(b} as
being anticipated by 118, Patent No. 5,794,016 (“Kelleher™). Kelleher s penerally directed to a
paraliel-processor graphics architecture appropriate for multimedia graphics workstations that i
scalable to the needs of a user. {Abstract)  Ag shown m FIG 3, for example, N separate

rendering processors 20 each implement graphics and multimedia algorithms and interface with
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