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Figure 3-31 PCI Transaction Between A.G.P. Request and Data

Figure 3-30 shows the quickest that the A.G.P. compliant master can enqueue a request, perform a PCI
transaction and then start returning read data. Two clocks are required between the completion of the A.G.P.
request and the start of a PCI transaction, this is required because the A.G.P. REQ# line must be deasserted
when PIPE# is asserted to indicate that the current request is the last to be enqueued. The earliest the
A.G.P. compliant master can request a PCI transaction is on clock 3, and the earliest the arbiter can grant
permission is on clock 4, which allows the PCI compliant master to initiate its request on clock 6. The two
clocks between the PCI transaction and the read data is caused because of potential contention on TRDY#,
This can occur when the PCI compliant master is the core logic and the target is the A.G.P. compliant master.

3.6 Arbitration Signaling Rules

3.6.1 Introduction

This section describes the rules that the A.G.P. compliant master’s REQ# signal and the A.G.P. compliant
arbiter’s GNT# signal need to follow for correct A.G.P. operation. These rules are a necessary part of the
A.G.P. protocol.

The rules associated with the master’s REQ# output signal provide an early indication to the A.G.P.
compliant arbiter as to when an access request transaction will complete. The arbiter may take advantage of
this to eliminate idle bus clocks between transactions.

The rules associated with the GNT# signal minimize the amount of read data buffering required in the master
while allowing back-to-back 8 byte transactions without idle bus clocks. In order to achieve back-to-back
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data transactions the arbiter may pipeline grants . The master must be able to accept them. Some of the
rules in this section are necessary to limit the number of pipelined transactions that can be outstanding. This
section will not attempt to describe the arbitration priority algorithms. This is a chipset specific
implementation issue.

3.6.2 A.G.P. Compliant Master's REQ#

The A.G.P. compliant master asserts its REQ# signal when it wants to issue either a PCI cycle or enqueue
requests using PIPE#. The master will de-assert REQ# depending on the type of access request. When
issuing an A.G.P. access request over the AD bus using PIPE# the master must keep its corresponding
REQ# asserted until one clock prior to de-asserting PIPE# asserted and REQ# deasserted on the same
clock edge is an early indication that the current access request transaction is the last and PIPE# will
deasserted one clock later. The arbiter may utilize this to avoid idle bus clocks when asserting GNT# for a
subsequent transaction. This rule implies that REQ# will be deasserted for at least one clock between back-
to-back PIPE# access request transactions. The master should concatenate as many address requests as
possible into a single PIPE# access request transaction.

When an A.G.P. compliant master or a pure PCI compliant master issues a PCI transaction using FRAME#
(and no other access requests are pending) it will de-assert REQ# when it asserts FRAME#. If another
access request is pending the master will keep its REQ# asserted.

These rules are summarized in Table 3-11:

Current Access Request

PCI using FRAME# A.G.P. using PIPE#
PCI | Keep REQ# De-assert REQ# one clock
Next asserted. prior to de-asserting PIPE#.
Access
A.G.P. | Keep REQ# asserted | De-assert REQ# one clock
Request prior to de-asserting PIPE#.

Concatenate if possible.

None | De-assert REQ# De-assert REQ# one clock
when asserting prior to de-asserting PIPE#.
FRAME#.

Table 3-11 A.G.P. Arbitration Rules

Figure 3-8 Multiple Addresses Enqueued, Maximum Delay by Master shows an access request using
PIPE#. The master deasserts REQ# one clock prior to de-asserting PIPE#. Simultaneous SideBand and
AD Access Request Generation is Not Allowed. An A.G.P. compliant master that is configured to issue
commands over the sideband signals is not allowed to generate commands with PIPE# over the AD bus.
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3.6.3 GNT# and ST[2::0]

The A.G.P. compliant arbiter will assert GNT# to initiate PCI or A.G.P. (non-sideband) activity. The
ST[2::0] signals are only meaningful while GNT# is asserted and are used to communicate the type of PCI
or A.G.P. activity being initiated. The ST[2::0] encodings are shown in Table 3-8 A.G.P. Status Signals.

3.6.4 GNT# for Single Transactions

For PCI and A.G.P. access requests GNT# will stay asserted until the arbiter samples either FRAME# or
PIPE# asserted. The A.G.P. compliant master must drive PIPE# or FRAME# so that it is asserted either
one or two clocks after the clock it samples GNT# asserted. Therefore GNT# will be asserted to an A.G.P.
compliant master for a minimum of two clocks and a maximum of three clocks (for a single access request
when the bus is idle). If the A.G.P. compliant master does not assert PIPE# or FRAME# from ecither the
same clock that GNT# is first sampled asserted or the followin§ clock, the arbiter may de-assert GNT# and
consider the master inoperative. A pure PCI compliant master” on the A.G.P. bus may take longer to assert
FRAME# after sampling its GNT# asserted. A pure PCI compliant master may be considered inoperative
if it doesn’t drive FRAME# within 16 idle bus clocks after GNT# is asserted.

For read and write data transfers, GNT# will be asserted along with the corresponding ST[2::0] signals for
one clock cycle per transaction. This is summarized in Table 3-12.

A.G.P. Transaction Type GNT# Duration
PCI Cycle Until FRAME# sampled asserted
AD Access Request Until PIPE# sampled asserted
Read Data One 1x clock period per transaction
Write Data One 1x clock period per transaction

Table 3-12 GNT# Duration

Figure 3-31 shows an A.G.P. compliant master asserting REQ# to run a PCI cycle. The master samples
GNT# asserted on clock edge #4 with ST[2::0] encoding of ‘111’ indicating permission to generate either a
PCI cycle or an A.G.P. request. The master is allowed to take one or two clocks to assert FRAME#. In this
example the master asserts FRAME# one clock after sampling GNT# asserted. Since no subsequent access
request is pending the master de-asserts REQ# at the same time it asserts FRAME#. The arbiter samples
FRAME# asserted on clock edge #3 and de-asserts GNT# clock 6. In this case GNT# is asserted for two
clocks. If the master would have taken an additional clock to assert FRAME# the arbiter would have
asserted GNT# for three clocks. Once the arbiter asserts GNT# (ST=111), the arbiter will continue driving
it until either PIPE# or FRAME# are sampled asserted.

Figure 3-11 shows a read data transaction. The arbiter asserts GNT# for a single clock with an ST[2::0]
encoding of ‘00x’ indicating permission for the target to drive either high or low priority read data. Both the
master and the target sample GNT# asserted on clock edge #2. The master must be ready to accept data on
the next clock edge. The target is allowed to take one or two clocks to assert TRDY# and begin driving read

* A PCI 2.1 compliant master that does not generate A.G.P. transactions.
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data. In this example the target asserts TRDY# and begins driving read data one clock after sampling GNT#
asserted. GNT# is only asserted for one clock since this is a single read transaction consisting of four data
phases.

CIBE# - (e e 2""C

ST[2 0] EX 010 >< XXX >< 00x >< XXX >< XXX >< XXX >< XXX >< XXX ><z

RBF# /

Figure 3-32 Write Data Followed by Read

Figure 3-32 shows a 32 byte write followed by a read. The arbiter asserts GNT# on clock edge #2 for a
single clock with an ST[2::0] encoding of ‘010’ indicating permission for the master to drive low priority
write data. Both the master and the target sample GNT# asserted on clock edge #2. The target must be able
to accept write data on the next clock. The master is allowed to take one or two clocks to assert IRDY# and
begin driving write data. In this example the target asserts IRDY# and begins driving write data one clock
after sampling GNT# asserted. GNT# is only asserted for one clock since this is a single write transaction
consisting of eight data phases.

3.6.5 GNT# Pipelining

In order run back-to-back 8 byte data transactions (in 2x data transfer mode) without idle bus clocks between
transactions the arbiter must pipeline GNT#s. The arbiter limits the number of outstanding GNT#s resulting
from pipelining, to minimize the master’s GNT# tracking logic. The master must be able to support the same
number of outstanding pipelined GNT#s. The rules associated with attaining these goals are documented in
this section.

When GNT# is pipelined the new bus driver is responsible for correctly sequencing from the current
transaction to the next. If an idle bus clock is required between transactions to allow for bus turnaround, the
new bus driver is responsible for guaranteeing the turn around bus clock.

e IfGNT# is pipelined for an access request or for write data the master is responsible for correctly
sequencing from the previous transaction to the next.

e When GNT# is pipelined for read data the target is responsible for correctly sequencing from the
previous transaction to the next.

The rules governing the earliest point that GNT# may be pipelined for the next transaction is solely
dependent on the current transaction type. If the current transaction is read data, the arbiter must wait to drive
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GNT# for the next transaction such that GNT# is first sampled asserted on the last data phase of the current
read. The last data phase is defined as the last rising 1x clock edge of the data transaction. This rule (along
with proper use of the RBF# signal) minimizes the amount of low priority read data buffering required in
the master. For a sequence of back-to-back 8 byte data transactions (in 2x data transfer mode) GNT# will be
asserted on every 1x clock edge since, by definition, every 1x clock edge is the last data phase of a
transaction.

If the current transaction is write data, GNT# for the next transaction can be asserted on the clock
immediately following the GNT# for the current write data while there are less than four outstanding write
data GNT#s. The arbiter tracks the number of outstanding write data GNT#s and will only assert a GNT#
for a subsequent transaction if there are less than 4 outstanding write data GNT#s. The arbiter increments its
write data GNT# counter when it asserts GNT# for write data and decrements the counter when it samples
IRDY#" asserted by the master for a write data transaction. The master must be able to handle five
pipelined GNT#s (this assumes that a master doesn’t consider a GNT# “canceled” until the data transaction
has finished, one request currently being handled and four more enqueued). This rule allows back-to-back 8
byte write data transactions to proceed when the master takes two clocks to assert the initial IRDY# after
sampling GNT# asserted.

If the current transaction is a PIPE# request, GNT# for a data transaction can be asserted immediately
following the GNT# for the current access request. Since REQ# will stay asserted (but doesn’t indicate
another request) until one clock prior to PIPE# de-assertion, it is impossible to pipeline a GNT# for
another PCI or PIPE# access request if the current transaction is a PIPE# access request. Note that a
GNT# for a PIPE# access request could immediately be followed by up to four GNT#s for write data

transfers (or three writes and one additional transaction). The master’s GNT# pipeline logic must be able to
handle this case.

If the current transaction is a PCI cycle, GNT# for the next transaction can be asserted immediately
following the GNT# for the current PCI cycle. Note that a GNT# for a PCI cycle could immediately be
followed by up to four GNT#s for write data transfers (or three writes and one additional transaction). The
master’s GNT# pipeline logic must be able to handle this case. An A.G.P. pipelined transaction is not
allowed to start (after a PCI transaction) until the bus is IDLE (FRAME# and IRDY# deasserted) for one
clock. Table 3-13 entries refer to the earliest clock edge off which the arbiter can drive GNT# asserted for
the next cycle.

' The count is 4 when a latched version of IRDY# is used to decrement the number of outstanding grants.
Since the target could use either a latched or unlatched version the target is required to handle 4
outstanding pipelined transactions.
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Current AD Activity
PCI A.G.P. Read Data Write Data
Command
PCI or A.G.P. FRAME# of REQ# sampled | 2nd to last data | Immediately
Command current asserted after phase of current | following
Next transaction being transaction. GNT# for
sampled deasserted. current write
AD asserted. while <4
outstanding
Activity GNTH#s.

Read Data FRAME# of PIPE# of 2nd to last data | Immediately
current current phase of current | following
transaction transaction transaction to GNT# for
sampled sampled allow max. of current write
asserted. asserted. 40 bytes of (Depends on
(Depends on (Depends on buffering in RBF#) while
RBF#) RBF#) master. See <4 outstanding

section GNT#s.
describing

RBF# signal.

(Depends on

RBF#)

Write Data FRAME# of PIPE# of 2nd to last data | Immediately
current current phase of current | following
transaction transaction transaction. GNT# for
sampled sampled current write
asserted. asserted. while <4

outstanding
GNT#s.

Table 3-13 Current/Next AD Activity

Figure 3-16 shows a sequence of back-to-back 8 byte read data transactions in 2x data transfer mode. The
target samples GNT# asserted on clock edge #2 and responds by asserting TRDY# and driving read data
(L6) on the following clock. The arbiter can assert the GNT# for the second read data transaction (H4) on
clock edge #3 since that is the last data phase of the L6 read data transaction. GNT# is asserted on every
clock edge so that an 8 byte read data transaction can occur on every clock edge.
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Figure 3-34 shows a 40 byte read transaction followed by another read transaction in 2x data transfer mode.
GNT# for the second read data transaction (R2) is asserted on clock edge #7 which is the last data phase of
the R1 read transaction.

U S W Yoy Yoy o o 0 o 0 e B
TR B B 0 0 0 0 O O 0
AD_STBx:@  : _\J VIR \J \J

I /V /V /V /*V /’V /‘V
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Figure 3-35 GNT# assertion for Back to Back Write Data Transfers

Figure 3-35 shows back-to-back 8 byte write data transactions in 2x data transfer mode. The following
figures show that a maximum of 3 transaction are outstanding and will transfer data. The reason that it is

only 3 and not 4 is that these diagrams assume that the arbiter is not using the latched version of IRDY#.
When the latched version is used then all the number of grants outstanding are increased by one, since the
arbiter delays the decrement. However, the arbiter can have 4 actually outstanding otherwise dead clocks
can occur on the bus.

The master samples GNT# asserted on clock edge #2 and asserts IRDY# and drives write data W1 two
clocks after sampling (clock edge #4). On clock edge #2 the arbiter increments its write GNT# counter to 1.
Since the GNT# counter is less than three the arbiter asserts GNT# for write data W2 on clock edge #3 and
the arbiter increments the write GNT# counter to 2. Since the GNT# counter is still less than three the
arbiter asserts GNT# for write data W3 on clock edge #4. Even though GNT# is asserted on clock edge #4
the write GNT# counter does not increment since IRDY# for W1 is sampled asserted on clock edge #4. The
arbiter continues asserting GNT# on every clock edge sustaining the back-to-back 8 byte transfers since the
write GNT# counter is always less than three. In fact it is this waveform that established the need to allow
up to three outstanding write GNT#s.
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Figure 3-36 Back to Back GNT# with Delay on Initial Transfer

Figure 3-36 shows a sequence of 16 byte write data transaction in 2x data transfer mode. The master asserts
IRDY# and drives write data W1 two clocks after sampling GNT# asserted on clock edge #2. On clock
edge #2 the arbiter increments its write GNT# counter to 1. Since the GNT# counter is less than three the
arbiter asserts GNT# for write data W2 on clock edge #3 and the arbiter increments the write GNT# counter
to 2. Since the GNT# counter is still less than three the arbiter asserts GNT# for write data W3 on clock
edge #4. Even though GNT# is asserted on clock edge #4 the write GNT# counter does not increment since
IRDY# for W1 is sampled asserted on clock edge #4. Since the write GNT# counter is still less than three
the arbiter asserts GNT# for write data W4 on clock edge #5. Since there is no IRDY# asserted on clock
edge #5 the write GNT# counter increments to three and the arbiter is prohibited from asserting GNT# for
W5 on clock edge #6. IRDY# for W2 is asserted on clock edge #6 decrementing the write GNT# counter to
two. This allows the arbiter to assert GNT# for W5 on clock edge #7. This again increments the write
GNT# counter to three and prohibits GNT# assertion for W6 on clock edge #8. Note that on clock edge #5
four GNT# have been pipelined to the master and the first transaction is still underway. This is the worst
case scenario that the master’s GNT# pipeline logic needs to account for.
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Figure 3-37 Pipelined GNT#s - Read and Writes (part 1)
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Figure 3-38 Pipelined GNT#s - Read and Writes (part 2)

Figure 3-37 shows the first half of a long sequence of write data transactions mixed with read data
transactions. While Figure 3-38 shows the conclusion of the transaction. These need to be viewed as a
single figure for the following discussion. The first three GNT#s are for write data transactions. The master
inserts a wait state between the write data transactions. The GNT# asserted on clock edge #5 is for read
data transaction R1. Note that the GNT# for R1 on clock edge #5 did not cause the write GNT# counter to
increment from two to three. The write GNT# counter only increments for GNT#s associated with write
data transactions. The arbiter de-asserts GNT# on clock edge #6 and waits to assert GNT# for read data
R2 on clock edge #10 which is the last data phase of read data transaction R1. Note that by this time the
write GNT# counter decremented to zero by sampling IRDY# asserted on clock edges #6 and #8. Note also
that the write GNT# counter does not increment on clock edge #10 since the GNT# is for a read data
transaction. The target is responsible for inserting the idle clock for bus turnaround between transactions W3
and R1. Read data transaction R2 is a 40 byte transaction so the next GNT# assertion is delayed by the
arbiter until clock edge #15 which is the last data phase of R2. The GNT# on clock edges #15 is for write
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data transaction W4. This causes the write GNT# counter to increment. The master is responsible for
inserting the idle clock for bus turnaround between transactions R2 and W4. The arbiter asserts GNT# for
W5, W6 and W7 on clock edges #16,17 and 18# respectively. The arbiter is prohibited from asserting
GNT# on clock edge #19 for another transaction since the write GNT# counter is at three.

3.6.6 GNT# Interaction with RBF#

The A.G.P. compliant arbiter will not assert GNT# for a low priority read data transaction if the RBF#
signal is asserted. In the case where RBF# is asserted on the same clock edge as GNT# is asserted, the
master is required to accept that transaction. The arbiter must deassert GNT# immediately upon sampling
RBF# asserted so that no further low priority read data transactions are signaled. RBF# only prohibits
GNT# from being asserted for low priority read data transactions. GNT# assertion for high priority read
data, write data, and access requests can still be generated even though RBF# is asserted.

ST[2::0] EX oo X xxx Y000 ) Y x Y 000 X xxx % 000 XE

Figure 3-39 LP GNT# Pipelining Stopped While RBF# is Asserted

Figure 3-39 shows the master asserting the RBF# signal indicating that it can’t accept further low priority
read data. The master samples GNT# asserted on clock edge #2 with ST[2::0] indicating a low priority
read data transaction. The master asserts RBF# on clock edge #3 because it doesn’t have sufficient buffer
space to take the next two low priority read transactions. The arbiter has already asserted GNT# on clock
edge #3 which is the last data phase of L6. The master must accept the GNT# on clock edge #3 for read data
transaction L7. The arbiter samples RBF# asserted on clock edge #3 and deasserts GNT# until it samples
RBF# deasserted on clock edge # 5. Note that if the arbiter didn’t deassert GNT# immediately upon
sampling RBF# asserted on clock edge #3, then GNT# would be asserted on clock edge #4. This would
increase the minimum amount of low priority read data buffering required in the master.

3.7 A.G.P. Sequencer State Machine Equations

This section will provide a concise statement of protocol rules to allow a designer to verify the correctness
of his A.G.P. compliant bus sequencer. TBD.
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3.7.1 Error Reporting

The error reporting philosophy of PCI applies to A.G.P. as well. This philosophy requires any device
involved in the transfer or storage of permanent or retained system state (e.g., disk) to detect and report parity
errors, and to compute parity. Devices involved with transient data only (e.g., graphics) are not so required.
Since the sole purpose of the A.G.P. is the connection of video display devices, no provision has been made
in the current spec for detecting or reporting of any bus errors. The current thinking is that if this becomes an
issue in the future, bus parity detection and reporting will be added in essentially the same way as it is
currently done on the PCI bus.

Admittedly this approach begs the question of address errors on writes to system memory (a problem that did
not occur on PCI when graphics devices were targets only), as well as the possibility of data corruption on
ancillary channels such as VBI. Nonetheless, this position seems to be congruent with current graphics
accelerator practice, and therefore remains the current plan.
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4. Electrical Specification

4.1 Overview

4.1.1 Introduction

As with the protocol enhancements, the A.G.P. electrical specification extends PCI to provide a much higher
performance graphics interface. Most of the electrical interface requirements are based on the PCI spec, and
this document will reference that spec wherever possible.

The A.G.P. physical interface is optimized for a point to point topology using a 3.3V signaling environment.
The baseline performance level utilizes a 66 MHz clock, to provide a peak bandwidth of 266MB/sec.

A.G.P. includes an option for higher performance levels, providing peak bandwidths of 533MB/sec'”. This
optional mode uses a double-clocked data technique to transfer twice the data per each A.G.P. clock. This
A.G.P. mode, referred to as 2X transfer mode (also 2X mode or A.G.P.-133 ]8), requires additional interface
timing strobes and different signal timings from the 1X mode. Components supporting the 2X transfer mode
must also support the 1X mode. 2X mode requirements are a superset of the 1X mode timings.

The next section establishes a conceptual framework by which to understand the two modes.

4.1.2 1X Transfer Mode Operation

The 1X mode, 66 MHz A.G.P. interface can be designed using common I/O buffer technology. Since A.G.P.
is a point to point interface, adjustments have been made in the system timing budgets that relax component
input requirements relative to PCI.

Conceptually, the 1X mode A.G.P. operation is similar to PCI. All timings are referenced to a single clock,
the A.G.P. clock.

4.1.3 2X Transfer Mode Operation

The A.G.P. protocol provides Qword access granularity. Qword transfers normally take two clock cycles in
the 1X mode. Likewise, sideband address commands normally take two clocks per each 16-bit command.
The 2X transfer mode provides a mechanism for doubling the data transfer rate of the AD, C/BE# and SBA
signalslg. With 2X transfer, Qword transfers only require one clock cycle, and sideband commands only
require one clock per 16-bit command.

"7 533MB/sec results from the actual minimum clock period of 15ns.
'¥«133” connotes a 133MHz peak transfer rate.

" The clock mode of these signals is controlled as a unified group; independent control of the clocking
mode for sub-groups is not provided.
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e Transmit Outer to Inner Loop

e Receive Inner to Outer Loop

4.1.3.1 Transmit/Receive Outer Loop

The outer loop between the devices uses the 1X mode A.G.P. timings for bi-directional control information
transfer between the transmitter and receiver.

4.1.3.2 Transmit to Receive Inner loop

Transfer of data™ between the transmit and receive inner loop circuits is accomplished using a timing strobe
sent from the transmitter to the receiver, with a set of simple timing relationships between the data and strobe.
Both edges of the strobe are used to transfer data, with the first half of data corresponding to the falling edge
of the strobe, and the second half corresponding to the rising edge.

The transmit strobe edges are positioned near the center of the minimum data valid window, to give the
receiver a good input data sampling window for all the various system timing skew cases. A minimum data

valid before strobe edge (tDvb), and a minimum data valid affer strobe edge (tDva) are specified. The
transmit strobe/data timings are shown in Figure 4-2.

tDvb tDvb
tDva’o tDvaI*

I i

Transmit Data

Transmit Strobe

Figure 4-2 Transmit Strobe/Data Timings

The receive strobe input is directly used to capture data into the device. Again, both edges of the strobe are
used to capture data, since new data is valid on each edge. A minimum setup (tDsu) and hold time (tDh)
relative to the strobe edges is therefore required, as shown in Figure 4-3.

"tDsu’l‘ch " tDsu'l‘ch I‘

Receive Strobe ‘ \ /
| | ‘

Receive Data

Figure 4-3 Receive Strobe/Data Timings

* Data refers to any of the 2X capable signal groups: AD[31:0], C/BE[3:0]# or SBA[7:0].
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4.1.3.3 Transmit Outer to Inner Loop

The next timing relationship to understand is the relationship between the outer loop and inner loop at the
transmitter. These timing specs are needed to create a deterministic data relationship between the inner loop
transfer and the related outer loop flow control events (e.g. IRDY#). The relationship is specified by
relating the output strobe to the A.G.P. clock, as shown in Figure 4-4. Note that two clock periods, T1 and
T2, are shown since the strobe pulse is permitted to cross the A.G.P. clock boundary.

T1 T2
A.G.P.CLK / \ \ / \ \ /
tTSf MIN
{TSf MAX————>
tTSr =i
Transmit Strobe \ \ / \

Figure 4-4 Transmit Strobe/Clock Timings

To guarantee a deterministic relationship between inner loop data transfer and the corresponding outer-loop
flow control, the strobe’s falling edge is required to occur within the T1 clock period, as seen at the receiver.
This requirement dictates a min and max spec for the clock to strobe falling edge (tTSf). The clock to strobe
rising edge only requires a max spec (tTSr). Actually, all the transmit strobe specs are driven by receiver
requirements and system skews. The receiver requirements will be discussed in more detail in the next
section.

Figure 4-5 shows the composite inner and outer loop timing relationships for the transmitter.

T1 T2
A.G.P.CLK / \ \ / \ \ /
tTSf MIN
tTSf MAX———»
TSt ~
*tDvbe tDvb
+tDva tDva
Transmit Strobe \ \ / A
| | ‘
Transmit Data

Figure 4-5 Composite Transmit Timings

4.1.3.4 Receive Inner to Outer Loop

The last, and most complex, set of timings to understand is the receiver inner to outer loop relationships. To
better understand these timings, a model of the inner to outer loop transfer interface is needed. Refer to the
receive transfer timing in Figure 4-6.

In the case of the AD bus interface, after the rising edge of the receive strobe, a Qword of valid data will be
available. Data will be transferred from the inner loop to the outer loop based on a A.G.P. clock event. The
requirement is to define a circuit to reliably affect this transfer for all system conditions.
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4.2.1.1 A.G.P. 1X Mode DC Specification

Table 4-1: DC Specifications for A.G.P. 1X Signaling
Symbol Parameter Condition Min Max Units | Notes
Vddq 1/0 Supply Voltage 3.0 3.6 \") 1
Vih Input High Voltage 0.5vVdd | Vddg+ |V

q 0.5
Vil Input Low Voltage -0.5 0.3vdd | V
q

Vipu Input Pull-up Voltage .7Vddq 2
lin Input High Leakage Vin=2.7 70 LA 3

Current
i Input Leakage Current | 0 <Vj, <Vddq +10 pA 3
Voh Output High Voltage lout = -500 mA .9Vddq \%
Vol Output Low Voltage lout = 1500UA .1vddqg | V
Cin Input Pin Capacitance 8 pF 4
Celk CLK Pin Capacitance 5 12 pF

e NOTES:

. 1. Vddq only specifies the voltage at the A.G.P. interface; component supply voltages are independent of
Vddg. Component I/O buffers must be powered only from Vddq, and isolated from any other power supplies
on the component. Vddq for both A.G.P. compliant master and A.G.P. compliant target must be driven from
the same power rail.

. 2. This specification should be guaranteed by design. It is the minimum voltage to which pull-up
resistors are calculated to pull a floated network. Applications sensitive to static power utilization should
ensure that the input buffer is conducting minimum current at this input voltage.

. 3. Input leakage currents include hi-Z output leakage for all bi-directional buffers with tri-state outputs.

. 4. Absolute maximum pin capacitance for an A.G.P. input is 8 pF (except for CLK) with an exception
granted to motherboard-only devices, which could be up to 16 pF, in order to accommodate PGA
packaging. This would mean, in general, that components for expansion boards would need to use
alternatives to ceramic PGA packaging (i.e., PQFP, BGA, etc.).

4.2.1.2 A.G.P. 2X Mode DC Specification

The parameters below are the incremental requirements for the A.G.P. 2X mode interface. Note that the
primary change is the addition of a voltage reference, which allows for a differential input buffer with
common reference voltage. Implementation of a differential input buffer is not a requirement if alternate
design approaches can be used to meet all other requirements.
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Table 4-2: DC Specifications for A.G.P. 2X Signaling

Symbol Parameter Condition Min Max Units Notes
Vref Input reference voltage 0.39Vddq 041vVddq |V 1,2
Iref Vref pin input current 0 < Vi, < Vddgq +10 uA 2
VIH Input High Voltage Vref+0.2 v
VIL Input Low Voltage Vref-0.2 v
Cin Input Pin Capacitance 8 pf
A Cin Strobe to data Pin -1 2 pf 3

Capacitance delta

Notes:

1. A.G.P. allows differential input receivers to achieve the tighter timing tolerances needed for 133MT/s. Nominal value
of Vref is 0.4Vddq which can be designed with 2% resistor to achieve the specified min and max values. The value of
Vref is intended to specify near the center point of the VIL/VIH range. For example, at nominal Vddq (3.3V), Vref is
1.32V +/- 2.5%. A single input interface buffer can be designed to meet the VIL/VIH levels of both the A.G.P. and PCI
specifications. As in other A.G.P. specifications, note that the Vddq references the I/O ring supply voltage, and not the
component supply.

2. A differential input buffer is not a required implementation, as long as all other specifications are met. However
component designs requiring a reference are required to adhere to the Vref and Iref specifications, to facilitate a
common reference circuit for motherboard-only A.G.P. designs. (A common reference circuit is not applicable to add-
in card designs, since Vref is not supplied via the connector.)

3. Delta Cin is required to restrict timing variations resulting from differences in input pin capacitance between the strobe
and associated data pins. This delta only applies between signal groups and their associated strobes:
AD_STB1=>AD[31::16] & C/BE[3::2]#; AD_STB0=>AD[15::0] & C/BE[1::0]#; SB_STB=>SBA[7::0].

4.2.2 AC Timings

The A.G.P. timings are specified by two sets of parameters, one corresponding to the A.G.P. 1X operation,
and the second for the optional A.G.P. 2X transfer mode operation. The A.G.P. 2X specs are in addition to
the A.G.P. 1X specs. The A.G.P. 1X specs still apply to all outer-loop control signals during A.G.P. 2X
operation.
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4.2.2.1 A.G.P. 1X Timing Parameters

Table 4-3: A.G.P. 1X AC Timing Parameters

Symbol Parameter Min Max Units Notes
Clock:

teve CLK cycle time 15 30 ns 1

triGH CLK high time 6 ns

tLow CLK low time 6 ns

- CLK slew rate 1.5 4 V/ns 2
tLock PLL Lock Time 1000 us 3

Transmitter Qutput Signals:

tvaL CLK to control 1.5 6 ns 4
signal and Data valid
delay
ton Float to Active 1.5 6 ns
Delay
torr Active to Float 1 14 ns
Delay
Output slew rate 1.5 4 V/ns 2

Receiver Input Signals:

tsy Control signals setup 5 ns 4
time to CLK
tu Control signals hold 0.5 ns 4
time to CLK
Reset Signal:
trsT Reset active time 1 ms

after power stable

tRST-CLK Reset active time 100 us
after CLK stable
{RST-OFF Reset active to output 40 ns
float delay
- RST# Slew Rate 50 n/a mV/ns 5
72 July 31, 1996
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Table 4-4 A.G.P. 2X AC Timing Parameters

Symbol Parameter Min Max Units Notes

Transmitter Qutput Signals:

trse CLK to transmit 2 12 ns
strobe falling

trsr CLK to transmit 20 ns
strobe rising

tDvb Data valid before 1.7 ns
strobe

tDva Data valid after 1.7 ns
strobe

tong Float to Active -1 9 ns
Delay

toFFd Active to Float 1 12 ns
Delay

toNs Strobe active to 6 10 ns
strobe falling edge
setup

torFs Strobe rising edge to 6 10 ns

strobe float delay

Receiver Input Signals:

tRssu Receive strobe setup 6 ns
time to CLK
trsh Receive strobe hold 1
time hold time from
CLK
tDsu Data to strobe setup 1 ns
time
toh Strobe to data hold 1 ns
time
NOTES:
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differential buffer is not a strict requirement, as long as an implementation can meet all other AC/DC input
specs.

To reduce the current consumption of the Vref supply, the differential input buffer must be designed with low
input leakage current such that the combined load on Vref of all inputs is less than 10ua. The differential
input buffer must be designed to have sufficient gain to convert an input differential voltage (~200mv) to a
full internal CMOS voltage swing, without introducing additional skews.

4.2.6 Maximum AC Ratings and Device Protection

e All A.G.P. input, bi-directional, and tri-state output buffers should be capable of
withstanding continuous exposure to the waveform shown in Figure 4-18. It is
recommended that these waveforms be used as qualification criteria against which the long
term reliability of each device is evaluated. This level of robustness should be guaranteed
by design; it is not intended that this waveform should be used as a production test.

e These waveforms are applied with the equivalent of a zero impedance voltage source,
driving through a series resistor directly into each A.G.P. input or tri-stated output pin. The
open-circuit voltage of the voltage source is shown in Figure 4-18, which is based on the
expected worst case overshoot and undershoot expected in actual A.G.P. busses. The
resistor values are calculated to produce the worst case current into an effective (internal)
clamp diode. Note that:

e  The voltage waveform is supplied at the resistor shown in the evaluation setup, NOT the

package pin.
e Any internal clamping in the device being tested will greatly reduce the voltage levels seen
at the package pin.
Overvoltage Waveform 11 nSec
Voltage Source Impedance | (™M™
R=29Q +71v
7.1 v, p-to-p
3.3v. supply (minimum)
dnsec. | 0v
R N (max) A
! o B B 62.5 nSec ~
= = (16 MHz) -
Evaluation
= Setup +36v
7.1 v, p-to-p
(minimum)
-35v
Undervoltage Waveform
Voltage Source Impedance
R=28Q
Figure 4-18 Maximum AC Waveforms for 3.3V Signaling
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4.3 Motherboard Specification

4.3.1 System Timing Budget

The table below summarizes the system timing parameters for 1X mode signals.

Table 4-7: System Timing Summary

Timing Parameter Max | Units Notes
Element
Teye Cycle Time 15 ns
Tval Valid Delay 6 ns
Tprop Prop Delay 3 ns
Tsu Input Setup 5 ns
Tskew-total Total Skew 1 ns 1
Tskew-mb Motherboard 9 ns

Skew
Tskew-add-in Add-in Card 1 ns

Skew

NOTES:

1. Tskew is the sum of all skews (motherboard and add-in).

The table below summarizes all system interconnect delays. Note that the individual motherboard and add-in
card components are repeated later in their respective sections.

82
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Table 4-8: Interconnect Delay Summary

Symbol Parameter Max' Units Notes
tprOP Signal propagation 3 ns 2
tPROP-MB Signal propagation, 2.15 ns
motherboard
tPROP-CONN Signal propagation, 15 ns
connector
tPROP-CARD Signal propagation, 7 ns
add-in card
tTRMATCH Total Trace mismatch 7 ns 3,4
between Data and
Strobe
trRMaTcH-MB | Trace mismatch, 5 ns 4
motherboard
tTRMATCH- Trace mismatch, 2 ns 4
CARD
card
NOTES:

1.  Signal propagation delays are measured as the difference between the driver driving a 10pf lumped load vs. the
driver driving an 80ohm transmission line terminated by a 10pf lumped load.

2. Tprop is the sum of all other propagation delays
3. Ttrmatch is the sum of all trace mismatches.

4. Trace mismatch applies between signal groups and their associated strobes: AD_STB1=>AD[31::16] &
C/BE[3::2]#; AD_STB0=>AD[15::0] & C/BE[1::0]#; SB_STB=>SBA[7::0]. The trace mismatch spec only applies
between the strobe and data signals within a group, not between data signal within a group or between groups.

4.3.2 Clock Skew

The maximum total system clock skew is 1 nsec for both 1X and 2X clock modes. This 1 nsec includes
skew and jitter which originates on the motherboard, add-in card and clock synthesizer. Clock skew must be
evaluated not only at a single threshold voltage, but at all points on the clock edge that fall in the switching
range defined in Table 4-9 and Figure 4-20 Clock Skew Diagram.23 This is measured between the pins of the
two A.G.P. complaint components (not at the connector).

* The system designer may need to address an additional source of clock skew. This clock skew occurs
between two components that have clock input trip points at opposite ends of the Vj] - Vi, range. In
certain circumstances, this can add to the clock skew measurement as described here. In all cases, total
clock skew must be limited to the specified number.
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4.3.4 Interconnect Delay

Table 4-10: Motherboard Interconnect Delays

Symbol Parameter Max' Units Notes

tprOP-MB Signal propagation, 2.15 ns
motherboard

tPROP-CONN Signal propagation, A5 ns
connector
trRMaTcH-MB | Trace mismatch, 5 ns 2
motherboard
Notes:

1. Signal propagation delays are measured as the difference between the driver driving a 10pf lumped load vs. the
driver driving an 80ohm transmission line terminated by a 10pf lumped load.

2. Trace mismatch applies between signal groups and their associated strobes: AD_STB1=>AD[31::16] &
C/BE[3::2]#; AD_STB0=>AD[15::0] & C/BE[1::0]#; SB_STB=>SBA[7::0]. The trace mismatch spec only applies
between the strobe and data signals within a group, not between data signal within a group or between groups.

4.3.5 Physical Requirements

The AC timings and electrical loading on the A.G.P. interface are optimized for one host component on the
motherboard and one A.G.P. compliant agent either on the motherboard or through a connector. The interface
is a point to point network, with a maximum electrical length of 3ns. The board routing should use layout
design rules consistent with high speed digital design . The followings summarize the board layout
restrictions on the A.G.P. interface.

4.3.5.1 Interface Signaling

All A.G.P. signals are +3.3V compatible signals. No +5V signals are specified in the A.G.P. bus
environment. The master and target device must be capable of supporting the 3.3V signaling environment.
The interrupt signals from the A.G.P. bus must interface to the PCI bus interrupt controller. This controller
and the PCI compliant devices may be a +5V devices. It is the requirement of the motherboard designer to
properly interface the A.G.P. interrupts to the PCI bus. This can be done is several ways. One way is to
pullup the PCI interrupts to 3.3V only, allowing the A.G.P. interrupts to connect directly to the PCI interrupts.
Alternatively, the A.G.P. interrupts can be buffered to the PCI bus, thus isolating the 5V environment from the
A.G.P. bus.

4.3.5.2 Pullups

A.G.P. control signals require pullups to Vddq on the motherboard (or, optionally integrated on motherboard
chipset) to ensure they contain stable values when no agent is actively driving the bus. These signals include
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FRAME#, TRDY#, IRDY#, DEVSEL#, STOP#, SERR#, PERR#, LOCK#, INTA#, INTB#>,
PIPE#, AD_STB[1::0] and SB_STB.

The pull-up value requirements are shown in the table below.

Table 4-11: Pull-up Resistor Values

Rmin Rtypical Rmax Notes

4K Q 82K Q @ 10% 16K Q

NOTES:

4.3.5.3 Signal Routing and Layout

A.G.P. signals must be carefully routed on the motherboard to meet the timing and signal quality requirements
of this interface specification. The following are some general guidelines that should be followed. Trace
lengths included in this section are guidelines only. It is recommended that the board designer simulate the
routes to verify that the specification is met.

The total flight time allowed for the A.G.P. bus is 3ns. The timing budget for the components of the flight
path is identified in table 4-3. The motherboard prop delay budget of 2.15ns restricts the total trace length on
the motherboard to less than approximately 10 inches.

The trace lengths for signals within a group must be matched to meet the total mismatch requirement given in
Table 4-10, of 0.5ns. This means that the traces within a group on the motherboard must be matched to within
approximately 2 inches, and are recommended to be matched as closely as possible to provide timing margin.

4.3.5.4 Impedances

The motherboard impedances should be controlled to minimize the impact of any mismatch between the
motherboard and the add-in card. A impedance of 65 +_15Q is strongly recommended, otherwise signal
integrity requirements may be violated.

4.3.5.5 Vref Generation

The motherboard must generate Vref locally for any motherboard component which requires it. Vref should
be generated from the A.G.P. interface Vddq rail, not the component power supply. Vref should be properly
decoupled to ground to manage switching currents. Such decoupling is platform dependent, and therefore not
specified.

4.3.5.6 Crosstalk Consideration

For 66 and 133MT/s transfer, noise due to crosstalk must be carefully controlled to a minimum. Refer to the
A.G.P. Design Guide for typical values.

* INTA# and INTB# are special cases. The motherboard should ensure these signals can not float to
other motherboard inputs, while meeting the interface signaling requirements on section 4.3.5.1. If
INTA# or INTB# are connected to inputs on the add-in card, the add-in card design must ensure those
inputs can not float.
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4.3.5.7 Line Termination

No external line termination mechanisms are specified on the A.G.P. interface, but may be used to meet signal
integrity requirements as long as these elements do not inhibit agents from meeting their performance
specifications. Circuit design techniques may be used to handle signal reflection and over/undershoot, such as
clamping devices and slew rate controlled output buffers, to achieve acceptable signal integrity.

4.4 Add-in Card Specification

4.4.1 Clock Skew

The clock trace on the add-in card shall be routed to achieve an interconnect delay of 0.6 + 0.1 ns.
System designers will assume the delay of 0.6 nsec while designing the motherboard for minimum clock
skew. The tolerance of + 0.1 nsec is the clock skew contribution allocated for the add-in card, as
specified in section 4.3.2..

4.4.2 Interconnect Delay

Table 4-12: Add-in Card Interconnect Delays

Symbol Parameter Max' Units Notes
tPROP--CARD Signal propagation, 7 ns
add-in card
tTRMATCH- Trace mismatch, 2 ns 2
CARD
card
NOTES:

1. Signal propagation delays are measured as the difference between the driver driving a 10pf lumped load vs. the
driver driving an 80ohm transmission line terminated by a 10pf lumped load.

2. Trace mismatch applies between signal groups and their associated strobes: AD_STB1=>AD[31::16] &
C/BE[3::2]#; AD_STB0=>AD[15::0] & C/BE[1::0]#; SB_STB=>SBA[7::0]. The trace mismatch spec only applies
between the strobe and data signals within a group, not between data signal within a group or between groups.

July 31, 1996 87

Page 97 of 161
Petitioners HTC & LG - Exhibit 1024, p. 97



Revision 1.0 A.G.P. Interface Specification

4.4.3 Physical Requirements

4.4.3.1 Pin Assignment

Pins labeled Vddg are special power pins for defining and driving the A.G.P. signal rail on the board. On the
board, the A.G.P. compliant component’s I/O buffers must be powered from these special pins only — not
from the other +5V or 3.3V power pins.”

4.4.3.2 Signal Routing and Layout

A.G.P. signals must be carefully routed on the graphics card to meet the timing and signal quality
requirements of this interface specification. The following are some general guidelines that should be
followed. Trace lengths included in this section are guidelines only. The card designer must simulate the
routes to verify that the specification is met.

The total flight time allowed for the A.G.P. bus is 3ns. The timing budget for the components of the flight
path is identified in Table 4-7. The add-in card prop delay budget of .7ns restricts the total trace length on
the add-in card to be approximately 3 inches.

The trace lengths for signals within a group must be matched to meet the total mismatch requirement given in
Table 4-12, of .2ns. This means that the traces within a group on the add-in card must be matched to within
approximately 0.9 inches, and are recommended to be matched as closely as possible to provide timing
margin. Refer to Figure 4-19 for add-in card component placement recommendations.

4.4.3.3 Impedances

The add-in card impedances should be controlled to minimize the impact of any mismatch between the
motherboard and the add-in card. A impedance of 65 + 15Q is strongly recommended, - otherwise signal
integrity requirements may be violated.

4.4.3.4 Vref Generation

The add-in card must generate Vref locally for any add-in card component which requires it. Vref should be
generated from the A.G.P. interface Vddq rail, not the component power supply.

4.4.3.5 Power supply delivery.

The power supply to the add-in card for core supply (VCC) and I/O supply voltage(Vddq) must be separated
on the die, package and add-in card. Also there is a power level sequencing of core supply (VCC) and I/O
supply voltage (Vddq) that needs to be considered which will be detailed in the next version of the
specification.

* Any clamp diodes on A.G.P. signal pins must only connect to the Vddq rail and not to the 3.3V or 5V
Ve rails.
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5. Mechanical Specification

5.1 Introduction

A.G.P. provides a high performance graphics interface. The A.G.P. connector was defined to meet this
requirement and provide a robust implementation for an A.G.P. expansion card. This section defines an
A.G.P. connector intended for high volume, high performance desktop systems. The connector must be low
cost, reliable, electrically robust, and manufacturable in high volume from multiple sources. The A.G.P.
connector effectively replaces one of the planar PCI connectors. The PCI connector that was previously
utilized for graphics is now replaced by the A.G.P. connector which provides a higher performance.

The A.G.P. expansion card is based on the PCI expansion card design with the same maximum dimensions
and configuration. It is easily implemented in existing chassis designs from multiple manufacturers. The
A.G.P. expansion card requires a mounting bracket for card location and retention which is the same as the
PCIISA Retainer. The bracket is the interface between the card and the system that provides for cable
escapement just as in PCI implementations. (See PCI Rev. 2.1, page 169 for ISA bracket and page 178 for
ISA retainer.) The bracket shall be supplied with the card so that the card can be easily installed in the
system.

5.2 Expansion Card Physical Dimensions and Tolerances

The A.G.P. card, like the PCI card, is designed to fit most existing chassis. The maximum component height
on the primary side of the A.G.P. expansion card is not to exceed 0.570 inches (14.48 mm). The maximum
component height on the backside of the card is not to exceed 0.105 inches (2.67 mm). Datum A on the
illustrations is used to locate the A.G.P. card to the planar and to the frame interfaces; the back of the frame
and the card guide. Datum A is carried through the locating key on the card edge and the locating key on the
connector.

See Figure 5-1 and Figure 5-2 for A.G.P. expansion card physical dimensions.
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5.3 Connector:

The connector shall hold the card at right angles to the system board. All dimensions are metric, inch
dimensions are shown for reference only. The connector must accommodate a 1.57 mm (0.062 in) thick card
(see Figure 5-3). Key width dimension of 1.78 mm (.070 inch) is measured prior to draft.

—1.14
045
/%.00"

|

| A

0.74 = !

029 - +0.18
1'57—0.13
0627337

Figure 5-3 A.G.P. Card Edge Connector Bevel

July 31, 1996 91

Page 101 of 161
Petitioners HTC & LG - Exhibit 1024, p. 101



Revision 1.0 A.G.P. Interface Specification

5.4 Connector Physical Description

This section provides a physical description of the A.G.P. connector. The connector is
intended for high volume, high performance desktop systems. In the connector drawings, the
recommended board layout details are given as nominal dimensions. Layout detail tolerances
should be consistent with the connector supplier's recommendations and good engineering
practice. See

Figure 5-5 for connector dimensions and layout recommendations.

e The connector specification detail and connector supplier information is available from the
A.G.P. homepage (http://www.teleport.com/~agfxport/).

e Caution: The connector is NOT hot unpluggable. Be sure system and Motherboard power is
off.Unplugging an A.G.P. card with power and/or signals enabled at the connector may cause
irreparable damage to the card and/or system boards. Disabling power and signals at the
connector is a highly recommended standard practice for existing systems using ISA, EISA
and PCI expansion cards.

e Caution: It is highly recommended that A.G.P. plug in cards are plugged and unplugged
“straight” into the connector, without rocking. Using a “rocking” motion to seat and/or unseat
the A.G.P. card may cause damage to the system board A.G.P. connector and/or damage pads
on the add-in card. This is consistent with good practice and recommendations for the
presently used PCI connector.
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Figure 5-4 Motherboard Connector footprint and layout deminsions.
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Figure 5-5 Motherboard Connector Layout Recommendation

5.5 Planar Implementation

5.5.1 ATX Planar Implementation

Planar implementations are supported by the A.G.P. expansion card design. For illustration purposes, the
planar mounted expansion connector is detailed in Figure 5-6. This example shows an ATX form factor
planar. The A.G.P. connector effectively replaces one of the planar PCI connectors. The PCI connector that
was utilized for graphics is now replaced by the A.G.P. connector which provides a higher performance
A.G.P. interface. The principles outlined can be applied to locate the A.G.P. connector in any motherboard.
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PCT [INNECTIR
I3A CONECTOR RESTRICTED COHPONENT
HEIGHT 200 [5.08] _\ FRINT OF CARD

3,500 [49,%0) i A AP [INECTIR
17 4

.58 [14.78]

|

1| AP REFERENLE NN
(-] SV P EFERENE DATUM

2.4 6147 2,857 [72.51)

<355 [9.02]

RESIRICTED
HEIGHT 0.200C5.08]

\ RESTRICTED COMPINENT HEIGHT

.200 [5.081 NAX. N 32 BIT PLANAR FIR
B4 BIT CARD INTERIPERABILITY

800 [2.321

RESIRICTED (DPDNNT 1
HEIGHT GOD [15.24 NAX.

B2 [14.21]

800 [20.321

B0 [20.321

80 (0. 321

Figure 5-6 Typical ATX Implementation

5.5.2 Low Profile Planar Implementation

A.G.P.'s electrical and mechanical requirements prevent it from being placed on a low profile chassis's riser
card, and requires that it be supported directly from the motherboard. To do this, the A.G.P. video solution
can be implemented either integrated as video down on the motherboard, or as an A.G.P. expansion slot, but

both cannot be supported simultaneously.

Integrating A.G.P. video down on the motherboard offers the fewest restrictions on the placement and routing
of the circuit and connectors. This solution requires no special treatment in the A.G.P. interface

specification.
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5.5.3 Pin List

A.G.P.A1
Pin# (B A
1 Spare 12V
2 5.0V Spare
3 5.0V Reserved *
4 usB+ UsB-
5 GND GND
6 INTB# INTA#
7 CLK RST#
8 REQ# GNT#
9 VCC3.3 VCC3.3
10 STO ST1
11 ST2 Reserved
12 RBF# PIPE#
13 GND GND
14 Spare Spare
15 SBAO SBA1
16 VCC3.3 VCC3.3
17 SBA2 SBA3
18 SB STB Reserved
19 GND GND
20 SBA4 SBA5
21 SBA6 SBA7
22 KEY KEY
23 KEY KEY
24 KEY KEY
25 KEY KEY
26 AD31 AD30
27 AD29 AD28
28 VCC3.3 VCC3.3
29 AD27 AD26
30 AD25 AD24
31 GND GND
32 AD STB1 Reserved
33 AD23 C/BE 3#
34 Vddq3.3 Vddq3.3
35 AD21 AD22
36 AD19 AD20
37 GND GND
38 AD17 AD18
39 C/BE2# AD16
40 Vddg3.3 Vddqg3.3
41 IRDY# FRAME#
42
43 GND GND
44
45 |vces.3 VCC3.3
46 DEVSEL# TRDY#
47 Vvddq3.3 STOP#
48 PERR# Spare
49 GND GND
50 SERR# PAR
51 C/BE1# AD15
52 Vddqg3.3 Vddq3.3
53 AD14 AD13
54 AD12 AD11
55 GND GND
56 AD10 AD9
57 AD8 C/BEO#
58 Vddqg3.3 Vddq3.3
59 AD_STBO Reserved
60 AD7 AD6
61 GND GND
62 AD5 AD4
63 AD3 AD2
64 Vddq3.3 Vddq3.3
65 AD1 ADO
66 SMBO SMB1
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* - This reserved pin should be connected to GND

Note: IDSEL is not a pin on the A.G.P. connector. A.G.P. add-in card manufacturer's should connect the
AD16 signal to the IDSEL pin on an A.G.P. compliant Master.
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6. System Configuration and A.G.P. Initialization

A.G.P. configuration and initialization operations are of three general types.
1. Power On Startup Test (POST) code allocates resources to all devices in the system. (BIOS)
2. The operating system activates A.G.P. features. (Not BIOS)
3. The final runtime memory management activity is carried out by Microsoft’s DirectDraw.

The first two of these steps are described here. Refer to Microsoft documentation for details on the third.

6.1 POST-time initialization

Conventional bus enumeration software in the PowerOnSartupTest (POST) code identifies all system devices
(includes A.G.P. compliant devices), creates a consistent system address map and allocates system resources
to each device. An A.G.P. compliant device (master or target) must provide all required fields in the
device’s PCI configuration header, including Device ID, Vendor ID, Status, Command, Class code, Revision
ID and Header type. (See Section 6.1 of the PCI 2.1 specification for more detail.) By supporting the PCI
header, this allows conventional bus enumeration software to function correctly while being completely
unaware of A.G.P. features.

6.1.1 A.G.P. Compliant Master Devices

A.G.P. compliant master devices have a certain amount of memory resources that must be placed somewhere
in the system memory address map using a PCI base address register. These memory resources fall into two
categories, Prefetchable and Non-prefetchable address regions. Prefetchable memory space is where the
Linear Framebuffer is mapped to provide performance improvements. Non-prefetchable memory space is
where control registers and FIFO-like communication interfaces are mapped. Each of these address regions
should have their own base address register. Refer to page 196 of the PCI 2.1 specification for a description
of PCI base address registers.

6.1.2 A.G.P. Compliant Target Devices

A.G.P. compliant target devices require a certain amount of address space for A.G.P. memory that must be
placed somewhere in the system address map using a PCI base address register. Non-prefetchable control
registers when supported by the target are provided by a second base address register.

To enable the use of existing enumeration code (unmodified) to handle A.G.P. compliant devices, Figure 6-1
is a logical view of how an A.G.P. compliant target appears. The area inside the dotted line represents the
A.G.P. compliant target and core logic chipset. The corelogic (in this example) includes ports to the System
memory, Processor, PCI and A.G.P.. The two main functions in the figure are the Host Bus Bridge and the
PCI to PCI Bridge. The Host Bus Bridge is the interface that exists in all corelogic that spawn a PCI bus
segment. The PCI to PCI Bridge function, facilitate the configuration of the second I/O port (A.G.P.) of the
corelogic without requiring new enumeration code. With the corelogic presenting the interface (required to
follow the PCI to PCI Bridge Architecture Specification (1.0)), this provides a way to determine what device
resides on the A.G.P. port, what system resources it requires, and the mechanism to allocate those resources.
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2. Initialize the A.G.P. compliant target’s address remapping hardware
3. Set the A.G.P. compliant target and master data transfer parameters
4. Set host memory type for A.G.P. memory

5. Activate policy limiting the amount of A.G.P. memory

An A.G.P. chipset driver API will be used for the second item. Refer to the appropriate Microsoft device
driver interface kit for details.

The third item requires access to configuration registers defined later in this interface specification. Setting
bit 4 (Status Register) at offset 6 indicates the device implements New Capabilities mechanism as described
by PCI°. The New Capabilities structure is implemented as a linked list of registers containing information
for each function supported by the device. A.G.P. status and command registers are included in the linked list.
The structure for the A.G.P. specific ID and structure is illustrated in Figure 6-2.

Status 1 Command 08h
Bit4
|
Capability Pointer ! 34h
—> Major | Minor ID =2h
A.G.P. Status Register
A.G.P. Command Register

LN ]

NULL ID GJ

Capability Registers (last device)

Figure 6-2 Location of A.G.P. Capabilities

Configuration registers are used by the OS to initialize A.G.P. features. These features must be supported by
both A.G.P. compliant master and target devices in the following registers. The explanatory text describes
the specific behavior of the target and master with respect to each function.

** An ECR defining the “New Capabilities” to the PCI 2.1 Specification is in process.
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6.1.5 PCI Status Register

Bit Field Description

31:5 See PCI 2.1 specification

4 CAP_LIST | Ifthe CAP_LIST bit is set, the device’s configuration space
implements a list of capabilities. This bit is Read Only register.

3:0 See PCI 2.1 specification

6.1.6 Capabilities Pointer - (offset 34h)

Bits Field Description

31:8 | Reserved Always returns 0 on read, write operations have no effect

7:0 CAP_PTR | This field contains a byte offset into the device’s configuration space
containing the first item in the capabilities list and is a Read Only
register.

CAP_PTR gives the location of the first item in the list, which, in this example, is for the A.G.P. compliant
device. Device capabilities may appear in any order in the list. The CAP_PTR register and the Capability
Identifier register are Read Only with reserved fields returning zero when read.

6.1.7 Capability Identifier Register (Offset = CAP_PTR)

Bits Field Description
31:24 | Reserved Always returns 0 on read; Write operations have no effect.
23:20 | MAJOR Major revision number of A.G.P. interface specification this device
conforms to.
19:16 | MINOR Minor revision number of A.G.P. interface specification this device
conforms to.

15:8 | NEXT_PTR | Pointer to next item in capabilities list. Must be NULL for final item in
list.

7:0 CAP_ID The value 02h in this field identifies the list item as pertaining to
A.G.P. registers.
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The first byte of each list entry is the capability ID. The PCI Special Interest Group assigned A.G.P. an ID of
02h. The NEXT_PTR field contains a pointer to the next item in the list. The NEXT_PTR field in final
list item must contain a NULL pointer.

6.1.8 A.G.P. status register (offset CAP_PTR + 4)

Bits Field Description
31:24 RQ The RQ field contains the maximum number of A.G.P. command requests
this device can manage.
23:10 Reserved Always returns 0 when read, write operations have no effect
9 SBA If set, this device supports side band addressing.
2:8 Reserved Always returns 0 when read, write operations have no effect
1:0 RATE The RATE field indicates the data transfer rates supported by this device.
A.G.P. compliant devices must report all that apply. <Bit 0: 1.X, Bit 1: 2X >
Note: The RATE field applies to AD and SBA buses.

The A.G.P. status register is a Read Only register. Writes have no affect, and reserved or unimplemented

fields return zero when read.
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6.1.9 A.G.P. command register - (offset CAP_PTR + 8)

Bits Field Description

31:24 RQ_DEPTH Master: The RQ_DEPTH field must be programmed with the maximum
number of pipelined operations the master is allowed to enqueue in the
target. Value set in this field must be equal to or less than the value

reported in the RQ field of target’s status register.

Target: The RQ_DEPTH field is reserved.

23:10 Reserved Always returns 0 when read, write operations have no effect
9 SBA_ENABL | When set, the side address mechanism is enabled in this device.
E
8 AGP_ENABL | Master: Setting the AGP_ENABLE bit allows the master to initiate
E A.G.P. operations. When cleared, the master cannot initiate A.G.P.
operations.

Target: Setting the AGP_ENABLE bit allows the target to accept A.G.P.
operations. When cleared, the target ignores incoming A.G.P. operations.
Notes: 1. The target must be enabled before the master .

2. The AGP_ENABLE bit is cleared by AGP_RESET.

7:3 Reserved Always returns 0 when read, write operations have no effect

2:0 DATA_RATE | One (and only one) bit in the DATA_RATE field must be set to indicate
the desired data transfer rate. <Bit 0: 1X, Bit 1: 2X>. The same bit must be
set on both master and target.

Note: The DATA_RATE field applies to AD and SBA buses

The A.G.P. command register is a read/write register, with reserved fields returning zero when read and
writes having no affect. All bits in the A.G.P. command register are initialized to zero at reset.
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7. Appendix A

[Preliminary — subject to change]

1. API Application Programming Interface.

2. BusO Compatibility PCI bus (where ISA bridge resides).

3. Busn PCI/A.G.P. bus. n=1 when no PCI to PCI Bridges present on Bus 0.

4.  Chipset Motherboard chipset that provides connections to: Host Bus,
Compatibility PCI bus, and A.G.P. interface.

5. DirectX Microsoft API’s for accessing graphics and audio hardware.

6. DirectDraw Microsoft graphics APL

7. Display surface Memory area containing graphics data object.

8. Fence Means of synchronizing A.G.P. write operations with subsequent
A.G.P. read operations.

9. Flush Operation that makes an A.G.P. compliant target’s accesses to system
graphics memory visible to other parts of the system.

10. A.G.P. bus Abbreviation for PCI/A.G.P. bus.

11. A.G.P. compliant master An A.G.P. compliant master interface that is capable of generating
A.G.P. pipelined read/write operations per this interface
specification.

12. A.G.P. port Connection point on a chipset where an A.G.P. compliant master may
be attached.

13. A.G.P. operation Memory read/write operation subject to A.G.P. ordering rules and
protocol. A.G.P. operations that are initiated by PIPE# or SBA bus.

14. A.G.P. compliant target An A.G.P. compliant target interface that is capable of interpreting
A.G.P. addresses (e.g. the chipset) per this interface specification.

15. Local graphics memory Memory local to the graphics controller.

16. Non-prefetchable memory PCI registers that have side effects.

17. Prefetchable Memory PCI memory and memory mapped registers that are free from side-
effects.

18. Uncacheable Memory Host caching protocol used on I/O operations, non-prefetchable
regions or prefetchable regions not supported by hardware coherency.

19. Ordering rules Rules specifying when the effect of a read or write operation can be
observed by another operation.

20. Paging Movement of data between disk and other memory levels of the virtual
memory system.

21. Pipelining A.G.P. read/write operations use a split transaction like paradigm
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where one or more addresses may be transferred during one bus
operation and data is transferred during another.

22. POST or POST Code Initialization software executed out of the startup ROM.
23. SPI System Programming Interface.
24. Synchronization A.G.P. ordering rules may allow certain memory operations to occur

in to provide improved performance and may complete in a different
order than initiated by the master. Synchronization operations provide
additional control of the completion order.

25. System graphics memory System memory accessible via the A.G.P. port by the graphics
controller.

26. WriteBack A type of Host cache coherency used for application memory.
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Figure 8-18 2x Back to Back Read Data - Maximum Delay
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Figure 8-19 2x Write Data - No Delay
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Figure 8-20 2x Write Data - Maximum Delay
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Figure 8-21 2x Back to Back Writes - No Delay
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Figure 8-22 2x Back to Back Writes - Maximum Delay
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Figure 8-23 2x Writes, Initial Transaction with Delay, Subsequent Transactions No Delay
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Figure 8-24 Master Data Buffer Full - Minimum Delay for Read Data
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Figure 8-25 Master Data Buffer Full - Maximum Delay for Read Data
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Figure 8-26 RBF# Asserted, HP Read Data Returned
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Figure 8-27 RBF# Asserted, Maximum Delay by Target, HP Read Data Returned
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Figure 8-28 2x Read Data, RBF# Asserted, Maximum Delay By Target
July 31, 1996 117

Page 127 of 161
Petitioners HTC & LG - Exhibit 1024, p. 127



Revision 1.0 A.G.P. Interface Specification
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Figure 8-29 2x Read, RBF# Asserted, No HP Read Data
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Figure 8-30 2x Read Data, with Delay, RBF# Asserted, HP Read Data Returned
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831

Figure 8-31 2x Read Data, RBF# Asserted, HP Read Data Delayed
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Figure 8-32 Read Data, No Delay Subsequent Block
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Figure 8-33 Read Data, Master Ready - Target Delays Subsequent Block
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Figure 8-34 Read Data, Target Ready - Master Delays Subsequent Block
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Figure 8-35 Read Data, Target Delays 1 clock - Master Delays 2 clocks Subsequent Block
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Figure 8-36 Write Data, No Delay Subsequent Block
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Figure 8-37 Write Data, Target Delays Subsequent Block 2 Clocks
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Figure 8-38 2x Write No Delay Initial or Subsequent Block
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ST[2013meXmXxxxXx%xXx§xxX*§“X*’?‘*XE

839

Figure 8-39 2x Write, Initial Delay, No Delay Subsequent Block
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Figure 8-40 2x Write, No Initial Delay, 2 clocks Delay Subsequent Block

July 31, 1996 123

Page 133 of 161
Petitioners HTC & LG - Exhibit 1024, p. 133



Revision 1.0 A.G.P. Interface Specification
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Figure 8-41 Earliest Read Data after Request
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Figure 8-42 Maximum Delay Read Data after Request
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Figure 8-43 Request followed by Long Data Read
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Figure 8-44 Early GNT# for Read Data
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RBF# :
g% L A
Rea# /L
oNTE .\ [
e S EE I PN NENE D

8-45

Figure 8-45 Early GNT# for Read Data, Read Data Delayed

CLK
oG
o

ADSTBx \J \J \J \_/

RBF# | |

ST[2: OJEXmeXoox XxxxxxxxxxxxxmmeZ

846

Figure 8-46 2x Read, Early GNT#, Delayed Read Data
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oA )M )4 >~
c/BE# A AN )& <°3 XC“ X°5 >’>-" @@@@

: : : : : / : : : :
ST[2 0] EX xxx >< 1‘]1 >< 1"]1 >< 00x >< xxx >< xxx >< xxx >< xxx ><:

8-47

Figure 8-47 Data Transfers Intervened with Requests
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1 2 3 4 5 6 7 8 9

AD 5 §m~<§3 XA4 XAs >;, ........ é ..... g’¢3¢3¢’+€
ciBE# K& (9 Xc4 Xcs >p ------- ===~ (on)(om ) omy(omon
\ > : : j ) :

O R o e e S B
ST[2: 0]@<1‘]1><1‘]1><00x><xxx><x§(x><xé(x><xé(x><x;§(x><2x§

8-48

Figure 8-48 Intervened Request, Subsequent 2x Read Data Delayed

CLK

ppER e
AD oo (AL )-e-(Was (o1 >e< o8 (12
CIBE#a -( BE >< BE > ------ {000 X 0000 ){ 00:

RBF# 5 5 5 5 A

ST[2: 013"1XmXowxxxxXooxxxxxxxxxxxxxxz%

849

Figure 8-49 Request followed by Write Data, followed by Read Data
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1 2 3 4 5 6 7 8 9

CLK

PPE#- \ § E é /—é—nu@"""é ....... éunué _______ g
<A1 ><A2 ><A3 ><wos><+1 ><+52 ><+?3 ><+4><E
CIBE# <C1><02><C3><BE><BE><BE><BE><BE><:B§

GNT# . - [

ST[20]:><111><010><xxx><xxx><xxx><xxx><xxx><xxx><£§

8-50

Figure 8-50 Multiple Requests followed by Write Data - No Turn-Around Cycle

CLK
PIPE#

ci 8

w ><wo1><+1 > -<D8 ><+1 E

ST[20]D<111><010><xxx><xxx><xxx><00x><xxx><xxx><:§

8-51

Figure 8-51 Request followed by Write Data Delayed, followed by Read Data - No Delay
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CLK

PIPEY 1~ [ T
AD (AT (o8 (T e {(Wo (i (2 )
CIBE# (et )z ) -e--{(sE (ee e et

ST[Z0]:><111><00x><x)§(x><x)§(x><0‘§lo><x%(x><xj§(x><xj§(x><ng

8-52

Figure 8-52 Request followed by Read Data, followed by Write Data

AD oo §-----<Ill|%3 <&)GDGQGDQHMENE’GD+8
C/BE# - oo == @@@@@@@@ o
AD STBx o T § _______ ?n \_/ \_/ \_/ \_/

RBF#

GNT# é é \ ? é é /

ST[2 0] EX XXX >< 111 >< 111 >< 00x >< xxx >< xxx >< xxx >< xxx ><:

8-53

Figure 8-53 Request followed by 2x Read Data No Delay
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1 2 3 4 5 6 7 8 9

CLK

AD QQQQQ 8-- @QQQQQQQQG
CIBE# EXBEXBEXBENBENRE) -£3--

AD STBx\_/ \/ \J 8 : :
RDY# — &

N\
ST[2::0] EX sx X oo Y oox W ox X oox X oo X wex X ox Xk

8-54

Figure 8-54 2x Write followed by 2x Read with Subsequent Block Delayed

ST[2::0] EX xxx X 00X e ) oox Y e ) o X o Y oo

8-55

Figure 8-55 2x Write followed by 2x Read with Initial and Subsequent Blocks Delayed
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1 . 2 . 3 . 4 . 5 . 6 . 7 . 8 . 9
CLK | § Q ﬁ Q 2 Q 5 ;
AD - e Koo Xer ) o et oo Kot HKes X X e ek
CIBER  5XBe)BEXBEXBEXBE) @----on on Xo o X oh)onon on Kon Xon fon
ap_stex \_/ ./ ./ T\ S O S T

IRDY# ; §

ST[ZO]EX X);(X >< X);(X >< O(ZJX >< X)?(X >< xxé(x >< X);(X >< xxé(x >< xj(x ><z

8-56

Figure 8-56 2x Write, 2x Read No Initial Delay, Subsequent Block Delayed by Target
1 2 3 4 5 6 7 8 9
CLK

Iy e I E) OV Y eV Oy eV eV Oy e

CIBE#  EBENBENBE e---- — 1~~~ (on )om )on )(am)om)or )om )(om)on
e A e

AD_STBx

GNT#

ST[2::0] EX xxx X 0(§)x X xXx X xxx X xxx X XXX X xxx X xxx E

8-57

Figure 8-57 2x Write followed by 2x Read, Initial and Subsequent Block Delayed by Target
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1 2 3 4 5 6 7 8 9

CLK

D DEEED s EDECEEER00E
CIBE 5(60(60(60(60(69 = (o)) o) o) o )

wme/L/L/? u U*U\Jée
IRDY# 5 e
TRDY#
RBF#
REQ#

oNTE O\
ST[2 0] EX XXX >< XXX >< 00x >< XXX >< XXX >< XXX >< xxx >< xxx ><z

8-58

Figure 8-58 2x Write followed by 2x Read, Master Delays Subsequent Block

1 2 3 4 5 6 7 8 9

CLK

O s e L ) Y EY eI e
%W}Ille -------- = m@@mm@@@mmm

AD_ STBx.

ST[2 0] EX xxx >< 00x >< xxx >< xxx >< ng(x >< X};(X >< X};(X >< xxx ><z

8-59

Figure 8-59 2x Write followed by 2x Read Initial and Subsequent Blocks delayed
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CI-KE/\/\/\/\/\/\/\/\

ST[2::0] : .XX X 060 >< xxx X xxx X 0§)0 X 0;00 X xxx X xxx ><xx

8-60

Figure 8-60 2x Reads Back to Back Different Lengths

AD (A1 w2 X(As Xwey(er )Xoz oo )ou s )om Xor )om Yoo Yor

C/BE#E-----<<§=1 XCZ Xc3 @@@@@@@@@@ ce

GNT# . . [

ST[2 0] :>< 111 >< 010 >< xxx >< xxx >< xxx >< xxx >< xxx >< xxx ><E

Figure 8-61 Multiple Requests followed by 2x Write No Delay Initial or Subsequent Blocks
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1 2 3 4 5 6 7 8 9

AD .----(at Ym2  X(A3 wgor e Xon Ko Kot Kot Nor ot Yoo Yot
C/BE#E-----<61 XCZ XC?» @@@@@Q@@@@ o

ST[2O]:><111><xxx><oqo><m><m><m><m><m><§

8-62

Figure 8-62 Requests followed by 2x Write Early GNT# no Delay

CLK

e %

ST[2::0] EX 111 X 111 >< 010 X xex X 00x >< XKX >< xxx X xxx E

8-63

Figure 8-63 Single Request, 2x Write, 2x Read Early GNT#

July 31, 1996 135

Page 145 of 161
Petitioners HTC & LG - Exhibit 1024, p. 145



Revision 1.0 A.G.P. Interface Specification

1 2 3 4 5 6 7 8 9

CLK : ; :

PIPE# T\ [ TE
AD oA e Qm XX e
CIBEH# ... -> ------ CEE@e @@@@@@
AD_STBx 77775y Ry

wfﬁ m

ST[20]]111><00x><XXX><XXX><01O><XXX><XXX><XXX><Zx§
RBF# i_j E \ 5 : : ; : : é

Figure 8-64 Request followed by 2x read, followed 2x Write Late GNT#

- S e s
ST[2: 0]:><111><010><xxx><xx§(x><0(§)x><x%(x><x%(x><xé(x><zxé

8-65

Figure 8-65 Single Request followed by 2x Write and 2x Read with Delays Early GNT#
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1 2 3 4 5 6 7 8 9

CLK

T e e
AD o (3 D o)y 2
i s e G s 00 O L 0.0\00

ADSTBX T T P

ST[2 :0] EX 111 >< 111 >< 010 >< 00x >< XXX >< XXX >< XXX >< XXX ><z

8-66

Figure 8-66 Single Request followed by 2x Write and 2x Read, Early GNT#

e I 0O 0 O
AD_STBx T [ T

eNTE [

ST[2::0] j 1010 X oo Y o Y oo Yoo Yo Y i Yk

867

Figure 8-67 Single Request, Early GNT# for 2x Write (delay) followed by 2x Read (delay)
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AD ~ l“IC
C/BE#--------;--- RO ICADLC

ST[2 0] @< 010 >< XXX >< 00x >< XXX >< XXX >< XXX >< XXX >< XXX ><z
RBF# / O I =

Figure 8-68 2x Write followed by 2x Read, GNT# Delayed 1 Clock

ST[2O]I@<030><xxx><m><xxx><000><XXX><xxx><XXX><E§

RBF#: / N B B

Figure 8-69 2x Write followed by 2x Read, GNT# No Delay
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CIBEH ... e Do e e ) mn@
AD STBx'""'@"' A 58 A

ST[2: 0]@<010><xxx><xxx><xxx><xxx><000><xxx><xxx><Zxé
RBF# / T T R R

Figure 8-70 2x Write followed by 2x Read, GNT# Delayed Maximum with no Dead Clock

1 2 3 4 5 6 7 8 9
CLK

INPE#?"\_:_/__? “““ e
AD oo (AT e

CIBE# (€1 yes-ormom |m8nuc

AD STBx-""-j """" R \_/ \_/ 53’ i

GNT# é é / é é E \ é o |
ST[20]D<111><010><XXX><XXX><XXX><OOX><XXX><XXX><ZX§

RBF#

871

Figure 8-71 Single Request, Maximum 2x Write Delay, 2x Read Late GNT#
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1 2 3 4 5 6 7 8 9

CLK

PIPE# \_/— @ -------
AD roo(W1 e "“e DODDODE
CIBER - Ce- e e HEMEEOE
=

ST[20]:><111><010><xxx><xxx><00x><xxx><xxx><xxx><zé

RBF#

872

CLK

INPE# \_;_/——¥ =
© - Ge - @ODD
g O L0

<@D€D€B&ﬂNﬂD€I°h

N ﬂl ﬁl

GNT# [ | ; : :
ST[2: 0]D< 111><o1o><00x><xxx><xxx><xxx><xxx><xxx>@
RBFY o

Figure 8-73 Single Request, 2x Write, 2x Read Earliest GNT#s
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1 2 3 4 5 6 7 8 9

CLK
FRAME#

IRDY#

DEVSEL#
RBF#

REQ# |

oNte 1\ [\
ST[2 0]@<xxx><111><111><xxx><X);(x><0(é)x><X);(x><X);(x><Zxé

8-75

Figure 8-75 PCI Transaction Between 2 A.G.P. Data Transfers
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CLK
PIPE#
FRAME#
AD

DEVSEL# T e e A W Y A
RBF# L ; ? ? ? ?
REQ# § / § \ -

GNT# .

ST[2:: 0]i><”1><"’"‘><1“><“1><XXX><XXX><00x><xxx><E

8-76

Figure 8-76 Single Request, PCI Transaction followed by Read Data (No Delays)
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-( D7><+1 ><E

AD:>a<mxm>a«ﬁlé
5 .o

REF# 5 5 / | 5 5 ?
je@# [
ST[2::0] EX 111 X 111>< 111 X 111 X xex X 00x >< XXX >< XXX ><z

877

Figure 8-77 PCI Transaction followed by A.G.P. Request, Read Data (No Delays)

AD A
CIBE#: -~ e e Xee e ok oe oz Koz (oe J(oe e e X
AD_STBx @ | T \_/ \_/ \_/ \_/ \_/ \_/

S /V /V /V /fP /*V /*P

GNT#_\ ! i . :
ST[2::0] EX 01x X 01x >< 01x >< o1x >< o1x >< o1x >< 01x >< 01x ><01x

-78

Figure 8-78 BtoB 8 Byte Writes, Initial Write with Max Delay, Subsequent Writes No Delays
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cmEr D OO0
AD_STBx T R R R

ST[2 :0] EX 01x >< 01x >< 01x >< 01x >< XXX >< 01x >< XXX >< 01x ><Ex

8-79

Figure 8-79 8 Byte Write, Initial Max Delay, Subsequent Max Delay (Part 1)

10 1 12 13 14 15 16 17 18 19

ST[2 0] :>< 01x >< XXX >< 01x >< XXX >< 01x >< XXX >< 01x >< XXX >< 01

-80

Figure 8-80 8 Byte Write, Initial Max Delay, Subsequent Max Delay (Part 2)
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1 2 3 4 5 6 7 8 9 10

AD OSSR
CIBE# -~~~ -~ {ee{oe foe e ) X )Xoz Kok Koz Xoe Koz Xoe X

AD_STBx: | i \J \J T A
__________________ ; /—-> /«y/_

GNT#_\ f ' | ' ! : |
ST[2::0] EX 01x >< 01 >< 01 >< 01x >< 01 >< XXX >< 01 >< 01 ><01x

Figure 8-81 BtoB 8 Byte Writes, Initial Write with Delay, Subsequent Writes Delays (Part 1)

10 1" 12 13 14 15 16 17 18

AD._ STBQQ} Wan W W Wan ek Want
IRDY#T /’/’/’ ? ? f

ST[2::0] :>< XK >< 01x >< o1 >< 01 >< 01 >< 01 >< XK >< 01 ><xxx

Figure 8-82 BtoB 8 Byte Writes, Initial Write with Delay, Subsequent Writes Delays(Part 2)
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1 2 3 4 5 6 7 8 9

AD e Y
CIBE# -+~~~ {oe o Xou o Xoe o Xoe o Xou o Xox o Ko
AD_ STBx ““““ \J U \J u u \J

IRDY#

ST[2::0] EX 01X >< 01x >< 01x >< 01x >< XXX >< 01x >< XX >< 01x ><xxx

Figure 8-83 16 Byte Writes, Initial Max Delay, No Subsequent Delay

AD oo )z Koo X Ko g )z ) o X Xw

S w00, 8,300,680

. [ A < D : . : :

ADSTBx LA T T
: : | : e 2

ST[2 0] EX 01x >< 01x >< 01x >< 01x >< xxx >< xxx >< 01x >< xxx ><xxx;

8-84

Figure 8-84 16 Byte Writes, Initial Max Delay, Subsequent Max Delays
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1 2 3 4 5 6 7 8 9

L O oD oG e

IBEH -~ oo oo o o o e o Yo o o
ADSTBxéé\_/\_/\_/\_/\_/:\__/E

IRDY#

ST[2::0] EX 01X >< 01x >< 01x >< 01x >< XXX >< XXX >< XX >< 01x ><xxx

Figure 8-85 32 Byte Writes, Initial Max Delay, No Subsequent Delay

L I B At CD CY Y EY Y ) EN N D T ENE
CIBE# -~ @@@@@@@@QC@@ E

GNT#_\ | | | : : | ; : |
ST[Z 0] x_—x>< 01x >< 01x >< 01x >< 01x >< XXX >< XXX >< XXX >< XXX ><01x

8-86

Figure 8-86 32 Byte Writes, Initial Max Delay, Subsequent Max Delays
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L B S GO O 0 T CD B W T D
cmis e XX OOk &
. A 1 L > ; > A s> :
AD_STBx : : A T T

IRDY#_"""L“""A_

GNT#__\ _ ' - i ; ; ; :
ST[Z 0] EX 01x >< 01x >< 01x >< 00x >< XXX >< XXX >< XXX >< XXX ><00x

Figure 8-87 Three 8 Byte Writes, 8 Byte Read, 40 Byte Read, Three 8 Byte Writes (Part 1)

10 11 12 13 14 15 16 17 18 19
CLK

AD }G’GDGDGDGDGDQDQD€D€D€D~-""|.|.|'|.@§
CIBE# Yan )an Xan )on Yom Xon Yo Yo Yan Y o -+~ '..‘.""C;
ADSTBx\J\J\J\J\J\Jé“a\J; ﬁ
IRDY# . 3
TRDY#'
GNT# /0

ST[2::0] :>< xx%( X xxix X xxgx X xxix X 01%( X 01§x X 01§x X 01§x ><xxx

8-88

Figure 8-88 Three 8 Byte Writes, 8 Byte Read, 40 Byte Read, Three 8 Byte Writes (Part 2)
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e R D Y YN EN Y Y NN ENE
CIBE# -~~~ Xon Jan Xon Yo Xon JXan Yon Yan Yo Xon on Xon on X

AD_STBxé’ """" \J \J \J \J \J \J \J

891

Figure 8-91 Back to Back 40 Byte Reads
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