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Deslner May Step Address, Data, PAH (and PAR64)
and IDSEL

The address may be stepped onto the AD bus (incluxiing the 64-bit extensicm)
because it is qualified by FRAME#. PAR [and PAR64} may also he stepped be-

cause _t.t_1e}§ _a_.re qualified one clock_ after the end of the address
phase and each data phase. IDSBL can he stepped because it 'i5"'C11-131ified'by
the I""RAM.E# signal (refer to the section erltitled "R£sistivelyhCoup1ed IDGEL
I3 Slow” in the chapter Entitled "'CoI_'Ifigurétio:1' 'l‘ramact-ions”). Data can he
stepped onto the AD bus ctuzring each data phase because it is-qualified by the
assertion of IRDY# (cm a write) or'I'RDY# (an a read).

Table B-3 defines the relatianship of the AD bus, PAR, PAR54, and
DEVSEH and the that qualify them as valid.

3- ' -

W"WW e=1==mPe' asserted at the end of the address hase.

AD bus during data phase on Qualified when 'I‘RDY# signal sampled
read assemedmarfimgdockedgedlmxlgme

data haze. I
AD bus cl_I.n-lug data phase on Qualified when I1-!DY# signal sampled '
write asserted on a rising clock edge during the

data hasfi.

PARandI-‘AR54 Implicitly qualified on rising clock edge
after address phase, or by IRDY# and
TRDY# data hase .

Qualified when FRAME! sampled as-
set-ted at‘ the end of the address phase

and a. type zero configuration ’com.tna'nd
is present on the CUBE bus (with AD[1:D]

continuous and Discrete Stepping

 The initiator (or the target) may use one of two melhods to step a valid id‘
dressordataont-otl1eADbu.s,ora\raltdleve1ontothePARa:-.dPAR6-£55 -

li.n.es,orID5EL:
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Chapter 8: The Read. and Write Transfers

I If the device driving the AD bus and the parity pins or IDSEL, either ini-
tiator or target, uses very weak output drivers, it may take several clocls
For if to ¢11'i‘|-'8 a. Valid level unto these bus signals (i.e., the propagation
delay may be lertgflry became it may take several reflections, with the re-

sultant voltage-doubling effect, before the -address [or data) is in the cor-

rect state on the bus)- This is known as continuous st-epp:Lng.. See note in

-- . _ _ , the_r_t_extsecl1'on.
0- The device clrivingthe Aflhussnd the'paritypins or IDSEL, either init1'a- - --

tor or target, may have strong output drivers and may drive a subset of
them on eadi ofseverei dock edges until all ofthemhave been driven.

This is known as discrete stepping.

' Disadvantages of Stepping

There are two disadvantages associated with stepping:

0 Duetothe prolongedperiod itlakes tosel:uptheaddre.sso_r dataon the
bus, there is a performance penalty associated in any address or data
phase where stepping is used.

I In the midst of stepping the address onto Ene bus, the arbiter may remove
the grant from the stepping master. This subject is covered in the next
section.

The specification strongly discourages the use of continuous stepping because

it results in poor perfom-.aru_:e and also because it creates violations of the in-
put setup time at all inputs.

Preemption While Stepping in Progress

When the PCI bus arbiter grants the ‘bus to a bus master, the master then waits
for bus idle before initiating its trensai-:l'ion. If, during this period of time, the
arbiter detects arequest from a higher priority master, it can remove the grant
from the first master before it begins a transaction (is, before it asserts

1"-RAME#}.

Assuming that this doesn't_oocur, the master retains its grant and awaits bus

idle. Upon detection of the bus idle state, the roasterbegins to step the addrms
onto the AD bus, but delays the assertion of FRAME! for several clocks until

the address is fully-driven. this period of time, the arbiter may still

remmie the grant from the master. The arbiter hasn't detected FRAME? as-
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PC! Sgtem Arcliitecture I
gerigcl andngay therefocre assume Ehat thernaster ham‘! yet started a transac-
tion{eventhoughthe arbit:eroanseetl1atthebteisidle).If1he arbiter receives
a request from a higher-prioflty master, it may remove the grant from the

master that is currently engaged ln stepping an address onto the AD bus. In
response to the loss of grant. the-stepping masher must immediately hi-st-ate

_ _ iIsD_utpu,tdrivers.___ - _ _

It is a rule that the arbiter cannot deassert one master's grant and assert grant
toanothermasterduringthesameelockoellifthebusisidle. Thebusmay
ntminfact. be idle. A mestermay nothave asserted FRAME! yet because itis

in the act of stepping the address onto the AD bus. .

If the arbiter were to simultaneously remove the stepping master’: GN'l'# and
issue GNN to another master. the followiltg problem would result. On the

next rising-edge of the clock, the stepping inaster detects removal of its GNT#
and begins to turn off its address drivers. Al: the same time, the other master

detects its GN'I‘# and bus idle (because the stepping master had not yet as-
sertedFRAl'v£E#)and1'n1tiatesa transacIJ'on.'I'hisresults in a oolhaion on the
AD bus.

Whenthebus appears tobeidlefihearbsitermustremove Ihegrant from one
master, wait one clock cell, and then assert pant to the other master. This

provides a one clock cell buffer zone for the stepping master to disconnect
completely before the Other master detects ils gent plus bus idle and starts its
transaction.

qnlheiufindierura' -
 &fi1hfi..«:m-u.:..r.....

It is permissible for the orbiter to simultaneously remove one master's grant.
and assert anothefs during the same clock cell it‘ the bus isn't idle (Le, a

tranaactionis inpr-ogres's).Thereisr1o dangerofacollisionbecause themasber

that has just received the grant cannot start driving the bus until the current
master idles the bus. -'
  
Broken Master

The arbiter may assume. that a master is broken if the arbiter has issued GN'I'# T
tsotheanaster, thebushasbeerLidle£or16clocl:s,a'Ir1thenI.asberhasnuta*.t- .

- sorted FRA_ME# to start its transaction. The arbiter is permitted to ignore all
further requests from the broken master and may optionally report the failure
to the operating -system (in a device-specific fashion}.
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Chapter 8: The Read and Write Transfers 

- contiIiues' to dfiire the eddress imte the AD bus. During the clock cell five, it

Stepping Example

Figure 8-5 provides an example of an initiator using stepping over a period of
three clocks to drive the address unto the AD bus. The initiator can start the ,

transaction on clock three (GN'I'# sampled asserted and bus idle: FRAME#

and IRDY# sampled. deasserted}. It then begins to drive the address onto the
AD bus and line command onto the C/BE bus. During the clock cell four, it

finalizes the driving at the address and asserts FRA.ME#. indica ling the pres-
-ence of the address and oclmmarld. When the targets sample FRAME# ass
set-ted cm the rising-edge of clock six [the end of the address phase), they latch
the address and earrumand and begin the address decode. Since this is an ex-

ample of 1 write transactien, the initiator begins to drive the data onto the AD
bus at the start of the data phase (clock six). Once again, it uses stepping, as-

serting the write-data ever a period of two clocks. It wittuhelds the assertion of
TRDY# until the datahas been fully driven.
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Figure 8-5. Example gfAddress Stepping
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Chagter 8: The Read and Write Transfers

when Not to Use Stepping

Stepping must not be utilized when using 64-bit addressing because tergels
that respond to 54-bit addressing expect the upper 32 bits of the address to be

presented one after FRAMCE# is sampled asserted.

_ _'M1o MusL_Support.Stepplng?_ _ _ _,

All PEI devices mustbe able to handle address ms data stepping performed
by the other party in a transaction. The ability to use stepping, however, is

optional.
 

“ Response to Illegal Behavior

Upon detection of illegal use of bus protocol, all PCI devices should be de-
gned to gracefully return to the idle state [i.e., cease driving all bus signals)
as quiclgly as possible. The specification is understandably vague on this point.
It depends on the nature of the protocol violation as to whether the devices
can gracefully return to their idle states and still fimction properly. As an ex—

ample, the specification cites the E5B.‘Wl'lEl!E the in.it1'ator simultaneously deali-
serts FRAME# and IRD‘1'll‘. IN this case, when the large! detects this illegal end

to the transaction, it is suggested that the target deassert all target-related sig-
nals and return its state mad1inc to the idle state. In the event that a protocol

vlolatlml leaves a target device questioning its ability to function correctly in
the future, it can respond to all future access attempts with a target abort. If
the target thinks that the protocol violation has not impaired its ability to
flsnction correctly, it just surrenclers all sigrula, returns to lite idle state, and

does not imlicate any type of error.
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Chapter 22: 66MHz PCI Implementation

Chapter 22

Prior To This chapter

The previous chapter provided a detailed description of issues related to
caching from PC! memory targets. T1155 subject was segregated in the latter
part of the book because most PCI systems currently on the market do not

support cacheable memory on the PCI bus. It injects considerable complexity
into system and component deaiyl and the rewards may not be jnsfified (due
to the resultant degradation in perforrnance).

In This chapter

This chapter describes the impletrtentation of a 615MHz bus and components.

111e Next Chapter

The next I::ha.pter provides an overview of the Vl'_.SITecl1no1og'y VL.B2(39x So-

percore PCI chlpselj.
 

Introduction

The revision 2.1 PCI specification defines support for the implementation of

buses and components that operate at speeds of up to 66M.Hz. This czhapter

covers the issues related to this topic.
 

66MHz Uses 3.3V Signaling Environment

EGMI-lz components only operate correctly in a 3.3? signaling environment.

'l'he,5V environment is not supported. ‘this mean: that 66M!-Iz add-in cards
are keyed to install in 3.3V or universal card connectors and cannot be in-
stalled in 5V card connectors.
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PCI System Architecture 
 

How components Indicate sous: Support

The 66M'H.s PCI component or add-in card indicates its support in two fash;
iorus: electricalljr and prog;ramJr|eticall.}’.

A 66MHz.~'PCI bus includes -a newly-definedsignaLThis signal‘ must --
be hussed to the M66EN pin on all 66MI-Iz-capable devices embedded on the

system board and in a redefined pin (referrecl to as N_I66EN) on any 3.3V oun-
nectors that reside on the bus. The system board designer must supply a sin-

" glepullup onthistraoe.'I11eredefinedpinontl1e3.3VconnectorisB&9 andis
usedasegrotmdpinbjr33MHzPCIdevioes.Urdessg:oundedbyaPCIde-

‘ viceylhenaluralstateoftheM6fiEN8igna1isasse:ted(dueto1hepuItup).
66M!-I2: embedded devices and cards either use MGGEN as an input or don't
use it at all (this is discussed later in this chapter).

The must include a 0.01914 capacitor located within .25” of the

M66ENpin oneachadd-incozmeetorin or-dertaprovide an'AC returnpath
a:ndtodecaupletheM66EN signalta ground.

The PC! devices embedded on a 56M}-I2 PCT has are all 66M}-Iz devices. A

eardinstalledirnsoonnector ont1rebusmaybeeith‘era66MHzora33MHz
card. If the card eor:ne::tor(s) aren't populated, M65EN stays asserted (by vir-
tue of the pullup). If any 33M!-lz component is installed in a comrnector, the
gro1mdpIsneonthe33MHzcardiscm1nectedto t'heM66BNsigna],deassert-
infg it.

How Clock Clreult Sets Its Frequency

'1'heM66ENsigi-ualisprovidedssaninputto thePCl dockdrcuit onthesys-
temboard. l£M66ENis sampled assertedbythe clock drcuibitpmvidess
66M}-Iz PC! clock to all PCI devices. If MGGEN is sampled cleasserted, the
dock circuit supplies a 33MHz PCI clock. It should be fairly obvious that if
any 33M.Hz oomponents are installed on a 661‘vfl-Iz bus, the bus then operates
at 33MHz.

 

Does clock Have to be 6BMHz?

As defined in revision 1.0 and 2.0 of the specificatiort, the PCI bus does not
have to be implemented at its top rated. speed of SSMI-Iz. Lower speedfi 51‘
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acceptable. The same is true of the SEMI-lz PCI bus description found in revi-
sion 2.1 of the speciiicafim. All SEMI-Iz-rated components are required to

support operation from El through SEMI-Iz. The system designer may choose,
however, to implememt a SDMI-Iz PCI bus, 3, GUMI-Iz PCI bus, etc.
 

«clock-SignalSource-and-Routing - - - — - -

The specification recommends that the PCI clock be individually-sourced to
each PCI component as a point-to-point signal from separate, low-skew clock

_ drivers. This dimirdshes signal refleclion effects and improves signal iriiiegrity.
In addition, the system board and add-in card designer must adhere to the

t clock signal maximum trace length defined in revision 2.0 of the specification
:25").
 

Stopping Clock and Changing Clock Frequency ' 5

As with the 33MHz PCI bus specification, the 66MI-I2 specification states that i
the clock frequency may be changed at any time as long as the clock edges
remain clean and the minimumhigh and low times are not violated. However,
the clock frequency may not be changed except in conjunction with assertion 3_
of the PCI RST# signal. As an exception, components designed to be inte-
grated onto the system-t board Inay be designed to operate at a fixed frequency
(up to 66M!-Iz) and may require that no clock frequency charlges occur.

The clock may be stopped. but only in the low state (to conserve power). i
 

How 66MHz Components Determine Bus Speed

When a GISMHZ-capable device senses M66EN deasserted (at reset time). this
automatically disables the device's ability to perfonn operations at speeds
above 33MI-Is. If M66EN is sensed asserted, this indicates that no 33MI-Is de-

vices are installed on the bus and the clock circtlit is supplying a high-speed
PCI clock.

A ISSMI-Iz device uses the MGGEN signal in one of two fashions:

I9 The device is not connected to MGGEN at all (because the devim has no

need to determine the bus speeciin order to operate correctly).
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PCI System Architecture 

I As described above, the device implements MISGEN as an input (ll-ecatjag
the device nequires lmowledge of the bus speed in order to operate ‘cor.
rectly).
 

The system board designer can partition the board into two or more PCI
buses. A 56M!-lz bus can be populated with devices that demand low-latency
and high throughput. A separate 331%!-I2 PCI bus is populated only with
33M}-Izdevices.

 

Maximum Achievable Throughput

The theoretimlmasdmumacltievablethroughputone 66MHzPCIbus would
be:

0 4 bytes per data phase “ 65 data phases per second a
264MBfsecond..'I'hiswou1dbea32~bitbusmaster burstingwitl1a32-hit
target.

0 Bhytaperdatsphase'66m1'lliondataphasesperseoond=
528MB/second. This wouldbe a 64-bit bus master bursting with s 64~hit

target.
 

Electrical Characterlstics

To ensure compatibility when operating in .a 33M!-I: PCI bus environment,
66M!-I2 PC! drivers must meet the same DC dtarsctetistics and AC drive

points as 331MHz bus,d.1-ivers. However, 66M}-Iz PCI bus operation requizea -_
faster tilningpsxemeters and redefinedmeasurernentoonditions. Becsuseof
this, s 66M!-I2. PCI bus may require less loading and shorter trace lengths than '
the 33M}-IIPCI bus envinoruznent. '

Figu.ne22—-1 illustratestttediiferencesizttimirtghetweeruafiartdfiéltli-Izaonv
ponent operation. The chapter entitled “Intro To Reflected-Wave S1-vifaclifl-'l5'
provides detailed information refirdlng 33M!-Iz bus timing and the vasious“
timing components [e.g., Tvsl, Tptop, em}.
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Figure 22-1. 33 versus 66MIfi Turning

33M!-Iz drivers are specifieclby their VII curves, while 561541-lz drivers are

specified in l:en:I'ls of their AC and DC drive points, fiming parameters, and
slew rate. The specification defines the following parameters:

a The rnlrlimurn. AC drive point defines an acceptable first step voltage and
must be reached the maximum Tval time.

- The maximum AC drive. point limits the amount of overshoot and under-
shuot in the system.

I The DC drive point specifies steady-state oondifiom.
I 1lteminimumalewrateandthefimingpa1ametersguarantee6&MHzop-

eratiun.

0 The maxin-unn %rate minimizes systan noise.

65M!-IzP£‘_‘I designers must design drivers that launch sufl’-1-zient energy into a
259 transmission line so that correct input levels are guaranteed after the East
reflection.

At 66M!-12., the clock qcle time is 15:15 (Vs. Slln.-5 at 33MI-Iz), while the mini-

mum eloek high and low times are fins each (vs. 11:15 at sfilvfl-Iz). ‘Die clock
slew rate has a minimum specification of 1.5 and a maximum of 4 voltsfns

(same as.33MI-Iz specification). Table 22-1 defines the GEMI-Iz timing parame-

ters and provides a side-by-side comparison with the 33M]-I2 timing pumme-
Iaers. The Following exception applies to the 66_MHz values in the table: RI-IQ#
and GNT# are point-to-point signals and have different setup times than do
busaed signals. They have a setup time of 5115.
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Table 22-1. EGMHZ Timi ; Parameters  

__.
CLK to signal valid delay, bussed
Si. 315

ELK

 
:9Ee E

Active to float dela

Input setup time to CLK. bussed
-9 an

Input setup time to Ci.-K, point.-
I B‘ 31

In ut hold time from CT."-K

Reset active time after power eta-'

t’ lifiililififitslslllllilsss
Reset active time after CLK stable

Reset active to on ut float dela

REQ54# to RSI'# setu - time

R5T# to REQ64-#11o1d time

100

'3: sites
ii 5  

When computing the GGMI-iz bus loading model, a maxiinum pin capacitanoe
o£ 1CipF must be assumed for add-in boards, whereas the aciuai pin capacia
tance may be used for devices embedded on the system board.
 

Addition to configuration Status Register

494

A 66'MHz-capable device adds one additional bit to its configuration status
register. Bit 5 is.defiI'led as the 66MHZ.-CAPABLE bit. A 66M!-Iz-capable de-
vice hardwires this bit to one. For all 33MHz devicw, this bit is reserved and

is hardwired to zero. Software can detennine the speed capability of a PCI bus

by the state of this bit in the status register of the bridge to the bus in
question (host/PCI or PCI-to-PCI bridge). Software can also check this bit in
the status register of each additional device discovered on the bus in question
to determine if all of the devices on the bus ere 66M]-lz-capable. If even just
one device returns a zero from this bit, the bus runs at 133MHz, not 66MHz-

Table 22-2 defines the combinations of bus and device capassmy that may be
detected.
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m1: 22-2. Combinations . 66MHz—C be Bit 3ett' ;
Bridge'e 66MHz- Device’: 66MHz-

Cble Bit _ ble Bit _ _ Descri ‘on _ _ _

——33MI—Iz device located on 33MJ_-lz bus. Bus

 

 
  

  

and all devices o - rate at 33MI'I2-.'-

EGMI-Iz-cepable device located on 33MI-lz— -

bus. Bus and all devices operate at SBMI-I2.
If the device is anndd-in device and is only

capable of proper operation when _in.st'alled
on a 66M!-I2 bus, the configuration soft-

ware may decide to prompt the user to in-
stall the card in an add-in connector on a

   
  
 
  

 

'33MHz device located on EEIVEHZ-capable
bus. Bus andall devices o rate at 33MI-Iz.

66MHz-capable clevioe located on 66]V[Hz-
capable bus. If status checl: oi all other de-
vices on the bus indicates that ‘all of the

devices are 661*/II-Iz capable, the bus and all
devices :3 - crate at 66M!-Iz.

 

   
    
 

Latency Flule

Devices residing on the 66M!-Iz PCI bus are typically low-latency devices. The
revision 2.1 specification requires that, on a read transaction, the Hme from ae-
serlcion of FRAME# to the completion of the first data phase not exceed 16 PCI
clocks. If it will, the target device must issue retry to the master. For multi-
media _‘¢'t]Jpl.'lCfifiO1't5, themajority of accesses are writes‘, not reads. Typically, a_
target device can acnept write data. faster than it may be able to supply read
data. On a read, the device may need to access a slow medium. 'I'he device-
cannot be permitted to tie up the bus While fetching the requested data.
 

66M!-lz Component Recommended Pinout

The revision 2.0 specification suggested a recomrn.ended..PCI component pin-
out wherein the signals wrapped around the component in the same order as
the pin sequence on the add-in connector. The revision 2.1 specification states
that "the designermay modify the suggested pi.nout...as required” to meet the

ISGIVIHZ electrical specificatiorn
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Adding More Loads ancvor Lengthening Bus

. Rimming tl1ePCIbus at66Ml-Izimposes tightercanstraints on trace

and the number of loads the bus supports. The system board designer may
ohoose to run the bus at a lower speed (e.g., 50MHz], Ihereby pemfiifing
longer traces and}or additional loads.

Number of Add-In connectors

- As a general rule, there is only one add-in connector on a 66M]-I2 bus, but the
spec:i.fi£'at|.01"l does not preclude the inclusion of additional connectors (as long

* as the electrical integrity of the bus is maintained).
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Technology VL82C59x

SuperC0re PCI Chipset
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Chagter 23: Overview of VL82C59x PCI Chizset

Chapters 23 ——

Prlor To This Chapter

The previous chapter described the irnplernentatimt of a 156MHz bus and F-
oomponents. _ 2 |

In This chapter

The PC! specification supports many permutations of system and therefore
chipoet design. This chapter provides an overview of the VL82C59x Super-
Core PCI chip set from VLSI Technology. This overview is provided to pres—
ent an example of PCI chipset implementation. It is not intended to provide a
detailed dasaiplion of the chipset operation. The VLSI component specifica-
tionshouldbeoonsultedforthatpurpose Inadditlon, itisassumedthatlhe
reader already has an understanding of the ISA bus. For detailed information

on the ISA bus operation and environment, refer to the Addison-Wesley pub-
lication entitled ISA System Architecture, also authored by Mindshere. The ;_
author would like to thank V151 Technology for providing aocess to the :hip- 3'1]
set speclflmtlon.

—-——————-—————————— ty

1

0

chipset Features

The VLSI VT.B2C59x chipset provides the core logic necessary to design a
Pentium-based system that incorporates both the PCT and ISA buses. It sup-
ports all 5V and 3.3V Pentium processors with host bus speeds of up to
6EMHz. This includes the P5, P54C, P54CM and I-‘54CT. It also supports dual-
P54C processors. The chipset dfignincluela the following features:

Bridges thehoat and PCI buses.

Bridges the PCI and ISA buses.

Integrated L2 lookaside, direct mappeci, wr'1te—through cache.
Integrated system DRAM controller.

Integrated PCI bus arbiter.
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_Se1f:configuring3ystem DRAMhanks. __ _ .

lIUIIIIjIII
Provision of poated-metrtotjr write buffers in both bridges.

Supports Pentium processors pipelinedbus cylzbea;

Shadow RAM support

SMM support.

Decouplecl DRAM refreah.
Supports syncluordzed. or asynclu-onous processor and PCI clocks.
Supports optional posting ofI/O writes.
Optimal support for memory pretetcmang.

PCImasterreadsfiomsyster_rLDRAMmenIorycanbe serviced frolII.proc-
essor’s L2 cache or system memory.

Pctmaster writestn system DRAMmemor_yam absorbedby the bridge’;
posted-write buffet-.

Supports multiple-data phase PCT burst transactions.
 

Intro to chipsat Members

Refer to figure 23-1. The VLSI VL32G59x Supercore PCI chipset consists of the

following entities:

.-
VI.82C591 Pentium System Controller. In contunctton with ‘two VL82C592
Data Buffem 1:113 SIMEIIX controller comprises the bridge between the host
processor's local bus and the-PCI bus. '

Vl.32C592 Pentium Processor Data Buffer. Taken together, two data buff-
ers provide a triple-yorted dntabus bridge b-etweenthehost databus. sys-
tem DRAM data bus and the PCI data bus [AD bus].

VL82C593 PCI/ISA Bridge. The '593 provides the between the ISA
and PCI buses. In addition, the '59S incorporates much of the ISA system
support logic.

The sections that follow provide additional irtfotmntion about the capabilities
of the chipaet.
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Figure 23-1. sysum} neagu Llsing VLSI VL82C5.9x Sup.-.rCore Chipoet
 

VL82c592 Pentium Prooeseor Data Butter

Page 189 of 235

As illustrated in figure 23-1. the hoot/PCI bridging function consists of the

VL82C591 Pentium system controller and two VLB2C592 data buffets. The

two data butter chips are controllecl by the ‘S91. They provide the following

basic capabilities:

In On host processor reads from systan memory. the ‘591 reads the re-

quested data from DRAM and instructs the '592 data buffers to pass it to
the hoot data bus. '

I On host processor writes to system memory, the ‘S91 instructs the data

buffers to accept the write data into the posted-write-buffer. This permits
the host processor to conclude the memory write quickly. The posted-
write buffer then oflloads the write data to DRAM memory.
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3 On PCI-initiated memory reads from system DRAM memory, the '591
reads the requested data from memory and instructs the ‘592. data buffers
to pass it to the requester on the PCI data bus.

- Dn PC1.-initiated memory writes to system DRAM memory. the "591 ad-

dressesmemoryanctinstructs the’592 databuffersto soeeptthe data pub
seated on the PC! dstabus and route it into system DRAM.

A discussion of the this buffer posted write capability can be found later in '

this chapter.

I

I

The foilowing section discusses the functionality of the host/PCI bridge.
 

‘591l’592 HOSHPCI Brldge
 

General

As stated earlier, the l'lost{PCI bridge functionality is provided by the '591 in
combination with two -‘592 data buffers. The bridge performs the following
basic functions:

- Services system DRAM memory reeds and writes initiated by the host
processor.

- I’ermits_host prooeasor(s) L1 cad-ne(s) to snoop system memory accesses
initiated by PG and ISA masters.

o Translates host processor-initiated memory and 1/0' accesses into PC!
memory and I/O accesses.

In Services system memory accesses initiated by PCI and ISA masters.

o Itarislatas specific host prooessomnitiated U0-operations into PCI core

figuration read. or write operations.

It Translates specific host processor-initiated 1/O operations into I-‘CI special
cycle transactions.

- Incorporates the PCI and host bus arbiters.

I Translates host processor-initiated interrupt admowledge bus cycles inlfi
PCI interrupt acknowledge transaction.
 

System DRAM controller

The controller for system DRAM memory resides within the ‘591. Each K‘-‘-'f“'
cry bank (up to four) is either 64-bits {without parity) or '72-bits wide (with
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parit_y}.Eacl1bar1km1ybeupto?.55MB insize. yieldingan-Lanrieutmrpoatible
memory population of 1GB. In additicllt, each bank may be populated with 32
or 36-bit: memory modules, pernfiflirtg lees-costly memory upgrade. The
DRAM configuration regiehers permit the DRAM controller to work with

DRAMg o_‘r' va;_1-tons speeds and diifemnt geometries.

The controller supports two-way inherleoved. page-nroude i:nerr1ory.'Dne or‘
lwopages (onein each bank) canbe hep! open at a time. For page-mode
DRAMs that have 1 page open timeout out’ less than 15545, the controller auto-

matically closes ll page that has been open for a period of 101:5. When using
DRAME with at maximum page open timeout in excess of 151,15, the 'I'Up.8
automatic page close feature may be disabled and the refresh cycles-can take

cereofensuring thatepegedoesnotremairr openfor anexoessiveperiod.
Non-page mode DRAM is not supported.

Refresh cycles may he set to occur every 15.625p.e, 62.5p.s, 17.'ius or '250p.a.

DRAM refresh cycles are transparent to the processor.‘ If the processor initi-
ates e DRAM access request simultaneously with e refresh cycle, the processor

is atallcd (i.e., wait states are inserted in its bus cycle} Until the refresh cycle

complete.

When 3. system DRAM parity error is detected, it is reported by the assertion

of the PCI SERR# signal (assuming that the SERRN enabled and parity error
response bits are set in the bridge’: configuration coutmmd register). SEEM
i.etypi::a1l_vgoonne-ctedto the ’593wh1ch asoertsNM1to thehoetprocessor
when SBRR#. is asserted. An option perrnite bed parity to be deliberately writ-
ten to system DRAM to facilitate-test and diagrtostics. .

Host processor-irtitiated memory accesses that target locations above the top
ol’i1:IsIal!edsystemDRAMare passed tothe PCI bus Indore not cached in the
L1 and L2 caches. In addition, memory address range defined by the bn'dge’s
eeytent attribute and program:-u:-Led memory region registers are also passed
to the PCIb'ue and are not cached from.

The chipset does not permit the L1 and L2 caches to cache inforrmrtlort from
mmtory beyond the host/PC! bridge 6.2., PCI and ISA rrteroory). This being

the ease, the ‘591 does not irnplement the snoop result outputs QSDONE and
5301:).
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L2 Cache

The L2 cache controller is embedded within the ‘591 system controller. It is a
-mapped, lookwide, buffered write-through cache. The L2 cache only

memory. '_Ihe-DRAM.cc:ntroIler maybe pregrarrurted to recognize sub-ranges
within the overall memory address range assigned to‘ system DRAM
memory. when the processor inittatm a memory transaction targeting an ad.
dress in any of these programmed sub-ranges, the transaction is passed to the
PCI’bus and the debris not cachedinL1 orL2.

The recommended L2 cache sizes are 256KB, 511KB and 1MB, but the L2
cache may be implements

d as any desired size. The limitation is the amount
of tag SRAM supplied by the system designer. The tag seam (i.e., the -cache
directory) is external to the ‘591

and can be of any size. Optionally, the L2.

cache may be parity-protectsd.

The cache controller supports L2 cache line sizes of both 32 and 64 bytes. A.d«
ditional SRAM is necessary to support the larger line size. when the 64 byte
line size is implemented, a pro
requested '32 byte ‘

cessor-irlitlated read miss in L2 results in the
being read from DRAM. The line is sent back to the

processor and a copy is also stored in the L1 cache. ‘To the L2 cache, this isconsidered to be half of a line. The cache reads the next 32 bytes from DRAM

A writerthrough cache usually extends the duration of a host processor-
initiated memory write until the data has been written through to system
memory. In this chipset design, the ‘591 instructs the ‘592 data buffers to ac-
cept the Write data and penruts the processor to complete its memory write
immediately.

‘fire cache controller supports ‘both asyn
chronous and synchronous SRAMS.

When using asynchronous SRAMs, burst read timing of 3-2-2-2 (three procese
sot bus clocks to transfer the tire’: quadword, and two clocks each for the
transfer of each of the other three quadwords in the line) is achievable (at 3
bus speed of 66MHz). Burst write tinting of 4-2-2-2 or 3-2-2~2 is achievable
(depending on tag SRAM speed and signal loading]. When using 5YnC1'II0I|°'-'5
SRAMs, burst reads and write of 3-1-1-1 or 2-1-1-1 is a '
[depending on tag SRAM speed and SRAM type)- When the processor pet-
forms 'oacl<-to-back burst reads, pipelining reduces access time to 1-1-1-1.

_.*.._m._.m....—
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Shflup software can determine the iollowing information related to the L2
cache:

- Cache SRAM type (asyndu-onous, synchronous type one or synchronous
type two).
_Ca_chesize._ _. .. __

Line size.

Cacheable memory range.

Wait states imposed by cache-BEAM tyfie/speed.

-Posted-Write Buifer

General

The posted-write ‘buffer absorbs" processor-irtitiated writes and permits the
proomor to end the _write transaction quickly. The buffer logic then initiates

the write to memory (or to 1'-‘Cl).While the buffer is engaged in the write, the
processor can start and oomplete another memory write (assuming the buffer
isn't full, iris absorbed by the posted-write bufler as well), a read hit on the L2

cache, or a write to the PCI bus {if the previously posted write was to system.
memory]. The posted-write buffer that absorbs processor writes destined for
systemmemory is eight quadwords deep (at qusdword is 64-hits). '

The posted-write buffer that absorbs memory writes destined for the PC! (or

ISA) bus is one quedwoni deep. The bridge cari only post writes to PCI/ISA
memorywithin regions of memory prognntmed with theprefehehable attrib-
ute (in a ’591 device-specific register). Optionally, the ‘S91 can also be pro-
grammed to post PCI U0 writes initiated by the host processor. Any time the
pmosssoritutiatmswzitetoPCIflSAmemoryinansreaprogrammed to
pernut posting, the write is absorbed into the 64-bit PCI posted-write buffer. It
the processor should initiate a. subsequent memory write within the same
quadword, the second write is merged into the bytes already in the bufier.
This can result innon-contiguous byte enables asserted during the resulting
PCI memory transaction, "but this feature can be disabled. When disabled, the

‘591 uses a byte-reductiort to generate two separate PCI memory
writes only corttiguous ‘byte enables. Whenever the '59}. has a
PCIIISA memory write posted in the buffer, it arbitrstes for PCI bus owner-
ship. When lhebus has been acquired, it perfonns the memory write on the
PCI bus‘. If the processor should initiate another PCI memory write prior to

the conclusion of the one already in progress on the PCI bus, the processor is
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stalled until the write butter becomes available at the completion of the cur-

rent memory write transaction. In addition, bus ownership requests from
other PCI bus masters are ignored until the conclusion of the current transac-
tion. ' '

The '591 does not permit a processor-initiated PCI read transact-ion to be per-
formed onthe PCI biis if {processor Write to PCI memory is currently-posted
in the buffer. The buffer is fiirst flushed to PCI memory before the read is per-
formed on the PCI bus.

The processor initiates burst write operations during the castout of a modified
line or a snoop push-back (wris-.—back) operation). The posted-write buffer

(located in the data buffers) can accept the burst data at full bus speed (0 wait
states).

The write buffer permits posting of memory writes to PCI memory within re-

gions of memory space defined as pxefetchable by bridge configuration regis-
ters. "

A status bit can be checked by software to determine if the write buffer is
ernpty.

Combining Writes Feature

The ‘write buffer supports combining of writes. Assume that the processor
performs a memory write to write two bytes. into memory locations Dflflflfllflflh
and 000001D1tL The processor outputs the following inforroation:

I The quadword-aligned address placed on the host processor address bus
is Dflflflfllflflh.

- Byte enables '[1:D] are asserted to indicate that the that two locations in the

currently-addressed quadword are being addressed. Byte enables [7:?.] are
do-asserted, indicating that the third through the eight locations in the
quadworcl are not being addressed.

0 The two bytes 05 data deslirted for memory locations 0000010011 and
ooosolotlh are driven onto data paths zero (D[7:o]) and one {D[15:8];.

'I11e posted-write buffer latches the quadword address and the two bytes 5-H“
the next available quadword location in its FiFO buffer. BRDY# is assert 10 the
processor, permitting it to end the meniory write transaction New assumé
that the processor initiates another memory write, this time to memory 105*‘
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tlon0tIim104h(beforetltebuffer1ogichaswritben theprevious two bytesirtto
system DRAM memory). Assume thatthe processor outputs the foliowing_in-
formation:

I The quadword-aligned address placed on the host processor address bus
is 0000010011.

- — -I -Byte enable [,4]-is asserted-to-indicate that the fifth iocat1'orL'irt"the curb " ‘
rently-addressed quadword is being addressed. Byte enables [7:5] and
[3:U] are dessserted, indicating that the first through fourth and the sixth

through the eight locations inthe quaadword are not being addressed.
!- an Jhebyteofdatadestinedforniemorylocafiootmtlilflihisdrivenonto

data path four (D[39:32]).

The buffer recognizes that some portion of quadwonl Dflflflfllflm has already

been posted to be written to memory. Instead of using up ariother quadword—-
wide buffer location for the new write, it combines the new data being sup-
plied by the processor with the older data in the buffer location. The buffer lo-

cation new oontains three bytes to be written to quedword I][}DE|IJ1U0h in sys-
tem DRAM. Although the processor performed two separate memory writes
tosystemmeinoryr, thebutferlogic oniyhastoperfonnonewziteoperation
when it offloads the data to memory.

Read-Around and Marge Features

If the processor initiates I read from system DRAM while one or more mem-

ory write operations reside within the posted-write buffer, the buffer logic
performs the read from DRAM before flushing the writes to memory. If the
read hits on a posted-write in the buffer, the bytes posted to be written to
memory are merged with the data read from memory and the resulting data is
supplied back to the processor.

Write Butter Prioritization

1he'591canbepmgremmedtoadiust1hepriorityofposted-wtitebuffier

writes to memory telativie to memory reads. The following settings are avail-
able:

- 1hewritebuffercanaceeasmemorywhenevertheDRAMisidie.

a '1‘he.wr:ite buffer can acce memory after a minimum of 2, 4, 8, 16, 32 or
64 CPU clocks from the oompletion ofthe last DRAM read. The count is

restarted at the cooxplefion of each read. When any of these settings are

seiecteithewfitebufleris permitted to aocessmenruorywhert theproces-
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sor‘genaratesanaocess|i'|atisnola read {e.g., enotherwrite-oraPCI
transaction}.

4. Writebufferaccess Iosystemmemoryispennitted only when the proces-
sor generates a rum-system memory read transaction.

configuration Mechenlsm

The '59:: chipset implements PCI configuration mechanism number one

(configuration address port at NO location DCF3h and configuration data per}
at1/0 location DC3FCh). '
 

POI Arbitration

The ‘591 incorporates the PCI bus arbiter. The arbiter supports“ the '591, the
‘S93 and up to four additional PCI bus masters. The ‘591’s R.EQ# and GNT#

signals are intemally connected to Ihe arbiter. A single signs] line is used by
the 593 to requestand be granted ownership ofthe PC’Ibus {refer to theses-
tion in this chapter entitled ‘"593 Characteristics When PCI Master.” Option-
ally, the '593 mayuse one of the four REQ#[GNT# pairs for arbitration.

The ‘591 never generates fast back-to-back transscticrls because it doesn't
know the address boundaries of different targets.

‘I112 priority schemes may be software seiected as fixed or rotational When
fiJ¢ediaaelected,the ‘593'sREQGNT#signalhashighestpriorit3r.This guaran-

tees DMA charmels timely access to the bus. Then, in descending order of im-
portance, the of the other masters are master 3, master 2, master 1,
master B and the processor. The processor has lowest priority. Whenever any
of the PCI masters require access to the PCIBIJ5, the ‘S91 asserts HOLD to the
processor and takes the bus away .fr‘0.m it to grant to the most important PCI
master.

When rotational priority is selected. the ‘593 has highest pxiarity, with
rotatingbetweenbusmasters 0 througha and thehostprocessor. Refer infig-
use 23-2.

"-tun.“-...- ~__I‘HM‘“"%3$i'IH}ililI.’-‘A«-+-.a.'.s.-:—.4.-.:m_'-_
Itnearbitercaribeprograuumed iopark thehuseitheron the ‘$910: on E1127"!
last masher that used the bus. The latter mode can only-be selected when rota-
tional prioriry has been selected.
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Figun: 23-2. lPriority Scheme
 

Locldng

The arbiter in the ‘S91 implements abus luck. It does not support target look-
ing.
 

Special cycle Generation

Software can stilxlttlate the host/PCI bridge to generate a PCI special cycle to
PCIbus zero orto any ofiisaubordinate Pcibusesuaing themelhoddefined
for configuration mechlnism number one; that is, the programmer performs a
32-bit write to the configuraiiun address port specifying the target PCI bus,
and sets the target device number, fxmctixm number and doublewoxd number
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to 11:11, ?h and 0011, respectively. The pmgzammer thenperforms a two byte or
faur byte write to the configuration data port. The bridge performs a special
cycle on the target PCI bus, supplying line data written to the configuration

data port as the message during the data phase. If the target bus is a subordi-
naI:ebus,the'591 genezatesaspecialcyclerequestxzsixiga typel configura-
Iiun writ: transaction.
 

'5_91' ccInfiguratlon' Registers"

Figure 2343 illustrates the ‘591‘s PCI configuration negistera. The sections that
follow define the manner in which the diipsct implements each of these regis-
ters. For a description 91? the ’591’s device-specific cuznfiguration registers, re-

. far in 111: chipset specificafion.

Vendor ID Register

The vendo:ID for VLSI Technology is 100411.

Device ID Register

‘I'hecleviceID for the ‘591 is 000512.

command Register

Table 23-1 defines the '591’s usage of its I:.am.m.and register bits.
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[(0 enable hit. Hardwired to zero because the ‘591 doesn't respond to any
PCI I/O transactions.

Memory enable bit. When set to one, PCI bus masters can access system
DRAM memo . Reset sets this bit to one.

Master enable bit. Hardwired to one because the ’591 is always enabled to
initiate PCI Irarlsactions.

Special cycle monitor enable I:-it. I-Iardwired to zero because the ‘591 does
not monitor - - -—-A - other Pfllmasters.

c

Memory write and invalidate enable bit. Hardwired to zero because the
’591 never - aa erates the mem write and irwaljdate command.

VGA color palette snoop enable bit. Hardwired to zero. only VGA-

oornpatible devices and PCI-to-PCI bridges are required to irnplement this
bit.

Parity error response bit. When set to one, the ’591 asserts PERR# when a

data parity error is detected. Also used to qualify the assertion of SERR# on '

3: an’. erroI.Resetclearsth.i5bit. _

Stepping enable bit. Hardwired to zero because the ‘591 never uses ad-
dreesordata ' . .

System error response‘ bit. When set to one, the ‘B91 is enabled to assert
SERR# {if the PARITY ERROR RESPONSE bit is also set to one) when ad-

dress phase parity error detected or system DRAM parity error. Reset
clears this bit.

Feat back-to-beck enable bit. Hardwired to zero because the ‘591 never

erforms fast back-to-back transactions.

; Reserved and to zero.

'6:_ ‘d"'4DJI‘-Jr—I
CI
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Status Register

Table 23-2 defines the ‘591‘s usage of its states register bits.

Table 23~2. '59.l’a Status ’  

 
 

 

 E _ __________ ._ __'_'_ _ _ __'
Reserved-andhardwired-to zero. '- . - _ , _ _

Fast back-Io-hack capable bit. Hardwired to one, indicating that, when

at ' as a target, the ‘S91 supports fast back-1:o—back trarlsaotions to I:l.i.&'er-
Hlt :1 - -"I."

  
  

 
  

 

 
 

 

“ signaled parity error bit. Set to one when the ".591, acting as a master,eamplmPER.R#assertedbythelargetdu1ingaw1iteorfl1e‘591 asserts
PERRJF on a read. Reset clears this bit to zero. .

DEVSEI. tinting. Hardwired to Dlb. indicating that the ‘591 has a medium
.- - e-ed PCI address decoder.

signal-_-:1 target abort. Hardwired to ma because the *591 never signals a- lI‘_ tibfirt.

Received target abort. Set to one when the ‘591 reoei.ves"a target abort from.- ;- whenamztin umaste1'.Rme'tn:lears Ihisbitlozero.

Received master abort. Set to one when the ‘S91 experiences _a master abortwhenectin as masI:er.Reeet dearsthisbitbozero.

signaled system error. Set to one by the ‘S91 when it assert 5ERR#. Reset
clearsthisbittoaero.1heSERR#ENABLEandPARI'l'YERRORRE—

SPO Slibits in the ‘S91’: command register must be set to enable the "591
-,4: rate5ERR#andeetl:hisbit. .

Received parity errer. Set to onewhen the ‘.591 rlebeds an address or data
hase ari error. Resetclears this bit to zero.

 

   
 

 
 

 

 
 

 
 
 

    

    

Revision ID Register

Tire revision 11) register contains 00!": in the first release of the ‘591.

Class Code Register

Theclass code register contains t}600'D0h. llfiih specifies the bridge class. The
middle byte, Dflh, specifies that the subclass is host/PCI The IDW9?
byte is always 001:: for all revision 2.x-compliant devices.
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Cache Line Size configuration Register

Not implemented. Eeinoe the ‘S91 contains the cache co:n1:o1Ier,it "knows" the
system. cache line size.

"Latency Timer Register" -

Hardwired a value of 1011 (lfid). When acting as a PCI bus master, the
‘$91 never perfomis bursts of longer than two data phases. The specification

states that any device that never perforxzns more than two data phase: may
harrlwina a vttlue into its LT, but the value maynot exceed 16:1.

Header Type Register

Hardwired with. the value Oilh. This ittdicaiaes that the '59! is a single-function
device [bit 7 = D) and that the format of coruflgiuedon doublewords 4 through
lfiadheres to the header type zero definition.

3131 Register

Hardwired to 0011. _Bi_t 5" .=- 0 indicates that the ‘591 does not implement a built-
in self test.

Baaeflddrese Registers

NoneThe "591 utilizesde registers to set up its sys-
oeln DRAM eddxess decoders. Regarding NO. the "591 only implements two

I/D ports: the oottfiguratiout address port at 1/0 address DCF811 and the con-
figuration data. port atl/CI address Oct-‘Ch. It has hal_’d'WiIEd address decoders
for these registers. ' ' '

Expansion ROM Bose-Address Register

Not implemented because the ‘591 does not incorporate a PC! device ROM.

Interrupt Linefiegieter

Not implemented because the ‘591 does not generate interrupt requests.
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Interrupt Pin Register

Hardwired with 0011, indicating that the ‘591 does not implement a. PCI inte;-_

rupt request output pin. '

The *591 incorporates the PCI bus arbiter and already knows its timeslice and
iiminsicaily knows its own bus acquisition latency reqpjrements.

Max_Lat Register '

See Min._G1_1t register section (previous section).

Bus Number Register

Hm-dwired to Uflh, indicaung that the PCI bus residing directly behind the
‘591 is R?! zero."

auborclinate Bus Number Register

Hardwired to FF11. Any software requests to perform special cycles or con-
figuration reads o_r writes on buses other than bus zero are therefore passed
through the ‘.591 as type one configuration accesses. It the target bus doesn’t
_e:u'st,-the type one cont-iguration access will terminate in amaster abort.
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3.=:*.s.:,'::.'=.::i.i=:.'+.:*a.w"="=«=1-=- -laqulrnfiuufigmhflnrnzeghtan

Figure 23-3. ‘591 PCI Coufig-marina
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PC] Device Selectlon (IDS EL)

When translating accesses to the cunfigurafion data part into PCI type zero

configuration accesses, the ‘591 intemaily decodes the target device number
specified .:'n. the ccmfiguration address port_ar_1d selects a;1_]IJ_SEL_ to assert,
Rather than implemeniing an IDSHL ouiput for each physical device
on the PCI bus, E16 ‘591 asserts one of the upper AD lines during the address
phme of the PCI configuration access. Table 23-3 defines the AD line aaaerfaed
(set to one) for each device mnznber that may be specified. On the system
board, each physical device position neslatively-couples one of the upper AD
lines to the device's 10531. input pin.

 

Table 23-3. Deu:'aeNumberToA.D LineMa1‘ ;

" Note: the '591 may be progranmiedto be either device 0 or device 31.

516

Petitioners HTC & LG — Exhibit 1019, p. 204



Petitioners HTC & LG - Exhibit 1019, p. 205

Chagter 23: Overview of VL82C59x PCI Chipset

Handling of Host Processor-lnltiated Transactions

 

Memory Read

When the host processor initiates a memory (code or data} read transaction,
_on_e of the following is true:

- The target location is within the range of system DRAM memory.
The target location falls within the range assigned to system DRAM mem-

. ory.but is within a sub-range defined as PCI orISA memory.
o The target location is above the top of installed system memory.

In the first case, the address is considered to be cecheahle. The iookaside L2
cache performs a lookup to determine if the requested data is present in the
t:ad:Ie. If present, the cache tells the DRAM controller to abort the access to

system DRAM and the cache ‘supplies the requested data to the processor. If
the requested "data isn't currently present in the L2 cache, the DRAM control-
Ierproceeds with the memory read to fetch the targetline. lfthe readhits on
any posteclawrites currently outstanding in the posted-write buffer, the write
data is merged with the data read from memory and the requested data is
suppliedtothepnooeasor.'IheL2cad1ealsolabchesacopy oft‘hel.ineotin-
formstioruiftlie L2 cachelinesieeisfiehytes, the otche initiates a seoondline
reedfrom trteIrLorytolos.dthe—aecondhal.faf iislineinto theL2 cache.

In the second and third cases, the ‘S91 arbitrates for ownership of the PCI bus
and initiates a memory reed transaction (note that if the processor already has
a Pclmemory write posted in the ‘591, the posted write will be flushed to PCI
memory before the PCI memory read is initiated). Because the L2 and L1
caches are not permitted to cache irom memory beyond the bridge. the result-
ing PCI memory read transaction does not fetch an entire line (32. bytes) from
memory. Rather. the access consists of one or two data phases (at most. the
processor is expecting to get back eight bytes of information). When the PC!

memory read transaction is initiated, DEVSEIJF is asserted if a memory -target
on the PCI ‘bus recognizes that it is the target of the transaction. 'I'.'n.at target
their supplies the requested data to the '591 and the '59] supplies it to the
processor. If no PC! memory target asserts DEVSELI, the subtractive decoder
buiitinto the "593 evenhuliy asserts DEVSI-ELI! and claims the tranmction. The

transacflon is passed to the ISA bus. If an ISA. memory target recognizes the
address, that target supplies the data. Ifthe address is not recognized by any
ISA memory target, the ISA bus controller in the ‘$93 latches all once from the
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151‘. I:l.ete'bus{i.ts quiescent etetewhennolbeingdriven) and that is sent back

to the ‘E91 and then to the processor.

Note that the ‘S91 can be programmed to recognize that specific PCI memory
regions support prefetching. In this case, when the ‘591 performs the PCI
I‘.nem.ory read, it asserts all four byte enables" and fetches the entire double-—‘

‘|r_tP01‘d_l3El.!Lg addressed .in the.dsta phase (even if the processor‘-had-only re-
quested a subset of Ihe doubleword). The requested data is fed back to the
proeessor and the prefetched bytes within the doubleword are stored in the

« ‘591’s meerl—a.l1ead buffer. This buffer can hold a quadword of data. Ifthe proo-
essor should subsequently request any of the prefetd-Led date, the data is

“ supplied from the read-ahead buffer and the '59:! does not perform a PCI
memory read transaction.

Memory Write

When&rehoetpmoessorinifiatesamemoryuuiteh‘ansedion.thereare&a
same lzhree-cases: '

- Thetargellocetioniswitlrirn the nngeofsystem DRAMmen1ory.

‘ 0 The target location falls within the range assigned to system DRAM mem-
ory. bnris wiflfin e sub-range defined as PCI or ISA memory.

a The target location is above the top of installed system memory.

In ‘the first case, the memory write is absorbed by the posted-write buffer (if
the eight quadword FIFO isn't full}. The processor can then initiate mother

transaction immediately. If the buffer is full, the processor’: current memory
Write stalls.

In the second and third case, there are two possible canes:
""4'-.un.-..u.:..a:.41«__-..,.

0 Memory write posting is enabled for the addressed area of PCI memory .

a Memory write posting is disabled for that area. ...-..'___'l,.‘._g_..I.
If write posting is enabled and the write butter is currently-available. the
memorywritelsabsorbedlry ttlehufferendfliepmcessorispernfitted to 9315;
its transaction. The ‘S91 then initiates the PCI memory Write when it his 35‘
qI.l.iIEd PC!Ibusownership.Ifwritepostin,gis disabled in the target area. I113
processor is stalled until the PCI memory write has been completed on #113
PC[bus. '
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UD Head

Wlterntlieprooessorirtifiatessnnl/O read transaction, the In-getdevioeis one

ofthefoilowing'- '

o Configuration address port at 1/0 location DCFah.

0"‘ Configuration datnportati/OlocaflonflCFCh. . ._ _ _

n A PC! or anI5AI)'0 target device.

In the firsttwo cases, the tmrlsaclion is not passed through to the PCI bus.
'I'.|.1ese two ports are irtbegrabed into the ‘591. The ‘591 therefore supplies the
requested data directly to the host procemor.

1:; the&tirdcase,fl1e'591s1aHslheprot;essorunfiltI'tePCItarget{0r tl1e’593)
supplies the requested data. The data. is then routed to the processor, conclud-

ing the balnsactlorl.

U0 Write

When the processor initiates an H0 write transaction, the target location is
one oflhefollowingz

U Configtu-ation address port at 1/!) location OCFSIL
0 Corlfigureflon data port at [/0 location EICPCI1.

o APCI orsnlssl/0 target,

inthefirsttwocasesnhe '591acceptsl:l1ewritedata.intothet§Ir3etportend
the transaction is not passed to the PCI ‘bus.

In the third case, t_he transaction must be passed to the PCI bus. By default, the
'591 does not post U0 writes, but it can be programmed to do so. Assuming

I/O write posling is disabled, fiie processor is stalled the ’591 acquires

ownership ofthe PCIbus and completes the PCI I/O write tntnsaction.

Interrupt Acknowledge

In response to an external interrupt from an BZSQA interrupt controller, the
processor generates: two, back-to-back interrupt acknowledge Irsnsactions.
The first one is generated to command the interrupt controller to prioritize its
pending requests. The processor does not transfer data during this trartsao

tion. The processor generates the snd interrupt acknowledge to request the

 

519

Petitioners HTC & LG — Exhibit 1019, p. 207



Petitioners HTC & LG - Exhibit 1019, p. 208

PCI Szstem Architecture _

interrupt vector associated with the highabpriority pending request. when
the ‘E91 detects the first interrupt acknowledge, it responds with BRDY# to

permit the processor to end the transaction. This transaction is not passed
through the bridge. When the '591 detects the initiation of the second inter-

rupt acknowledge, it acquires ownmhip of the PCI bus and performs an in-

terrupt acknowledge t1'ansactioI1. In response, the ‘S93 internally generates
—--- — —— - twoIl~lT1‘A (intern1ptaciutow1edge)pulsestotttettyga_25_9.§.eares tha_tt_rgsi_c_le__

inside the ‘.593. During the second INTA, the interrupt controller gates the one
byte vector onto I-‘CI data path zero, AD[7:{}], and asserts TRDWP. The ‘591 is

already assening more so the ‘591 latches the vector from the AD bus and '
., terminates the transfer. During this period, the '591 has been stalling the proc-

essor by keeping BRDY# deasserted until the data is presented on the proces-
s sor's databus. The Vector is placed on host dalilpath zero, D[7-.0], and BRDY#

is asserted. The pmcessor latches the vector, concluding the second interrupt .
acknowledge transaction.

Special Cycle

The host processor is capable of genetafing the following types of special cycle
transactions:

Shutdown.

Flush.

l‘-Ialt.

Writeback.

Flush Acknowledge.

Branch Trace Message.

StopIGrant.

‘Rte '59! only passes shutdown, halt and stop/grant tlttrough the bridge to the 3'
PCI bus. The shutdown special cycle causes the '591 to generate a PCI special
cycle transaction with the shutdown message sent during the data phase. The '
halt special cycle causes the '59} to -generate a PCI special cycle transaction 7

with the halt message sent during the data phase. The stop/grant special cycle -_t
causes the ‘E91 to generate a PCI special cycle transaction with the halt mes-
sage sent during the data phase. The stopigrant message is differentiated
from a halt by AD4 set to one during the address phase (rather than low for a
halt]. The ‘.593-is designed to test the state of AD4 during the address pahaifl I0
determine if the message is a hall; or a stop/grant. The other procesfifir

initiated special cycles have the following effects:
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u The flush special cycle transaction causes the '59], to invaijdate the L2
mche.

o The writehack specialcycie transaction has no effect (because the L2 cache
isnotawritebackcacheandthereforedoesnothaveanymodifiediines to
be written hack to memory).

- ‘The flush achtowledge special cycle transaction is genemlaed by the proc-
essor in response to assertion of its FLUSI-l# input when it has completed
tvritingbick all ittodifieii. lines to memory and has cleared the"L1"ca'c‘ne. "
The author believes (but isn't certain) that the ’591 ignores this transac-
iion.

- Ifenabled to do so, the processor generatw the branch trace message spe-
cialcyttletrartseclionwheneverabrandtirtstructiortis taken. The '591.ig;-
nores this it-ansactiah. .

Handling of POI-Initiated Transactions

General

The following sections describe how the ‘S91 responds to transactions
on the PCI bus by other masters. It's important to note that the ‘S91 does not

support concurrent operation of the host and PCI buses. In other words, when
a PClI:nasterotherthanthe‘591has acquiredowrtership oftttePCIbus,ithas
also acquired ownership of the host bus. The ‘S91 accomplishes this by assert-
ing HOLD to the processor and waiting until HLDA is asserted, indicating
that the proeessorhas released ownership of the hostbus. "i"he ‘591's PC! arbi-
ter then grants ownership of both buses to the PCI master. The transaction
initiated by the PCI master is passed through to the host bus so that the PCI
master can access system DRAM memory (if this is a memory read or write

trartssction that targets system DRAM). If the transaction is not a memory
transaction, or it is a memory transaction, but the target address is not-system
DRAM memory, then the DRAM controller, L2 cache and the processor
(which is not told to snoop) ignore the transaction.

Pct Master Accesses System DRAM

The '59] stiesa all three of the PCI memory reed transaction types (memory

read, memory read line, memory read multiple) to the PCI memory read
transaction. If it is a memory trarlsaction and the target adcirm is system

DRAM, the following actions are taken:
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I 'I'heprooes5or'sL1c-acheistoldtomoop the‘ ac1dres_s (via AI-IOLDand
EADS#) and report the snoop result (on HI'I# and HI'I'M#).

o The L2 cache performs a lookup.

IftheL1suoopresu1tsh1an1iseurahitonac1ean1ine-(H1‘I'M#i§natas-

started), the PCImaste1' is permitted to continue with the transaction.

'1. ' If 'a'_read'aJ:1.d‘the requested data is present in the L2 cache, the 1.: cache __
supplies the date to the PCI master. This is a nice fieature. If the PCI mas-
ter is accessing at data structlire that is shared by the host processor, the
mesulthig L2 cache hits cén result in remarkable perforrnimce for the PCI
mister.

, 2. Ifareadandtherequesteddataisrrotpresentiriti1eL2cache,tt1e-DRAIM
controller aooesses system DRAM and the data is supplied to the PC! mas-
ter from system dram.

3. Ita write,theposted-writebutferabsorbathe writedata from the PCI
mestenlfthe L2 aIId.t'orL1cachesha‘vea hit, the cache copies of the-line
are invalidated. If the data "isn't resident in either cache, the write has no

effiect. on the each. The memory write and invalidate command is

treated as a mernory write.

POI Master Access-at PC! or ISA Memory

Although the transaction is presented on the host bus. it has no effect on the

L1 or L2 caches or on system mentor.-y.

PCI Master Accesses Non-Exietent Memory

In this case, the ‘S93 isserts DEVBEIAF {due to subtractive decode) and passes
the transaction to the 15:’; bus. The ‘591 passes the transaction to the host bus, ‘

but it has no effect (because the target address is not within range of system
DRAM memory).

IIO Head or Write Initiated by PC] Master

Although passed the host but‘: by the ‘.591, have no efifect.

Special Cycle

The ’591 ignores special cycle traiisactions generated by PC! masters.

522

Page 210 of 235

Petitioners HTC & LG — Exhibit 1019, p. 210



Petitioners HTC & LG - Exhibit 1019, p. 211
Page 211 of 235

 Chapter 23: Overview of VL82C59x PC] Chipset

Type 0 Configuration Head or Write

A PC! master may access the ‘591‘s PCI configuration registers by directly
generating the standard type 0 CDI.‘lfig'l.lIB.Ii0II read and write transactions. It
cannot use the configuration address and data ports to stimulate the '591 to

generate -configuration transactions because the '591 would then have to use

the PCI bus at the same time that the PCI master was using it.

Type 1. configuration Read or Write

A PCI master may use a type one configuration transaction to access the con-

flgtiration registers in a device on another PCI bus or to cause the generation

of a special cycle on a specified target PCI bus. The "391 is unaffected by these
transaction types. '

Dual-Address Command (64-bit Addressing)

Because the system DRAM memory resides in the area up to but not above
the 1GB addrs boundary, the detection of a PCI dual-address command has
no effect on the ‘591.

Support for Fast Back-to-Back Transactions

The ‘S91 can act as the target of fast back-to-back transactions, but cannot ini-

tiate them when acting as a PCI master.
 

‘593 PCIIISA Bridge

The ‘.593 provides the following fimctionality:

Bridges the PCI and ISA buses.

Two 8259A interrupt controllers and the APIC If C) module.

Two 8237A DMA controllers a1’Id.their-associated page registers.

Real-Time Clock and CMOS RAM function (or, altemately,-supports ex-

ternal RTC/CMOS).

Port B logic. ’ .

I Tumble subtractive decoder (can be tuned to assert DEVSEL# in slow

tiine slot].

- Programmable decoders for memory regions that exists on the ISA bus.
This permits fast address decode of PCI accesses to the ISA has. It also
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permits memory aooesses initiated by ISA bus masters or DMA channels
to be cotntainaecl on the ISA bus and not he passed to I-heI-'CIhus.

o Handles shutdown-to-processor INIT comrersiort. When a PCI special cy-
cle transaction is detected with fire shutdown age, the ‘$93 toggles
INl'I‘.to force a system reboot. .
A20 mask function.

Processor self-test initiation.

FERR#tGIRQ13 conversion. ‘ ‘ " ‘ " ' --

NMI generation. The '59:’. generates NMI when_CI-ICHK is afierled on the
ISA bus, or when 5ERR# is asserted on the PCI bus.

Hot reset generation.
System Managa'mentMoc1e (SMM) interrupt logic.

Monitors up to 27 different events related to power management.

Include watchdog timer for SMM usage.

-Supports software generation of the system management interrupt.

Includes Iogjr: utilized to stop the processor clock.

Poitive decode for system ROM and keyboard controller, permitting fast
address decode ‘Within these ranges.

|?OWERGOOD)'Reset logic.

6 _ Speaker timer.
- Support for turbo mode. Can be used to periodically atop the processor's

clock tomake the procmaor appear to run slower.

IIIICICU.I'IU
.

I Integrated X-bus buffers. _-' 'I
Can increase ISA BUSCLOCK speed up to 1:-MI-IZ within specified ISA
memory regions.

I Decoupled ISAmemory refresh. ISA memory refresh can occurcm |heI‘SA
bu.swhilePCIu'ansa<:tiom areinprogress.

o Supports disabling of internal DMA controI1era'(pern1itting implementa-
Iion ofan external DMA controller).

‘593 Handling of Transactions Initiated

by PCI Masters

The '593 reqaonds to PCI transactions as follows:

a When acting as the target of a multiple-data phase PCI tr-ansactiarh the
‘593 alfiays disconnects the master upon oompletion of the first data
phase.
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I The ‘S93 treats the PCI memory read line and read multiple commands as
a memory read.

-' The ‘S93 treats the PCI memory write and invalidate command as a mem-
ory write.

0 The ‘.593 ignores the PCI duaJ—add1-ass command.

- The '593 can respond as the mi-get of fast back-to-back transactions. but
‘cannot generate them. - -— - . . . _ . _ _

II The '593 responds to the RC1 interrupt acknowledge transaction by
the transactim and returning the interrupt vector on the lower

data path.

I When the ‘S93 detects a PCI special cycle transaction, it determines if the

message delivered during the data phase is a shutdown or a halt {it ig-
nores all other message types). If. a shutdown, it issues INTI’ to the proces-
sor to reboot the system. If a halt, it examines the state of AD4 from the

transactions address phase. If AD4 = 0, the processor is halting. The SMM
logiccarlbeprograrrumedtotakeaction on thisevent. IEAD4 = 1, themes-

sage is really a stop/grant message This informs the SMM logic that the
processor has stopped its clock in response to assertion of STPCLlC# by
the ‘593-.

I The ‘593igno1es type one configuration reactand writes. A type zero con-
figu.ral:ion read or write that asserts the ‘593’s IDSEL is permitted to access
the ‘593's PCJ configuration registers.

I The ‘593 handles address and data phase parity errors according to the
revision 2.2: PCI specification.

I The posted-memory write buffer in the ‘593 can be enabled!’disabled by
software. When enabled, the buffier accepts up to 32-bits of Write data be-
ing presented by a PCI masts: and than disconnects. It then performs the
memory write on the ISA bus. If a PCI master attempts" to access the ISA
bus while the posted-write is being performed on the ISA ‘bus, the ’593
stalls it (by keeping TRDW deasserted) until the write completes.
 

subtractive Decode Capability

The subtractive decoder in the ‘.593 claims any unclaimed PCI memory access
(even to addresses above 16MB). This means that areas of memory space
above the top of system DRAM memory and above 16MB and not populated
by PC! memory devices alias clown into ISA’: IGMB memory address space.

The subtractive decoder can be tuned to respond with slow DEV:-7EL#, rather
than the normal subtractive DEVSEL# one clock after the slow time slot.
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‘593 characteristics When Acting as PcI_Master

The ‘591 incorporates the PCI bus arbiter. When the ‘593 must pass an ISA bus
master or DMA transaction onto the PCI bus, the ‘593 must issue a request to
the ‘S91 and await assertion of its grant. The '59:: chipeet can handle the aria;

trafion between the ‘S91 and the ‘593 in one of two ways (software-selectable):

1. "Ihe"593' nm-n-tally drives its REQGN'I'# output high. When it requires an-
eese to thePCIbus,itd1iVesREQGN'1‘#1owform1e cycle ofthe pruceg.
sofa bus clock. One clock after that, the ‘591 takes ownership of the
REQGNT# signal and drives it high. The ‘591 continues to dxive

REQGNT# high until the arbiter is going to grant the bus to the ‘593. The

‘.991 then drives REQGN'l'#low for one cycle of the processor’: bus clock,

One c1ocka£te:that,the‘593 1'eeumeeownerehipo£theREQGNT#s.igna1
and continues to drive it low until it has completed using the PCI bus,

When the ‘59‘3ha.sooncluded u.-aingIhePC.l hue, itdtives REQC{NT#-high
and leaves it high until it requires the PCIbus again.

2. Altemately. the ‘593 and ‘S91 can use a normal PCI RBQGF/GN'1'# signal
pair for "5 93 bus arbitration.

When acting as the PC! mastet. the '59:! cannot generate feet had:-tu-back

‘Ihe -‘593 recognizes that the arbiter is parking the bus on it when it detects its
GNI‘#aeeerbedendthebueieiclle.The ‘593thentekeeownerdtipofIheAD

and C!BE buses and drives them low. One clock after driving them low, the
‘S93 drives PAR tow.

Ihe ‘593 only initiates transactions on the PCI. bus because:

I A -DMA charmelis performing a transfer to or from system memory.

AnIsA busmaeteria performing a systemmemoryorenl/Oreadqr
write.

The only types of PCI transactions it generates are therefore memory and 1/0.
read and write transactions. 5

4‘
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Interrupt Support

The '593 incorporates two 8259A interrupt controllers and an advanced pro-
grammable interrupt oonlroller (APIC} I/0.1'nodule. All of the system inter-
rupt request signals, IRQ[.15:0], are connected in parallel to the pair of 8?.59A’s
and to the APIC. This permits the programmer to setup the "593's interrupt
logic to handle requests in an 3259A-oontpatible manner, or, in a 1rtu.ltiprooes—_

‘ sing emraronm‘' ent, to route all mienufirats from ISA and PCI to the APIC for
delivery to the processors. A description of 8259A and APIC operation is out-
side the scope of this book. A complete description of the 8259A interrupt con-
troller operation can be found in the Addison-Wley publication [also

authored by Mindshariaj entitled ISA System Architecture. A complete descrip-
tion of the APl_C operation can be found in the Aclciisomwesley publication
{also authoredby Mindfihare) entitled Pentium Processor System Architecttfle.

Eleven of the system IRQ inputs. IRQ['l.5:‘l4], [12:9], and [7:15] may be indi-
vidually programmer! as either shareable or non—shareahIe interrupt request
lines. Of these eleven, the ’.593's iour PCI interrupt inputs may be routed to‘
any of eight or them (IRQ[15:14], ‘[12:91. [5], and [3]).

DMA Support

The ‘593 irtcorporetes two 823'."A DMA controllers in a maslaerfslave carl_fig1.I-
ration. It also incorporates the page registers. necessary to extend the start ad-
dress registers to a full 32 bits. This enables the DMA controller to transfer

data to or from memory anywhue within the 4GB memory address space. It
is a constraint, however, that the specified DMA transfer in memory must re-
side fully with a6 block of memory space [because the 623%

DMA controller cannot issue a carry to the page register when incrementing
over a 6-LKB address boundary).

‘593 configuration Registers

Figure 23-4 illustrates the ‘.593’:-. usage of its PC! configuration space. The sec-
tions that follow define the manner in which the chipset implernents each of
these registers. For a description of the ’593's device-specific configuration
registers, refer to the chipset -specification.

52'?
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Vendor ID Register

'l‘.he vendor ID for lt'L'3l Technology is 1[Il4.h.

Device ID Register

The device ID for tbe:59_3 is _ _

Oommancl Register

Table 23-4 defines the ‘$9335 iisage ofits command register bits.

Table 23-4. ‘.5933 Corrrn-mud R -1; .' 61' His‘. 4455' IHBIII

Description. _

no enable bit. when set one, the ‘S93 is enabled to respond to PC] I/0
transactions. Reset sets this bit to one.

Memory errablebit. When setto one, PCIb1.1s masters can access ISA
rnem .etsetstl1isbittoone. _ -
Master enable bit. When set to one, the ‘S93 is enabled to initiate PCI trans—
actions.Reset selsthisbitto one.

Special cycle monitor enable bit. When set to one, the ‘S93 recognizes spe-
cial cycles (only shutdown and belt) generated by other PEI masters
usuaIl,tl1e‘591 .Reset setsthisbittoone. .

Memory write and invalidate enable bit. Hardwired to zero because the
'593never enereiaes themem - writeandinvalidateoommand.

"VGA color palette snoop enable bit. Hardwired to zero. Only VGA- 
 

compatible devices and PCI-to—PCl bridges are required to implement this
bit. '

the ‘.593 asserts PERR# when a

tlataperltyermrisrletected. Also used toqiaalifytheaseerfiort o£5ERR#orI.
art error. Reset clears this bit.

hit. Hardwired to zero because the "5113 never uses ad-

in.

System error response ‘hit. When set to (me, the ‘593 is enabled to assert

SERR# (if the PARK’! ERROR RES1’ONSE bit is also set to one) when ad-
dress hase - an‘. error detected. Reset clears this bit.

Fast back-to-hack enable bit. Hardwired to zero because the "593 never

- erforms iast back-to-hack trmsactiuns

15:10 Reserved and hardwired to zero. '
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Status Register

The ‘593's status register bit assignment is defined in Iable 23.5.

Table 23-5. ".5’.93's Status Re ‘tar Bit Asst‘ merit

Q
.  -__ _ .. _Reserved and hardwiredto zero." ' _

Fast back-to-back capable bit. Hardwired to one. indicating that, when
acting as a target, the '593 supports fast back-tosbaclttraiisaotions to differ-
ent tarts.

Signaled giarity error bit. Set to one when the ‘S93, acting as a master,
samples PERM asserted by the target during a write or the ‘593 asserts
PERR# on a read. Reset clears this bit to zero.

10:9 DEVSEL I-Iardwired to 01b, indicating that the ‘.593 has a medium
5 - eed PCI address decoder.

Signaled target abort. Set to one when the ‘593 has signaled a target abort

Received target abort. Set to one when the ‘.593 receives a target abort from
a taret when actin as master. Reset clears this bit to zero.

Received master abort. Set to one when the ‘.593 experiences a master abort
when at: - ; as master. Reset clears this bit to zero.

signaled system error. Set to one by the '593 when it assert SERR#. Reset
clears this bit to zero. The SERR# ENABLE and PARI'I'Y ERROR RE-

SPONSE bits in the '593's conunand register must be set to enable the ’.-593
- -a erate SERR# andset this bit. . ' _

Received parity error. Set to one when the ‘S93 detects an address or data
: ' error. Reset clears this bit to zero.

 

Revision ID Register

The revision register contains D011 in Ehe first release of the ‘S93.

Class Code Register

The class code register contains 06D1ODh. 06h specifies the bridge class. 'Ihe

middle byte, 01h, specifies that the subclass is ISA./PCI bridge. The lower

byte is always Dflh for all revision Zaecompiiant devices.
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Cache Line Sire Configuration Register

Not implemented.

Latency Timer Register

Net implemenud. When acting as a.PCl master, the 3593 gmly performs si:t'Ig1ev- -
data phase transactions initiated by ISA busmashzrs and DMA char|neIs..

Header 1‘ype Register

Hardwired with thevalue ooh. This indimzes that the '593 is a single-function

device (bit 7 == 0) and that the format of configuration doublewords fall:

through 15 adheres to the header type zero definition.

BIST Register

Hardwired to ash. Bit 7 = D indicates that the '59.‘! does not implement a built-
in self test.

Base Address Registers

None implemented. The ‘S93 device-specific registers to set up its ISA.
ROM and I/O iiddress decoders.

Expansion ‘ROM Base Address Register

Not implemented because the ’593 does not incorporate a PC! device ROM.

Interrupt Line Register

Net implemented because the ‘S93 does not generate interrupt requests for it-
$0

Interrupt Pin Register

Hardwired with 0011., indicating that the ’593 does not implement a PCI inter-
rupt request outputpin.
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C]-ta er 23: Overview of VLB2C59x PCI Chipset

Mlnfint Register

Haxdwirecltoflfih, t'ha1tl'|e'593hasnospedFcl‘equireInenI3re-
gardirtgtlaefimesliaeaasig-:1edtnit.h1addit1aILtt1e ‘.593d.oesnotimplement
theL'I',ao theMi11._Gntreg:1’sberi5 amnot point.

MaxJ.at-Register -

Hardwired to Ooh, indicating that the ‘593 has no specific requirements re-
gardhig its arbitration priority level.
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Figure 23-4. VL82C593's Coryigumtion Regfl-‘tars .a‘a-fl.'.':.}a_-J..,;.-‘A.
552

Petitioners HTC & LG — Exhibit 1019, p. 220



Petitioners HTC & LG - Exhibit 1019, p. 221

Aggendix A: Glossfl

Aroess Latency. The amount of time that expires from the momettl: a bus

master requests the use of thePCI bus tmtilitcompl-ates the first data transfer
of the transactionn.

AD Bus. The PC! “address! data bus address inforrnation durirlg
.— addressphaseofamnsactimtanddataduringeachdataphnse. -

Address Ordering. During PCI burst mentor}! transfers, the must
indicate whether" the addressing sequence will be sequential (also referred to

.. as linear] or will use caotteline wrap ordering of addresses. The initiator uses
the state of AD[‘.l:0] to indicate the addressing order. Durrlng IIO accesses,

- there is no explicit or implicit address ordering. It is the respotxsihility oel’ the
programmer to understand the 1/O addreseing ctterechetisflc of the target
device.

 
Address Phase. During the first clock period of a PC! transaction, the initiator
outputs the start address and the PCI command. This period is referred to as
the address phase of the transaction. ‘When 64-bit addressing is used, there are

two address phases. ’

I
9

i

'1
I

Agents. Each PC! device, whether a bus master (initiator) or a target is
referred to as a Pciagent.

Arbiter. The arbiter is the device that evaluates the pending requests for

lioness to the bus and grants the btfi to a bus master based on a.system~specific
algoritlm '

Arbitration Latency. The period Of time from the bus master's assertion of
REQ#1mt§.lthebus arbiter asserts t11ebusmaster'sGN'I\fl.1Ti1isperiod is a
l'11I\c-tirm of the arbitration algoritlttn, the master's priority and system
utilization.

Atomic Operation. Aseries o-[two ormore sccesseatoe by the same
initiatorwithout intervening aocess-es by other bus masters.

Base Address Registers. Device configuretiort registers that define the start

addressfiettgthartdtypeofmetrnoryspace requiredbya device. 'I‘l1etype at
spaoe required will be either memory or 1/0. The value written to this register"
during devioe Configuration will program Its memory or 1/0 address decoder
to detect accesses within the indicated range.
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BIST. Some integrated devices {such as the i486 microprocessor) implement a
built-in self-test that can be invoiced by external logic during system start up.

Bridge, The device that provides the bridge between two independent buses.
Exampleswouldbe thebrldgebetweeothehostpoocessorbus an.dfl1ePCI
bus, thebriclgebetweenfhe PCI bus and a standard expansionbus (sutfn as

the.ISAbus}and thebridgebetweentwo Pclbuses.

Bus Access Latency. Defined as°-the"an'1ount of tithe that expires
moment a bus mssterrequmts the use of the PCI bus until it ootnpleles the
first data transfer of the transaction. In other words, it is the sum of

arbitration, bus aoqlfisiflon and target latency. '

Bus Acquisition Latency. Defined as the period time from the reception of
GNT#bythe1eqoesfingbusmasterunfilthectnrentbusmastersnnendera

the bus and the requesting bus master can initiate its trariseclion by asserting
FRAME#. The duration ofthis period is a function ofhow long the c1.11-rentbus
master’: transaction-in-progress will take to complete.

Bus  . Separate transfers occurring simultaneously on two or

more separate buses. An example would be an EISA bus master transferring
data to or from another EISA device while the host processor is transfierring
data to orfrornsystem memory. -

BusIdleStste.Au'anssctionisnotc1nrentlyinpro&mthebus.Ontbe

PCI bus, this state issig-nailed whenFRAME# arLdIRDY# are both deassertecl.

BusI.ock.Givesabusmsstersoleaocesstolhebuswhlleitpelzforrnsaseries

of two or more transfers. This can be implemented on the PCI bus, but the
prefu1edmefiwdis:esoumeiocking.1}mEI5AbuslmplemenhbIuloddrtg..

Bus Master. A device capable of initiating a data transfer with another device.

Bus Parking. An arbiter any grant tl1e-buses lo abus master when the bus is
itfleartdno busmasters aregenernlingorequsstfor thebus-Ifthebusmaslfir
that the bus is parked on subsequently issues a request for the bus, it has
immediate access to the bus.

Byte Enable. I456, Pentium“! or PCI Bus control signal that indicates that 3
particular data path will be used during a trnnster. Indirectly, the byte enable

 

I'nfl.
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signal also indicates what byte within an addressed do-ubleword (or
qusdword. during 64-bit transfers) is being addressed.

Cache. A. relatively small amount of high-speed Static RAM ESRAM} that is
usedtokeepcopieso£i:1£ormafionreoent1yread£romsystemDRAM
memory. The cache controller maintains a directory that tracks the

information currmtlyresirient within the cache. If the host processor shotild

request any of the iI_1_l"O;‘mfl,ii0;I_current1y resident in the cache. it will be-
relurI1ed'to'the qui-ck1y(due to the fast access time of the SRAM).

Cache Controller. See the definition of Cache.

Cache Line Fill. ‘When a pi-ooessm-‘s internal cache, or its external second level

tztchehasamiss-onereadattemptbythepromssonitwiilreadafixed

amount (referred to as a line) ofirtfostrnafiori from the external cache or system
DR.AMmemorysJ1drecorditir:ttter2ctu-_1hisisreferredto as acacheline
fill. The size of a line of irlfomlafion is cache controller design dependent.

Cache Line Size. See the definition of Cache Line Fill.

Cacheline Wrap Mode. At the start of each date phase of the burst read, the

memory target increments the doubiewvorcl address in its address counter.
When the end of the cache line is encountered and aseurzning that the transfer
did not start at the first doubleword of the cache line. the target wraps to start
address of the ca-choline and continues incrernenting the address in each data

phasem1tfld1eentirecad1elhmhnsbeennan5fa1ed.Iffiteburstcontinues
past the point where the entire cache line has been transferred. the target

stai‘Isti1et1:an5ftaroftl1enextmcheli11e at thesarne addras rhatthetramfe-_-of
the previous line started at.

CA5 Before RAS Refresh, or CBR Refresh. Some DRAM: incorporate their
owriroweounterato be used tor DRAMrefresh. 'Ihe.externs1DRAMre£resh

logic-has only toactivatetheDRAM'sCA51irie and then its R.A51ine.The
DRAM will antoznaticsily increment its internal sow counter and refresh

(recharge) the next row ofstorege.

CBR Refiesh. See the definition of CA3 Before HAS Refresh.

Central Resource Functions. Functions that are essential to operation of the

PCI bus. Examples would be the PCI bus arbiter and "keeper" pullup resistors
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that return PC! control signals to their quiesct state or them at the
qlflestmt state ortcedrlvert there by aPCIagent.

Claimingthe Transaction. An ittitlator starts a PCI transaction by placing the
target device's address on the ADhus.a11d the command on the C/BE bus. A11
PCI targets latch the address on the next rising-edge of the PCI clock and
begin to decode the address to determined if they are being addressed. The

' targerthat :ecogztiz$'tt11e‘addre.~as'x«vil1 "ctaim" the transaction by asserting‘-
DEVSE-IL#.

Class Code. Identifies the generic function of the device (for example, a

" '- display device) end. in some cases. a register-specific programming interface
(such as the VGA register set). 'Ihe upper byte defines a basic class type, the

‘ middlebyteasub~dasswifltinfl'tebasieda5s,and&telowerhytemnydefirm
theymgtamnfing interface.

Coherencjr. If H13 information resident in a cache accurately reflects the

original information in DRAM memory, the cache is said to be coherent or
consistertt.

Con1mar1.ds._ During the uddxess phase of a PC! transaction, the
broadcasts a command {such as the memory read command) on the C135
bus.

‘Compatibility Hole. The D05 onmpafibility hole is defined as the memory
add:-as rangeiromflfloflflh-PFFFFh. Dependingonthe functionimplemextted
wilhinanyofthese-memory address ranges, the area of memory will have to
be defined in one of the following ways: Read-Only, Writeonly,
Reed Iwrltahle, inaccessible.

Concunent Bus Operation. See the definition of Bus Concurrency.

Configuration Access. A PC! transaction to read or write the contents of one
of a PCI device's cortfigtuation registers.

Configuration Address Space. X86 processors possess the ability to address
two distinct address spaces: 1/ D and memory. The PCI bus uses [/0 and
memory accesses to access 1/0 and memory devices, respectively. In addition.
a third -access type. the configuration access, is used to access the
configunfion registers that must be implemented in all PC! devices.
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Configuration CMO5 RAM. The information used to configure devices each
time an ISA, EISA or Micro Charmelm m_ach,i;I,e ia pgw-grad up is stored in
batbery backed-up CMO5 RAM.

Configruation Header Region. Each functional PCI device possesses a block
of two hundred and fifty-six configuration addresses reserved for

- irrlplemmtation of its configuration registers.-The format, or usage, of the amt
- *- sixty-fourlocations is predefined by the PCI specification. This ‘area is referred " ’ "-

to as the devices configuration header region.

Consistency. See the definition of coherency.

Data Packets. In order to improve throughput, a PCI bridge rnay consolidate
‘ aseriesofstnglemenmryreadsorwrl1esir1toa.sir1glePCImen1oryburst

transfer.

Datarhase. After the address phase of a PCI transaction, a data item. will be
transferred during each data phase of the uansaction. The data is transferred
when both TRDY# and IRDY# are sampled asserted.

Deadlock. A deadlock is a condition where two masters each require access to
a target simultaneously, but the action taken by each will prevent the desired
action Dftho other.

Direct-Mapped Cache. In a direct-mapped cache, the cache is the-same size as

apageirruremory.‘Wl1enalineoiinformationisfetchedfrom apositlon
within a page -of DRAM memory, it is stored in the same relative position
within the cache. if the processor should subsequently request 1 line of
inforrnation from the same relative position within a different page of
memory, the cache controller will fetch the new line from memory and must
overwrite the line currently in thecache.

Dirtyline.Awrite-backdrecontrollethascachedalineofinformation
from memory. The processor subsequently performs a memory write to a
Iocationwithitlthe-car:heline.There1s ah:1tDnd:1eca.chear1dfi1eca£hel.iI1eis

updated with the new inforrnatiort, but the cache controller will not perform a

memory‘ write ‘bus cycle to update the line in memory. The line in the cache no
longer reflocts the line in memory and now has the latest .i1'Lft.‘.Ir11'|at‘iO1'l. The
cache line is said to be “dirty” and the memory line is ”sta1e." Dirty is another

way of saying “modified.”
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Disconnect. A very slow access target may force a disconnect between

accessestogiveoflrer-irdfiatorsachancetousefltebusfllldsishmwnasa
disconnect. If the current access is quite long and will consume a lot of bus

time, the target sigrtels a dlsccmnect, completes. the current data phase, and the
initiator terminates the transaction. The initiator that arbitrates for the bus

again so that it may re~init1ste the transaction, continuing the data transfer at
the point of disconnection.

ooscompsobnity 1-rate. so the definition afCnmpetibility Hole.

DRAM controller. The DRAM controller converts memory read or write bus

- cycles on the host or PCI1:-us to the proper sequence oiactiom on the memory
bus to access the target DRAM location.

EISA. Extension to Industry Standard Architecture. The EISA specification
wasdevelopedto extendthe capabilities of thelsltnrachineerchitecture to

support more advanced feattires such as has arbitration and faster types of
bus transfers.

Exclusive Access. A series of accesses to a "target by one bus master while

other-masters are prevented from accessing the device.

Expansion1tOM.AcleviceROMrelatedtoaPClfunction.'IhisROM
typically contains the initialization -code and poibly the BIOS and interrupt
service routines for its associated device.

Functional PC] Devices. A PCI device that periorrns a single, self-contained
function. Examples would be a video adapter or- a serial port. A single,
physical PCI component might actually contain from one to eight PCI
functional devices. '

Hidden bus" ubitrafion. Unlike some arbitration schemes, the PCI scheme

allows bus arbitration to take place at the same time that the current PCI bus
master is performing a data transfer. No bus l:'u:n.e is wasted on a dedicated
period of time to perfBI:m an arbitration bus cycle. This is referred to as
hidden arbitration. - '

Hidden Refresh. If a DRAM controller uses the memory bus to perform
DRAMre&eshwt1enfi1esystemiscunmtlyaceessingadevieeoflmrfl1an
DRAM memory, this is referred to as hidden refresh. Refrcshhig DRAM in
this fashion doesn't impact system perforrnanae.

53B_
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Hierarchies! Pclluses. When one PCI bus is subordinate to another PCI bus,

they are arranged in a liier-srduoal order. A PCI—to—PCI bridge would
inter-comrecl the two buses.

Hit. Refierstoeititontiteoacheliiepmeessor inciliebesamemoryreed or
write and the cache E.‘0Il'|1‘Due1'.1'I.as a copy of the target line in its cache.

_ . . I-I_ost.IPgl__Br_lt!g{-_A_ that p_rovides_the bridge between the host
pmcessm'sbuser1daPC1bus.ThebridgepmvidesuarrEacfiontrenslauon'"' in ' '
both directions. It may also provide data buffering and)’or a seoond-level
cache for the host prooasor.

Idle State. See the definition for the Bus Idle Stole.

Irretdertt-Wave Switching. See the definition of Class I Driver.

InitialIJr.W1Ifi\ah11smestarhasarbitr'ated foranrl wonacceso to the Pfllhus,

itbeoomestheiuiiiator of: transaction. It thenstarte a transacl.iorr,asserting
FRAMIE# and driving the address and command onto thebus.

Interrupt Acknowledge-. The host 1:86 processor responds to an interrupt
request on its INTR. input by generating two. back-to-back inrernrpt
eclmowledge bus cycles. If the interrupt conlroller resides on the PCI bus, the
hostfPCI bridge translates the two cycles into a single PCI interrupt
acknowledge bus cycle. In response to eniriterrupt aolmowledge, the interrupt
controlla mus! send the interrupt vector correspornding to the highestpriorlty
device generating a requestbackto the processor.

Interrupt Conholler. A device requiring service from the host processor

generates a request to the interrupt oontroller. The interrupt controller. in
t1rrn.genera'tee erequestto thehostprocessoronils IN’1'Rsignel line. When
the host processor responds with an into-r'rup't adicnowledge, the interrupt-
oontrolter prioritizes the pending requests and returns the interrupt vector of
the hlghest priority device to the processor.

Level-Two, or L2, Cache. The host processors internal cache is frequently
referred to as the primary, or level-one caehe. Ar. exbemel cache that attempts
to service misses" on the internal cache is referred to as the level-two cache.

Line. See the definition of Cache Line Elli.
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Line Buffer. If a device has a buffer that can hold an entire line of information

previousiyfetchedirommenmry, tltebufferisfreqttentiyrefernedto as aline
buffer. -

Linear Addressing. If a PC! master initiates a burst memory transfer and sets
AD[1:t}_] equal to a Dob, this indicates to the addressed target that the memory
address should be incremented for each subsequent data phase of the
__ .. _ _.-_ .. . -

Local Bus. Generally, refers to the prooessor's local bus structure. An example
would be the 486% bus structure.

Look-Through Cache Controller. A cache controller that resides between its

associated processor and the rest of the world is referred to as a look-through
cache controller. Look-through cache controllers are divided into two
categories: writeathrough and write-back.

Master-Abort. Ifaninitiatorstarts a PCI Iransactionand the transaction isn't

claimed by a target (DEVSEI-# asserted) within five PCI clock. periods. the
initiator aborts the transaction with no data transfer.

Master Latency Timer. Each bus master must incorporate a Latency Timer, or

LT. The LT benefits both the currentbus master and aII.jFbU5 master that may
requestacoesstnthePCIbuswli1ethemrrentbusmasterisperformmga

transaction. The LT ensures that the currentbus master wfllnot hog the bus if
the PCI bus arbitrator indicates that another PCI master is requesting aooess to
Ihebus. Lookingati! from another pointof view. it guararuaeesthe currentbus
master a mininnnn amount of time on the bus before it must surrender it to

another master. '

Master-Initiated Termination. ffite LT count may have expired and the
transaction continued without preemption by the arbitrator (remove! of its
grenflbecauseno otherPCImasterrequired 1hebus.Anotherbusmastermay
thexnequest -and be granted the bus while the current master still has a
transaction in progress. Upon sensing the removal of its grant by the
arbitzrator, the current bus master must initiate transaction termination at the

end of the current data transfer with the target. This is referred to as master-
irlitiatecl termination.

Memory Read Command. The memory mead command should be 115951
when reading less than a cache line from memory.

54!!
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Memory Road Line Commuid. This I-‘CI command should be used to fetch

onecomplete cache line from memory.

Memory Read Multiple Command. This command should be used to fetch

multiple memory cache lines Erom memory. ‘When this command is used; the
ta:getm¢unnrydc1riuas1'1ou1dfetci1 therequested cache linefrom memory.
Whenfl1e_requestadfinehasbeer:§etct1edtrummcmo:y,fl\emgmoxy
contmiler sh01lkt‘start"fEi:ch5.t'l'g the next line fitim mentdiy in anficipation of a
request from the The memory controller should continue to pi-sfetch
times from memory as lungas the initiatur keeps FRAME-it asserted.

Mammy Write Command. The initiator may use the PC! memory wrilze or the

memory write and invalidate command to update data in memory.

Memory Write and Irmlidata Command. The memory write and irurafidate

command is identical to the memory write Except that it transfers a complete
cache line during the culrait transaction. The initiatofs corlfiguration
registers must allow specification of the line size during systein configuration.

If, when snoopitg, the cache/i.':ridg~e's write-back cache detects a memory
write and invalidate issued by the ir|:itiator and has a snoop hit on a line

marked as dirty, the cache can just invalidate the line and doesn't nelid tn
performthe flush to memory. This is possible because the irlitiaiaor is updating
theenI:iren1emory'liI1eandnl1o_fthe datainfliedirtycachelineis therefor

invalid. This increases performance by eliminating the requirement for the line
flush.

Message. Aniniiiatormy broadcast a message to one or more PCI devices by
using the PCI Special Cycle ccunmand. During the address phase, the AD bus

is driven to random values and must be ignored. ‘The txiitiator does, however,
useltletiflifilinestobroadcasttttespccialcyrciecocnmarld. Duringthe data
phase. the initiator broadcast: the message type unAD[15:O] and an optional
message-dependent data field over A'D[31:16]. The message and data are only
valid during the clock after iItDY# is asserted. The data contained in, and the

timing of subsequent data phases is mmsage depeztdcnt.

Miss. Refers to a miss on the cache. ‘I112 processor initiates a memory read or

wriheandthecaci1econu'ol1erdoesnothavea copyofthetargetlineinitr
cache.

 

541

Page 229 of 235

Petitioners HTC & LG — Exhibit 1019, p. 229



Petitioners HTC & LG - Exhibit 1019, p. 230
Page 230 of 235

PCI Szstem Architecture

Mu1I:i-Function Devices. A physical PC] component may have one or more '

independent PCI firnctions integrated within the package. A component that
incorporates more than one function is referred to as a Multi-Function. Device.

Non-Cacheshlc Memory. Memory whose contents can be altered by a local

processor without using the bus should be dcslgnated as mm-cscheabic. A
cache somewhere. else in the system would have-no visibility to the change
and could end no sta_le_ data not_resh'::e that it no longer accurately
reflects fine}-:oi1terLts_ of memory‘.

helmets. See the definition of Data Packets.

Page Register. The upper portion of the start memory address for s DMA
transfer is Written to the respective DMA dnannefs Page register. The contents

of this register is then drivenonto the upper“ part of the address bus during :3
DMA data. transfer.

Parking. See the definitionofBus Parking.

PC]. See the definition of PeripheralCompont Interconnect.

PeerPCI Buees.PCIbusesthaloocupythesarnerankinginthePCIbus

hierard1}r(withrespeottottiehostbn:s)arereferredIoaspeerPCIbu.ses.

Peripheral Component Interconnect (or PCI). 5peci.fication that defi.n.es the
PC.Ibus. Thisbus is intended to define the interconnectand ‘bus transfcl”

protocol between highly-integrated peripheral adapters that reside on a
conm1on1ocsibusonthesyetaemboard(or add-inexpensioncards onti1ePfl
bus)-

Physical PC! Device. See the definition of Functional PCI Devices.

Point-To-Potnt Signals. Signals that provide a. direct interconnect between
twoPCI agents. Aneacamplewould be theREQ# and GN'I'# lines between a
PC! busmasterandthe PCIbus.arhiter.

Posted—Wrlte Capability. The ability of a device to “memorize” or post in

memory write transaction and signal immediate completion to the bus master-
Aslongasthereroomintheposted-writebu£fer,fl:ispcm\itathebuS
master to complete memory writes with no wait states. After posting the write
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and. completion to the bus master, the device will then perform the
actual memory write.

Preemption. Premtption occurs when the arbitrator removes the grant from
nnemasterartd givsittosnother.

Prefetclaing. Fetditngaline ofinforrnatiun from mernoeryhefare a bus master

requests it. if the master‘ should subsequently request the line, the target.
device cansupply it immediately. This shields the master from the slow access

time of the actual target memory.

‘ Prhnarylius.ihebiisdosesttothehostprocessortttatisconnectedtoone
side of an inter-bus bridge.

Reflected-Wave The output drivers commonly implentented in
highly-integrated oomponenta fall into the class II category. They take
advantage of the reflected-wave switching characteristic common to high-
speed transmission lines and printed circuit traces in order to achieve the

input logi; tl-Lresholds. When a class II output driver transitions a signal line
Eromaloglolowlnoahifinthelow-to-hightransitionisratherweaksndonly
achieves half of the voltage change required to cross" the logic threshold. This
transition wavefront is transmitted along the trace and is seen sequentially by

the input of each device connected to the line. When the wavefront gets to the
end of the transndssion line, it is reflected back along the trace, effectively

doubling the voltage change and thereby boosting the voltage chamge past the
logic threshold. As the wave passes each device's input, the new valid logic
level is detected.

Reserlfed Bus Couunanda. Several of the PC! bus commend codes are

reaervedforfutureuse. Targets should ignorereserved buscommands.

Resource Look. The PCI bus implements a_ signal, LDC.lC#'. It allows a master
(a processor) to reserve a particular target for its sole use until it completes a.
series of accesses to the target. The master then indicates that it no longer

requiresexclusiveacoesstothetarget. One ofthenicefeatura oftl-:ePCl bus
is that it permits other masters to use the bus to access targets other than the
locltedtarget during thepcriodthata masterhas locltedaocess to aparticular
target.

neury. It a target cannot respond to a transaction at the current time. it will
signal "retry" to the initiator and. terminate the transaction. The initiator will
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respond by ending the transaction and then retrying it later. No data transfer
takes place during this transaction. An example of the need for a relry would

be if the target is currently locked for exclusive access by another initiator.

SCSI. Small Computer System Interface. A bus designed to offload block data
transfers from the host processor; The SCSI host bus adapter provides the

interfaoe between the host system's bus and the SCSI bus.

Secondary Bus. The bus further train the host processor the-t is -to
one side of an interhbus bridge.

‘ Sideband Signals. A sideband sigial is defined as a signal thatis not part of
the PCI bus stanclarcl and interconnects two or more PC1 agents. This signal

' only has meaning £0: Ihe agents it intercormecls.

Single-Function Devices. A physit:a1PCI component may have one or more

independent PCI functions integ:ra1_ed wiliiin the package. A component that
inacorporates only one function is referred to as a. Single-Function Device. _

Slave. Another-name for the target heingaddressed during a. transaction.

Snooping. When a memory access is performed by an agent other than the
cache oontroller, the cache controller must snoop the transaction to determine

ifthecurrentrnaster isacoessinginfotmation thatisalso residentudttdn the

cache. If a snoop hit occurs, the cache controller must take an appropriate
action to ensure the continued consistency ofits cached inforntation.

Soft-Encoded Mesges. The first two message codes, moan and Dfltllh-, are

defined as SHUTDOWN and I-IALT. Message code D0021‘; is reserved for Intel
device-specific messages, while codes 0003!! - through - FFFFI1 are reserved.
Questions regarding the allocation of the reserved message codes should be
forwarded to the PCT SIG. Also see the definifion of Message.

Special Cycle Con‘-Imsnd. See the definition of Messsge.

Special Interest Group, or SIG. The PC! SIG manages the specification.

Speedway. Intel performed over 5000 hours of simulstiorts in order to

establish the best possible layout of the PCI bus on a high—frequency' system

board. The result is the Speedway (tradenurked by total) definition. This
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layout maybeused foruptotenphysica1PC.'Icomponentsopernting ntspeeds
upto33MI-Ir."

Stale Information. See the definition of Dirty Line.

Standard Form Factor. Also referred to as the long card form factor, the
standard form factor defines a PCI expansion board that is designed to fitinto
e==i~=h=-m dsséstoy madfines with L‘-WEESA or card slots-

Streaming Data Procedures. Advanced bus cycle types implemented on the
more advanced Micro Channel machines.

Subordinate Bus. Number. The subordinate bus number configuration
_ register in a. PCI-to-PCI bridge (or a host/PCI bridge) defines the bus number

of the highest-numbered PCIbus that exists behind thebridge.

subtractive Decode. The PCI-to-expansion bus bridge is designed to claim
manytrartsacfionsnotcleinmdbyofiler devices onthePC1bus.Iftheb1id.ge'
doesn't see DEVSEUI asserted by a PCI target within four PCI clock periods
from the start of a transaction, the bridge may assert DE'VSEL# to claim the

iransaoiion and then pass the transaction onto the standard expansion bus
(suchas ISA, EISA or the Micro Channel).

Tag5RAhL"I‘hehigh-speedstaticR.AMusedasadirectorybyacache
oontroller.

Ta1get.'I11e PCI device thatis the target of a ’.PCI transaction initiated a PCI
bus master.

Target Latency. Defined as the period of time until the c'.urrent1'y-addressed-
targetis ready to oomplete the first data phase of the transaction. This period
isafunotionofthe aooess timefor tlbectnmrttiy-addressed targetdevioe.

Target-Abort. If the target detects a. fatal error or will never be able to respond

to the Iransaction, it must.-signal a. target-abort (using the STDPR signal). This
will cause the initiator to end the transaction with no data transfer and no

retry.

'I'a1'get-[Initiated Termination. Under some  s. the target may
have to end a transfer prematurely. The following are some examples. A very
slow access target may force a disconnect between aooesses to give other
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initiators a chance to use the bus. Ihis is known as a disconnect. If the current

access is quite long and will consume a lot of bus time, the target signals a
d.is|conneC|:, completes the current data transfer, and the initiator terminates

the nansacdofl The ihitiator then arbiu-ates for the bus again so that itmay re-

initiate the transaction, continuing the data transfer at the point of
disconnection. If a target cannot respond to a transaction at the current time, it

will signal retry to the initiator and terminate the transaction. Theiriitiator will

_ _ _ _ _ . respond by ending the transaction and then Ietrying it. No data transfer takes
place during this transaction. Anexample of the need for-.a retry would be if

the target is cun‘€1‘lt,l3' locked for exclusive access by another J'n_itia1:or. If the
target detects a_ fatal error or will never be able to respond to the transaclzion,

_ itmay signal a target-abort. 'Ih.is will cause the iI1itiator to end the transaction

with no data transfer and no retry.

Turn-Around‘ Cycle. A tum-around cycle is required on all signals that may
be driven by more than one PCI bus agent. This period is required to avoid
contention when one agent stops driving asignal and another agent begins.

Type On-c Configuration Access. The type one access is used to configure a

device on a lower-1e_velI’CI bus (in a system with hierarchical PCI buses).

Type Zero Configuration Access. The type zero access is used to configure a
device on the PCI bus the cortfigtaration access is run on.

Utility Bus. ‘The utility bus is located on the system board and is a buffered
version of ifne standard expansion bus (ISA, EISA or the Micro Channel].

Devices sudr as the keyboard controller, CMDS RAM, and floppy controller

typically reside on the utility bus. 'I}u's bus is also frequently referred to as the
)(-bus. —

Vendor ID. Every PCI device must have a vendor ID configuration register

that identifi the ‘Vendor of the device.

VEGA. The Video Electronics Standards Association, or VESA, is it

consortium of add-tn card manufacturers tasked with developing standards
for PC device interfacing.

VESA V1. Bus. is the local bus standard developed by the VEEA
consortium.
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Video utronics Standards Association (VEGA). See the definition of
VERA-

Video Memo1y.Met:nm'y that is dedicated to the slnsrege oflhe video image to
be scanned out to the display device-

VI. bus. fiec thedefirlifion of VESA VL Bus.

VL Type A Local Bus.‘ This is the direct-connect version of the VESA VL busr" -
For -more info:-rnat-ion, refer to chapter two.

VL'l'ypc B l.cca1Bus.'I11isis Ihebuffered vexsicun oftheVE5AVLbus.For

more information, refer to chapter two.

Wait State. A delay ofone PC! dock period injected into a PCI data phase
because either Ehe initiator (IRDY# deassetted), the target ('I'RDY# deascefhed),
oc both are not yet ready to complete the data transfer.

WtiteMisc. Thepmoceseorinsitiahcc amentoxyurrite andIhece<:11e controller
does nothzwe a copy ofthetaxget memctry location within its cache.

Write-Back Cache. The wri1e~back cache contmller is a variant of the look-

through cache cunirollet. When the processor initiates a memory write bus
cycle, the cache controller determines whether or not is has a copy of the
target memory location within its cache. If it does, this is a write hit. ‘me cache

controller updates the line of infomtation in its cache, but does not initiate a
memory write hue cycle to updatethe]ineinDRAMmanory. This permits

pro-cemor-initiated memory writes to complete with no waitstatee. The cache
line is now dirty and the memory line is stale. Ihc cache controller will not

, flushitsdirtylinee-tomeuxorjruntillater.Intheevento£s:11:iss,thedatsis
written to memory.

Write-Through Cache. The write-tllrough cache controller is a variant of the
look-through cache controller. When the processor initiates a memory write
buscycle,1hecache controfletdetermineswhedterornotishass copyofthe
tazget memory location within ii: cache. If it does, this is a write hit. The cache
controller updat the line of in its cache, and also writes it
through to DRAM mommy. This ensures that the cache and DRAM memory
are always in sync. In theevent ofamiss, flu! dataiswlitten to melnory.

X-Bus. See the definition of Utility Bus.
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