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. Chazter 2: Solutions, VESA and PCI

_ Market Nlctna. for R6,! and_\!E$A_\lL_

Mmyinflieixtdlahymeuaingflaixuyltalballawpmdictflleoutuonteaf
this"huewar.’bul&|1nwiJ1notbeawhflosefiIualion.VLiaagaod.coat-
afiective approochforlow-erldmachina that require fastdata tI'an3fercapa-
bflityudfi1mesubsyslemntafimeir1ordertoadfievenooeptab1eoyetanpu-

formanoe.Dneho&\emmpleadtynEfl1ePC1d1ipsehwhencompuedto_Ihe
logic req1firodbyVL1.U,PCI-ba3adsyshemsa:enfi3l1flymoreexpu1aive.Bal-
andng this added me! with PCI's superior perfiomuruze in eupporling bus
concurrency, I afim and Inultlple Bun rnastem, FCI—bued me-
chineawflldomirntefixemidandhigh-a1dnuchi:I9:mrinetrdd1ao.

It ahouid benoIed,hawen_r.thartamad1inecanbedesignedwiIhuutany
bridges. uornponents. including the prooeasorandmain memory, would
interf&oedimct1ytufl1ePCIbus.DuemH1eredncflonmlo3ieyieldedbyfl1e
deJe&onoiIhebridgelagic.tr&sPCInnd1hnewmddbevayp:ioe-mmpefifive
varl|luVE:AVL-baaedmaohine.

PCI Device

The typim1PC'.ldE\"icec:ons'B|: oiammplelepefiphual 'ad.apbeI'¢I1capsulata:l
ndfi1irLanICpedmgemh1tog:ItedmtoaPCla:panEiancard.Typiulexam«-
pies would be unetwork, display or SCSI tdaplaer. During the initial period ah
ter the introduction of the PCIspecifinlio11., many vendors chose to interface

pro-existerxt. non-PC1coarLpJinntdevinestoI&:ePC1bua. '1'hiscanheem'1yac-
oomplfluairlgpmgl-aumublelogicarreys (PLAs).Pigure2-5 illuslntesten
PC!-compliant devices amcludoo thePCI bus onlhe system board. Itahuuld

also be noted that each PCI-compliant ‘package (VLSI component or add-in
card) may contain. up to eight PCI funcflons.
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Figure 2.5. PC} Device: Attached to the PCI Bus
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Obtaining POI Bus 5pecificatIon(s)

.- The_PC_I bus .sp.ecifi.cafim.ve.rsim:_L 1.l1._1!~:aa.e1.ev:t=.lop.ed by Intel Corporation. . . - __
The specificafim is now by a consortium of industry partners
known as the PCI Special Interest Group (SIG). Mindshare, Inc. is a member
of l:heSIG. The specifications are commercially available for purchase. The lat-
est revision of the specification (as of this printing) is 1.1. For information re-

garding the specifications and!or SIG membership, contact:

PCI Spatial Interest Group
PLO. Box 141070 .

Portland, OR 97211
Tel. (503) '79?-flu? Ilniermlionnll

Fax (503) 234-6762

[500] 453-5117? [in 11.5.}
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Chapter 3: Intro To PC! Bus Ogeratiqn

 to L ChiaptJer3'

The Previous Chapter

ThapteViouschapterin&oduoedtheLocalbusconcepgtheVESAVLbusand
t1\ePCIbus. _

In This chapter

This chapter provides an i.ntrocluct'Lon to the PC! transfer mechanism, includ-

ing a definition of the following basic concepts: burst lzramafezs, fne irlilziator,
targeb, agents, single and multi-ftmcflon devices, the PCI bun élock, the ad-

dress phase, claiming the transaction, the data phase, truuacfion completion
andtherehnnoffitebus toiheidlestate.

The Next chapter

Unlike most buses, the PCI bus does not inootpou-ate teunlnation teaiatons at

the physicalend oi thebus to absorb voltage changes and prevent the wave
frontcausedtrythe voltageohangefrombeirigtetlectedtaackdownlimebus.
Rather, PCI use-a refleeliom to advantage. The next chapter ptovides an intro-

duction to reflected-wave switching. -
 

Burst Transier

Abinsttransfaisoneoonsisfingofasingieaddressphasefollowedbytwoor
moredatapha5ea.'IhebI.Ismnster or|1yhastoarh§hntefcn'bueowM_t'fi|iporIe
flmelhestartaddresamidtransacfimtypeareissueddmingtheaddress
p1'1nse.The target devioelatdieethestaztaddras inhoan adclresaoountaea-aru:1

is responsible for incrementing the addressframdalaphasetodataphase

In the 486, EISA arldlvlicro Channel environments, the ability to pedomlbuxst
transfers is the product of negotlalion between the bus master and the target
device. If eithe: or both of them do not supportburst mode transfers, the data

 -T‘
'39
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PCI System Architecture 

— .. pachetganmlylpeugrtsfeneduuljzhtgaseriesofsepautebmuamufiens
lhebiiamutermustubihatefuramtetshipoffltehxstapecfonneachimb
vidual transaction that the series. Altolherblts master may acquire
bus nwneratflpafterfl\emashercnmp1etesa:lytransaeEonintttesefies.Ttas
canseve:elyin1paettheh:n:maatex‘sdatathroughpuL

MostPCIdatauana£ersareamomplisheduakLgburatu1nafera.MostPC[bus
mastersandtargetcleviceaare desigmedtnsuppartburatmode.Itshouldbe

r[otedthataFCItargetn-saybedaigrnedsndt fl'latitC3:I'lOI'l1]fha1'Idles.iugIe
datapltaseharlsaefimnawttertabusnmsteratteutptsmperfmmabtamt
uuuacuonfltemgethrmfiutesfiuhamacfimatflnemnpleflmuifitefint
dataphase.Thisfomesthemasterto re-arbitrate forfltebustaattemptre
sumptiano£t11eburstwit11t11.ene:<tdataitem.1‘t1etaxget terutinabeseaeh

burst t-.1-ansfer afterfhefixat data. phase completes. This would 3-ield-very poor
performanee. but may be the correct approach for 3 device that doesn't me-
quite high throughput. Each bunt transfer cansisls of the following basic
mmponents:

o Iheaddreasandtransfiertypeareoutputduringtheaddressphase. -

o A data object (up to 32-bits in a 32-bit implementation or IE4-bits in 3. 64-bit
implementation) may then be transferred duflng each subsequent data ,
phase.

Asmmingfitatneiflaerfiteififlatornmfitetargetdeviuehsertswaitstataah
ead1dataphaae,adataobjectmaybetrmefenedmt therising-edgeofeach
PCIc1ockcyc1E.AtaPCIbusc1ockE:equatcyotE33MHz.arra11sfer rateof
132Mhytes/second may be achieved. A transfer rate of 26-filvflnytes/second
maybe mdtievedina 64—bitin1pIementatioImrhenper£omIing64-bittransteta

dufingeachdataphase.Afi6MHzPCIlmsimp1ementafimcanad:ieve264m
524MbybesfsemmdIrmsferratesusing32or64—bitumafus.1}dsd1apterflr

koduceafiteburstmedtaniam-naedinpufonnhtgh*amfasoverfitePC1h1&
 

Inltiator, Target and Agents

There aretwoparlic£pn|taineveryPCIbu:3HIInafienI:heinitiator andlhe
target. The tnitiator,orbusmaster,is the devioethatinltiatesat:artsfer.'1'hE,3
tennabus masher andirdtiator eanheused.inIarc]1a:1geab1y,butthePCI speci-
fication strictly adhemesto the terminitiatnr. '
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_ Chapter 3: Intro To PC] Boa Ogation

The target, or slave, is the device currently eddreseedbyfite the

purpose ofperfoflrlinga data transfer. The temtstarget erLe!._ala_1.r_e can be used_
' " * ' ' interchangeably, butihe Pclspeciticitiorfstrictlyr adheres to the term target.

Al1PCIin£tiauorand!argetdevioesareom:1morflyreferredtoaePCl-

compliantagents.
 

single vs. Multl-Function Pcl Devices

A PC! physical device package may take the‘ form a component integrated
onto-lhesyatemboardorthefiorm o£aPC'.Iadd-incard. EachPCIpackage
may incorporate firom one to eight separate is analogous to a
mu1tH11ncIionoardfountIit|aI:yI5A.,BI5AorlvIicro Channelmachine. A

packagecontainirigmefimcfioniarefenedtoasaaingle-fimcflmtffldevioe.
wtfileapackage oontaining two or morePCIfI.mctionsiareferred to as a
multi-funeliondevioe. -
 

POI Bus Clock

Al1acfiflnaonihePCIbusare5ynduorfiaedtoihePCICLKsignaL'I1te£:e-

quencyofthe Cllisignal maybe anywhere from OM!-Ie to 33MI-]z.."I'i:1erevi-
sion 1.!) specificationstated fliatafldeuicamnstatipportoperltion {teen 16 to

33MHz.. while recommending support for operation down to UMHZ. '.{he re-
vision 2.: PCI .spe'd£icati9n indicates that ALL PC! devices MUST. support
PCI operationwithin thaI'.'.IMHz to 3SMI-Ix tango. Support for operation down *
to (Ml-Iz provides low-power and static debug capability. The PC! CLK fire.-
quetnqrmay be changed at any time and my be stopped (but only in the low
state). Components integrated onto the ayehem board may opemte at a single
frequent.-yaend mayrequire a poflcyofm Ereque.ncyd1ange.Devioes madd-
in cards must support operation from El through .33M1-Iz. (because the card
must operate in any platform that it maybe installed in).

Thereviaimzlspedfleafion aleodefinuPC[bus operationatspeedsofup to
66M]-12.. The chapter entitled “66M'l-Iz PC! In-Lpleznentatiom“ describes the op-
erational charactefisfics of the 663MHz PCI bus, embedded devices and add-“in
cards.

A1lPCIbustrarnaadim1soomiatofanadd1esapi1ase£oflowedbyoneoruwre
data phases. The exception is a transaction wiherein the initiator uses 64-bit
addreeaingdeiiveredintwo addreasphIaes.Ana.ddre5sphaeeis onePC1

 _
41
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PCI System Architecture 

- CLK-in duration. Thenumher otdettphaeee depends unhew men_y_ date
.tre1'tsfera are to take place duringthe everallhurst transfer. Each data phase '
hesaminimmndu1afimofm1ePCICL.I<.Eachwsitsteteinsertedinadete

phneeextendsitbyanedditi.0naIPCIClC.K. . '
 

Address Phase

As stated earlier, every PC! transaction (with the exce})ti.on of a transaction
anmgfl-bltedd:eeshng}starhoHwlthaneddteesphaeeortePCIC11(pedod
indtn'_a.tlon.Du1ingthe edclreesp!1aee,tl1eiIIi6etor idettlifiesthe tergettlevitze
andd1etypeafuumecfimt.111etergetdevieeiside:1fifiedbydrtvi1|gas1afi
address within its assigned range onto the PC! address/detabus. At the same

time,Iheittitiat:uridenHfieathetypea£ttansectienbydrivir1gttte commend
type onto the PCI Commend/Byte Enable bus. The asserts the

PRAME#slgmltomdieansthepmeenoeo£evafidstartadd:essanduensec-

fientypeonthehusfiincedtehdfietneunlypmaenteflmstsrtaddressforune
PCIclockcy‘C1e.itistheresponsibl1ityo£eve:}'}'CItergetdevieetolatehthe

address so thatit may stlbsequentlybe decoded.

Bydecodingtheeddteeslatdtedframflweddressbusertdflneeemmandtype
letchedftomthecmmnand/Byte Enable bus,e_terget devleeeendetexmineit

itisbeingadd1esaedandthetypeofh‘amacfiminpmgees&It'aimpartmlm

note that the initiator only supplies a start addteea to the target (during the
addxaephase).Uponeunp1eflunoffl1eaddteesphese.theedd1eesfdetabus
lstltemnsedtotransferdeteineechuftheclatepheaeeltisthe responsibility
ofthetargettoletchthestartaddressandtoautn-incremexttittepointtnflze

nextgroupof!ocationsdu1ingeacl1suheequentdata transfer.
 

claiming the Transaction

When a PCI target detexmines that it is the target of a transaction, it must
claim the trmsactiun by asserting DEVSEI.# (device 5e1ect).I£ the initiator‘

doesn't sample DEVSEHI asserted within a predetermined amount of time, it
eborts the transaction. ’I.-!

 Data Phase(s)

Thedataphesecfauansactimisfisepeliodduxingwhidtadataubjecl.
transferred between me the target. The ntxlrlberofdatabyfl-'-9.
beh‘ansfer1edcIurh1gedatephaseied.eteuninedbytl1enumberofC
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Chapter 3:I1'1t1-n To PCI Bus Operation p
mmd/Byte Enable signals that are assumed by the initiator timing the data
Phase‘... . . .. . . _ _..- .- . _ . .

Buththeintttatnr and the targetmust indicate that Iheyarereadytn complete
adataphase,urtheclataphaseisextendedbyawaitstatemePC1CLKpe-
riodfi1durafimL1TtePCIbusdefinareadysig|1alIhesusadbybothEteini~
tiator {IltDY§}and1he-target (‘I'RD‘t‘ll}forthispurpoae-
 

Transaction Duration

The initiator identifies the overall duxatian‘ of a burst transfer with the
FRAMBH signal FRAMEtlris amerted at the start of the address phase and-re
mains asserted until the initiator is ready (asserts lIRDY#) to complete the final
data phase. '
 

Transaction completion and Return of Bus to Idle state

The inittatorindicates that the last data t1'anafer(ofabursttntnsfe:)isinprog-
reesbydeasaerttngFRAME#andassertingIRD'Ytl. ‘whenthelestdatatransier

has_bemcumpleted, theinitiatur netI.|msthePC'.lbus to the idle statebyd¢as-
setting its ready line (lIRDY#).

Ifanodterbusmasterhadprevioualybemgrantedmvnerslflpofthebusby

thePClbu.aarbiter andwete waiting for the current irdfiatortosunextder the
bus, it can detect that the bus has returned to the idle state by detecting
FRA'MIB#andIRDY#bothdeasserte_d. '

“Green” Machine

In keeping with the goal of low power consumption, the specification calls for
low-«power, CMOS output drivers and reneivers to be used by PCI devices.

The next describes the reflected-wave switching used in the PCI bus
environment to permit low-power, CM05 drivers to succaafully drive the

lftheaddress/databus gnals atladiedto I.’neCMOSinput receivezsare

permitted to float. (around the switching regiam-of input butters] for extended
periods of time, the receiver inputs would oscillate and draw excessive cur-
mnt. To prevent this fmmhapp-wing, it is a rule in PC! that the address/data

43
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PCI Szstem Architecture

busmu3tnotbepermith2dmflont£urextmdedpe1iodsoftime.Sh:ce&Leb1n

isnamlally drlvenmoet ofthe time, it maybe amumed that the pre-c'h.argecl
buswiflretainitsstatewhflenotbeingdrlven for briefperiodaoftimeduring

' tui'naro1IEhd'c-ycles areflescdhed in the chapherenlitlead ' " " * ‘
"'I'heReadandWriheTram£er." .

Theaection enfit1ed"BusPa1kingf’i:1thzchap1:eranbnsa:bihraIiond=ascribes

tlaemedianismutilizedtopreventtlte address/databmh-omfloat1ng'when
the bus is idle. The duptar entitled ”'I'.he Read and Write Transfer” describes-

Ihe mecham'smuli1ized. dining data phases with wait states. ‘flue d1.apterentt-

tled “lheel-BitExterIsinn”deaa-ihesthenuedxanismufilized to keg: then}:-
perszbitsaflheaddreasldalabm from floattngwhen they aré.natin1.1se
{d1'::inga32-bit transfer}.
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Chapter 5: The Functional Signal Groups 

The Previous chapter

The previous chapter provided an introduction to refleeted-wave switching.

This chapter

This chapter divides the PCI bus signals into functional -groups and describes
the function of each signal

The Next chapter

Whena Pclbusmasterrequiresthe use oftheI-‘Clbustoperfonne data
transfer, it must request the use of the bus from the PCI bus arbiter. The next

chapter provides a detailed discussion of the PCI bus arbitration ti.u1.i.ng. The
PC! specification defina the ‘timing of the request and grant handshsking, but

not the procedure used to deterniine the winner of a competition. The algo-
rithm usedby a system's PCI'bus arbiter to decide which of the requesting,-bus
masters will be granted use of the PCI bus is system-specific and outside the

scope of the specilicafion.
 

Introduction

This chapter introduces the 'signa.l_s utilized to interface a PCI~eomplimt d.e~
vise to the PCI bus. Figures 5-1 and 5-2 illustrate the required and optional
signals for master and target PCI devices, respectively. A PC} device that can

act as the initiator or targetof a transaction would obviously have to incorpo-
rate both initiator and target-related signals. In actuality, there is no such

thingasa devioetltatispunelyabusmasterandneveratarget Ataminir
mum, a device must act as the target of configuration reads and writes.

Each of the signal groupings are described in the following sections. It should
benoted that some of the optional signals are not optional for certain types of

I .

53
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PCI System Architecture 

PCI agents. The sections that follciw idenfify the circumstances where signals
musthe implemented.

_ Required —
flsnals

n

A DIS’ 1:0}

Acldaess/Data
and Command '

Figure 5-1. PC!-Complimt Master Device Signals
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Chapter 5: The Functional Sigal Gm-uEs

I

QxsE+:{7:41 I 693“I .

PAR64 E‘°°"“"°"

Rmfifl
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[053 ‘Atomic

|-Lsi=im Clbckcontml
|

SBO#
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‘”° rmTCK
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mm Rem“?

Figure 5-2. PC!-Cnmphani Target Device Sfgnalé
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PCI Sgtem Architecture

. 9f5'_°‘_"-"'7'.-°!'9_’_‘..a'o:"

 

 

PCI clock signal (CLK)

'I‘heCI..I<aigna1isaninput’roaJ1c1evioa rasirii;1gon&\ePCIlbus.Itprovides
um.-ingtoun transactions, InchJ.dJng"bus arbitration. AJ1 inputs to PCI devices
amaunpledmfl\erbk1ged3eo£&1eClK§gnaL'lhestateo£aflinputo1gna1s
areclon't'-careatall ofl1ertimes.Al1PCIt1nLi|1gpa:ImeteL-aarespecifiedwixh

reopectbofheriaing‘-adgeo£fl1eCLK5igrIal.

AJ1acfionaonfl1ePCIbusaIeaync}umimdtufl1ePCIC1.KsignaL'Ihefie-

quencyo£fl1eCLKoig11alnuybeonywherefromDMHzto33lwfl-IL1he:evi-
sion 1.0PC{specifica1i.on stated tlutalldevices must support operation from
16to33-MI-Izartditstronglyrecommendedsupport foroperaliondownto
OM‘!-Izfurstatic debugantlltlwpoweroperaliom. The revision 1.xPC‘.'Is1:edfl-

cation indicates th_at ALL PCI devices (with one exception noted below)
MUSTsopportPCI operation within the UM1-I2 to 33MHz.ra:'I.ge.

'Ihednck£1'equencymaybe changed ataimyfimse aalangas:

"I‘hem.in.lmum dockhlghandlowtimeoarenot violated.

There are nobusrequests outstanding.
Lflclitisnotasaerted.

The clock may onlybe stopped in 1 low state (to conserve power].

Asmenozpfloaxoomponausdeaigned who integrotedontothe sja-otemhoaxd
maybe deoignedtooperateatafixedfrequency(ofupto33MI-Iz)andmay
only operate at that frequency.

roradismssionatesivu-Izbusope:aann,reterm:rechapmmoued«‘
"66M1-Iz PCI Implentetitafion." '
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Chapter 5: The Functional Signal 4GrouE

’ CLI(HUN# Signal ‘
 

General

The CLKRUN# signal is optional and is defined for the mobile (1-Ev Portable)
envirmiment.It'BnotavaflahlsomfltePCIadd-inaxmectorfillfissecfion

providesanintroductlonto tl1issubject.Amone detailed desaziptimlofthe
mobile environmeni and the CLKI{UN# signal’: role can be fiound in the
document entitled PC! Mobile Design Guide {available from the SIG).

AlEhoughtheP[1spa':'.ficaIianstates that tlteclockmaylaestoppedorltsfrea
queasy chan3ed,:itd.oesnot define a method for gwhen to stop (or

slow down} the clock. or a method for determirrlng when tonestsrttl-Le clock.

A portable system includes: oentralre-.-Iource that includes the PCIc‘loclc gen-
eration logic. With respect to the clock generation logic, the CLKRUN# signal
is a sustained tri-state input/output The clock ge:rLersl:lon logic keeps
CLKRUN#asserl:ed WhetItl'Leclocl:'m111rLningnonnnll}r.DIn'ingpe1ioI.’:s when
the cloclchas beenstopped (oralowecl), the clockgenerationlogicmonitots
CLICRUN# to recognize requests from master and target devices for 9. change
tobemadeinthestateoffl1ePCIdocl£signaLIhecIockcmmotbe5toppedif
thahusisnotldle.Be£oteitstops(ora;lows down)tl'neclockfiequenc}v, the

clockgenue1'ationlogi.cdeassert8CLI(RU§hlflrforonec1ock loinformPC[de-
vices that the clock is about to stopped (of slowed). Aitet driving CLKRT.TN#
high (deasserbecl) for one clock. the clock generation logic tri-states its
C1KRl.IN#oulputd1ivet.11wkeq)er:esistoronCLKRUN#fl|masmmesre-
aponsibility for maintaining the deasserted stalse of CLI<RUN# during the pe-

riod in which the clock is stopped (on; slowed). ‘ '

medockmnunuas bonxoltrlcharlgedfmnxhitdmumoffiatrdocksafterflm
clock generation logic deasserts CLl<IlUN#. Afhe: deasserlion of Cl..I<RUN#,

theclock generation logic mustmonitor CLKRUNIF for two possible cases:

1. After the clockhas been stopped (or slowed}, in master (or multiple mas»
tersjmay reqqire clockrestartirt ordertorequerstuse ofthelma. Prior to
issuing the bus request, the master{s)n1ust first request clock tutu-t. This
is accomplished by assertion of CLlCRUN#. When the clock generation

logicdehecls the assertionofC1.K'RUN#bymotl1e:- party, itturns onto:
apeedsup) the clockandtums onitsCLKRUN-fioutput driver to assert
CLKRUN#. What: the master desects that CLI<RUN# has been asserted for
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two ofthePC1CLKsigr1al,themastermay thentti-state its
' CLIGUN#output driver.

2. When the dock genera_ti0rl logic has deasserted CT..KRUl‘_~l#, indicating its
' irtteltiiun to stop (or slow) the clock, the clock must continue to £1,111 for a

of four clocks. During this period of time, a target (or masmr)
that requires continued clock operation (e.g., in order to perform internal
houselcseping after the completion of a trellsaction), may reassert

CI.I<ZRUN# for two PCI clock cycles to request continued generation of

CLK. When the clock generation logic samples CLKRUN# reasserted, it
continues to generate the clock (rather than stopping it or slowing it
down). The specification doesrft define the period of time that the clock
will oontinue to run after a request for eonlinues,-1_ operation. The author in—
terprets this as implying that-the period is system desigrl-specific.
 

Reset Signal (FtST#}

When asserted. the reset -signal forces all PCI configuration registers, master

and target state machines and output drivers to an initialized state. RS'i‘# may
be asserted or deasserted a5ym:hrDno1.1sly to the PCI CLK edge. T.he assertion
of R513? also other, device-.specifie functions, but this sutgiect is be-

yond the soope of the PCI specification. All PC! output signals must be driven
to theirbencign-states. In general. thismeanstheymustbeui-stated. Excep- _
tions are:

0 SERRH is floated.

n If'5BO# and SDONE eannotbe tri-stated, they will be driven low.

a. To prevent theAD bus, the CfBEbus and the PAR signals from floating

during reset, they maybe driven low by a central resource during reset.

Refer to the chapter entitled “The 64-Bit PCI Extension" for a discussion of the
I-lEQ64# signals behavior during reset.
 

Addressmata Bus

The PCI bus uses a time-multiplexed address/data bus. During the adore
phase of a transaction:

In The AD ‘bus, Alj[31:fl], carries the start address. The resolution of this
address is on a doubleworcl boundary (address divisible by four) during it
“memory or a configuration trarlsaclion, or a address d.1.11'iIlE
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an IIO read or write lzransaction. Additional information on mernory and
I/O addressing can be found in the chapter erltifled “The Read and Write

Traiisfer." Additional information on configuration addressing can be
foundiripartslllartdlifoftltisbook.

o The Command or Byte Enable bus, C!BEt![3:0], defines the type of trans-.

action. The chapter entitled "The Commands" defines the transaction
i3’PE5- - '

u The Parity signal", PAR, is driven by the initiator one clock after eorn'_pIe-
tion of the address phase and completion of each data phase of write
transactions. It is driven by the eurr_entl'y-addressed" target one clock after

the eornpletiorl of each data, phase of read transactions. One clock after

eompletion of the address phase, the initiator drives PAR either high or
low to ensure even parity across the address bus, AD[31.-O]. and the four
Commarndjflyte Enable lines, C.°"BB#[3:0]. Refer to the chapter entified

"Error Detection and Handling” for a discussion of parity.

During cod! data phase:

e Thedata bus, AD[51:lJ], is driven by the initiator (during a write] or the

currently-addressed target (duringpa read).

a PAR. is driven by either the initlator (during a write) or the currently»

addressed target (during a read) one clock after completion of the data

phase and ensures even parity across AD[31:0] and C/BE#[3_:D]. If all four
data paths are not being used during a data phase, the agent driving the
data bus (the master duringa write or the target during a read) must en-
sure that valid data is being driven onto all data paths (including those

not being used to transfer data]. This is necessary because PAR must re-
flect even parity across the entire AD and C/BE‘ buea."

L The Commmd/Byte Enable bus, C!BE#[3I0], is driven by the to
indicate the bytes to be transferred the currently-addressed dou-
bleworcl and the data paths to be used to transfer the data. Table 5-1 indi-

cates the rnapping of the byte enable signals to the data paths and to the
locations the ctI.trentl'y~acldressed doubleworcl. Table 5-2 defines

the interpretation of the byte enable signals during each data phase. Any
combirlation of byte enables is considered valid and the byte enables may

change from data phaseto data
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Table 5!. Byte Enable Mapping To Date Paths and locations Within the
Current —Addresssd' Doubleword

  /BE-'.':3# " path "uh location in the cuIi.'ently-
addressed doubleword. --

C/BE2-if Data path 2, AD[23:1fi], and the third location in the currently-
addressed doubleword.

C/BE1# Data path 1,_AD[15:B], and the second lotion in the eu1'rentIy-
addresseddoublewomd.

C/BEO# Data path 0, AD[7:D], and the first location in the cu:n:ently-
addressed doubleword. -

bytes within the currently-addressed dou-
' ; allfour-data the.

The initiator intends to irarlsfer the upper
three bytes within the currently-sddxessed

doublewnrd using the upper three data
oths.

Theinitiatorintendstotransferttteupper.

twobytes andthefiIstl;ytewithinthecuI:-

rentiy-addressed doubleword using the
upper two data paths and the first data
--:th. '

The iniiiator intends to transfer the upper

two bytes within the currently-addressed
doubleword using the upper two data
atha. , -

The initiator intends to transfer the upper

byte and file lower two byta within the
unrenfly-addrased doubleword using the
upper data path and the lower two data
aths.
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me eamfel-11e
and byte. within the cur;er_tI1y_-
addressed doublewoittusirig the second ‘ '"

nths.

'1_'t:einitiatorirttencistoiIattsfer1he_iirstamt '
the fourth bytm within the currently-
eddreased dqubieword using the first and

The iritettdstotnnaferfiteupper
byte within the etmartly-addressed dou-

three byte.s_within the currently-addressed
doubleworcl using the lower three data

two bytm within the currently-addressed
doubleword using the middle two data

Theinitintorittte:tdstoharts£erth¢.firstand

third bytes within the cuxrerttly-addressed
dnuhleword using the first and the third

v the.

'I11e"'tor'intendstot1'at1e£ertheti1h-d

byte within the currently-add.-tmed dou-
blewnrd us‘ -_ the third data ath.
The htitiatctr intends to transfer the lower

two bytes within the currently-addressed
doubleword using the lower two data
atha.

The tnitiator intends to transfer the second

byte within the currently-addressed don-
blewordusin the second data nth.
The Initiator intends in transfer the first.

' currerrtly-addressed dou-
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 o£thefou1byteewithinthecurxentIy-

. addressed do1.;b]e_wot_‘d mdwfll notuse my
aflialhisishmdldate haste.

Preventing Excessive current Drain

If Hie iapul:sfoC.MOS input reeei-were are to fleet fai-lung periods.
fi1emoeiverstmdto0sdflateenddnwexceeeivecu:rent.h1¢rdertopr¢vmt
thispheno=mez1aarIdpreserveIheg:eenaatureefIhePCIlbus. sevetalrules

are applied:

at Whenthebusisidle nndnulmsmastera arerequeating awnerehip,either
Ihebusaxbiteroramasterflxathnsthebtnpaflcedmiitmusterlahleits

AD, CIBE and PAR output drivers and drive a stable pattern onto these
si5:na1]inee.'I'h1's issueis discussed in the chapter emitted ‘PC! Bus Arhi.
u-aficm” under the heading “Bus Parking.‘

.Dun'ng'n data phueinawrilte I1-anseclian. mu3tdrivenata-
blepattem enI:otheAD.bua when itisnotyetready to deliver thenextset
of data bytes. ‘This subject is covered In the chapter entitled "me Read
and Write 'I'ranefers.’

Dm'ingIdataphaaeinameadu'amaction,thetargetmustdriveaatabJe

paliem mite the AD bus when it is not yet ready to deliver the nex_t set of
data bytes. This subject is caveled in the chapter -enlifled "The Read and
Write Transfers.‘

A 64-bit cam’. phllgged into a 32-bit expansion slotmust keep its AD[I53:32],
CfBE#[?:4] and PAR64 input receivers from floating. This eutfiecr is eav-
ered in the chaptere:1titlecl”'I'he 64-bit PCI Extension.’
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Transaction control signals

"I‘abie 5-Bvplrh“ea a-brief." -desert"lptionl of sigttal taaedltol ooriIro1aPCi ‘

 

 

 
 

 

cecontrofs Is

  

  
 
  
  

  
 
  

 

Cycle Frame is driven by line current initiator and
indicates the -start (when it's first asserted} and du-

ration (the duration of its amertion) of :1 names-

tion. In order to determine that bus ownership has
been acquired, the master must sample I_?R.AME#
andIRl_3Y#b-olhdeassertedonflaesame rising-edge
ofthe PCICLK.signa1.A transactianmajrcortaiat of
one or more data transfers between the curnent ini-

tiator and the currerrtljr-addressed target. FR.AME#

is deaaeerted when the initiator is ready to com-
lete the final data hase.

Target Ready is driven by the currenliy-addressed

.target.ItisaseertecIwhertIhetar5etisreadyto
complete the current data phase (data transter). ‘A

data phase is completed when the target is assert-
ing TRDY# and the initiator is" lRDY# at
the rising-edge of the‘CL1( signal. During a read.
'I‘RI1_Y# asserted indicates that the target is
valid daIaontoliIedatabtas.Durirtgawrite,
'l'RDY# asserted irtdicates that the target is ready to
accept data from the master. Wait atates are in-
sertedinthecurrentdataphase1mfi1both'.!'Dl{Y#
artdIRDY#are : - I uasserted.

Initiator Ready is driven by the current bus master
(the initiator of the trarrsaetiort}. During a write,
IRDYI: inserted indicates that the initiator is'driv-

irtgvaliddataentotlte-databua.Durir\garea_cl.’
'IRDY# assertec! ipdicates that the initiator is ready
to accept data froin the cunerttty-addressed target.
Inprder to determine that but: ownership has been
acquired, the master must sample? FRAME# and

IRDY#bothdeaasertedonthesameri5ing-edgeof
ttIePClC1LKeignaL Also referto the deacriptlonaf
'ITRDY# in this table. .
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W. imam.-mm,itwishes
the Initiator to shop the transaction in progress can

Device Select is an input to the PCI
devigreandipusedaaadnipselectdm-inganaccess
to one of the device's configuration registers. For

additional refer to the chapter entitled
“Confi; tionTranaactims."

Used by the irlifiahor to lock the currently-
addnenecl memory target during an-atomic IIEIIE-*

action aerles (e.5., duri1ig- a semaphore
read/uiodlfy/write operation). Refer to the de-
suiptien[inrhischapter)under&1e}neading

gethas decoded its address. It acts as an input to
fiieclmentirlifiatormdfllesubtractivedeooderill

§heexpaneim1l:usbrldge.Ifamester initietesa
_transfer and does not detect .DEVSEL# active

within six CLK periods, it must assume that the
iargetcarmatrenpundnrfliatflteaddreasiatnv

Arbitration Signals

BadIPC1mastu:haaapairofarbiunfim]ines1hn!mnnectitdi1ecflytaH1e
PC1busulJitenWhenamastertequirmfi1euaeoffi1ePEIbus,itassertsiI:
device-specificRE1Q!fli11eto thearbitenwhenthe axbiterhas determinedthat.
the xequesflng master should be granted control of thePCl bus, it asserts the
GN'1'#(grant)1J'neaped.fic to the In the PCI environment.‘
bus arbin-atluncanteineplaee while enothermaater is atillin canI:ro1 oftheg
bus. This is known as "'hidd_en" arbitration. Wljen a. Imlster reeeives 8
fivomthebue azbihe}, it must Wait for the current iniflatorto complete iis tww-'
ferbeforelnitiafing-itsowntrana£er.Itean:1utassume nwrnetafrdp ofthe ‘
busImfilPRAME#isaampleddehaaetted(h1dieadngfi:estanoftlmlasIda
phase) and IRIIFH is then sampled deasserted (‘indicating the eompletlon
fine last date phase)-This indicates that the current transaefion has been
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izloted arid tliebus has" "to the idle state. Bus arbitration is dis-
mssodinmorcdetsilintl:echaptereniit1ed"PC1BusAzbitration.”

Wh‘LleE5Ti‘| isaaser’ced,a1lmosbersmu9tl1'i-siatefl1eirREQ#outputd:ive1s
andnuistignoretheirGN'i‘lir1puls.lnasystemwiIh PCI add-in connectors.
the orbiter maymquire swank pullup on t‘he.REQ#inpI.1ts that are wired to
fitendd-h1comecua:s.’l1fiswfl1keepfl:eInfiomfimth1gwha1fl:ecomecmxs
anetmoocupied.
 

Interrupt Flequest Signals

PCIagenla thstmustgenerste requmts for"-servioeosnutilizeoneofthe PCI
interrupt request lines, lNTA#, INTB#. IN'I‘Ci' or [N'I'D#. A description of

these signals canbe found in the chapters entitled "Inter1-upt-Related Imuesf
 

Error Reporting signals

'1'hesectiom that follow provide an introduction to the PERM} and SERFJI sig-
nals. The chapter entitled “Error Detection and Hanritlng“ provides a more
detailed discussion oferror detection and handling.
 

Data Parity Error

The generation of parity information is nundaloryfor all PC! devices that

driveaddressordatahiIoxmatimontoflteADbus.1hisisomquirmIentbe-
cause ihe agent driving the AD bu! must assume thatthe agent receiving the
data-andparitywillclieckthevalidityoftheparityandnuyeitherflaganezu

rorore\*etlfailIhemachilIeifirtcorreotparity'm1eceived.

The detection and reporting of ‘poi-ity mum by PC! devices is geneoally te-
quired. ‘Ihe spedfication is written this way to indicate that, in some cases,

the designer may choose to ignore psfiry errors. An example might be a video
E:-a:rteb11Eer.'1hedesignermay choosenottovei-ifythecorrech-nessofllm
data writlm. into the-~video memory by die initiator. In the event ihsl:
corrupted data is received and written into line frame memory, the only effiect
wiliiaeoneocmoteoorruptedvideopixeladisplayedonthescreen. Although
this may have a deleterious eifect on the end user's peace of mind, it will not

corrupt programs or the data structures associatedwith programs.

Page 80 of 235

Petitioners HTC & LG — Exhibit 1019, p. 80



Petitioners HTC & LG - Exhibit 1019, p. 81

PCI Szstern Architecture - '

Implementation of the PERR# pin is requireci on all add-in PCI cards (and is
generally required on system board devices). ‘I112 date parity error sigrial,
PBRR#. maybe pulsed by a PCI device under the following cirtsumstan/aw:

n hitheevmtofadataparflyerror-detectedbyaPCltargetdIn-higawfite
one phase, the target must set the DATA rum SIGNALED bitin its

PCI anifigorationsiahrs register and must assert PERM (if the PAIRITY
RESPONSEENABLE bitinils configuration command reg-isteria set to
or1e].Itmaytheneifl1ercontinue|1te h.'q.rt8acIi1:normayassert5TOP#to

terminate the transaction prematurely. During a burst write, the initiator

is responsible for monitoring the I-"ERR# signal to ensure that each data
itemisnotcomxpoediliflightwlfilebehigwrittentathetergeh

I In tlieeverttofadata pa.rityerrordetectedhythePC[initiatordm'inga
readdataphase.ttIeirIifiatormnst5etiilelIZATAPARI1;YSIGNALEDbit
h1it5PCImnfigmafionstamaregisteraruimustaasertPERR#{iffi\ePAR-

ITYREPON'5EE*lABLEbitinitsooiIfi;tuadoncommm‘tdregisterisaet
to one). The platform deoignerroay include tliird-party logic that monitors
PERR#ormay leave error reporting upto the initiator.

To ensure that correct parity is available to any PCI devices that perform par-
ity all PC! device: must generate even peflty on AD[31:0], -
C‘./BE#[3:€i] and PAR for the address and data phases. PE__RR# is implemented
-aoanoutputontargetsandasboflrar1inputandanoulputonma5ters.1te
trnitiztorofetrartsacttorihasresporfibilityfor reportingthedetectiom of: data

parity error to software. For this reason, it must monitor I-"ERR# during write

dataphasestodetermirteiftheiargerhasdetectedadataparityoaror. Thero-
tion taken by an when a parity error is detected is design-dependent.
It may perform retriea with the target or may choose to terminate the transmi-

tion and generate an internipt to "invoke its device-spedfic interrupt handler;
If the initiator reports the failure to software, it must also set the DATA PAR-;
IT‘! REPORTED bit in its PC1 status reghtaer. PEER!‘ in only‘
driven by one device at Home. ' f

Adetaileddiscuasionofdataparityerror cletaection
foutIdintt\echapterer1tlt1ed“En'orDeI:ectionandI-Iandjing.” J
 

System Error

TheSyetemErroroigm.t,SERR#,maybepulsedbya.nyPCIdevicetore ‘
addresspadtyenors.datapafltyerrorsduringaspeda1cy:1e,mduitlcI1
rorsofl1er1hanparity.SBRR;#isrequiredorral1add-hxPCIcardsthat
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address parity attacking or report other serious errors using SERR#. This sig

nail is oonsidered a "last-recourse” for reporting serious errors. Non-
eatastrophic and oorreetable errors should be signaled in some other way. In a

PC-corripatible niachihe,‘.5BRR2# t"ypiea11y caus an NMI to the system proces-
sor [although the designa is not oonstrained to have it generate an NMI). 111. a
PowerPC"” PREP-compliant platforrn, assertion of SEER}? is reported to the

host processor via assertion of 'I'E.A# or MC# and causes at machine check ire
termpt. This is the equivalent of NM} in the Intel world. If the de-

s-ignerofaPCIdevioe doesnot'wantanNMItobe i:niliated,sorne means
other tharLSERR#sho1.1]d.beueecl to flag an error condition (such as setti:ng.a
bitin the device's status register and gmeraiing an interrupt request). SER.-R#

isanopen-drainsignal andmaybe drivenbymore thanane Pctagent eta

time. When asserted, the device drives it low for one clock and then tri-states
its output driver. The keeper resistor on SERR# is responsible for returning it
to the deasserted state.

A detailed discussion of systetn error detectimt and handling may be found in

the chapter entitled “Error Detection and I-IandJi:n.g."
 

cache Support (Snoop Result} Signals

Table 5-4 provides a brief description of the optional PEI cache support sig-

nals. The chapter entitled ”PCI Ceche Support” provides a more detailed ex-
planation of cache support implementation.
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inputbaoschsablsmeuiorysubsystenis residJngmthePC1b1.1s.ItisuserIsd1':y
ihehddge$uindicnhatha£thePClmemaryamsssinpmgressisabouttcread or
updaI2shIeh1formafimk!memmy.SBO#isqnalifladbyandmlyhasnuan-

-ingwhe:nthe5DONEsigna1isalsasssertedhytl-ieb1;'dga.'Wl1e11SD0NIEand

SBOGarasampledame:tad,.the fl)~|ddresssdcacheshlePCImemory
sub slnemshouldreand-' :u;w.; tofhecumantinifiahnr.

SnaapDanc.‘l‘h.issignaliaanuutputfi'omtl1¢PCl:ache¢‘bddgeandanit1putto
ca:heahlememorymbsyshsms:uidingonthePClhusItisdessuutedhy1hg
bridge while the processor's I::ache(s} snaops 3 msrnorjr aacess started by the
cu:rsnti:11tlah:r.T.he bridge aaser'ts5DDNE when the snoup has been cum-
p1ebed.Iherutfltsofthemoopam'&Ienindicahdonflie5BOisigmLSBOi
smnpleddeasa-ndindica{es&nstthePCIhfifiaIsrisaccmingsc1eanlk1em

me:noryandfluPCIcad3eab12manorytargetispemfiuadtosaneptorsu;:ply
theindicltaddsta. Sliflisamplad 9.-netted II1dicahesthntthePCI inifiabr isac-
aenhlgaslalelineinmemnryutdahouldmtunnplebethedaiaamesshuhad,

thememnryInrgetshou1d:ennhutstheaomsbysignaI1ngaretrytafi1ePC1

 
'I'1'n: specificatical reuommmds that systems that do not support mcheable
memoryunihelfllbus should supply pullupson the SDONEand SBO#p:'Ins£

at each add-in conn.-.c1:ur. i

In nrdertogusrsntee proper operationin-systems fltatdonotsupportcarztte
ablememuryonfl1ePCIbus,:achsab1ePC1memorytsrgelsmustignu:s

SDONEsndSBD#aflser:esetisdeasserhsd._If&tesys{emwppmtstad:eabls
Pclmsmorpfiasnonfigsuafimaoftwsxewfll-writefltesystentcsnhslhmsise.
ililabthetu scsche- Iinesize tinn ' .

64-bit Extension slnals

T!1eI’C1speci.ficatlonprovidesadetaileddeflnitiona£a 54-bit extension bait!’
baseline 32-bit ardmitacmre. Sysmns that implement the extemion support {ht
transfer of up to eight bytes per data phase between a 64-bit initialaor and a 6!-
bit target. '1‘!-iesigrislsirwolvedaredeiiztetih-itablefi-5. Amos-we detailed!!!
planation can be found in the-chapter enfifled "'1'1'-.e. 64-Bit PCIExtension-"
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Tobie 5-5. 1'he54—Bit Extension

Description

the width of the data. bus to 64 bits. These pins arelft used
during the address phase of a transfer (unless 64-bit address-
in is - ' used.

Byte Enables for data lanes four-through—seven. Used during
the data but not during the address phase

indicate its desire to perform. transfers using one or more of
13heupperfourdatapaths.REQ64#hssthesametirningas the
FRAMEv# signal. Refer to the chapter entitled "The 64-Bit PCI

_ Extension” for more information.

Acknowledge 64-bit ‘Transfer. Generated by the cI1t1'mt1y-

addressed target (if it supports 64-bit transfers) in response to
a REQ64# assertion by the initiator. ACKEJH has the same
tintin astheDEVSEL#‘ al. '

Parity for the upper doubleword. This is the even parity‘ ‘bit
associated with AD[63:32] and BE#{7:4]. For addilional infor-

motion, refer to the chapters entitled "The 64-bit PCI Exten-
sion” and “Error Detection and Handlio.”
 

Resource, Locking

The LOCK# signal should be utilized by a PCI that requires exclusive
access to a target memory devise during two or more separate transactions.
The intended use of this fimcfion is to support readfnlodify/writs memory

semaphore opaatitms. It is not intended as a mechanism that permits ail ini-
tiator to dominate a target device or the bus in general. ‘

If a PCI device implements executable memory or memory that contains sys-
tem data (managed by the operating system), it must implement the locking
function. It is recommended that a host!-PCI bridge that has system meI:o.or_',r

on the host side implement the locking ftunetion. Some host bus arChi.tecl:uIes,
however, do support memory locking. For this ‘reason, the specification reo-
ommends but does not require that a host./PCI bridge support locking
acting as the target of a system memory access by a PCI master. Since the de-
vice driver associated with a PCI master cannot depend on the ability to lock
system memory, the specification resonunends that the driver use some type
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_'of'sufhva':eprotnco1'toga.in.excWH '1}eaocIm'' 't_ocodeocd‘arI:a's_ttuchues_ she:-ed
wlthotherprocessorsirtthesystem.

An initiator requiring exclusive atoms to a target may use flue LOCI<# signal if
it isn't currently being driven by another initiator. When the target device is
addressed and LOCK# is deaaeerted by the initiator during the address phase
and then asserted during the data phase. the target device is reserved for as

Iongasthehflciflsigrnnlremehisassezted. Ifthe targetissubsequently ad-
dzesoedbyanotheriniiiator whflefimhckissfiflhlfomedxehrgetiamzeaa
reu-ytaIiieirdtiator.Whiie a uugetislocked. otherbue-masm {that don't:-e~

quire exclusiveacoessto n targefiare permitted to ac:quiret11e’busto access
targets other than the locked target.

A more detailed description of the PCI lodcing capability can be found in the
chapter entitled "Shared Resoume Acquisition.” '
 

JTA_G!Boundar'y Scan Signals

Ihe designer of a PCI device may optionally imyleinent the IEEE 1149.1
Boundary Scan interface signals to permit in-circuit testing of the PCI device.

The related signals are defined in table 5-6. A detailed discussion of boundary
scan is beyond the scope ofthis publication.

  
 

 

 
‘°“‘

W AoceesPort -' inaserialbitslream.
TestModeSeIe¢t.Usedl:oco:nl:ro1fl1estate ofl:heTestAocesePor|.'cm1-trailer. ,

Test Reset. Used to fence the Test Access Port controller into an initial-ized shite.
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Interrupt Heduest Lines

- i The PCI'interrupt request signals‘ (lNTA#,‘lN'I'B#, ]:N'I'C# and IN'I'D#)'are‘dis- -

cussed in the chapters entitled "Interrupt-Related Issues” and "The Configu-
ration Registers."

 

 

Slcleband Signals

Asideband signelis definedasasignaltlutisnot partofthe PCIbusstan-
clardandinterconneclstwoormorePCI agu'Lts.'Ihissignalonlyhnsmeani11g
for the agents it interconnects. ‘The following are some examples of sidehend

signals: '

- A PCI bus arbiter could monitor a “busy” signal from a PCI devioe (such
as an EISA or Micro C11aIIrle1“‘ expansion bus bridge) to determine if 1:he

device is available be.foregranl:ingthePCI.bus to a PCI initiator.

I PC compatibility signals like AZOGATE, CPU RESET. etc.
 

Signal Types

‘me signals that comtrcrise the PCI bus are electrically‘-defined in one as the
following fashions: - .

IN defines a signal as a standard input-only signal.

OUT def-in a signal as a standard output-only signal‘.

TIS defines a signal as a bi-rlirectlona1,tri-state input!output signal.

SITJPS defines a signalasa sustained. tri-stahesignalthat is drivenby only
one owner at a time. An agent that drives an s/'t.fs pin law must actively
drive it high for at least one clock before tri-stating it. A pullup resistor is
required to sustain the inactive state until another agent takes ownership
ofandd.riVestl1esigna1.'I'heresistorissupp]ied esacentralresomce in

the -system design. The next owner of the signal cannot start driving the
sftfs sooner tlienone Clock after it is releasedby the previous
owner.

BID defines a signal as an open drain. It iswire-Oiled with other agents. The
sigrtaling agent asserts the signal, but retuming the signal to the inactive state
is aooomplished by a weak pull-up resistor. Ihe deasserted state is maintained
by tile pullup resistor. The pullup may take two or three PCI clock periods to

IOQI
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fully re-.i.i'ore_tl\ehsi5:iia1 in ihe dammed‘ sraae."r'ab'1'e 54" definés the PCI sigma
WP“-

central Resource Functions

Any platform that implemems the PCI bus must supply a toolbox of mlppofl
functionaneoessaryfor Improper operation ofallPCIdevices.Someexan1-
plans would include:

I Pclbus a:bi1ver.'I1hea:.-biterismcmary tosuppoi-tPCImasters.'I'he PU
specification does not define the decision-maldng process utilized by 5*
PCIbus arbiter.The design of the arhiteris flxerefaroplalfmm-opecififi

 s
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o Pullupresislaaa onsignals lhatnrenotalways drivento a valid state. This
would include: all of the sit/s AD[63:32]; C!BB#[7:4]; PAR64; and

an Error logic responsible Eor oorwertirug SERR# to the platfonrt-specific sig-
nal {e.g., NM1 in In Intel-based platform or ‘l'EA# in at PowerPC“‘-booed

platform) utilized to alertthe hostprocessorthatan enorhasocomred.

- Certtraltesource to geuerate&teproperIJ)SELaigrtalwherta Pcldevioeis

configurntionspecelsbeingaddzessed(l1fis£tuK!tionistypiuflypeo-
formed by the host/PC! bridge).

u System board logic to user! REQ6¢# during reset. A detailed description
of this function is provided in the. chapter enh'.l:led "The 54-Bit'PCl Exten-
mon." -

o Subtraclive decoder. Each PCI target device must implement positive de-
oode. In other words, it must decodeany address placed on the PCI bus to
determineifit ietheturget of the cunent transaction. only one agent on
the PCI but may implemmt subtractive decode. 'I1'u's is typimlly the ex-

parteionbna {e.g., EI5A.1SA,or MiI:roChnI!:nel)bridge.
 

Subtraotive Decode

Background

Iheeatpansiunbusbridgecanclaimtransacfimsinoneofhwofaahionst

1. WhenauuuactionlsnotdnimedbyanyofiterPCIdevioewi&tinaapecl-
fled period of time, the PCI/expansion bus bridge may assert DEVSEIJF
and pass the transaction through to the expansion lb‘-15¢ It can determine

thatrtoo1herPCIdevIce'has claimed at:-arusactionbyrnortltorlrtgthestate
of the DBVSEU! signal generated by the other PCI-compliant devica. If
DEVSELflisnol: sampledassertedwittdnfovurclock periods aiterthestart
dEatramac1iorynooflterPC1devicehasdaImedthetransactiorLTheex-

pansionbus brridgemnytltertc1aimthetra:nsactionbyaseerHngDEVSEI.#
duringtheperiodbetweenihefiffltandsixtitdochdffltetransaction.
Tltisisreferredtoassubumflve decode. AddiJiona1in.fornutioruegard-
itlgsubtraclivedeoodecartbefourtdinthechapterettfirled "Pretrtature
Trartsartion '1'etmination"inlheseotioo entitled ‘Master About."

2. Sin£ethi3wouldresLfltirtverypooraoemfimewhenaI$IingexparIsiou

bus devices, the expansion bus bridge may employ positive -address de-
code.Du:mgsystemom1figuratim1,fitebridgeisomfiguredtorecognize
certain memory and]or ID address ranges. Upon recognizing an address
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within this pre-assigr1edrange,fi1ebridgemay'assertDEVSE[.# immedi-
ately (without waiting for the DEV5E'.|‘..# timeout.) to claim the transaction.

The bridge thenpasses the transaction through onto the expansion bus.

The ISA bus envirorlmernt is one that depends heavily on subtractive decoding
to claim transactions. Because most ISA bus devices at! not plug and play-
capable, the configtlratintt software cannot autrunaflcnlly detect their presence

and aeeigrtaddress ranges to their address decoders. The ISA bridge uses sub-
tractive decocle toclsimslltrensacliurns thstmeetthetollouringcriteria:

I No other PCI device has claimed the transaction. By defnilion, all PC:
deirice address decoders are fast {decodes address and asserts DEVSEH

during the clock cell inunediately Iollowing comyleticn of the eddrm
phase). medium (asserts DEVSEIAF during the second clock cell after
completion of the address phase) or slow (asserts DEVSHJF during the

third clockafleroompletion oftheeddreeaphase).Iftl1eISAl:u-lrlge does
not detect DEVSBM asserted byeray other Pct device (and the target ad-

dress"makeasense"' forthelSAenvirurnnerIt),thehr1dgeasserIr

DEVSELII during the fourth clock after completion of the address phase.
The trenszction ietitertirtifistedcrt theISAbI.Is.

- 'I‘het:u-ytsddress is onethatfallswithinthe overalllsikmernoryorl/0
address ranges. Any memory address below 16MB that goes unclaimed

byPCI devicesiscleimed andpaseed through to the ISAbue. Anyl/0
addrashttlrelowa-6£KBofI/OspaioethatgoesnmclaimedbyPCIde

vices is chimed and passed through to the ISAhus.

Tuning subtractive Decoder
Thismeans that atrarnseclion int1iatedbythehostprooessor(oranyotherbus

masterldoesnotappeercnfl'IeI5Abus1:ntl1£ourcrfivecl.ocksafterthe
completion of the address phase on the PC[ bus. The processor's perforrnsr-Ge
wherneccessinglsildevioesisttterefcre substantieJlydegraded.Inor-derto_
mirtimize the effect of subtractive decade on performance, the ISA bridge de-

sigter cenpennit the subtractive decoder to be "tuned." During the
ration process, the mrtflgumtion software reads the configuration status rept-
ter for every device on the PCI bus. One of the required fields in the slam
mgieteris the DEVSBLII tirningfield. indicating whether the device has afast.
medium orslow address decoder-.As an Example,ifeve1'ydeviceon the?‘-'-'1
bus indicates that it has a fast decoder, the software can program the subtrac
tivedecodertoassertDEV5EL#snrl claim the transaction au:ingeu:saoond-

5'!
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-- —aase11eddu:ingthefi:stc1ock.eEterIheaddreasphase). _ ._ ,

Chafir 5: The Functional Signal GIDIIES

clock die: the completion of the address phase (if it doesn't detect DEVSEL#

 

Heading flmlng Diagrams

Figum5-3flluatratesetypim1PCIfimh1gdi&gram.WhenaFCIdgm1iaas-
sertedo:deassertedbyaPCIdevice,theoutputd:ive:ufifinedistypimflya
weak (‘MOS dz-iver.Thisbeingthecase, the drive:-imft capable oftranaitiow

ingtl-nesigi-Lallinepastthelogicthreshaldfor-alogichighm-luvwtnmaeslaep.
The voltage change initialed on thesigmlline prqlagatu down the trace until
ithitslhephysicalextdofthetraoe.Asitpassesfi1e5h:hl'nread1PCIdevice

nlongthe way, the waveironthesnotyel Izrengifimedpastflienewlogle
ttu:eshnId,sa the-change‘mL'tdeteet1:dbyanynEt11edevioea.Wher1reflected

back along the trace, however, therefleclion doubles the voltage change an
the line. causing it to cross the logic threshold. As the doubled wavefront

propagatesbeckdownthelengthofthetraee, thes.ignal'snewsta1;e i.sd.e-
teetedb}reachdevl¢:eitpasses.'I1tetiJ_:1eittalceat11esigna1to_I:rave1!l1e1eI'tgtl1
offl1ebuaandreflectbackisreferredhuIstheTprap,orpmphgafimdelay.
Thiadelayisillustratedintliefiming diagrams.

As an example, a master samples FRAME# and lRUY# deasserted (bus idle)

-ax1di13GNT#assertedonfl1erish1g-edgeofdockmtemdicaflngflutithu
bwaequidfimflmmmtahfifiatafinfimslcdmdmhigdockmflmmby
asserfing&teFRAMB#signa1mh1dicahefl1estanof&1etm'eection.Inthe

FRAME#isn1'tshnvwr1u1:nsitionj11gf1'cml:flgh-to-low until
anmetimeaflertherising-edge afclnckoneand before the rlsirlg-edge of clock

two, thereby illustrating the propagation delay. Coincident with FRAME#as-
sertian,|:he5.rI£Iiator drivesthe start addxeae orI.tofl1eAI;ib'us during clock call
onahufllteaddzeas change isn'l:va1idu.nEil sometime after thanking-edgeof

clack one andbefore the 1-hing-edgeofduck two.

Tlmaddxasphueendsonfizefising-edge-ofdocktwaandfiaehefiamrbe
ginstuturno££itsADbusdrivers.1Tnetimethatittakesthedrivertuacuaally

masedrivh1gtheADhus'nflh:stratedinfl1efim£ngdiagram(fl1ehfifia£arhas
notsuecessfuJ1yci.iecnmLectedfromtheADbuauntil sometime during deck
lzefltwo).
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Figure 5-5. Typical PC!’ T‘im‘ng Diagram
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Chapter 6

 

The Previous Chapter _

The previous chapter provided a detailed description of H18 PCI Pimctional
signal-groups.

b This Chapter

Wl'|enaPCI'busmasterrequirestheuseofthePCIbustoperfom1a data
ti-ans£er,itmustrequesttheuse oifthehusfiom thePC1b1.Isarbiter. This
chapter provides it detailed discussion of the PCI bus arbitration timing. The
PCI specification defines the timing of the request and grant handshaking, but
not the procedure used to determine the winner of a competition The
algorithmuseI:lb)'asystem'sPCIbusarbitertodeddewhid1 ofthe
req‘_u.esfi:ng bus mastefii will be granted use of ihe PCI bus is syateirr-specific
and outside the scope of the specification

The Next Chapter

The next chapter describes the transaction types, or comrriands, Eha.t the

initiator may utilize when it has successfully aoquired PCI bus CIW1'leESl'lip.
 

Arbiter

At a given instant in time, one or more PCI bus master devices may require
use of the PCI bus to perfomi a data transfer with another PCI device. Each
requesting master asserts its REQH output to inform the bus arbiter of its

pending request for the use of the bus. Figure 6-1 illustlraiies the relationship of
the PCI masters to the central PCI resource known as the bus arbiter. In this

example, there are seven possible masters connected to the PCI bus arbiter in

the Each master is. connected to the orbiter via a separate pair of
REQ#/GNT# signals. Although the arbiter is shown as a separate component,
it usually‘ is integrdted into the PCI chip set; specifically, it is typically
integrated into the ht.¢'PCI or the PCI)‘expansion busbridge chip.

 MM‘J
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Figure 64. The PC! Bus Arbiter
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Arbitration Algorithm

Asstetedalti'iehegirmingofflfisd1apter.|hePCIspedE::afiondoesnot
define the scheme used by the PCI bus arbiter to decide the winner of the
eosnrupetition when multiple masters siniultaneously request bus ownership.
'Ihearbite1-may utilizeanysrheme, suchas mebased onfixed orrotationai

- . priority or-a combination-of the two {rotational between one group‘ of rnasters
and fixed within another group). The 2.1 specification state! that the arbiter is
required to implement a fairness "algorithm to avoid deadlodei. The exact
verbiage that is used is:

 

The central arbiter is required to implement a fairness algorithm to avoid

- deadlocks. Fairness means that each potential bus master Inuit be granted
senses to the has independent of other requests. However, this does not

mean that all agents are required to have equal access to the bus. By
requiring a fairness algorithm there are no special conditions to handle
when LOCK# is active ( a resource lock) or cacheable
memory is located on P_CI. A system that uses a fairness algorithm is still
considered fair if it implements a complete bus lock instead of a resource

lock. However, the arbiter must advance to a new agent if the

transaction attemptirig to establish a lock is terminated. with retry.

While the statements made regarding lode are clear, the defirtition of fairness

contained in the above text eras not clear to the author. Fairness is defined as a
policy that ensures that higkrprlority masters will not dominate the bus to the

exclusion of lower-priority masters when they are continually requesting the
hm. .

The specification contains an example arbiter implementation that does clarify
the intent of the specification. The example follows this fine.

Ideally, the bus arbiter should be programmable by the system. The startup
configuration software can d_eter_rnine the priority to be assigned to each

member of the bus master community by reading from the maadmum latency
{Max_Lat) configliration register associated with each bus master. The bus
master designer herrlwirea this register to incticslae, in increments of 25Ctns,

how quicltly the -master requires access to the bus in order to achieve
adequaiseperfmrrtanee.
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In order to grant the PCI bus to a bus master, the arbiter asserts the device's
respective This grants the bus to the masterfor onetransaction
(consisting of one or more data phases). '

If a master generates a requat. is subsequently granted the bus and does not
_ _ _ iraitiete etransaction [assertFRAME#_) Within 16PC1clo_cks after the bus goes

' , the'arbiterfi1ay.assurne thatthe masteris In this case, the
action taker: by the arbiter wouldbe system design-deperxdent. ‘ -- -- -
 

Example Arbiter with Fairness

AsysteIr:me3rdividedtheoverafloommtnfityofbusmastersonaPCIbua

intotwocategories:

1-. Bus masters that require fast access to the bus orhigh throughput in order
to achieve good performance. Examples might be the video adapter, an _
KIM network interface or an FDDI network interfaoe.

2. Birsmastersthatdontrequireveryiastaccesstothebusorhighf
throughput in order to achieve good performance. Examples might be a -'
SCSII1-est bus adapter or a standard expansion bus master.

The arbiter would segregate the REQ#./GN'I'# sigrtals into two groups with

greater precedence givento those in one group. Assume that bus masters A, B]
antic areinthe group thetrequires fasteocess,whilemastersX,Y andzare
in the other group. The arbiter can be programmed or designed to treat each

group as rotational priority within the group and rotational priority between
thetwo groups. This ispicturedinflgurefi-2.

Assume the following conditions:

Master A is the next to receive the bus in the first group.
Master X is the next to receive it in the second group.

A master in the first group is the next to receive the bus.

All masters are asserting EEG! and wish to perform multiple transact! _

(i.e., they keep their respective REQH asserted after starting a transadiofd-'_
 

The order in which the masters would receive access to the bus is:

1. Master A.
2. Master B.

3. Master X.
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The masters in the first group are permitted to access the bus more frequently
thanthoae ihfltresideinthesemndgroup.

Fizstfiroup

Figun: 6-2. Exmnple Arbflm lion. Scheme
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_ Muster 1_Nish_es_1'o Perform Mote Than One’ Transaction
Ifthemaslaerhas anotherhurst to perfonnirnrnedietely after theone itfint
initiated. itshould beep-its REQI line asserted after it asserts FRAME! to

begin the current transaclipn. This informs the arbiter of its desire to maintain
ownership of the bus after obrliinlet-ion of the current‘ transaction. Depending
onotherperidhigreqrrestefltearbitermsyormaynotpemnittltemasterto
mainteinhus ownershipaflaer thecompletionoftiiecurrent transaction. In the
event that ownership is not maintained, the master should keep its REQII
asserted until it is successful in acquiring bus ownership again.

Ateg1ver:imtantinfime,riuymehusmssterumyusedreb1u.1}fisineans
that no more than one GN’i‘# line will be asserted by the arbiter during any

PCI cloclrcyule.
 

Hidden Bus Arbitration

Unlike some .ar’b'itretion schemes, the PCI scheme allows bus arbitration to

talreplaoe whilethecurrerlt initiatorisperfortrririgadats tnnsfenlfthe
uhiterdeddesbograrrtvovmersidpoffitebusferflleneiutrsnssdionton
master other than the initiator of the current transaction, it removes the GNTJF

from the current initiator and issues GNT# to the itext owner of the bus. The I

next owner cannot assume bus ownership, however, until the bus is idled by -
theéImentirdfiutor.Nobusfimeiswutedonadedicatedperiodoffimeto

perfonn an srbitrntiortbus cycle. This is referred to as hidden arbitration.
 

Bus Parking

Amsstermustarllyassertits Rfifllitoutputtosigrtale currentneedforthe
bus. In other rirords, a master -must not use its REQ# output to “park” the bus
on itself. It a system designer implements a ‘bus parking scheme, the bus
miuterdesignsimuldirrdicateadefaulttnmawnubysssafingdtedevioes
GN'I‘# signal when no request from anybus masters are currently pending. In
this u-Lanner, a IiEQ# from the default bus master is granted irnrnedistely (if
no other bus masters require the use of the FCIb1.1s).

Ifthebtisarbiterisdmigned to i.tnplemetItbusparking,itasser|sGNTHO 3
defaultbus master when none of the RF-Q# lines are active. In fiwis maurmer. 31“
bus is immediately available to the default bus master if it should require 5119 _
use of the bus (and no other higher-priority request is pending). If the mast!‘

___"__

 
'32
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that the bus is parked on subsequently requires access to the PCI bus, it
needn't assert its REQH. Upon sampling bus idle (FRAME?! and IRDY#

rieasserlaed) and its GNT# asserted, it can inmiediately initiate a transaction.

Iliefltuiceotwltidlmtlstflrlo p§I_1:lsl11c_,bt1_s_oni_s_I_ieiineclbythedg3sig;}e_rof __ __
the bus arbiter. Any process maybe used, such as the last bus master to use
the bus or s predefined default bus master.

There are two possible scenarios iregarding the method utilized when
implementi-ngbus parking:

1. ThesrbitermaymotutorFItAMEtisridl1iDY#todetenrninei£fi1ebusis
busy before parking the bus. Assume that a master requests the bus,
leoeiues its GNT# and starts a multiple data phase burst transaction. If it

doesn't have another transaction to run after this one ‘completes, it

deasserts.iIsREQ# when it ssserls FRAMEHJJ1 thiscase, the arbiter may
‘be designed toreeognize thatthebus isbusy-and. ass resultnwillnot
deassert the current master's grant to park the bus on another master.

2. The arbiter may not monitor for bus idle. Assume that a master requests
the bus, receives its GNT# and starts a multiple data phase burst
transaction. If it doesn't have another transaction to run after one

eompleteeit deassertsits REQ#when itessertsFR.AME#.Ir1t1'Iis case. the

arbiter may, in the sbsenoe of any requests from other masters, take away
GNT#from thecur1'El'ttma.sterandissueGN'I‘#to themasteritintends to

park the bus on. When the currentmasterhas exhausted its master latency
timer and determines that it has lost its grant, it is forced to ne]jnqI.u'sh the
bus, wait two clocks, and then resrbitrste for it again to resume the
transaction at the point where itleft off.

The specification recommends that the bus be parked on the last master dist
enquired the bus. In case two, then, the arbiter would continue to issue C-‘-N'l'#
to the burst master and it can continue its trsnsac'|:ion until either it is

completed or until a request is received from another master.

Whenthcarbiter psrksfitebusonamasteribyassertingits grant) and_thebu.s
is idle, that master becomes responsible for keeping the AD bus, (2185 but
and PAR from floating (to keep the CMOS input buffers on all devices from

oscillating and drawing exoessive current). The master must enable its
AD[31:fl], C/BE#[3.-0], and (one clock later} its PAR output drivers. The

master doesn't have to turn on all of its output drivers ins single clock (it may
taiseuptoeightdocks,buthMototiueec1ocksisreoommended).This
procedure ensures that the bus doesn't float during bus idle periods. If the
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arbiter is not designed to park the bus, the arbiter itself should drive the AD
bus, C/BE# lines and PAR duringperiods when the bus is idle.
 

Flequestlfirant Tlming

When the orbiter determines that it is an 1naster"s turn to use the bus, it asse-us

themaster’: GNT# line. The arbiter may deasserl: a master's GNT# on any PCI
clock. A master must ensure that its GN'I‘# is asserted on the rising clock edge
on whit}! it wishes to start a t1'anss.ction. If GN,T# is deasserted, the

transaction must not proceed. Once asserted by the -arbiter, G'N'I'# may be
dea-nested under the fiollorwing circumstances: -

u I£GN'I‘itisdeasse.rl:ed.snd FRAME#isassetted.fl1etransferis validand

will continue. The deasserlion of GNT# by the arbiter indicates that the
master will no longer own the bus at the completion of the transaction

current1yinprograss.111emasterloeepsFRAME#asserted whfle the
cmrentn-ansactionisstillinprogress. ItdeaseertsFRAME# when itis

ready to complete thefinai data phase.
a The G’N"l'# to one master can be cleasserted simultaneously‘ with the

assertion of another master's GNT# if the bus isn't in the idle state. The

idlestateis defined a3fl.d.ock|:yd.edu1'i1lgWhichbothFRAh¢Ea:1d
IRDY#aredeasserted.I£I11ebuswereid1e,themaster whoseGN'l'#is

being removed may be using stepping to drive the bus {even though it
hasn't asserted FRAME!‘ yet; stepping is covered in the chapter entitled
"The Read and Write 'i‘rsnsfers"). The coincidental deassertion of its

GNT# along with the assertion of another master's GNT# could result in
contention on the AD bus. The other master could immediately start a

transaction (because the bus is technically idle). The problem is prevented
by delaying grant ho the other master by one r.-yde. Table 6-1 defines the
bus state as indicated by the current state of'FRAME#and IRDY#. _

o GN'I‘# may be deasserted during the final data phase (FRAME? is
cleassertedj in response to the current bus master's EEQVF beins
deasserted.
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Table 6-1. Bus State ‘I

l

— — P

Initiator is ready to comp I
transaction, but it has not at com leted.

A transaction is in progress and the initiator is not
read to eornlete the current data haae.

A trarlsactiorl is in progress and the irliiiator is ready
to com lets the current data hase.

Example of Arbitration Between Two Masters

Figure 5-3 illustrates bus usage between. tWO masters arbitrating for access to
the PCI bus. The following asstimptions must be made in order to interpret
this example correctly:

I Bus master A requires the bus to perform two transactions. The first

consists of a three data phase write and the second transaction tjrpe is a
single data phase write.

- The arbitration scheme is fixed and bus master 3 has a higher priority
thanbus master A, or the scheme is rotational and it is B's turn next.

a Bus master B only requires the bus to execute a single transaction 1“
Ioonsisting of one data phase.

It is importarnt to retnember that all PC! signals are sampled on the rising-edge
of the PC] CLK signal. If the current owner of the bus requires the bus to ;
perform additional transactions upon completion of the current transaction, it l
she-111d keep its REQ-# line asserted after assertion of FRAMEH for the current
transaction. If no other bus masters are requesting the use of the bus or the '

current bus master has the highest priority, the bus arbiter will continue to '
grant the bus to the current bus master at the conclusion of the current
transaction. ‘

The sample arbitration seciuence pictured in figure 6-3 proceeds as followst

1. Prior to clock edge one, bus master A asserts its to request access to
the PCI bus. The arbiter samples its REQ# active at the rising-edge of

clock one. At this point, bus master 3 doesn't yet require the bus. During
clock cell one, the arbiter asserts GNT# to bus master A, granting it

35

Page 100 of 235

Petitioners HTC & LG — Exhibit 1019, p. 100



Petitioners HTC & LG - Exhibit 1019, p. 101
Page 101 of 235

PCI System Architecture

ownership of the-bus. During the same clock period... bus master B assert;
its REQIE indicating its desire to execute a transaction.

2. Bus master A samples its GNT«# asserted on the rising-edge of clock two,
In addition. it also samples IItDY# and FRAM-'E# deasserted, iridjcafing
that the bus is in the idle state. Inresponse, bus master A initiates the first

" of its two transactions. It asserts FRAM'E# and begins to drive the start
address onto AD[31:U] and the command onto the Command!Byte Enama
bus. If master A did not have another transaction to perform after Em’;
one. it would deassert its REQ# line during clock cell two. In this example,
it does have another transaction to perform, so it keeps its REQ# line
asserted. ' . _,

3. The PCI bus arbiter samples the requests from bus masters A and is
asserted at the of clock two and begins the arbitration prom
to determine the next bus master.

4. During clock cell two. the arbiter removes the GI‘-I'I'# from master A. On
the rising-edge of" clock three, master A determines that it has been
preempted, but continues its transaction because its LT timer has not yet
expired {the LT timer is covered. later in this chapter).

5. During clock cell three, the arbiter asserts bus master B's GN'1'#..0n the
rising-edge of clock four, master B samples its GNT# asserted.
that it may be the next owner of the bus. It must continue to sample its
GNT# on each subsequent rising-edge of the clock until it has but
acqifisifion. This is necessary because the arbiter may remove its grant
and grant the bus to another party with a higher priority before the bus
goesid1e.Ma5tEI‘B carmotbegtntu usethebusuntilthebus retumsto the
idle state.

6. Master A begins to drive the first data item onto the AD bus (this is a
write transaction.) during clock eel] three, asserts the appropriate
Command/Byte Enables (to indicate-the data lanes to be used for the
transfer) and asserts 1RDY# to indicate to the target that the. data is
present on the bus. At the rising-edge of clock four. IRDY# and TRDW
are sampled asserted andthe first data transfer takes plaoe.

‘E’. At the Iising—-edge zit clock five. IRDY# and TRD'Y# are sampled asserted
and the second data transfer takes place.

3. During clock cell five, master A keeps ERDY# asserted and _de'a55el't5
FRAME#, indicating that the final data phase is in progress. At the risisfi‘
edge of clock six. 1RD‘5.’# and TRDY# are sampled asserted and the third
and final data transfer takes place. _

9. During clock cell 513;, bus master A deasserts lRDY#, returningthe bus W
the idle state. ‘° 
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1D.
On the rising-edge of clock seven, master B samples" FRAME! and IRDY#
both deassertecl and determines that the bus is now idle. It also sampies
its GI~lT#stilJ asserted..ind.ic'a!:'tngthatithasbus acquisitiort Enresptmse,
itstarts its transactiottand turns offi1sREQ#l1'ne duringcloclt cell seven
(because it only requires the bus to perform this one transaction).
when it asserts FRAJyIE_# guring_g:loI:k_ cell _a9_1It:1...maste1.B also begins

the alddi-ess onto the AD bus and the command onto
Command/Byte Enable bun. _

. At the rising-edge of chick eight, the arbiter samples master B's REQ#
cteasset-led and master A's REQ# still asserted. In zespense, the arbiter de-
5552113 master 8': GN'I'# and asserts master A's GN'1‘# during clock cell
eight. Master A had kept its REQ# Line asserted because it wanted to use

the bus for another transaction Master A new samples IRDY# and
Fluihrtfiflontherising-edge ofeachcloekuntilthehus issensedidle. At
that time, it can begin its next transaction.

During duck cell eight, master ll deasserts PRA.MB#, indicating that tls
£i.1-st (and only) data phase is in progress. It also begins to drive the write
data onto the AD bus and the apprapeiate setting onto the
Command/Byte Enable bus during dock cell It asserts 1RDY# to indicate
to the target that the data is present on the AD bus.

At the risirtg-edge of clock nine, 1RDY# and TRDW are sampled asserted
and the data t1'a'nsfeJ: takes place.

The initiator. master B, then deasserts I1lD't"# (during clack cell nine) to
return thebus to the idle state. -

Mnsterasamples thebusidleanclits GN'F#asserted attherising-edge tit
clock ten and its second u-ansartion during clock cell ten. It also
deasaerts its REQ# when its asserts FRAME. indicating to the arbiter that
it does not require the bus againupon completion of this transaction.

3?
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1-‘igurz 6-3. PCIBus Arbitration Beawmfrwa Masters,
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Bus Access Latency

Bus

Whmabusmasterwishestotmsferablockofdatabetiireenitselfanda
t1rget'PCI-device, itmuat request the use of thebus from ihebus arbiter. Bus
access latency is definecl as the amourit of time that expires from the moment
a-bus-master requests the use ofthe PCT hos until it completes the first data
transfer of the transaction. Figure 6-4' illustrates the different compomrtts of
thelaterLcyexperienoedbyaPCJbusmaster.Tahle6»-Zdesuiheseadt

latency component.

Corn Intent

 l1AccessT” _
Arbitration Latency

Latency

moment a bus master requests the use of the PCI bus

until it completes the first data transfer of the
transaction. In other wordflt it is the sum of arbitration,

bus.uisitionandta'etle.11-n .

Defined as the period of time from the bus master's
assertion of .REQ# u:-LE1 the bus arbiter asserts the bus

ntaste1’5GI*TI'#.'I1:Iispe1'iodisafl1rtctiDI10ffl1e
arbitration algorithm, the master's priority and whether
an othermastersa.te- 'aeeesstothebus. -

Defined an lheperiorltimefromthe-reception ofGN'I‘#

by the requesfing bus master until the current bus
master surrender: the bus. The requesting bus master
can that irtifiatne its transactiort by asserting FRAMZEJL

The dttniionofthisperiodisafunciiortofhowlongthe
current. bus masterfs h-ansacfion-in-progress takes to

complete. his -parameter is the larger of either the
current master's LT value (in other words, its tlmeelice)

orduelongestlatencytofirstdate pltasecomplefionirt
thee tern.

Defined as the period of time from the start of a
transaction until the currently-addressed target is ready

to oornplete thefirst data transfer of the transaction. This
periodisaI1meI:ionoftheacoesstimeforthecurrerttIy-
addressed tar -- device.

a-

 

F?
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Master asserts Muster regelvas Master‘ aged: Target wart:

Arbtrtutton Latency Bus Acquisition Target Latency
_,_.. . .. _kfl.'anGY _ __ _ _

I-‘figure 64. Access Iatettcy Compoflents

 

 
 

 
 

 

 

 

PCI bus masters should always use burst transfers to transfer blocks of data

between themselves and a target PCI device (some poorly-designed masters

useasefiesofshtgledataphaseharmacfimmw t1'I.t1sfetahleckofdata).'Ihe _
transfer may consist of anywhere from one to an unlimited number of byha. :
A ‘bus master that has requested and has-‘been granted the use of the bus {its '.‘

GNT#isassertedbythearbiter)caru1otbe5inah'ansactionunfil the r.ur:ent=

bus master completes its l:ransacl:lon-in-progress. If the current master were
permittedto own the bus untilitsentiretransferwere campleted, itwfould be 3
possible for the current but master to lock out other bus masters from using 1*
the bus for extended periods of time. 'I'he-extensive delay incurred could" _
cause other bus masters (and!or the application prngnlns they serve) to *
experiatce poor performance or even to malfunction (buffer overflows or :
starvation may be experienced). ‘

As an example, a bus master could have a buffer full ccmditlon and is
requesting the use of the bus in order to of-lead its buffer contents to system .,

memory. If it experiences an extended delay (latency) in acquiring the bus to
begin the transfer, it may experience a data overrun condition as it receives '

more datafrern its associated device [such as a network) to be placed into its '-
buffer. '

In order to insure that the designers of bus masters at-edmlirtg withs-
predietable and manageable amount of bus latency, the PCI specifics f
defines two mechanisms: '

Master Latency Timer.

Target-Initiated Termioatlert. -
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Master Latency Timer: Prevents Master From

Monopolizing Bus

Locafion and Purpose of Master Latency Timer

The master latency timer, or LT, is in1p1emente_d_as a PCI oortfiguration.
‘registerin the bus master’: configuration. space. It is either initialized by the
configuration software at atartup time, or contains a. hardwired value. The
value contained in the LT defines the minimum amount of time (in 1'-‘CI clock

period.-I) thatthebusmasterispermittedtoretair1ownershipoftl1eb1Js
whenever it acquires bus ownership and initiates a transaction.

How LT Works

When the bus master detects bus idle (FRAME# and lRDY# cleasserted) and

its GI‘-IT# asserted, it has but: acquisition and may initiate a transaction. Upon
of the transaction. the "masters L1‘ is to the value written

to the LT by the configuration software at startup lime (or its hardwired
value). Starting an the next risingvedge of the PC! clock and on every

subsequent rising-edge, the master decrements its L'I‘by one.

Ifthemasteris inthemidstofa bursttransactison anclthearbilaerremoves its

GNT#, this indicates that the arbiter has detected a request from another
master and is granting ownership of the bus for the next transaction to the
other master. In other words, the current masherhasbeen preenrplsed.

If the current masters LT has not yet been exhausted (dacremented all the

waydowrmithasnotyetused up its timeslioeandmay retain ownership-of
thebua until either:

I it completes its bursttransaction or

0 its LT ucpiree,

whichever comes If it is able to complete its burst before expiration of its

‘LT; the other master lint has its GNT-# may assume bus ownership when it
detects that the current master has returned the bus to the idle state. If the

current master is not able to campiete its burst transfer before expiration of its

I6-1'l1';’it is permitted to complete one more data transfer and must then yield the
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If the current master has exhausted its LT, stillhas its GNT# and has not yet

completed itburst transfer, it may retain ownership of the bus and continue to
burst data until either;

- it completes its overall burst transfer or
a its GNT# is removed by the arbiter.

In the latter case, the current master is permitted to complete -data H I
h-arxsferandnmstthenyield thebus.

It should be noted that; when forced to prematurely terminate a data transfer,

thebus:nastermua1:”remember” whereit wasin the tr-ansfer.Afl:er abrief
period, it may then reassert its.REQ# to request bus again ao that it
may continue where it left off. This topic is covered in the chapter entitled
”Premature Trarnsaction 'I‘errru':naIion.”

la Implementation of L1‘ Register Mandatory?

Yes. It must be implemented as a read/writable register by any master that
performs more than two data phases per transaction.

can LT Value Be Hardwired {read-only]?

Yes, for amaster that performs one or two data phases per transaction,_ but
Ehehardwired value maynot exceed '16.

How configuration Software Determine Ttmoslico To ’
Be Allocated To Master?

The bus master designer implements a read-only register referred to as the
minimum grant (Min_Gnt] register. This register is found in the bus master's

-guration space. A value of zero indicates that the bus master has no’

specific requirements regarding the setting assigned to its LT. A non-zero
value indicates, in inerernents of 250115, how long a Iirrnesljne the master
requires in order to achieve adequate performance. The value hardwired inw ;' ,
fltisregisterbyfl1ebusmasterdesigrurassIm1esabusspeedof33I\dHz. .

Treatment of Memory Write and invalidate command

Any master perforating a memory write and invalidate command (see Iii‘-
chapters entitled "”I'he Commands” and "PCI Cache Support") should no§
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termirlate its transfenmtilit reaches a cache lineboundory (evenifits LThae
expiredandithasbeenpree1npted)m1leeeSI‘OP#i5aseerted byflie targetif
it readies a Codie line with its LT expired and its GNT# has been
removed. by the arbiter, the initiator must termirmte the iraneaclion. It’ a
memory write and invalidate command is terrninateci by the target (STOP#
asserted by a non-cacheable memory target), the master should -complete the

line update inmem9o_'_u_ains th.=_I=_teIrt.°ry write as soon as it.
'Cai:heable memoxy targets must not disconnect -at nielnorjr write and
invalidate command except at cache line boundaries, even if caching is
currently disabled. For this reason, the enooper (i.e., the host/PCI bridge) can

always assume that the memory write and invalidate command will complete
without if the access is within a memory range designated as
caeheable. '

Limit on Master's Latency

Is a rule that the initiator may not keep I.'RDY# deaeserted for more than eight
Pclclocks during any data If the initiator has no buffer space available
tostore read data, itmust-delayrequesfirug thehus until ishasroomfvoe the
data. On I write transaction, the irlitiator must have the data available before

it asks for the bus.

Preventing Target From Monopolizlng Bus

General

The problem of a bus masterhogging the bus is solved ‘by:

1. The inclusion of the LT ociated with each master.

2. The rule that requires the initiator to keep IRDY# deasserted for no longer

than eight PCI docks during any data phase.

It ie also possible, however, for a target with a very slow access time to -
monopolize the bus while a data item is being transferred betwem itself and

the current master. The target currently being addressed does not allow the

transfer ofadala item to oomplehetuttil itis ready. This is aocuirtpliehed by
holding off assertion of the target ready signal, 'l'RDY#', until the addressed
device is ready to complete the transfer of the data item.
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This problem is addressed in the PCI specification by requiring slow targets to
terminate a transfer prematurely if it will tie up the bus for long periods.
There are titres possible causes:

1, If the time to complete the first data phase will be greater than 16 PG

C.'LKs {from the assertion of FR_AME#). the target must (the revising 2.0
_ _ , _ specificatiort used the word--”shou1d""rat11er't.hah "miist")"iirm1edieteIy

issue a retry to the master. This rule applies to all new devices. There are

only two exceptions: memory read performed at startup time to copy an
expansion ROM image into RAM; and configuration accesses
startup (configuration accesses performed after startup must adhere to the

16 PCI clock limit). A hostfPCI bridge that is snooping is permitted to

exceedthe16clock1imit,butmayneverexceed32 clock-.s.Anexamp1e
would be a target with at-empty buffer that must access a slow devioe
get the requested data. This forces the master to terminate the transaction
with no data transferred, thus freeing up the bus for other masters to use.

After two PC! clocks have elapsed, the master that received the retry can
reassert its request and, when it receives its GNTI, reinitiate its

trértsaciion again. The start address" it issues is the address of the data
item that was retried.

2. If the target ascertains that it will take it more than eight PCI clocks to

complete the current data phase (this is referred to as the incremental

latency timeout) and it is not the final data phase (FRAMES? E still
asserted), the target issues a disconnect to the master when it is ready to
transfer the current data item. The master terminates the trartseclzloutwhet

the current data item is transferred and "remembers" the point of
tiiscortrtection. After two PC! clocks have elapsed, the master that
received the disconnect can reaasert its request and, when it receives its
GNT#, reinitiate its transaction again. The start address it issues is the

address of the data item after the one that the disconnect was detected on
earlier.

3. Han attempt to communicate with a target results in a collision on a busy
resource (e. , a PC! master is attempting a data trartsfier with an E553-
larget, but the EISA bridge recognizes that an EISA master currently own!
the Abus), the target should immediately issue a retry to the master-
This forces the master to terntirtate the transaction with no 6'3“
transferred. d1uafreeingup1hePCIhusfor other master.-stouse. AW
two PC! clocks have elapsed. the master that received the retry $3‘
vesssert its request and reinitiste its transaction again. The start addrefi '*
issues is the address of the data item that was retried. ‘

.'...-\.'.u~r..,..p.-.-
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For further in._f_orm'al'ion on terrttination and re-initiation. refer to‘ the chapter
entitled "I’remato1e Transaction Termination”

It should be noted that the incremental latency timeout, or target-initiated
termination. is completely inciependent of the master's L1‘. The target has no

visibility to the master's LT (and visa versa) and therefore cannot tell whether

ithas timed out or not This means that slow access targets (greater than eight
-' - — - cloclcsfr£Ilrtthe«stntt41£onedata-tl'ansfe:totitesi:artoithenext) always

(before or after LT expiration) disconnect from the master after each slow
aoeess, thereby haynerrting the overall burst transaction into a series of single
data phase transactions. Two examples of devices that might perform

" ciiscornteclzs are: ‘ ' "

‘ o TargeIathatareverysIowailofthethne(vh'ma]1yalliSAbusdevi
would fall into this category).

u A target Etat exhibits very slow aocess sometimes (perhaps became of a
buffer full condition or the need for mechanical movement) and would

therefore tie up the PCIbus.

» Target Latency on First Data Phase

The following rule was stated earlier: If the lime to complete the first data
phase will be greater than 16 PCI CLl<s, the target must (the revision 2.0
specification used the word "should" rather than “must”? immediately issue a

rel:-ytothe master. Thisruleappiiestoallnew devices.

A znaster-cannot depend on targets responding to the first data phase within
16 docks because this rule only affects new devices. Target devises designed

prior to the revision 2.1 specification can take longer than 16 clocks to
respond.

Options for Achieving Maximum 16 clock Latency

The urge’: can use any of the following three methods to meet the 16 clock
requirement:

1. ‘me simplest case is one where the target can always respond within 16
clocks. No special action is necessary.

2. In the second case, a" target may occasionally not be able to meet the 16

clock limit due to a busy resource {e.g., a video frame buffer is being
refreshed). In this case, the target issues a retry to the master.
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