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D.2.2.3 Predictive coding

Predictive coding & atechrique lo improve the compression thiough statistical redundancy. Based on values
of pels previously decoded, both the encoder amd decoder can estimate or predict the value of 2 pel yet 1o be
encoded or decoded. The difference between e predicted and actual valves is encodad. This difference value is
the prediction emor which the decoder can use Lo comect the prediction. Mosteror values will be simall and
cluster aroand te value O sinee pel viloes typically do not have large changes within asmall spatial
neighbourhood. The probability distribution of the prediction ewor is skewed and compresses betier than the
distributon of the pel values themselves. Addilional information can be discarded by quanuzing the
prediction eor. In this Tntemational §tandard predictive coding is also used for the do-valoes of successive
luminance or chrominance blocks and in the eacoding of motion vectors.

D2.2.4 Motion compensation and interframe coding

Mobtion compensation (MC) predicts the values of a block pels in a piciure by relocaring a block of
neighboyring pel values from a known picture. The motion is described as 2z two-dimensional motion
vectar that specifies where to retricve a block of pel values from a previously decoded picture that & used to
predict pel values of the cusrent block. The simplest exampile is 2 sceng where the camerz is not moving,
and no objects in the scene are moving. The pel values at each image Iocation remain the same, and the
motion vector for each block is 0. Tn zgereml however, the encoder may transmit a motion vector for each
macroblock. The translated block from the known piciure becornes a prediction for the block in the picture
tw be encoded. The technigue relics on the fact that within A short sequence of picnres of the same general
sczne, mary objecls emain in the same location while others move only a shont distance.

D.2.2.5 Frequency iransformation

Tte discrete cosine transfarm (DCT) converts an 8 by 8 block of pel values (0 an 8 by § matix of
horizonal and vertical spatial frequency coefficients. An § by 8 block of pel values can be reconstructed by
performing the inverse disaretz cosine ransform (IDCT) an be spatial frequency coeffidients. In general,
maost of the energy s coacentrated in the low frequency coefficients, which are conventionally wrillen in the
upper left comer of the ransformed mawrix. Camnpression is acHeved by a quantization step, where the
quanlization intervals are identified by an indez. Since the encodes ideniifies the interval and rot the exact
value within the inlerval, the pel valucs of the block recorstrucied by the IDCT have seduced accurnicy.

The DCT coefficient in Jocation (0,0) (upper left) of the block repres=nt the zer bonzontal and zero
vertical frequency and is called the de coefficient. The de coefficient is proportional to Lhe averge pel value
of the 8 by 8 bleck, and additional compression is providaed thrcugh predictive coding since the diffzrence in
the average value of peighbouring 8 by 8 blocks tends to be reltively small. The othzr coefficients
represent ane or more nonzeno horizontal or nonzero vertical spatial frequencies, and are called ac
ceefficients. The quantization level of the coefficients corresponding to the higher spafial fiequencies favors
the creation of en ac coefficient of [ by choosing a quantization step size such that the HVS Is unlikely 10
perceive the Ioss of the paricular spatial frequency unlzss the coeffiGent valve Bes akowe the particular
quantization kevel. The satistical encoding of the expected runs of consecutive zero-valued coefficients of
higher-order coefTicients accounts for considerable compression gain. To cluster nonzero coefficien's early in
the series znd encode as many zero coefficients as possible following the last nanzzro coefficient in the
orlering, the coeflicient sequence is specified o be a zig-zag ordering; see figure D.30. The ordering
concentrates the highest spatizl frequencies at the end of the series.

D2.2.8 Variable-length coding

Varizble-length coding (VL) isa staistical coding technique thar assigns codewards to values w be
encoded. Valoes of high frequency of occurrence are assigeed short codewords, and those of infrequent
occurmrence are assigned long codzwords. On average. the more frequent shorter codewords dominate, such
that the code string is shorer |han the original data.

D2.2.7 Picture interpolation

IF the decoder reconsiructs a picture (rom the past and a picture fram the future, then e iniermediae
pictures can be reconstrucied by the technique of interpolation, or bidirectional prediction. Blocks in the
iniermediae picres can be forward and backwarnd predicted and tanslaied by means of mation vectors. The
decoder may reconstruct pel values bedonging 1o a given block as an average of values from the pad and
fure pictures.
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D.2.3 Bitstream hierarchy

The ISOMEC 11172-2 coding scheme is amanged in layers comesponding toa bierarchical structure, A
sequence is the top layer of the codng hierarchy and consists of a header and some rumber of groups-
of-pictures {(GOPs). The sequence beader initializes the state of the decoder. This aflows decoders to
decode any sequence withoul being affected by pas| decoding hisiory.

A GOP is a random access point, i€ itis the smallest coding unit that can be independently dscoded
within a sequence, and consists of a header and some number of pictures. The GOP header contains time
and editing nformation.

A picture corresponds 1o a single framz of motion video, or lo a movie frame. There are four picture
types: I-pictures, or inlra coded picieres, which are coded without reference (o any other pictares; P-
pictures, or predictive coded pictures. which are coded using motion compensation from a previous Ior P-
pictare; B-pictures, or bidirectionally predictive coded pictures, which are coded using motion
compensation from a previoss and a future | or P-picture, and D pictures, or I} pichires, which are intended
anly for a fast forward search mode. A typical coding scheme contains a mix of L P, and B-piciures.
Typicelly, an I'picture may ocour pyery half a second, to give reasonably fast andom access, wilh two B-
pictures inserted betwesn each pair of [ or P-pictires.

\ I\ LY
NN \[v \ZV/*\/E&V/

Figure D.2 -- Dependency relationship between I, B, and P.pictures

Figure D2 illustrates anumber of pictures indisplay order. The arrows show the dependency relatiaship of
the predictive and bidirectionally predictive coded pictures.

Notz that because of the picture dependencies, the bitstream order, ie. the order in which pictures are
transmitted, stored, or retrieved, is not the display arder, bul rather the nrder which the decoder requizes them
to decode the bitsireamn.,  An example of a sequence of pictures, in display order, might be:

i BB P BB P BBP BBIBIEBUPIBIUEBP
g 1 2 3 4 5 ¢ 7 8 9 10 11 12 13 M4 15 16 17 18

Figure D.3 -- Typical sequence of pictures in display order
wheress the bigiream crder would be as shown below:

[ P BBPBBPBIERERIBEUPIBIBUPTGEH
O 31 2 6 4 5 9 7 8§ 12 10 11 15 13 14 18 15 17

Figure D.4 - Typical sequence of piectures in bitstream order

Because the B-pictures depend on the following (in display order) Lor P-picture, the [ or P-picture mus! be
transmitied and decoded before the deperndent B-picures.

Pictures ¢onsist of a header and one or more slices. The picture header contains time, picture type, and
coding informeticn.
A glice provides tome immunity 0 data corruption. Should the bitstream become unreadable within a

picture, the decoder shoulkl be able to recover by wailing for thenext slice, without haying 0 drop an entire
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Stices consist of a header and one or more macroblocks. At the start of each slice all of the predictors,
for dc values and motion vectors, are resel. The slice header comains position and guanizer scale
mformation. This 15 sufficient for recovery from local eormuption.

A macrablock i3 the basic unit for motion compensation and quantizer scale changes

Each macroblock consists of a header and six component § by § hlocks: four blocks of luminance, one
Blodk of Cb chrominance, and one block of Cr chrominance. See figare D.S. The macroblock beader
contains quantizer scale and motion crmpensation (nformaiion.

o] [ 5]
2 13

Y Cb Cr
Figure D.5 .. Maecroblotk structure

A macroblock contains a 16-pel by 16-line section of luminance canponeot and the spatially
corresponding B-pel by 8-line section of each chrominance canpuncnt. A skipped macioblock s one for
which no information is stored (see 2.4 4 4).

Note that the picture area covered by the four blocks of luminanee is the same as (e anea covered by each of
We chomirsance blocks. This is due © subsampling of the chrominance ifommatinn

Blocks are the basic coding unil, and the DCT is applied at this block level. Each block contains 64
componenl pels arrangzed in an 8 by § array as shown in Hgure D6,

Figure D.6 — Block structure
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D.2.4 Decoder overview

A simplified block diagram of a pessible decoder implementation is shown below:

" Invese
— ];‘lgr“* VIC | metvigzap | Toyee
= ) uantzer peT
: Forward
—el Previous . ) — s alav
Pidure Mc Adler — 7" %‘;2:_’ -
r Siore
== Inwrpolaed
_— MC
Fufire
%] Pidue Backward
Store " MC
Decaded Video

Figare D.7 — Simplified decoder block diagram

1t is instructive 1o follow the method which the decodzsr uses b decnds a bitstream containing the sequence
of pictures given in Fig DA, and display them in the order given m Fig D.3. The following descriplion &
simplified for clarity.

The input bitstream is accumulated in the Inpit Buffer until needed. The Vanable Length Code (VL)
Decoder decodes the header of the (st picwre, picwe (, and detennines thatit i an I-picture. The VLC
Decodes produces quantized coetﬁc:emscurtspmdmg to the quanozed DCT coefficients. These are
ascembled for each 8 by 8 block of pels in the image by inverss zig-zag scuming. The Tnverse Quaniizer
produces the actual DCT coefficients using the quantizaion sicp size. Thecoefficicoss arc tien ransiomed
into pel values by the Inverse DCT tensformer and stored in the Previous Picture Swre and he Display
Buffer. The picture may be displayed at the appropriate time.

The VL.C Decoder decodes the header of the next picire, picture 3, and determines thatit i a P-picture.
For each biodk, the VILC Decodzr decodes mation veetors giving the displscement from the siored previous
picture, and quantized coefficients coresponding 1o the quantized DCT coeffidents of the difference blodk.
These quantized coefficienis are inverse quantized 1o produce the actual BCT coefficients, The coefficicats
are then transformed into pel difference values and added to the predicied block produced by applying the
moticn vectors © blocks in the stored previous picture. The resultant bBlock is stored in the Fulure Picture
Store and the Dispiay Buffer. This picture cannot be displayed until B-pictures 1 and 2 have been eceived,
decoded and displayed.

I'he VLC Decoder decodes the beader of the next picture, picture 1. and deermines that it is a B-picture.
For each blodk, the VL.C dzcoder decodes motion vectoss giving the displacement from ihe stored previous
or future pictures o both, and quantized coelficients conespoading to the quantized DCT coefficents of the
differenee block These quandzed cocfFicients are inverse quantized 10 produce the actual DCT coefficents.
The coefficients are then inverse transformed into difference pel valoes and added to the predicied black
produced by applying the motion vectos o the siored pictures. Theresuliant biock is tien stored in the
Display Buffer. It may be displayed at the appropriate tme.

The \’LC Decoder decodes the header of the next picture, piclure 2, and determines that it is a B-picture. It
is decoded using the same method as for picture 1. After decoding picture 2, picture 0, which is in the
Previous Picture Store, is no Ionger needed and may be discarded.

The VL. Decoder decodes the beader of the neat picture, picture 6, and determines that it is a P-picture.

The picture in the Fulure Ficture Store s copled into the Previows Pictuse Store, then decoding proceeds as
for picture 3, Picture 6 should not be displayed uniil pictures 4 and 5 have been received and displayed.
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The VLC Decoder decodes the header of the next picturs, picture 4, and detzrinines that il is a B-picture. It
is decoded using the same method as for picture 1.

The VLC Decoder decordes the header of the next picture, picture 5, and determines that it isa B-picture. It
is decoded using the same method as for picture 1.

The VI.C Decoder decodes the header of the next picture, picture 9, and deermines that it is a P-picture. It
thzn proceeds as for piclre 6,

The VLC Decoder decodes the header of the next picture, picture 7, and determires hat i is a B-picture. 1t
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture &, and determites that it is a B-picure. 1
is decoded wsing the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 12, anc deternines that it is an I-picture. It
is decoded using the same method as for picture (), This process is repeared for the subsequent pictures.

D.3 Preprocessing

The souwrce material may exist in many forms, e.g. computer files or CCIR 601 format, but is peneral, it
must be processed before being encoded. This davse discusses some aspecis of preprocessing,

For 2 given data rate and source materigl, there is an ppiimum picture rate and spatial resolution at which io
code if the bestperceived quality is desired. If the resontion is wo bigh, thea oo many bits will be
expended on the overhead assodated with zach block lesving 1oo few o eode the values of each pel
accurately. If the resolution is 106 low, the pel valves will be rendered arcuralely, buthigh frequency detail
will be lost. The opiimnm resclution represents a radeoff between the vanous cocing artifacts (e.g. noise
and blockiness) and the perceived resolution and sharpness of the image. This tradeoff is further complicaed
by the unbmowas of the final viewing conditions, €.g. sareen brighmess and the distance of the viewer from |
the soreen,

Al datarales of 1 1o 1,5 Mbiis/s, reasomabie choices are: picture rates of 24, 25 and 30 pictures/s, a
horizontal resolution of between 250 and 4400 pels, and a vertical resclution of between 200 aad 300 Iines.
Note that these values are not nonnative amd other picture rates and resolutions are valid.

D.3.1 Conversion from CCIR 601 video 1o MPEG SIF

The two widely used scanning standards for colour television are 525 and 625 linesat 29,97 and 25 frames/s
respectively. Thenumber of lines containing picture information in the transmitted signal is 484 for the
5254inz sysiem and 576 for the 625-line sysiem. Both nse interlaced scanning with twa figlds per picture.

CCIR Recommendation 601 definzs standards for the digital coding of colour television signals in
component form. Of these the 4:2:2 standard has becmne widely adopted; the sampling frequency used for
the fuoninance signal, Y, is 13,5 MHz and the two colour difference sigrals, Cb or B-Y and Cr ar R-Y, are
both sampled al 6,75 MHe, The number of luminance samples in the digital active line is 720 but only
about 702 will be used in practice by the analogue active line.

The number of pictre clements in the heightand width of the picture, in the slandards defined above, are

t00 large for effective coding at data rates between 1 and 1,5 Mbit/s. More appropniate values are obtamed i
by decreasing the resolition in both directions @ 2 balf. This reduces the pel rate by 2 facor of four. I
Intedace should be avoided as it increases the difficulties in achieving low data rates.

One way o reduce the vestical resolution is o vseonly the 0dd or the even fields. If the other Tield is
simply discarded, spatial aliassing will be introdvced, and this may produce visible and objectionable
antifscts. More sophisticared methods of mie conversion require more computational power, but can
perceplibly reduce the 2liasimg artifacts,

The borizontal and vertical resolutions may be halved by filtering and subsampling. Consider a piciure in
the 4:22 formal. See the CCIR 601 sampling patem of figure D8(a). Such a sampling patiern may be

converied to the SIF sampling patiern of figure D.3(b) as follows. The odd ficld only may be exiracied,
reducing the number of lines by two, and then 2 horizontal decimation filter vsed on the remaining lines to
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reduce the horizontal resolugion by a factor of two. In addition the chraminance values may be vertically
decimated. The filiers for luminance and chrominance have (o be chosen carefully since particular attenion
hastobe given to the location of the samples in the respective [ntersational Standards. The temporal
relationship between luninance and chrominance mustalso be comrect.

P © ¢ © ¢ o o 0
P © ¢ O 0 [ I

D O Q¢ O @ o o o
4 © ¢ © ¢

P o @ O ¢ o 0 0
P © ¢ © 0 [ (]

b o ¢ o O @ 0 O

(a) Sampling paitem for4:2:2 (CCIR 601) (b) Sampling pattem for MPEG (STF)

Circles represent lumiaance; Boxes represent Chrominznce
Figure .8 -+ Conversion of CCIR 601 te SIF

The fallowing 7-ap FIR filler has been fonrd (o give good resulis in decimating the luminance:

|29 ] o [ &8 fisg] 88 | o | 291 w2se

Figure D.9 -- Laminance subsampling filter tsp weights
Use of a power of twa for the divisar alfows a simple hardware implemzntation,

The chromizance samples have Lo appear in the between the lominance samples both horizontaily and
vertically. The following linear filter with a phase shifi of halfa pel may be found useful,

L1 [3)13[1] ns

Figure D.I0 -- Chreminance subsampling filter tap weights
To recover the samples consisten! with the CCIR 601 grid of figure D.8(a), the process of interpolation is
used. The mierpolation filter applied to a zero-padded signal car be chosen w be egual o the decimation
filter employed for the luminance and the two chrominance values in the encoder.
Note that these filters are not part of the Tntemational Siandard, and other filizrs may be uszd.
At the end of the lines some special technique such as renormalizing the filter or replicating the last pel,
must be adepted. 'The following examplz shows a horizonwl line of 16 (uminance pels and the same liae
after filtering and subsampling. In this examplz the dag in the line is reflected at each end.

10 13 i 30 5 15 19 11 i 19 i6 45 10 90 92 o0
12 32 23 9 L2 49 - L 92

Figare D.11 -- Example of filtering and subsampling of a lime of pels
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The result of this filtering and subszmpling is a sousce ivput format (SIF) which has a luminance
resolution of 360 x 240 or 360 ¢ 288, and a chrominance resolution which is half that of he luminance in

each dimension,
720
434 720 Dup 380
/576 {288
CCIR 601 Y N Odgfe“ —— | sF fz‘;z
Select ly Horizontal
1 Field Fiter and
Subsample
{a) Luminance
362
i
30 80 |
484 242 : 242 180 i
CCIR 601 . 1576 Odd /2886 /258 SIF 121
YV ssea Feld 1 Korzontal Vertical A
1 Field Filter and Fikter and
Subsample Subsample

(b] Chrominance
Figure D.12 -- Conversion from CCIR 601 into SIF

The SIFis not quitz optimum for processing by MPEG video coders. MPEG video divices the Juminance
compenent inio macioblocks of 16x16 pels. The horizontal resolution, 360, 1 not divisble by 16, The
same is e of e vertical resolution, 242, in the case of 525-line systems. A better maich is oblaimed n
the horizonial direction by discarding the 4 pels at the end of every line of the subsampled picure. Care
must be taken that this results in the comect configumton of anmance and chrominance samples in the
macercblock The remaining piclure is called the significant pel area, and eomesponds to the dark area in
figureD 13
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240
or
288

Luminance

2 176 2

Crol
Figure D.13 — Seurce input with significant pel area shaded dark

Th= conversion process is summarized in tsble D1,

Table D.1 -- Conversion of soarce formats
Picnrz Rate (Jz) 20,97 25
Piciure Aspect Ratio (widthe height) 4:1 4:3 _—
Luminance (Y)
CCIR Sample Resolution 720 1 484 720 x 576
SIF 360 x 242 360 x 268
Significant Pel Area 352 = 240 157 x 258
Chromimance (Cb Cr)
CCIR Sample Resolution 360 x 484 360 x 576
SIF 180 x 121 180 x 144
Significant Fel Area 176 x 120 176 x 144

The preprocessing n the SIF formal is not normative, other processing steps and other resolutions may
be used. The picture size need not even be a multiple of 16. In this case an MPEG video coder adds
padding pels 10 theright or bottum edges of a picture in order to bring the transmitted resolution up foa
multiple of 16, and the decoder discards these after decoding the picture. For example, a horizontal
resolution of 360 pels conld be coded by adding 8 padding pels tothe right edge of each horizontal row
bringing the iotal up v 368 pels. 23 macroblocks would be coded in each row. The decoder would discan
the extra padding pzls afier decoding, giving a fiml decoded borizontal resolution of 360 pels,

D.3.2 Conversion from film

If film material can be digilized at 24 pictures/s, then it forms an excellent source fer an ISO/IEC 11172-2
bitstream. [t may be digitized at the desired spatial resolution. The picture_rate field in the vidzo sequence
header, see 2.4.2.3, allows the picture rate of 24 picturesis to be specified exacily.
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Sanetimes the source material available for compression consists of filln material which has been
converied (0 video al some other raie. The encoder may detect this and recode at the origizal flm rate. For
example, 24 piclures/s flm material may have been digitized and converted 1o a 30 frame/s system by the
technique of 3:2 pulldown. In this modedigitized pictures are shown altemalely for 3 and for 2 eelavision
field times. This altenation may nol be exact since the actual frame rate might be 29,97 frames/s and ot
the 30 frames/s that the 3:2 pulldown technigue gives. To addition the pulldown timing might have been
changed by editng and splicing after the corversion. A sophisticaied encoder might detect the duplicated
ficlds, average them to reduce digitization roise, and code the result at the original 24 pictires/s rare. This
should give asignificant impovement in quality pver coding at 30 pictures per second, since direct coding
at 30 pictures’s destrays the 3:2 pulidown tming and gives a jerky appearance 10 the final decoded video.

D.4 Model decoder
D.4.1 Need for a decoder modeal

A coded bitstream contains different types of pictres, and each type ideally requires a different nuniber of
bits to encode. [n addition, the video may vary in complexity with time, and an eaceder may wish to
devote more coding bits to one parl of a sequence than 1o another For constant bitrate coding, varying the
number of bits dliocated to each picture requires that the decoder have baffering to store the bils not needed
todecode the immediate picture. The exient to which an encoder can vary the mumber of Lits allocated w
each picture depends on the amount of this buffering. If the amount of the buffering s large an encoder can
use greales varizions, increasing the picture quality, bat at the cost of increasing the decoding delay .
Exncoders neal i know Ihe size of the amount of the decoder's buffesing in onder to determine o what exient.
they can vary the distribution of coding bils among the pictures in the sequence

The model decoder is defined to solve (wo problems. It constrins (he variability in the nember of bits thal
may beallocated to different pictures and itallows a decoder 1o ivitialize ils buffering when the system is
started, It should be noted that Farl 1 of this Intemational Standard addresses the initialisation of baffars and
the maintenance of synchronisation during playback in the case whea two or more elementary strezms {(for
example one audio and one video siream) are multiplexed together. The tools defined in ISOAEC 111721
for the maintenance of synchronisafion should be used by decoders when multiplexed streans are bzing

played.

D.4.2 Decoder model

Anncx C contains the definition of a parameterized mode] decoder for this purpese. Ik is known asa Video
Buffer Yerifier (VBV). The parameters used by a particular encoder are defined i the bitstrzam. This really
definzs a model decoder that is needed if encoders are to be assured that the coded bitstreams they produce
will be decodable, The model decoder looks like this:

Figure D.13 - Model decoder

A fixed-rate chanrel is assumed to put bits at a constant rate into the Input Buffer. At regolar intervals, set
by the pictare rate, the Picire Deceder instantansously removes all the bits for the next picture from the
Input Buffer. If there are oo few bits inthe Input Buffer, ic. all the bits for the nexi picture have not been
received, then the Input Buffer underflows and there is an underflow zror. I, during the tine between
picture stans, the capacity of ihe Inpul Buffer is exceeded, then there is an overflow errar,

Practics] decoders differ from this model in several inportant ways. They may implement their buffering at

a different point in the decoder, or distribute it throughout (he decoder. They may not remave all the bits
required (o decede a picure from tie Input Buffer instantancously, they may not be able to control the start
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of decoding very precisely as required by the buffer fullness parameter in the picture heades, and they lake a
finite tme to decode. They may ako be able 10 delay decoding for a shon time to reduce the chances ol
underflow occuring. But these differences depend in degree and kind on the exact methed of fmplementzticn,
To satisfy requirements of different implementations, the MPEG videa cornmittes (ISO/IEC JTC1

SC2oMW G1T) chose a very simple model for the decoder. Practical implementations of decoders must
ensure that they can decode the bitstream constrained by this model. [n many cases this will be achigved by
using an Input Buffer that is birger than the mmimum required, and by using a decoding delay that is larger
than the value derived om the vov_delay parameter, The designer must compensate for differences between
the actual design and the model in order 1o suarantes thatthe decoder can handle any bisueam thaf sarisfies
the model.

Enceders monilor the status of the model to control the encoder so that overflow problems <o vot
occur. The calculated buffer fullness is wansmitied at the stact of each piciure so that the decoder can
maintain synchropization.

D.4.3 Buffer size and delay

For coustant bitrale operation each picture beader contains a vbv_delay parameler 10 enable decaders to start
their decoding corredly, This parameter defines the tGme needzd to fill the Input Buffer of figure D.14 from
an empty state to the correct level immediately before the Picture Decoder removes all the bits for the
picture. This time is thus a delay and is measured io units of 1/90 000 s. This numbes was chosen becase
iLis almost an exact multiple of the picure durations: 1/24, 1725, 1/29,97 and 1/30, and becawse it i
compaable in duratipn o an audio sample.

The delay is given by
D = vhv_delay / 90 000 &

For example, if vbv_delay were 9 000, then the delay would be 0,1 sec. This means that at the startofa
picture the Input Buffer of the model decoder should conlain exactly 0,1 s worth of data from the: input
bitstream.

The bitrate, R, is defmed n the sequence keader. The number of bits in the Input Bufier at te begianmg
of the picture is thus given by:
B=D%*R =vhv_delay * R / 90 000 bits

For example, if vbv_delay were 9 (0 and R were 1,2 Mbiis/s, then the number of bits in the Input Buffer
worlld be 120 000,

The constrained parameter bitswream requires hat the Input Buffer have a capacity of 327 680 bits, and B
should never exceed this value.

D.5 MPEG video bitstream syntax

This clause describes the video bitstrezum in a top-down fashion. A sequernce is the wp level of video coding.
Itbegins with asequence header which defines importat paramelters nesded by the decoder. The sequance
header is followed by one or more groups of piciures. Groups of pictures, as the name suggests, consist of
one or more mdividual pictures. The sequence may contan additional sequence headers. A sequence is
terminated by asequence_end_code. ISOMEC 11172-1 allows cansiderable Aexikility i specifying
application parumeters such &s bit rats, picture rate, picture resolution, and pictire aspect ratio. These
paramelers are specified in the sequence header.

If these parameiers, and some others, fall within certain Emits, then the bitsirezm is called a constrained
parameter bilstream.

D.5.1 Sequence
A video sequence comInences with a sequence header and is followed by one or more gioups of pictures and
isended by asequence_end_cnde. Additional sequence headers may appear within the sequence. Ineach

such repeated sequence header, all of the data slements with the parmited exception of those defining
quantization matrices (load_intra_quantizer matrix, load non_intra_ruantizer_mawix and optionally
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intra_guantizer_matrix and non_intrz quantizer_matix) shall have the same vakies as the [irst sequeace
beader. Repealing the sequence heacer with |ts daa clements makes rardom aceess into the video sequence
possible. The quantization matices may be redefined as required with esch repeates] sequence header.

The encoder may set such paramelers as the picture size and aspect ratic in the sequence header, (o define the
Tesources (hat a decoder requires. [n addition, user data may be mcluded.

D.5.1.1 Sequence header code

A coded sequence begins wilh 2 sequence header and the header starts with the sequence stan code. Tts value
is:

hex: WD ES

binary: 0000 (00 0000 6000 0000 0001 1011 0011

This is & unigue string of 32 bis thar canpot be emulated anywhere else in the bitstream, and is byte-
aligned, as are &l start codes. To achieve by aligument the sncodermay precede the sequence start code
with any pumber of 2e1o bits. These can have a secondary function of preventing decoder input buffer
underflow. This procedare is called bie sTuffing, and may be performed before any start code, The stuffing
biis must all be zero. The decoder discards all such stuffing bits.

The sequence siart code, like 21l viden stant codes, begins with a siring of 23 zeros The coding scheme
ensures that such a string of consccutive zeres canmct be produced by any other conbiration of codes, L.e. it
cannot be emulated by other codes in the video bitstream, This string of z2ros can only be prioducedby a
start code, or by swffing bits preceding a start cods.

D.5.1.2 Horizontal size

This is 4 12-bit number representmg the width of the picture in pels ie. the borizootal resolution. It is an
unsigned infeger with the mostsignificant bit first. A value of zero 1s potallowed (0 avoid start code
emulation) so the legal range is fom 1 to 4 093, In practice values are usvally a multaple of 16, Al 15
Mbits/s, a popular horizontal resolution is 352 pels. The value 352 is dedived fram balf the CCIR €01
harizontal resolution of 720, roanded down o the nearest multiple of 16 pels, Otharwises the encoder must
fil out ihe picture on the right 1o the next higher multiple of 16 so thal the last few pels canbe coded in 2
macroblock. The decoder should discard these extra pels before display.

For efficient coding of the extra pels, the encoder shonld ald pel values that redece the number of bits
generated in the wransformed block . Replicating Lhe Iast column of pds & uswally superior to filling in the
remaning pels wilh a gray level.

D.5.1.3 Vertical size

This is a 12-bit numnber representing the beight of (he pictore in pels, i¢. the vertical resolution. 1tis an
unsigned integer with the mostsignificantbit frst A value of zeio Is not allowed {to avaid start code
emulation) so the iégal range is from 1to4 095. In practice values are usaally a multiple of 16. Note thag
the maximinn valve of slice_vertical_position is 175 (decimal), which corresponds to a picture helght of

2 800 lines, At 1.5 Mhits's, a popular vertical resolation is 240 0 288 pels. Valves of 240 pels are
conveniznl for interfacing to 525-lne NTSC systems, and values of 288 pels are mose appropriate for 625-
line PAL and SECAM systems.

If the vertical resoluion is npt 3 multiple of 16 lives, the 2neoder must fill out the picture 2 the bottom (o
the next higher multiple of 16 so that the last few fines can be coded in a macroblcek. The decoder should
discard these exra lines before display.

For efficient coding, replicating the kst line of pels is wsually beter than filling in the remaining pels with
a grey level,

D.5.1.4 Pel aspect ratic

This is a four-bit mpwber which defines the shape of the pel on the viewing screen. This &5 needed since the
homzontal and vertical piciure sizes by thems=lves do not specify the shape of the displayed picture,

The pel aspect rativ does not give the shape directly, but is an ndex 1o the following look up table:
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Table D.2 -- Pel aspect ratio

HEIGHTAVIDTH COMMENT |
undefined Fortidden
1,0 square pels
0,6735
0,7031 16:9 523-line
0,7615
0,8055
0,8437 169 523-line
0,8935
0,9157 T02x575 aL 43 = 0,9157
0.9815
1,0255
1,0695
1,0850 T11x487 ar 43 = 1,0950
L,1575
12015
undefined reserved

The code 0000 is forbidden (o aveid start code emulation. The code 0001 has square pels. This is
appropriate for many computer graphics sysiems. The code 1000 is suilable fordisplaying pictures on the
625-line 50Hz TV sysiem (see CCIR Recommendarion 601).

height / width = 0,75 7 702/ 5§75 = 09157

The code 1100 is svitable for displaying pictures on the 525-line 60Hz TY system (see CCIR
Recommendation 601).

heipht / width = 0,75 % 711 / 487 = 1,0950
The cnde 1111 is reserved for possible future extensions o this part of ISOMEC 11172,

The remaining poivts i the table were filled in by interpolating between these two points 1000 and 1100
psing the formula:

aspect ratio = 0,5855 + 0,044N

where Nis the value of the code in table D.2. These addidonal pel aspect ratios might be useful for HDTV
where ratios of 156:¢ and 5:3 have been proposed.

It is evident tat the specification dees not allow all possible pe! aspect ratios to be spzcified. We therefore
presume that z certsin degree of tolerance is allowable. Encoders will converi the actual pel aspect ratio o
the nearest valie in the table, and decoders will display the decoded values to the nearest pel aspect ratio of
which they are capzble,

D.5.1.5 Picture rale

This is afour-bit integer which is an index to the following table:
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Table 1.3 «« Picture rate

CODE___ |[PICTURES PER SECOND
0000 Forbidden
0001 23,976 |
0010 % l
0011 2 !
0100 297
0101 0
0110 50
0111 59,94
1000 €
1001 Reserved
| 1311 Reserved

The allowed picture tates are commonly available sources of analog or digital sequences. Uneadvantage in
not allowing greater flexibility in piclure rates is that standard technigues may be used o convert to the
display rate of the decoderif it does not maich the coded mle.

D515 Bit rate

The bit rale is an 18-bil integer giving the bil rate of the data channel in units of 400 bits/s. The bit rate is
assumed 0 be constant for the entire sequence. The actoal bil rate is rounded up 0 the nearest mulliple of
400 bits/s. Forexamplz, a bit rate of 830 100 bits/s would be rounded np to B30 400 bits/s giving a coded
bit rate of 2 0176 units.

Ifall 18 bitsare 1 then the bilstream is miended for variable bit rate opeiation. The value zero is forbidden.

|
For constant bii rale opzration, the bit rate is used by the decoder in conjunction with the vby_delay !
paramcier in the picture header to maintain synchronization of the decoder with a consiant rate daia channel, \
If the siream is moltiplexed using [SO/IEC 11172-1, the ime-stamps and sysiem clock reference

infomation (efined in ISOYIEC 11172-1 provide a more appropriae oal for performing this functon.

D.5.1.7 Marker bit

The bitrale is followed by a single reserved bit which is always set o 1. This bit prevents emulation of
start codes.

D.51.8 VBY buffer size

“The buifer size is a 10-biLinkeger giving the minimum required size of the input buffer in the model decoder
in umits of 16 384 bits (Z 048 bytes). For example, a buffer size of 20 would reguire an input buffer of 20
x 16 384 = 327 680 bits (= 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably ron into buffer overflow problems while the sequence 1s being decoded.

D.5.1.9 Constrained Parameter flag

If certain parameters specified m the bistream fall within predefined limits, then the bitsteam is called a
constrained parameter bitsiream. Thus the consirained parameter bitstream is a standard of periormancs
giving guidelines 0 encoders and decoders to facilitale the exchange of bitsreams.

The bitrate parameter allows values up 1o aboul 100 Mbits/s, but a constrained parameter bitstream foust
have a bit raie of 1,856 Mbis/s or less. Thus the bil rate pasameter must be 3 712 or less,

The picture rate parameter allows picture rates vp 0 60 picturesis, bui a consirained parametes bitstream
must have a picture rare of 30 piclares/s or less.

The resolation of the coded picure is also specified in the sequence header. Horizontal resplutions up to

4095 pels are allowed by the syniax, bot in a constrained parametar bilstream the resolution is lmited to
768 pels or less. Vertical resolutions up 10 4 095 pek are allowed, but that i a constrained parameter
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bitstream is limited w0 §76 pels orless. Ina constraired parameter bitstream, the tomal number of
macroblocks per picure is fimited to 396 ‘This setsa hmit on the maximum area of the pictare which is
only about one quarter of the area of a 720x576 pel picare. In aconstrained parameter bilsteam, the pzl
rate is {imited © 2 534 400 pele/s. For a given picture rate, this sels another Emit on the maximum area
of the picurz. (f the picture has the maximum arez of 396 macroblocks, then the picture rate is restricted o
25 pictures/s of less. If the picture rate has the maximum corstrained value of 30 pictures/s the maximum
area is limited 10 330 macroblocks.

A consirained paramzter bitstream can be decoded hy 2 model decoder with a buffer size of 327 680 bits
withowt overflowing or underflowing during the decoding process. The maximuwn bofler size that can be
spedified for a constrined paramerer bistrzam i 20 wnits.

A constrained parameter bilstream uses a farward_f code or backward £ code less than or equal to-4. This
constrzins the maximum range of motion vectors thatcan be epresenied in the bitstream (see table D.7).

If all ikese conditions are met, then the bitstrean) is canstrained and (be constrained_parameters_flag in the
sequence header should be set to 1. TF any parameter is exceeded, the flag shall be set @ 0 ¢o inform
dzceders that more than a minimum capability is required o decode the sequence.

D.5.1.10 Load intra quantizer matrix

“This isa one-bit flag. If it is set to 1, sixty-four 8-bit integers follow. These define an 8 by 8 set of
weights which are used to quantize the DCT coefficients. They ae ransmitted in the zigzag scan order
shown in fgure D30. None of these weights can be zere. The first weight must be eight which maiches
the fixed quantization level of the de coefficient.

1f the flag is set 10 zero. the intra quantizafion matix must be reset (o the following defavlt value:

$§ 16 19 22 26 17 29 M
16 16 22 24 27 29 34 37
19 22 26 27 29 34 34 38
22 16 27 29 34 37 40
26 27 29 32 35 40 48
27 29 32 35 40 48 S8
27 29 34 38 46 56 69
29 35 38 46 36 69 83

SERRE

Figure D.15 -~ Default intra quantization matrix
The default uantizalion mavix is based on work performed by ISO/IEC ITC SC2/WG 10 (JPEG) [6].
Experience has shown thal it gives good results over 1 wide range of video malerial. For resolutions close
10 3502250 here should normnally benonéed to redefine the intra quantization matrix. Ifthe picmre
resolution departs significandy from this nominal resolution, then some dther matrix may give perceplibly
better results.

The weights increase w the rght znd down. This reflects the human visoal system which is less sensitive
o guarntization noise at higher frequencies.

0.51.11 Load non-initra quantizer mafrix

This is a one-bit flag. If it is set (o 1, sixty-four 8-bit inegers follow in zigzag scan order. Nome of these
integers can be zero.

If the flag is set to zevo. the non-intrz Guantization matrik must be reset 1o tie following defanlt value
which consisis of all 16s.
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16 16 16 16 6 15 16 16
16 16 16 16 16 15 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 18 16
6 16 16 16 16 16 16 |6
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

Figare D.i6 -- Deflault non-intra quantiration matrix

‘This Mat cefauk quantization matix was adopted from FH 261 which uses a flat matrix for the equivalent of

P-pictures [3]. Litle work has been perfoned o detemmine the optmam non-intra matrix for MPEG video

coding, but evidence suggests that it is more dependent on video material than is the Intra matrix. The

optimum non-intra matrix may be somewhere between the flat default non-intra matrix and the strongly

frequency-dependent values of the defanlt mtra matriz. ‘

D.5.1.12 Extension data
This start code is byte-aligned and is 32 bits long, 1ts valoe is

hea: 00 00 01 BS
binary: 0000 0000 00G0 0000 DOXO 000 1011 OLOL

Itmay be preceded by any namber of zeros. 1t 1§ present then it will be followed by an undelermined

numbes of databyles terminated by the nex( stat coce, These data bytes are reserved for future extensions

1o this part of ISOMEC 11172, and should nat te generated by cocoders. MPEG video decoders should have '
the capability o discard any extension data found.

D.5.1.13 User dala

A user daf start codz may follow the optional exension data. This start code s byte-aligned and is 32 bits
long, Iis valoe is

hex: 00 00 01 B2
binary: 0000 0000 0000 (G000 DOOO G001 1011 0010

[t may be preceded by any number of zeros. Ifitis present thea it wiil be followed by an indetermined
nunber of data bytes terminated by the next start code, These data bytes can be used by e encoder for amy
purpose. The oaly resiriction en the data is (hat they cannot emulate a start code, evenif not byte-aligned,
This means tha asing of 23 consecutive zeras must nol occur. One way (0 prevent emilation is o force
the most significant bit of allemale byes tobea 1.

In closed encoder-decoder systems the decoder may te able to wse the data. In the more genesal case,
decoders saould be capable of discarding Lhe wser data,

D.5.2 Group of pictures

Twodistivet picture orderngs exist, he disphy order and the bitstrezm order (as they appear in the video
histream). A group of pictures (gop) is asel of pictures which are contignous in digplay order. A group of
pictures rmist contain at least one [-picture. This required picure may be followed by any number of [ and
P-pictures  Any numiber of B-piciures may be interspersed betwesn each pair of 1 or P-piciures, and may
also yrecede the first T-piciure.

Property 1. A group of pictercs, in bitstream order, muststart with an [-picture and nay be followed by
any number of [, P or B-pictures ia any order.

Property Z. Another propesty of a group of pictures is thal itmust begin, n display order, with an X or a B-

picture, and must end with an [ o7 a P-picure. The smallest group of pictures consists of a single Ipicture,
wherzas the kargest size is unlimitzd.
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The original concept of a group of pictures was a set of pictures that could te coded and displayed
independently of any other group. In the final vession of Lhis part of ISO/IEC 11172 this s not always
true, and any B-pictures preceding {in display order) the first I-picture in a grouwp may require the last picture
n the previons group in order © be decoded. Nevertaelzse encoders can sull construcl groups of pictives
which are independent of ore another. One way to do this is to omit any B-pictures preceding the first 1-
piciure. Another way is © allow such B-piciures, but to code them wsing only backward motion
compensation.

Property 3. From a coding point of view, a concisely staled property is that a group of pictures begins
witl 2 group of pictures beader, and either ends at the nextgroup of pictures header or at the next sequence
header or al the end of sequence, whichever comes fist

Some exarmples of groups of pictures are given below:

b B o e e
=owm
> izl by - &5/
== e =
e
W w
mow

B P B B P
B1 BB X I
Figure D17 -- Examples of proups of pictures in display order

These eramples illustrate what is possible, and do not constitute a suggestion for structures of groups of
prctures,

Group of pictures start code

The group of piclurss header stans with the Group of Pictares start code. This code is byte-aligned and is
32 bits long. Tis value is

hex: 000001 B8
binary: 0000 000D 0000 (000 0000 0001 1011 1000

It may be precedzd by any number of zeros. The encoder may have inserted some zeros fo getbyie
alignment, and may have inseried additional zeros to pravent buifer inderflow. An editor may have inseried
zems in order to match the vbv_delay parameter of the first picture in the group

Time code

A fime codz of 25 bits immediately follows he gioup of pictures start code. This encodzs the same
information as the SMPTE time code [4)

The time¢ code can be broken dowa inte six fields as shown in able T4

Table D.d — Time code fields

FIELD — | B1s [ VALUES
Drop frame flag 1
Hours 5 VB
Minotes 6 0w 5
Fixed 1 |
Seconds 6 w9
Picture number 0 I to 60

The time code refers 1o the first piciure in the groupin display order, i.e. the first picture with a emporal
reference of zero. The SMPTE time code is included to provide a video time identification to applications.
It may be discontinnoss. The presentation time-stamp in the System layer (Par 1) has a much bigher
precision and identifies the lime of presentation of the picture.

8
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Closed GOP

A one bit flag follows the time code. Tt denotes whether the group of picmres & open or ¢losed, Closed
groups can be decoded without using decoded pictures of the previous growp for motion compensation,
whereas open groups require such piciores 1o be available

A typical example of a elosed group is saown in figure D.18a.

I B B BB P B B E B B P
o 1 2 3 4 5 & 17 & 8§

13 11 a2
(a)closed group
B B I B B P B B FP B B P B B F
0 1 2 3 4 5 6 7 &8 9@ 10 11 12 13 M

(b) open ar dosed group
Figure D.18 -- Example groups of pictures in display erder

A less typical example of 2 closzd group is shown m figure D.18b. In this example, the B-pictures which
precede the first I-picture must wse backward motion com pensation only, i.e any motion compensation
st be baseid only on piciere nomber 2 in the group.

Ifthe closed_gop flag is set to O then the group is open. The first B-pictures that precede the first [-picture
inthe group may bave been encoded using the Last picture In the previous group for motion compensation.

Broken link

A oneg hit flag fellows the closed_gop flag. Tt denotes whatker the B-pictures winich precede the fust [-
pictwre in the GOP can be cormectly decoded. 1f it issef to 1, these pictures cannot be correctly decoded
because the I-picture or P-picurz from the previous gmup pictures that is required to form the precictions is
nat availatle (presumably because the preceding group of pictures has been memoved by editing). The
decoder will probably choese nat to display these B-pictures.

If the sequence is edited so that the onginal group of pictures no Ionger precedes the cusrest group of
pictures then this flag normally will be st 1o | by theeditor. However, if the closed_gop flag for the
current grawp of pictures is set, then the editor should not set the broken_link flag. Because the group of
pictures is closed, the first B-piciures if any) can still be decoded comectly.

Extension dala
This stert code is bytz-aligned and is32 bits long. [is value is

hex: 00 00 D1 BS
bmary: 0000 0000 0000 4000 DODO 0O 1011 D101

Itmay be preceded by any number of zejos. If itis present then it will be followed by an wndetermined
number of data byles terminated by the nex( start code, These data bytes are reszrved for future exensions
to this part of ISOAEC 11172, and should not be gencrted by encoders. MPEG videe decoders shauld have
the capability to discard any extension data foynd.

User data

A user data siart code may follow the optional extension daa. This start coce is byte-aligned and is 32 bits
long. lis value is

hex: 00 00 01 B2
bimary: 0000 00G0 (000 0000 DO0D 0001 1011 0010

It may be proceded by any numnber of zeros, IF it is present then it will be followed by an undetermingsd

number of data byks tenninated by the nexi start code. These data bytes can be used by the encoder for any
purpose. The onty restriction oa the dam is that they cannol emulate a siart code, evenif notbyie-aligned.
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This means that a string of 23 coasecutive zeros must noi occwr, One way o prevert emulation is to forcs
the most significant bit of alternate byies tobe a 1.

In dosed encoder-decoder systems the decoder may be ablz 10 we the data. Tn the more general case,
decoders should be capabie of discanding the oser data

D.5.3 Picture

"The picture layer contains all the coded information forone picusre. The header identifies the temporat
reference of the picture, the picture coding type, the delay in 1be video buifer verifier {VBV) ang, if
appropriate, the range of metion vectors used.

D.5.3.1 Picture header and start code

A picture begins with 2 picture header. The header starts with 2 picture start code. This eode is byte-akigned
andis 32 bids long. Its value is:

hex: 00 00 G1 DO
binary: 0000 Q000 0000 0000 GOCO 0001 0000 OCOO

1i may be preceded by any namber of zeros.

D.5.3.2 Temporal reference

‘The Temporal Reference is a ten-hit number which can be usad to define the order in which the piclures
musi be displayed. It may be vseful since pictures are not transmiited in display order, but rather in the
order which the decoder needs (o decode them, The first pictare, in display order, in each group must bave
‘Temporal Reference equal to zere- This is incremened by one for each picture in the group,

Some example gooups of pictures with their Temporal .Rel’crenoe niwnbers are given below:

Example{a)in T B P E P

display order 0 1 2 3 4

Example(a)in 1T P B P B

decodingorder 00 2 1 4 3

Exampleth)in B B [ E B P BE B P B B P
display ondes 0 1 2 3 4 5 6 7 8 9 1011
Examplep)in I B B P B 38 P B B P B B
coded order 2 01 5 13 8 6 7 119 10
Example(cc)din B T B BE B 3 P B I B B I I
display order 0 1 2 3 4 5 6 7 % 9 10 11 12
Example{c)in I B P B B B B I B I B B I
ended onder 1 068 23 4 35 8 7 119 1012

Figure D.19 -- Examples of groups of pictures and temporal references

I there are more (han 1024 piciures in a group, then the Temporal Reference is reset 1o zero and then
incrzmenis anew. This is illusrated below:

B B I B B P .. P B B P .. P B E P dspayoder
0 1 2 3 4 35 ... 1021023 0 1 .. 412 473 474 475

Figure D.20 -- Example group of pictures comtaining 1500 pictures
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D.5.3.3 Picture coding type

A three bit number follows the emparal reference. This is an index into the following table defining the
type of picture.

Table DS -- Ficlure fypss

CODE || PICTURE TYPE

The various types of pictures are described in 2.2.3. Codes 101 through 111 are reserved for fuwre
extensions o this part of ISD/IEC 11172, Decoders should bz capable of discarding all pictures of this
type, and scan for the mext piclure star: code, group start code or sequence: start code. Code 000 will never be
used to avoid stan code emuladon.

D.5.34 VBV delay

For constant bit rate operation, vby_delay can be used at the start of decoding and after a random access 10
easiwe that the correct numter of bits have been read by the decoder before the first picture is displayed.

The buffer fullness is noi spedfied in bits but rather i onils of ime. The vbv_delay is a 16-bit mmber

defining the time needed in units of 190000 s to il the inpul buffer of the model decoder from an empty

state to the correa siate al the bitrate specified in the sequence header,

For example, suppose the vbv_delay had a decimal value of 30000, then the time delay wouald be:
D=30000/90000=1/33

If the channel bit e were 1,2 Mbils/s tben the contents of the baffer beforz he picture is decoded would
be:

B =1200.000 /3 = 400 000 bits

[fthe decoder determined that its actual buffer fullness diffeced s pnificantly from this value, then it would
have to adopt some strtegy for egaining synchronization.

The meaning of vbv_delay & indefmed for varable bt e operation
D.5.35 Full pel forward vector

This is 2 one bit flag giving the precision of the forward motion vectprs, I it s 1 then the precision of the
vectors is in inleger pels, if it is zero then the precision is half a pel. "Thus if the flag is set o one the
vectors have twice the ramge than they do il the flag set o 2exo.

This fiag is presant only in the headers of P-piciwres and B-pictures. It is absent in I-pictues and D
piclures,

D.5.38 Forward f-code

This is a three-bit number and, like the full pel forwand vector flag, is present only in the beaders of P-
pictures and B-pictures. It provides information used for decoding the coded forward veclors and cantrols the

maximum size of the forwasd vectors thal can be coded. ltcan take only valves of 1 through 7; a value of
zero is forbidden.

n
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Two parameters used in decoding the forward motion vectors are derived from forward_{ code, forward_r_size
and forward_f.

The forward_r_size is one less than the forward_{_code andso can take values [ trough 6.
The rwaxd_f parameter is given by able D.&
Table D.6 -~ [ codes

forwardbackwand_{_code forwardibackward £
1

2

4

8

16

32

64

) 3N LA L LD b e

D.5.8.7 Full pel backward vector
This is a2 one bil flag giving the precition of the backward meotion vectors. it is 1 then the precision of
the vectors is in inleger pds, if It is zero then the precision is half a pel. Thus if the flag is set  one the
vectars have twice the range than they do if the flag set m zero.
This flag is oaly present in the beaders of B-pictures. Itis absent in Ipictares, P-pictures and D pictares.
D.5.3.8 Backward f-code
This is 4 three-bit sumber and, hike the full pel backward vector flag, is present enly in the headers of B-
pictures. It provides mformation used for decoding the coded hackward veclors. [t can take only valves of 1
thiough 7; a valoe of zew i forbidden.
The backward_f parameler is derived from the backward_f_code znd is given by table D.6
D5.3.9 Exira picture information
Extra picture information & the next field in the picture header. Any number of informafion bytes may te
present. An information byie is preceded by a flag bit which is set to L. Informaticn bytes are therefore
generally not byle-aligned, The last information byte is followed by a zero bit. The smallest size of this
field is herefore one bit, a (0, that has no information bytes. The largest size is unlimited. The following
example has 16 bits of extra information dencted by E:

IEEEEEEEEIEEEEEEEED
Where E is an extra infonmaton bat.
The extra information bytes are reseryed for future exlersions to this part of ISOTEC 11172, The meaning
of these bytes is currently undefined, so encodersmusinot genzrate such bytes and decoders mustbe capable
ol discarding them.
D.5.3.10 Extension data
This start code is byte-aligned and is 32 bits lonz. [ts value is.

hex: 00 0001 BS
bmary: 0000 0000 0000 0000 0CO0 0001 1011 ¢101

[t may be preceded by any number of zeros. I it is present then it will be followed by an undetermined
number of dafa bytes lerminated by the nex! start code. These data bytes are reserved for fumre extensions

to this part of ISO/MEC 11172, and should notbe generated by encoders. MPEG video decoders must be
capable of discarding them,
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D.5.3.11 User data
This start code is byle-aligned and is 32 bits long. Its value is

hex DOOQOL B2
binary: DODO 0000 0000 D000 0DO) 00T 1011 0010

It mzy be preceded by any number of zeros. IF it is present then it will be followed by an undetermined
number of data byles terminated by the next start code. These data bytes can be nsed by the encoder for any
purpose. The only restriction on the data is that they cannot emulare a start code, even if not byle-aligned.
One way 10 preveat emuiation is m force (he most significant bit of alternate bytes 1o be a 1.

In closed encoder-decoder systems the decoder may bz able to use the data. Inthe more general case,
decoders should be capable of discarding the uses data.

D.5.4 Slice

Pictures are divided mito shices. Each slice congsts of an integral mumber of macroblocks in raster scan
order. Slices can be of different sizes within a picture, and the division in one picture nesd not be the same
as the division in any other pichre. Slices can begin and end at any macroblock in a picure subject to the
following restrictions. The fird slice must begm at the top left of the picture, and the end of the Iast slice
musl be the botlom right macrcblock of the piciure. There can be no gaps belween slices, nor can slices
overiap. The minimum namber of slices in a picture is ore, the maximum nnmber is equal to the number
of macroblocks.

Each slice starts with a slice start code, the exact valee of which defines the vertical position of the slice.
"This is followed by 4 code thatsets the quanhizaticn step-size. At the start of each slice the predictors for
the dc coefficient valses and the prediclors for the vector decoding are all resel. The horizontal position of
the start of the slice is given by the macroblock address of the first macrotlock in the slice. The result of
all ikis is that, within a picture, a slice can be decoded without mformation from the previous slices.
Ther=fore, if a data eror ocears, decoding can begin sgain at the subsequent slice.

Ifthe data ase to be used in an ernor free environment, then one slice per pichure msy be appropriate. IF the
enviromment is noisy, hen ooe slice per row ofacroblocks may be mere desirable, #s showa in figure
D.21.

1 begin end 1
2 begin end 2
3 begin end 3
4 begin end 4
5 begin end 5
6 begin end 8
7 begin end7
8 begin end 8
9 begin end 9
10 begin end 10
11 begin end 11
12 begin end 12
13 begin end 13

Figure D.21 -- Pussible arrangement of slices in a 256x192 pictare

In this figure and in the next, each sirip is one macroblock high, i.e. 16 pels high.
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Since each slice header requires 40 bits, there is sgme penalty for including mwre than the minimum
pumber of slicks. For ¢xample, asequence with a vertical resolution df 240 lines coded at 30 piciuies/s
tequires approximatel y 40x30 = 1 200 bits/s for the slice headers using one slice per picture, and 40x15x30
= 18 000 bits/s with one slice per row, an additional overhead of 16 800 bits/s. The calculation is
approximate and imderestimates the impact, since the inclusion of 2 slice imposes additonal requirements
that the macroblock immediately before the dice headerbe coded, as well as the first macroblock in the
slice.

The coding structure permits great flexibility in dividing a picture up into slices. One possible armangement

is shown in figure D.22.
1 begin
end 1| 2 begin
end 2| 3 begin end 4] 4 begin
end 4' 5 begin
end 5
& begin
end 6| 7 begin
end7{8 8|9 begin and 9] 10 begin
end 10

Figure D.22 -- Possible arrangement of slices im a 256x192 picture

This division fato slices is given for illustrative purposes only. [L i notinended as a suggestion on how to
divide a picture into slices,

D.5.4.1 Slice header and start code

Slices start wiih a slice headzr. Each slice header starts with a slice sartcode. This code is byte-alipned
and is 32 bits bong. The last eight bits can take on a range of values which define the vertical pesifion of
the slice in the picture. The permitted slice staut codes are:

hex: from 000001
to 0D 00 01 AF
binary: from 0000 CO0D 0000 00CO DOOO DON1 0ODO 0001
o Q000 000D (000 00GH DOO0 D001 1010 1111
Each dice starl code may be preceded by any numnber of zeros,
The last § bits of the slice start code give the slice vertical position, ie the vertical position of the first
macrobleck inthe dice in units of macroblocks staning with position 1 atthe top of the picture, A vseful
varjable is macroblock row. This is similar w dice verical position excepl that row 0 is at the op of the
picture. Thos
slice vertical position =macroblock row + 1

For example, 2 slice start code of 00000101 hex means that the first macroblock in the slice is al vertical
position | or macroblock row 0, ie. at the top of the pictwre. A slice start code of 00000120 hex means
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that the first macroblock is at vertical positicn 32 or macioblock row 31, i.c. at the 495th row of pels.
is possible for two or more slices fo have the same vertical position.

The maximum vertical position is 175 uniis. A slice with this position would require a verical size of
175x16 = 2 800 pels.

The horizontal pasition of he lst macroblock in the slice can be caleulated from its macoblock address
increment. Thus its positian in the picture can be delermined without referring o any previous slice or
macroblock, Thes a decoder may decode any slice in a picture without having decoded any otber slice in the
same picture. This feature allows decoders to recover from bit errors by searching for the next slice start
code and then resuming decoding.

D.5.4.2 Quantizer scale

The quantizer scale is a five-bit integer which is used bry the decoder to caleulate the DCT cocficiens from
the iransmifted quastized coeffidents. A value of ( is ferbidden. so the quantizer scale ean have any value
between | and 31 inclusive

Note in addition that the quaniizer scale may be sei al any mactobloct.,
D.5.4.3 Extra slice information

Extra sltce information forms the fastfield in the siice header. Any number of information bytes may be
present. An information byte is preceded by a flag bit which is sel to 1. Information bytes ae therefore
generally not byte-aligned. 'The last information byte is followed by a zero bic The smallest Sze of this
field is therefore one bit, a 0, that bas no infoememtion bytes. The largest size is volimited. The following
example has 24 bits of extra infarmation dencied by E:

1EEEEEEEEIEEEEEEEEI1EEEEEEEED

The extra information bytes are reserved for futwre extensions to this part of [ISO/IEC 11172, The meaning
of these byles s curently undefined, so encoders must pot genenate such bytes and decoders must discard
them.

The slice header is followed by code defming the macroblocks in the slice.

D.5.5 Macroblock

Slices are divided imto macoblocks of 16 x 16 pels. Macroblocks are coded with a header that contaias
iformation on the macrablock address, macroblock type, and the optional quaniizer scale. The header is
followed by data defining each of thesix blocks in the macroblock 11 is canvenient o disciss the
macroblock header fields in the onder in which they are coded.

D.5.5.1 Macroklock stuffing

The first field n e macroblock header is "macroblocke stuffing’. This is an optional field, and may be
inserted or omitted at the discietion of the encoder. 17 present it conS:Sté of any number of 11-hit strings
with the patier "00000001 111*. Ths stuffing code is used by the encoder Lo prevent underflow, and is
discarded by the decoder. 1 the encoder dewermines that underflow is aboul 1o occur, then il can inser as
many stuffing codes mnto the first fizld of the macrcblock header it likes.

Note thatan encoder has other straiegies to prevent buffer anderflow. 1t can insert stuffing bits immediately
before a start code. [t can reduce the quantizer scale tc increase the number ofcoded coefficients. & caneven
start a new slice.

D.5.52 Macroblock address increment and macroblock escape

Macroblocks have @ address which is the number of the tmacrobloek in raster scan order. The mp left

macroblock ina picture has address 0, the next one to the nght has address 1 and so on. 1 there are M
macroblocks in a picture, then the botom right macreblock has an address M-1
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The address of amacmoblock is indicated by ransmilting the difference between the addresses of the cument
macroblock and the proviously coded macroblock, ‘This difference is called the macroblock addess
increment. In I-pictures, all macroblocks are coded and so the macroblock address increment is nearly
always one. There is ong exceptios. Atthe beginning of each slice the macrobleck address is sel to that of
the right hend macroblock of the previous row. Atthe beginning of the pictuze it is set o -1, 1fa slice
does not start at (heleft edge of e picture, then the macrobiock address increment for the first macroblock
in (e stice will be lasger than ope. For cxample, the picture of figure D22 has 16 macroblocks per row,
At the siart of slice 2 the macioblock address is setto 15 which is the address of the macroblock at the right
hand adge of (he top row of macroblocks, If the first slice contained 26 macroblocks, 10 of them would be
inr the second row, 30 the address of the first macrohlock mn stice 2 would be 26 and the macroblock address
increment would be 11.

Mzcroblock address increments are coded wsing the VLC codes in the mble m B L

It can be seen that there is 10 tode to hdicate a macroblock address increment of zero. Thisis why the
macroblock address is set to -1 rather than zexp at the lop of a picture. The first macroblock will have an
increment of one making its addess equal o zem0.

The macroblock address increments allow the position of the macroblock within the picture to be
detlermined. For example, assume that a slice header has the slart code equal o 00 00 01 OA hex, that the
picture width is 256 pels, and that a macroblock address increment code 0000111 is in the macroblock
header of the first macreblock in the dice. A picture widih of 256 pel: implies that there are 16
mzcroblocks per row in thig picture. The sliee sart code tells os that the slice vertical posiiion i 10, and
so the macroblock row is 9. The slice header sots the previous macroblock address to e last macroblock on
row 8, which has address 143. The macroblock address increment VLC leads to amacroblock address
mcrement of B, and so the macroblock address of the first macroblock in the slice is 143 + 8§ = 151,

The macroblock row may be calculated from the address:

macoblock 1w =macroblock address / macroblock width

I51 7 16
= 9
The division symbol signifies integer trancation, not rounding.
The macroblock column may alsn be calculated from the address:
macroblock column = macroblock address % macroblock widlh

151 % 16
7

Columms are numbered from the 1eft of the picture starting at 0.
There ae two special codewords: escape and suffing,
The escape code means “add 33 lo the following macroblock address increment”. This allows mcrements
{g;;c';a:ter than 33 o0 be coded. Forexample, an mcrement of 40 would be coded as escape plus an increment
D000 DOOT 0000 0010
Ax incremeni of 70 would be coded as two eseape codes followed by the code foran increment of 4:
0C0C 0001 0000 GO0 (010 000D 11

The stuffing code s included since the decoder must be able w distinguish it from increment codes. [tis
used by the encoder o prevent underflow, and is discarded by the decoder,
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D5.5.3 Macroblock types

Each of the picture types I, P, and B, have thar own macroblock types. See. respectively, D63, D.6.4,
and .65 for the codes and their descripbons.

D.5.5.4 Motion horizontal/vertical forward/backward codes
The interpeetation of these codes is explaned m 3,6.23.

D.5.5.5 Motion horizontal/vertical forward/backward R

The interpretation of these codes is explained in D.6.2.3,

D.5.5.6 Coded block pattern

This code describes which blocks within the macoblock are coded and transmitied. The interpretation of
thi codz is exphired in D.6.4.2

D5.5.7 End of macroblock

This code is vsed coly in D-pictures and Is described in D65,

D.5.6 Block

A block is an array of B by B component pd values, treated as a unitand input 10 the Discrete Cosing
Transform (DCT). Blacks of § by 8 pels are transformed into arays of 8 by 8 DCT coefficients vsing the
two dimensioaal discete cosine ransform,

D.6 Coding MPEG video
D.6.1 Rate control and adaplive quantization

The encoder must contral the hit raie so thal the model decoder input buffer neither ovesflows nor
underflows, Since the model decoder removes all the bits associated with a picuwre from (he input buffer
instantanequsly, it is necessary to conirol only the total number of bits per picture. The escoder should
allocdte the total numbers of bits among the various types of pictures <o that the perceived quality is
suitably balanced. The diswibution will vary with the scene content and with the panicular distribwtion of
the three picture types (I, Pand B-pictures).

Within a pictre the encoder should allocate the ial pumber of bils availablz among the macroblocks o
maximize the visual quality of the picture.

One methad by which an encoder controls the bif rate is ©0 vary the quantizer scale, This is setin each slice

header, and may be set at the beginning of any macroblock, giving the encodzr excellen| control over the bit

rale withina picture.

D.6.1.1 Rate control within a sequence

For atypical coding scheme represented by the following group of pictures in display order:
BEIBBRPBBPBEPRBRBP

it has been found that good results can be obtained by matching the visual quality of the [and P-pictures,

and by mducing the code size of the B-pictures (o save bis giving a generally lower quality for the B-

pictures,

The hest allocation of bits among the picture types depends on the scene content. Work of the MPEG

video commiiee saggests that allotting P-pictures 2bout 2-3 times a5 macy bils as B-pictures, and allotting

I-pictures np lo 3 tumes as many bits zs P-pictures gives good sesults for typical natural sceocs. If there is
litle motion or change: in the video, then a greater proporticn of the bits should be allonied 10 the pictures.
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If there is a lot of motion ar change, then the praportion allotied 10 I-pictures should be reduced and most of
the savings given 1o the P-pictures.

A reasonable encoder algorithm is to start with the foregning estimates, then réallocale bits dynamically
deeading on ths nature of the video.

D6.1.2 Rale control within a picture

If the buffer is heading toward overflow, ths quantizer scale should be increased. 1 this action is nol
sufficient & prevent an impending overflow then, as a last resort, the encoder could discand high frequenacy
DCT eozfficients and transmil only low frequency ones. Although this would probably produce visible
artifacts in the decoded video, it would in 0 way compromise the validity of the coded bitstream.

If the buffer is beading towarc underflow, the quantizer scale should be reduced. I this is not sufficienl, the
encoder can insert macroblock stuffing mto the bitsiream, or add leading rems (o start codes.

Uvder normal circumstances, the encoder caleunlates and mouitors the stale of the model decoder buffer and
changes the quantizer scale to avert both overflow and underflow problzms.

Ore siwple algorithm that helps accomplish this is 1o monitor the buffer fullness. Assume thal the bits
have been allocated among the various pictare types, and that an average quantzer scale for each picture type
has been established. The actual buffer fullness at any macmblock in a picture can be calculited and
compared with the nominal fullness, ie. the value that wouold be obtained if the bits were uniformly
distribuied amoag a1l the macroblocks i the picume, If the buffer fullness is larger than the nominal valpe,
then the quantizer scale should be set higher than the average, whereas if the baffer fuliness is smaller an
the nominal, the quaniizer scale should be set lower than the average.

[f ihe quantizzr scale is kepl constnt over a picturg, (hes, (o a given number of coding bils, the otal mean
square error of the coded picture will tend © be close 10 hemmimum. However, the visual appearance of
most pichwes can te improved by varying the quantizer scale nver the picture, making it smaller in smooth
areas of the pictore and larger in busy arcas. This technigue reduces the visibility of blodkiness in smooth
areas at the expense of increased quantization noise in the busy areas where, however, it is masked by the
image detail.

Thus & pood zlgorithm for controlling the bitrate within a picture adjusts the quantizer scale depending on
bath the calculaied buffer futiness and on the local image content. Examples of tectniques for rais control
and quantization may be found in [T][3].

D.5.1.3 Buffer fullness

To give the best visual quality, the encoder shoukd almost fill the inputbuffer before instmciing the decoder
to start decoding.

D.6.2 Motion estimation and compensation
D.6.2.1 Motion compensation

P-pictures use motion compersation to exploil temporal redundancy in the video. Decoders construct a
predicted block of pels from pels ia a previously transmitted picture. Mobtion within the pictures (e g.a
pan) usually implies that the pels in the previous pictare will be ina different posifion from the pels in the
curent block, and e displacemant is given by motion vectors encoded in the bitstream. The predicied
block is uspaily a good estimate of the cunent blodk, and it is usuaily more efficient © ransmit the motion
vector plus the difference between the predicted block and the cument block, than to transmit a description of
the current block by iself.

Coasider the following typical group of pictures,
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Figure D23 —~ Group of pictures in display order

The I-picture, picture 2, is decoded without requirmg any molion veciors. The first P-picture, number 5, is
decoded wing motion veciorns from picture 2. This motion compensation is called forward molion
compensation since it is forward i tme. Motion veetors define the mation of a macroblock, iLe. the
motion of 2-16x16 biock of luminance pels and the associated chrominance components. Typically, most
macmblocks in a P-picture use motion compensation, Non-zero motion vectors are transmitted
differentially with reference to the Iast transmitted motion vector.

The ransmitted vectors usually have a precision of balfa pel. The maximum range of the vector s set by
the forward_F parameter ir the picture header. Sometimes, if the motion is vnusually large, the range may
be doubled and the accuracy rediuced © mteger pels, by the full_pel forwand_vecor bitin the picture header

A positive value of the horizontal or vertical component of the moton vector signifies that the prediction is
formed from pels in e referenced picture which are spatially to the right o1 below the pels being predicted.

Not il macroblocks in a P-piclare pecetsarily use motion compensation. Some macroblocks, as defined by
the transmitied macroblock type (see @able B.2h), may be intra-coded, and these are reconstructed without
motion compensation. Full details defiring the method of decoding the vectors and constructing the
motion-compensaled macyoblock are gives in 24,42

P-pictue 8 in figue D.23 uses forward motion compensation from picture 5. Popictures always use
forward motion compensaion from the last transmitted [ or P-pichure.

B-pictures may use motion compensation from the previows 1 or P-picture, from the next (in display onder) [
or P-picture, or bath; ie., fram the last two transmitted I or P-pictores.

Prediction is called forward if reference & made w 2 picture in the pest and called backward if reference is
made @0 a picture i the fumre. For example, B-picture 3 in figure D.23 uses forwzard motion compensaton
from I-picwre 2, and backward motion compensation from P-picture 5. B-pictures-may use both forward and
backward motion compensation and average (he resull. This eperation is called mierpolative motion
compensation,

All three types of motion compensgtion arc useful, and lypicelly are used in coding B-pictures
Interpolative motion compensation bas (he advantage of averaging any noise presest. Forward or backward
motion compersalion may be more useful near the edges of pictures, or where a foreground object is
passing in frontof a fixed or slow moving background.

Note that this technique of coding with P and B-picures increases the coding efficiency. B-pictires can
have greater errors of reconstruction han Ior P-pictures (o conserve coding bits, but since they are not used
as the basis of mofion compensation for future pictres, these enors may be (olerated.

D.6.2.2 Motion estimation

Motion compensation in a decoder is straightforvard, but motion estimation which includes determining the
best motion vecors and which must te performed by the encoder, presents a formidable computational
challenge.

Various methods are available 1 the encoder. The more computationally inteasive methods tend to give

better results, so there i§ tradeofl ta be made in the encoder: computational power, and hence enst, verius
coded viden quality,
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Usmg a search siraiegy the encoder attempts to match the pels in a macsoblock with those in 4 previoss or
futere picture. The vector corresponding © the best march is reporied afler the scarch is completed.

D.6.2.21 Block matching criteria

In seeking 2 match, the encoder must decide whetber to use the decoded past and future pictures as the
reference, or wse the origmal pastand fifure pictures. Formoetion estimation, use of the decoded pictures by
the encoder gives the smallest enr in the eror picture, whersas use of the original pictures gives the most
acaomate moticn vectors. The choice depends on whethér the artifacts of increased Toise, or grealer sperions
motion are judged > be the more objectionable. Thére is nsually little or no difference in quaiity between
the two methods. Note that the deceder does not perfortn motion estimation, It performs motion
compensated prediction and inlerpolation sing vectars calculited in the encoder and siored in the bitstream.
In motion compensated prediction ard interpolaiion, both (ke encoder and decoder most nse the decoded
picures as the references.

Several matehing criteria are available. The mean square error of the difference between the mplion-
compensated block and the current blodk is an obvious choice. Another possible criterion & e mean
absolute difference between the motion-campensaked block and the current block

For half pef shift, the pel values could be interpolated by several methods, Since the decoder uses a sinple
linear inierpolation, there is litde reason o use a more ¢complex method in the encoder. The Imear
nterpolation methed given in this part of ISO/MEC 11172 is equivalent to the following  Consider four
pels mving vatues A, B, D and E as shown in Ggure D.24:

A h B
v C I
D E |

Figure D24 .- Interpolation of half pel shifts
The value of the barizontally interpolated pel iz
h=(A+B)//2

where the double division symbol means division with rounding o the pearest infeges. Half integer values
are tobe rounded to the next higher value. Thus if A =4 and B =9 thep h= 6.5 which is toundedup to 7,

The value of the vertically interpolaied pel is
v=(A+D)/f2
The valve of the central interpolaied pel is
c=(A+B+D+LE)i4
D.6.2.2.2 Search range
Once a block matching criterion has been seleded, spme kind of search sirategy mustbe adopled. This

must recognize the limitations of the VLC tables ased o code the vectors, The maximum range of the
vector depends upoa forward_i_code or backward_F code. The motion vector ranges are given intable D7,
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Table 0.7 -- Range of motion vectors

forward_f_code or Molion veclor range

tadkvard { code full_pel=0 full_pel=1
1 w013 -1610 15
2 -16 10 155 321031
3 ~32 10315 -64 to 63
4 -64 10 635 -128w0 127
5 -128 10 127.5 2560 255
6 -256 10 255,5 -512t0 511

. 51210 511,5 ~t (24101023

The range depends on the value of full_pel_forward_vecior or full_pel_backward_vecior in ihe pictire
header. Thus if all the motion vectors wese found to be 15 pels or less, the encoder would usually selece
half pel acouracy and a forward_f_code or backward_ € code value of 2.

The search musl be constraingd 10 take place within the boundaries of the decoded reference picture, Molion
vectors which refer to pels outside the picwre are 10t aliowed. Any bitsream waich refers o such pels does
not confonm to this part of ISC/IEC 11172

D.6.2.2.3 2-D search sirategy

There are many possible methods of searching anather piciare for the best match to a carent block, amd a
few simplz ones will be described.

Tae simplest search is a full-search. Withm the chosen search range all possible displacements are
evaluated using the block matching criterion.

The full search is compulztionally expeasive, and practical encoders may not be able o afford the time
required for a full search.

A simple modification of the fullsearch is to search using orly integer pel displacemznts. Once the best
inieger maich has been found, the zight nelghbouring half-mizger pel displacements ae evaluzied, and the
best one selectad as Slustrated below,

* ¥ = 4 + y

* ¥ = ] € y_l,l
+ ¥ + ¥+1,3

#* (4 + = + & * y 1_2
+ + + ¥+2,5

£ e = 4 * y+3

E ® = 4 L 3 y#

% x+1 X+2 _ ox43 x44

Figure D.25 .- Integer pel and half pel displacements

Assume that the position x+2,y+2 gives the best integer displacerment maichng using the selected block
matching criterion, thea the encoder weuld evaluate the eight positions with balf pel displacements marked
by + sizns in figure D.25. If one of them were a better match then il would become the motion vector,
otherwise (he molion vector would remmin that of the integer displacement x+2,y+2.

If during the integer pel search, two or mare positions have the same block matching value, the encoder can
adopt a consistent tie-breaking mle.

The modified full search algorithm is approximately an ocder of magnitude simpler than the fall search.
Using only integer displacements [or the first stge of the search reduces the number of evaluations by a
factor of four. In addition, the evaluations arc sknpler since the pel differences can be cakulated directly and
<o not have (o be intzrpolated.
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For some applications even the modified full search may be foo time consuming, and 1 faster search method
may he required. One such methed is the logarithmic search.

D.6.2.2.4 Logarithmic search

In this search method, grids of 9 displacements are examined, and the search continved based on a smaller
grid centered cn he position of the best match, Ifthe grids are reduced in size by a factor of 3 at each step
then the search 13 maximally efficiest in the sense that any imeger shift bas a umdque selection path woat.
This method will find (he bestmatch only for a rather Limiled set of image types. A more robust method is
(o reduce the size of the grids by a smaller factor at each step. e.g. by a factor of 2. The scaling faclors can
also be adjusted i match the search ranges of table D.7.

The method will be illustrated with an example. Consider the set of integer shifts in figere D26

% E K ¥ K

# OB & £ £ X K K ¥ H H ¥ K ¥ *
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KOk K OH K OB OB K R & E A WM N
B - I

# ¥ % ¥kl

Figure D.26 — Legarithmic search method for integer pel shilts

The first grid has a spacing of 4 pels. The first step examines pels at shifis of 0, 4, or < pelsin each
direction, marked 1 in figure D26, The best position is used as the centee pont of the second grid.
Assurne it is the pel marked 1 directly fo the left of the center pel. The second grid has a spacing of 2 pels.
The second step examines pels atshifts of 0, 2, or -2 pels @ each direction from the center of the hew grid,
marked 2 in the figure, The best position is used as the center point of the third grid, assume it is the lower
right pel of the second grid. The third grid has a spacing of 1 pel. The third step examines pels at shifts of
0, 1, or -1 peisineach direciion from ihe center of the grid. The bes! position is used as the cener poini of
the fourth grid. The fourth grid hasa spacing of 1/2 pel. The fourth siep exanines pels at shifts of 0; 1/2,
or -1/2 pels in zach direction fmm the center of the grid using the same method ss in the medified foll
search. The best position determines the motion veclor

Some possible grid spzcings for various search mnges are givenin table DS,

Table .8 -- Grid spacings for logarithmic searches

| forwand_f code |{ HANGE | STEPS GRID SPACINGS
1 +7.5 4 41112
2 +15,5 § 42112
3 +31,5 G 168421172

ForP-pichurzs only forward searches are performed, but B-pictures require both forward and backward
searches, Not all the vectors calculaed during Lhe search are necessarily nsed. In B-pictwres either forward
or backward motion compensalion might be used insiead of interpolated motion compensation, and in bolh
P and B-piciures the encoder might decide that 2 block it better codzd as intr, in which case no vectors are

D.6.2.25 Telescopic search

Even with the faster methods of the modified full search, or the logarithmic search, the search mighi be
quite expensive. For example, if the encoder decides touse a maximum search range of 7 p2ls per picture
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interval, anc if there are £ B-pictures preceding a P-picure, then the full search range for the P-picture would
be 35 pels. This large search range may exceed the capabilities of the encoder,

One way of reducing the search range is 10 use 3 elescopic search technique. This is best eaplained by
illustrating with an example, Consider the group of pictares in figure D 27.

! B B B P B B E P B B B P
b1 2 3% % 68 7 8.9 0 402

Figure D.17 -- Example group of pictures in display order

The encoder might proceed using its selected Hock matching ariterion and D search stmtegy. For ezch P-
picture and the preceding B-pictures, it first calculates all the forward veclors, then calculates all the
backward vectors. The first sét of pictures consists of pictures 0 through 4.

To calculate the complate set of forward vectors, the encoder first calcuates all the forwand veclors from
picture 0 1o piciure 1 using a 2-D search strategy ceatered on zzro displacement. 1L next caleulaies al) the
forward veciors fiom pictare () to picture 2 wing a 2-D seanch sirziegy centered on the displacemants
calcolated for the corresponding block of picture 1. It neat caleulates all the forward veetors from picture (),
W piclure 3 using a 2-D search stiategy centered on ihe displaceinents calculated for the corresponding block
of picterc 2. Finally, it calculates all the forward vectors from picture O 0 piciure 4 using a 2-D search
slrafegy ceniered on the displacements caleulated for the corresponding block of picture 3,

To calculate the complete set of backward vectors, the encoder first calculates all the backward vectors from
picture 4 o pichwe 3 using 2 2-D search srategy centered on zere displaczment. [y next caleulates all the
backward vectors from piclure 4 10 pichure 2 using a 2-D search strategy ceolered on the displacements
calculaled for the coresponding block of picture 3. Finally, it cakulates all the backward vectors from
picture 4 o picture 1 using 2 2D search sirategy cenlered on the displacements calculated foc the
corresponding block of picture 2,

Furthes methods of motion ¢stmation are givea by Netravali and Haskell [1].
D.623 Coding of metion vectors

The motion vector of a macroblock iends to be well comrelated with the vector of the previous macrobloct.
For example, in apan all vectors would be ioughly the same. Motion vectors are coded using a DPCM
technique to make use of this correlation.

In P-pictures the motion vector used for DPCM, the prediction vector, is sel (0 zero at the sian of cach slice
and at each intra-coded macroblock. Note that macroblocks which are coded as predictive but which have no
motion vector, also sel the prediction veclor 1o 2ero.

In B-pictures there are iwo motion vectors, forward snd backward. Each vecioris coded relative to the
predicied vecter of the same type, Both motion vectors are set to zero at the start of each slice and at each
infra-coded macrohlock, Noe thit predictve macroblocks which have only a forward vecior do not affect
the value of the predicted backward vector. Similarly, predictive macrablocks which have only a badkwan
vector do nol affect the value of the predicied forward vector.

The range of the vectors is set by (wo parameters. The full_pel_forward_vector and
full pel tackward vector flags in the picture header delermize whether the vectors are defined in balf-pel or

inlcger-pel units.
A second parameler. forward_[code or backward £ code, is related o the number ol bits appended to the
VLC codes i table D.9.
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Table D9 -- Differential metion code.

0000 0011 001
0000 0011011
0000 0011 101
00000011 111
D000 0100 001
0000 0100 011
0000 0100 11
0000 0101 01
0000 0101 11
00000111
0000 1001
00001011
D000 11
00011

o011

o1t

1

1

2010

DO O

DOGO 110
00201010
D000 1000
D020 0110
DOD00101 1
0020 0101 00
D030 0100 10
D020 0100010
D030 0100 000
OO 0011 110
00000011 100
00200011010
DODO 0011 000

10

Advantage is taken of the fact that herange of displacement vector values i3 constrainzd. Each VLC
represents a pair of difference valuzs. Only one of the pair will yield 4 motion vector falling withif the

permitted mange.

The mnge of the vector is limited © the values shown in table D 7. The values obtainsd by decoding (he
differential values must be kept within this range by adding or subtraciing a modulus which depeads on the

f value as shown in table D.1D.

Table D10 - Modulus

for motion yectors

forward 1 code
or hadowand_f code

MODULUS

—_————————————

3z

&4
128
250
512
1024

=1 O LA e 3 b

2 048
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The use of the modulus, which refers only 10 the numbers in tables D8 through D.10, will b2 illustrated
by an examplez. Assume that 1 slice has the following vectars, expressed in the umits set by the full pel
flag.

3 10 30 30-14-16 27 24

The range is such that an f value of 2 canbe used. The initial predicion is zero, so the differential values
e

3 72 04-24 -3

The differential values are educed 1o the range -32 to 431 by adding or subtracting the modulus 64
comespanding to the forward [ code of 2,

3720 020-2-213

Tocreatz the codeword, tmvd + Gign{mvd)*(forward_f-1) ) }is divided by forward_f. The signed quotient of
this division is wsed to find a variable length eodeword from table D9. Then the absolute value of the
remainder is used o gencralc a fixed length code that is concatenaed with the variable lengih code. The
codes generated by this example are shown below:

I Value ! VLC Code

3 02100

7 0000 1160

) 0300 0100 101
0 1

20 0000 U100 101
2 0111

=21 0200 0100 €110
-3 11 0

D.6.3 Coding I-pictures

[n voding I-pictures, the encoder has two main decis:ons 1© make that aie notmandated by this partof
[SO/IEC 11172. These are: how to divide the picture wp mto sices, and how to st the quantizer seals,

D.6.3.1 Slices in |-piclures

Division of the picture into slices is described inD.5.4.

D.6.3.2 Macroblacks in |-pictures

D.5.3.2.1 Macroblock types in I-pictures

There are two types of macrotiock in I-pictares. Both pse iptra coding. One uses the current quantizer
scale, wherzas the other defines anew value for the quantizerscale They are identified n the coded
hitstrearn by the VLC codes given i table D.11.

Tabie D11 -- Macroblock type YLC for I-pictures (table B.2a.)

TYPE LUANT | VLC
g 1
tm-g 1 01

Tl types are referred to names in this annex. Intra-d is the defaull type where the guaniizer scale is not
changed. Intra-g sets the quantizer scale.

In order to allow for possitle fuwre extension to MPEG video, the VL.C for intra-g is 01 rather than 0.
Additional types could be addzd to this table without interferding with the existing entries. The VLU mble &
thus open for future additians, and not closed. A policy of making the coding tables open in this way was
adopted by in developing this part of ISOEC [1172. The advantage of future extension was judged 1o be
warth the slight coding inefficiency.
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D.6.3.2.2 QGuantizer scale

If the macrcblock type is ntra~(, then the macroblock header coatains a five-bit integer which defines the
guantizer scale. This is used by the decoder © calculate the DUT coefficiens fom the ransmitted quantized
coefficients. A value of ( is forbidden, so the quantizer scale can have any value between 1 and 31
inclusive.

Note that also the quantizer scale is set i a slice beacer.

If the bloek type is intra-d, then no quantizer scale is ransmitied and the decoder uses he previously set
valve. For a discussion on stralegies encoders might use to sct the quantizer scale, see D.6.1.

Note that the cpst of transmitting a new quantizer scale is six bits: onz for the extra length of the
macroblock type code, and five to define the value. Although this is nommally a small fraction of the bits
allocated to coding each macroblock, the encoder should exerdse some restraint and avoid making a large
nusnber of very small changes.

D.€.3.3 DCT transform

The DCT is illusteated in figure D.23.
Lk, increasing
x horizonial frequency

y v, increasing
\ y Vvertical frequency

(a) Pels () DCT Coeflicients

Figure D.28 -- Transformation of pels to coefficients

‘The pels are shown m raster sezn arder, whereas the coeffidents arearmanged in frequency order. The top left
coefficient is the detern and is proportional to (he average value of the componentpel values, The othes
coefficients are called ac coefficients. The ac coefficicnts to the right of the de coxfficient represeut ;
increasing horizontal frequencies, whereas ac coefficients below the de coefficient represent increasing

vertical fiequencies. The remaining ac coefficients conizin both horizontzl and vertical frequency

companents. Note that an image coataming only vertical Tings contains only horizontal frequencies.

The coefficient array contains all the information of tie pel array and the pel amray can be exacly
reconstructed from the cozfficient array, exceptfor information lost by the use of finile anthmetic precision.

The two-dimersional DCT is defined as

7
P

7
F(u,v) = ¥
x=0 =0

F (x,¥) cos (m2Zx+1)w/18)cos (R(Zy=1}v/1G)

-
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wih: wvxy=012.7
where  x, y = spatial coordmaes in the pel domain
u, v= ordinates in the ransform domam
Cw) =1/42foru=0
Civy =1/v2forv=0
=1 otherw:se

This transform is separable, i.e. a ore-dimensional DCT transform may be applied first in the horizontal
direction and then in the vertical direction. The formula for the one dimensionzl ransform is:
1 7
F(u) == C(u) ¥, f(x)cos(m2x+1)w/16)
o4
x=)
C) =142 foru=0
=1 otherwise
Fast DCT wansforms exist, analogous to fast Fourier transfonns. Sec refereace [3],
‘The input pel values have azange from 0 to 255, giving a dynamic range for the do coefficient from 0 10
2040. The maximum dynamic range for any ac coefficient is about -1 000 o 1 000, Note thar for P and
B-pictures the component pels represent difference values and range from -255 1o 255, This givesa
maximum dyramic range for any coefficieat of about -2 000 162 D0D. The encoder may thes represent the
coefficieats using 12 bits whese values range froun -2 (M8 1o 2 047,

0.6.3.4 Quant/zation

Each array of § by § coeffidents produced by the DCT transform operation is quantized to produce an § by 8
array of quantized coelficients. Normally the number of non-zer quantized coelfficients is quite small, and
this is one of the main reasons why the compression scheme works as well as it does.

The caefficienis are quantized with a uniform quantizer. The characteristic of this uantizer, only for I-

blodks, is shown below:
Index |

Caefficent

Figare D.29. -~ Uniform gquantizer characterlstics

The value of the cocfficientis divided by the guantizer siep size and rounded 0 the nearest whoks nunber ©
produce the quantized coefbicient. Half integer values may be rounded up of down without direcl y affecting
image quality, However, rounding towards zero tends to give the smallest code size and so is preferred, For
example, witha step size of 16 dl coefficients with values batween 2% mnd 40 Inchisive would give a
quantized ceefiicient of 2.
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The quarkizar step size is derived from the quaniization matrix and e quantizer scale. Ttcam thus be
different for different coefficients, and may change between macroblocks. The only exception is the dc
coefficient which is treated differently.

The eye is quitz sensifive (o large area luminance errors, and so the aceuracy of coding the de valve s fixed.
The quantizer step size for the dc coefficientsof the lummnance and chrominance componénts is fired at
cight, The dc quantized coefficient is obtained by dividing the dc coefficient by eight androunding © the
nearest whole number. This effectively quantizzs the average de value to one past in 256 for the

For example, a dec coefficient of 21 is quantized to a value of 3, independzni of the value of the quanizes
scake.
The ac coefficients are quantized using the intra quantizzuon malcix. The quactized coefficient ifu, v] is
produced by quantizing the coefficieat ¢[uv] for I-blocks. One equation is given by the formula:

ilu,v] = 8 * cluyl // (g * mlu,v])

where mfu,v] E the comesponding element of the intra quantization matrix, and ¢ is the quantizerscale. The
quantized coefficient is limited to the ranpe -255 0 +253,

The intra quancization matriz might be the defanlt matriz, or it might have been downlpaded in the sequence
header.

D.6.3.5 Coding of quantized coefficients

The top Izft coefficientin figure 1D.28b is called the dc coefficient, the remainder are called ac coefficients,
The dc coefficient is carrelated with the dc coefficizn( of the preceding block, and advaniage is taken of this
in coding, The ac cvefficients zre not well comrelated, and are coded independeady.

After the dc coefficient of a block has been goantized it is coded losslessly bya DPCM technique. Coding
of tae luminance blocks within a macroblock follows the maséer scan order of figure £.5,0to 3. Thusthe
de valye of block 3 becomes the de predictor for block 0 of thz following maeroblock. The de value of each
chrominance block is coded using the de valve of the comresponding block of the previous macroblock as 2
predictor, At the beginning of each slice, all three de predictors for Y, Cb and Cr, are sei to 1024 (128%3).

The differential dc values thus generated are categorized acconding 1o their shsolule value as show in tzble
D.12.

Table 1.12. -- Differential dc size and VLC

DIFFERENTIAL DC 'lsu:rz VLC CODE VLC CODE
{absoluts value) {(Jurninance) {chrominance)
0 0 100 00

i 1 00 ol

2103 2 01 10

4107 3 101 110

$t0 15 4 110 1110

1610 31 5 1110 1111 0

32 10 653 6 11110 11 10
6410 127 7 111110 1111 110
128 to 255 B 1111110 1111 1110

The size is transmitied using a VLC, This VILC is different for luminance and chrominance since the
statistics are different.

The size defines the number of additional bits required to define the level uniquely. Thusa sizs of 6 is
followed by 6 additonal bits. These bits define the Evel in order, from low  high. Thaus the first of these
extia bits gives the sign: 0 for negative and 1 for positive. A size of 2ero requires no additional bits.

The additional codes are given in able .13
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Table D.13. -. Differential dc additional code

DIFFERENTIAL DC || SIZE ADDITIONAL CODE
-255w-128 8 Q0000000 to 01111711
-127 to -64 7 000000 to 0111111
-63 in-32 6 000000 © 011111
31 o -16 5 00000 o (1111
-15m -8 4 0000 to 0111
-Tto-4 3 0040 te 011
3o 2 2 D001
-1 1 0
0 0
1 1 ]

203 2 10to 11

407 3 10010 1l1

8w 15 4 1000 to 1111

16 to 31 5 10000 to 11111
321063 6 100000 o 111111
64 o 127 7 1000000 to 1111111
128 o 255 3 100000600t 11111111

For example, a lnminance dc change of 10 would be coded as 1101010. table D.12 shows that the first
three bits 110 indicate that the size is 4, This means that four additional bits are required © define the exact

value. The nexibitizal, and mble D.13

shows that the differential de value must be somewhere between

8 and 15 inclusive. The last three bits, 010, show that the exact value is 10.

Tre decoder reconstruct de quantized coefficients by following the inverse procedure.

The ac quantized coefficients are coded vsing a mn lengfh and level technigue. The quaniized coefficients are
first scanned-in the zigzag order shown in fi gure .30,

Increasing Horizortal Frequency

Incrsasing|
Vertical
Frequency

=== 5= 15 L6 28 29
£ A F
g 14
i/" rd
4 ;9

rd
10 12 1% 25 32 11 45

B 17 27 3 43

L3 18 26 31 42 44

=
(=5

L1 20 24 33 10 16 5]

"
(')

21 23 34 39 47 32 56 £l
23 35 i8 48 £l 57 6o €2

3€ EX) s 50 <8 59 63 [

Figore D.30. -- Quantized coeflicient block in zigzag scan order

The scanning order stans at 1, passes through 2, 3 eic in order, eventoally reaching 64 in the botiom righe
comer. The length of a run & the number of zero quantized coefficients skipped over. For example, the
quantizad coefficiznts in figure D31 produce the list of run lengths and levels in table D.14.
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1 0 a a 0 ) 0 O ¢
2 -3 0 o 0 0 o ] o
i -5 0 o 0 ] 0 O 0
1 0 0 120 0 9 0 0 C
0 0 0 0 0 i 0 0 d
0 0 0 0 0 D 0 o ¢
0 0 0 0 0 b 0 o b
0 0 0 0 0 0 0 G ¢

Figure D.31. -- Example quantized coefficients

Table D.14. -- Example rop lengths and levels

The scan starts al positicn 2 since the top left quandzed cocfficient is coded separately as the de quantized
coefficient.

Using a zig zag scan rather Lhan a raster scan is more efficient 3% @ gives fower runs and can be coded wath
shorter VLC codes.

The list of run lengths and levels is coded using wble D15 Not all possible combinations of run leagth
and level are in hese [atles, only the more common anes. For combinations notin the tables, an escape
sequeace is nsed. In table D15, te last bit s’ denokes the sign of the level; 0 mezns a positive level and |
means a negafive level. The escape code is used followed by the run length dedived from table D. 16 and then
ihe level from table D.17.
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Table D.15. <« Combination codes for

DCT quantized coefficients,

s = 0 lor

posilive level, s = 1 for negative level

ISOYIEC 11172-2: 1993 (E)

LEVEL

0000 0000 0001 0000s

Page 101 of 124
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o101 s

0000 100s

nood 8010 11s

0000 0001 D100 s
moH 0060 1010 Os
1l s

01D 0160 s

0000 0001 1100 s
0000 0000 1001 1s
0Ll s

000 001) 11s

oo 6001 010 s
0oL Lis

0000 0010 D1s

000 0000 1001 Ds
0oL o01s

000D 6001 1110 s
0o00 0000 DOO1 O100s
0oL o0ds .

0000 0001 0101 s
0000 |11

0000 0001 0041 s
oo (015

00 (000 1000 1s
1o 0111 s

0000 (OO LoD Ds
0110 0011

0000 0000 D001 1010
10 0010

0200 0000 3001 1001:
0010 (OO0

0200 0000 DOOL LDDOs
0200 0011 10s

0000 0000 DOOL D1lls
0300 0011 01s

0000 CO00 D001 01105
0000 0010 00s

000 0000 0001 01015
0000 €001 (111 ¢
0000 (001 (010 ¢
0000 (001 001 &
0000 €001 0111 &
0000 CO01 0110 =
0000 €000 111 1s
0000 £000 1111 Ds
0000 €000 (110 1s
0000 CO00 (110 Ds
0000 €000 ;101 1s
0000 COO0 ODOT 1101k
0000 CO00 G001 1110s
0000 CO00 0003 1101
0000 CO0G 0001 1100
000 (000 0001 1011z
0000 01

RUN | LEVEL ]| VLC CODE RUN

EOB 10 2
0 1|} 1s TF i st COEFF 2
0 1] 11: NOT 15t COEFF 2
0 2{| o100 s 2
0 3|l ooo 1s 2
0 4]l pooo 110s 5
0 sloowotio s 1
0 &l polo 000t s 3
0 7|| 0000 0010 10s 1
0 8|| booo 0001 1101 s 4
0 g|| 2000 0001 1000 5 4
0 1C{] D000 0001 D011 s 4
0 1 1{f 5000 0001 0000 5 L
0 121 0000 0000 1101 0s 5
0 13} 0000 DOVO 1100 Is |
0 14| 0000 0000 1100 Os ¢
0 15| 0000 0000 1011 1s £
0 1€[| 0000 0000 0111 115 6
0 174] 0000 DOOG 0111 108 7
0 18]l 0000 0000 0111 Ols 7
0 19{] 0060 DODO OLIT O0s 8
0 26{) 0000 DODG 0110 11s #
0 21{{ 0000 DOVO 0110 10s 9
o 22| 0000 DOOO 0110 O1s g
L] 23} 0000 D000 0110 DOs 10
0 24[| 0000 D000 0101 11s 10
0 25{| 0000 D000 0101 (s Lt
1} 26[| 0000 D00 0101 Ols 11
0 27|} 0000 D000 01D Ofs 12
0 28 6000 DOOO 0100 11s 12
0 26 6000 DOGO 0100 10s 13
0 30J| 0000 DOBO 0100 O1s 13
0 31f| 0000 DOBO O 1DD OUs 14
0 32J| 0060 D000 0011 DOOs 14
0 33| 0000 DOBO 0010 111s 15
0 34|| 00600 D000 D010 110s 15
0 35{] 0000 pODO D010 101s 16
0 36|} 0000 0000 0010 100s L6
0 37| 0000 0000 OO10 Ol1s 17
1] 38|| 0040 0000 0010 0105 18
0 30lf 00co 0000 001D 001s 19
0 40}f 00C0 0000 001D 000s 20
1 ifjo1s 21
1 2| o0c1 105 22
1 all o010 0101 & 23
1 4[| 6000 D071 00s 24
i s|| 000 o001 1011 s 25
1 6| 0000 0000 1011 Ds 26
1 71| 0000 0000 1010 15 27
1 8]l 0000 0000 DOLL 111s 28
1 9t 0000 0000 D011 1105 29
1 10{§ 0000 0000 0011 101s 30
1 11§ 0000 0060 00L1 100s 31
1 12[] 6000 0000 DOL1 DLLs ESCAPE
1 13§ 0000 0000 DOLT D10s
1 1 4{§ 0000 0000 DOLL DOIs
1 15f| 0000 0000 DOOL 001 1s
1 16{] 0000 0000 DOIL OCLCE
1 17} 06000 0000 D01 0001s
1
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|Jsing tables D.15 through D_17 we can derive the VLC codes for the example of table D.14:

Table D.17. -« Level codes for DCT gquantized coefficients

Table D.18. - Example run lengths, values, and VLC codes

© ISO/IEC

Tahle D.16. — Zero run lenpgth codes

D000 060
I {0000 01
D000 10

111110
111111

LEVEL

CODE

-256
-255
=254

-129
128
27
126

2
-1
0
1
<

126
127
128
129

254
255

TORBIDDEN
1000 0000 6000 0001
1000 0000 0000 0310

1000 0000 0311 1171
1000 0000 1000 00
1000 €001
1000 €010

1111 1110
1111 1111
FORBIDDEN
0000 0001
0000 0010

011 1110
o111 1111
0009 6000 1000 D000
0000 G000 1000 0001

000D 0000 1111 1110
0009 0000 1111 1171

14

RUN

Q’JOO-I

110

| 10

0000 D100 0011 1111 1011

0000 D100 1110 0000 000D 10G0 0010

The first three codes in table D.18 are derived directly from table D.15. The next cade is derived indirectly
since table D.15 dozs not contain an entry corresponding 1o 3 run kength of 3 and a level of 5. Instead the
escape code 000001 is used. This is followed by ihe six-hit code (00011 from table D.16 indicaling a nm
Jength of 3, Lasdly the eighi-bit code from table D.17 (11111011 - indicating a level of -5) isappended.

After the last coefficient has been coded, an EOB code is used to inform the decoder that (here ane no more
quantized cefficients in the current 8 by 8 block. This BOB code 1s used even if the lastquantized
coefficient is at the bottam right of the block.

There are two codes for the 0,1 run length, level combination, as indicaled in table D15 Intra block
coding always has the fisst quantized coefficieny, the de quantized coefficient, coded nsing the de size method,
Consequenily intra blocks always use the code 118 1o denote a g lenglh, level cambinationof 0,1, Tt will
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be seen laler that predicively ooded Hocks code the de quantized ceefficient differently, and may use the
shoner code.

D.6.4 Coding P-pictures

As in T-pictures, each P-picture is divided up inle one or more slices, which are, in tum, divided into
macroblocks. Coding is more complex than for T-pictures, since motion-compensated macroblocks may be
congructed. The difference between the motion compersaed macroblodk and the carren! macroblock is
transformed wilh a two-dimensioral DCT giving 2n array of § by § transform ceefficients. The cocfficients
are quantized to produce ase! of quantized coefficients. The quantized coefficients zre then encoded usinga
nun-length valug echnigue,

As in I-pichrres, the encoder needs to store the decoded P-picture since this may be used as the starting point
for motion compensation. Thesefore, the encoder will reconstruct the image from the quantzed coefficients.

1In coding P-pictures, the encoder has more decisions to mzke than in the case of I-pictures. These decisibns
are: how 10 divide the piclure up into slices, determing fhe best motion vectos o use, decide whether to
code cach macmoblock as intra or predicied, and how 10 sct the quantizer scale.

D.6.4.1 Slices in P-pictures

P-pictures ave divided into shices in the same way as [-picteres. The same considesations as to the best
method of dividing a pictare into slices apply, see D.5 4.

D0.6.42 Macroblocks in P-pictures

Slices are divided inio macroblocks in the same way as for I-piciures. The magjor difference is the
complexily mtroducsd by motion compersation.

The macroblock beader way contain stuffing. The position of the macroblock is determmed by the
macroblock address. Whereas the macroblock address increment within a slice for I-pictures is restriczd 1o
one, it may bhe larger for P-pictares. Any macroblocks thus skipped over are called "skipped macroblocks”.
The decoder copies them from the previous picture into the current picture. Skipped macroblocks are as
predictzd macroblocks with a zaro motion vector for whick no additional correcion is asailable. They
require very few bits to transmit.

The next field in the macroblock header defines the macroblock type.

D.6.4.2.1 Macroblock types in P-piclures

These are eight types of macroblock in P-piclures:

Table D.19 -- Macroblock fype VL.C for P-pictures (table B.2b)

TYPE YLC INTRA MOTION CODED QUANT
TORWARD | PATTERN
1 ' 1 0
0 i J
1 0 0
0 0 0
1 1 1
0 1 1
0 0 1
skipped N/A

Not all pessible combinations of molion compensation, coding, quantization, and intra coding oocur. For
example, with ntmcoded macroblocks, intra-d and intra-q, motion vetors are not ransmitied,

Skipped macroblacks have no YLC code. Instead they are coded by baving the macroblock address
incremeni code skip over than.

9
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D.6.4.2.2 Quantizer scale

If the mecroblock type is pred-meg, pred-cq of intra-q, ie. if the QUANT column in table 119 has a1,
ihen a quantizer sczle is ransmited . If the maciobiock types are pred-mc, pred-C ar intra-d, then the DCT
correction & coded using the previously established value for the quantizer scale,

D.6.4.2.3 Motion vectors

If the macroblnck type is pred-m, pred-mc or pred-mg, ie. if he MOTION FORW ARD column in table
D.19 basa 1, then horizennl and vertical forward molien veciors are ransmitted in succession.

D.6.4.2.4 Coded block pattern

If the macroblock type is pred-c, pred-mc, pred-cg or pred-incg, ie. if the CODED PATTERN columr im
table D.79 has a 1, then a coded block pattem is transmitted. This mforms the decoder which of the six
blocks in the macroblock ase coded, i.c. have ransmitied DCT quantized coefficients, and which are not

coded, i.c. have no additional corection after motion compensation,

The coded Mock pamen is 3 mmaber from O w0 63 that indicates which of the tlocks are coded, ie. have at
East me transmitted coefficient, and which are not coded. To understznd the structure of the coded bleck
patiern, we refer to figure D.5 and introduce the variables PN to indicate the status nf each of the six blocks.
If block N i coded then PN has the value one, if itis not coded then PN is zero, Thecoded block pattern is
defined by the equation:

CEP = 32%P0 + 16%P1 + B¥P2 + 4%P3 + 2%P4 + P3
This is equivalent to the definition given in 2.4.3.6,

TForexamplz, if the top two Inminance blocks and the Ch block are coded, and the other three are 1oL, then
M=1,P1=1,72=0,P3=0,P4=1, and P5 = 0. The coded block pattemn is:

CBP = 32¥%] + 16¥1 + B*0+ 4*0 + 2*1 + 0 = 5D
Cenain pattems are more common than others, Advantage is taken of this fac © ncrease the coding
efficiency and transmit a VLC representing the coded block pattern, rather than ths coded block pattern
itself. The VLC codes are given in tzble D20,

Table D.20 -- VLC table for coded block patterm

CBP || YLC CODE CBP) VI.C CODE CEP] VLC CODE
s0) 111 50010 111 51 J 0201 0010
411 1101 9 0010 110 23 | 000L 0001
&1 1100 7] 0010 101 43 §030L 0000
16 1011 33 0010 100 25 0200 1111
32{l 1010 6| 0010 011 37 10000 1110
12f 3001 1 10| 0010 010 26 0000 1101
48] 1001 0 18{ 0010 001 3% § 0000 1100
20l 1000 € 34| 0010 000 29 10000 1011
40{l 1000 0 7| 0001 1111 45 10000 1010
2Rl 0131 1 £1( 0001 1110 53 {0000 1001
444 0111 0 19(| 0001 1101 57 | 0000 X0
5240110 1 35( 0001 1100 30 | 0200 G111
36| 0110 0 13 0001 1011 46 | 0000 G110
14 0101 L 49§ 0001 1010 54 10000 0101
614 0101 0 211 0001 1001 58 0000 0100
2|l 0100 1 4110001 1000 31 0000 €011 |
62| 0100 0 . 14{0001 0111 7 10000 CO11 0
24 0011 11 501 0001 0110 55 § 0000 0010 |
36| 0011 10 22/ 0001 0101 50§ 0900 (010 0
3{ 0011 01 42| coo1 0100 7 | 0000 0001 1
63l 0011 00 15[ 0001 0011 39 0200 0001 D
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Thus the coded block patiem of the previous example, 30, would be represented by the code "00010110".

Note that (here is no code representing Lhe state in which aone of the blocks are coded, a codzd block pattem
equal to zero. Instead, this gate is indicated by the macrablock type.

For macrcblocks in 1-pictres, and for intra coded macroblocks in Pand B-pictures, the coded block patierm
isnot tansmmittzd, bul  assumed (o have a value of 63, ie, all the Blocks in the macroblock ase coded.

The use of coded block patterns instead of transmitting end of block codes for all blocks follows the practice
in CCITT Recommendation H 261.

D.6.4.3 Soleclion of nractoblock type
An encoder has the difficult task of choosing berween the differen: types of macroblocks,

An exhaustive method is to try coding 4 macroblock (o the same degree of accuracy using each type. then
choose the type Uaat requires the least number of coding bits.

A simpler method, and one that is computationally less expensive, ig to make a series of decisions. One
way (0 order these decisions is;

1 motion compemsation of O motion compensation, it is a mation vector transmitted or
is it assumed 1o be zero,

intra or ngn intra coding, i.¢. s the wacroblock type inira of is it predicied using (be
motion vector Found in skep 1.

if he macroblock type & noo-intrz, is it coded or not coded, i.e, is the residual eror large
enough to be coded using the DCT transform

decide if the quantizer scale is satisfactory or should be changed.

Wmm
No Quant Pred-mc

H B P

These decisions are sunmarized in figure D32,

Non-Inira
Pred-
MO Not coded m
Intra
Tutry
No Cuant o |
Begin
Coded 4
' No Quant g
Non-Intry |
Not coded Skipped
[ No MC
Intra
Kt r&_._"l
INoCmant  Inta-d

Figure D32 - Selection of macroblock types in [-pictures
The four decision steps are discussed in the next four clauses,
D6.4.3.1 Motion compensation decision
The enender has an option whether (0 transmit modon veciors or mot for predictive-coded macroblocks. If
e moticn vector is zero then some code may be saved by nottransmiting (e wolion vectors. Thas one
algorithm is 1o search for e best maich and compare the crror of the predicted block with that formed with

a zero vecior. IF the motion-compensatzd block is ouly shighily betier than the uncompensated block, using
the selecterd block maiching crilerion, then the zerp vec:or might be nsed o save coding bits.
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An alporittm used in the development of beth CCITT Recommendanon H.261 and this part of ISO/IEC
11172 was as follows,

The Hlock-maicking criterian is the sum of 2bsolute differences of all the lnminance pels in a mzcroblock.
when compared with the motion-compensated macroblock. 17 the sum is M for the molicn-compensated
block, and Z for the zero vector, then the decision of whetber to make use of the motion vectar is dzfined by
figure D.33.

nom o~

- A W

Figure D.33 -- Characteristic MC/No MC

Points on the line dividing the No MC (no motion compensation, i.€. zero vector), from the MC (motion
com pensalion) regions, we regarded as belonging 1o the N0 MOGOL Compersaion region

[t can be seen that if 1he error is sufficiently low, then no motion compensation should be used. Thus a
way o speed ap the decision 15 to examine the zewo veaor fustand decideif it is good eaough.

The foregoing alporithin was designed for (elecommanicatons sequences in which the camera was fixed, and
in which any movement of the background caused by the “drag alang effect” of searby woving dbject was
very objectionable. Great care was taken 10 reduce this spudons motion, @nd ths aceouats for the cunous
shape of the boundary between the \wo regions in figum D_33.

D.5.4.3.2 Intra/non-intra coding decision

Afier the encoder has delermined the best motion vector, it is in a position to decide whether 1o nse i, ot
disregard il entirzly and code the macroblock as intra. The obvious way Lo do this is 0 code the block as
infra, and compare (he total number of bits required when coded as motion compensated plus corredtion with
lhe same quantizer scale. The method vsing the fewest bits may be used.

This may be oo computationally expensive for the encoder to do, and a faster algorithm may he required,
Omne such algorithm, used in the simulation model during the development of this part of ISO/TEC 11172,
was bkased on the varisnce of the luminance component of the macroblock. The variance of the current
macroblock and of the difference macroblock (eurent - motion-compensated previous) is camparsd. Tt is
cakulatzd using the method represented by the following C program fragment. Note that in calculating the
vanance of the differeace macroblodk, the average value is assumed to be z2ro.

9
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mt pelp[I6] 16]; /* Pel values i the Previous macroblock afier motion compensation */
int pelc[16][16]; M Pel values in the Current macroblock */
long dif; M Difference betwesn two pel values #/
Iong sum; M Sum of the current pel valies ¢/

long vard; M Variance of the Difference macroblock */
long varc; MVariance of the Current macroblock */

int x,y; M coordinales */

sum = 0;

vard =();

vare =0);

for (y=03y<16,y-+) (

for O=Uix<lfyne+) (
sum = sum + peldyl[x};
varc= vare + (pelelyl[x]*pelely][x]);

dif = pelely(x] - pelplylix];
vard= vard + {dif*dif);
}

vand =vard/256;  [* assumes mean is close to zero */
vare = ( vare/256) - ( (sum/256)% (sum/256) );

The decision as ta whether to oxde as intra or non intra is then hased on figure D34,

Varc
256
Necn-intra L
192 /a', ......
e —
e
64 [‘ * = = owom o om om om =
0 e 123 192 255
vard

Figure D.34 -- Characteristic intra/non-intra

Poi;ua on the line dividing the nor-intra from the intm regions, are regarded as belonging to the non-intr
region.

D.6.4.3.3 Coded/no! coded decision

The choice of coded orno: coded & a resull of quantization; when all coefficicnts are zerd then a block 1s not
coded. A macroblock is mot coded if no block in il is coded, ¢lse itis coded.

D.6.4.3.4 Quantizer/no quantizer decision

Generally the quantizer scale is changed based an Jocsl seene content (o improve the picture quatity, and on
the buffer fullness of the model decoder to prevent pverTlow and onderflow.

D644 DCT transform

Coefficients of intra blocks ace mnsfmﬁed into quantized cocfficiants in the same way that they were for
intra blocks m I-piciures. Prediction of he de coefiicent differs, however. The dc predicted values are all
set to 1024 (128*R) (o intra bocks in ' and B-pictures, ualess the previous block was ntra coded.
Coeffidents of non-intra Hocks are eodzd in a sitnilar way, The main difference is that he coefficiznis 1o

be transformed represent differences betwoen pel valies ramher thanthe pel valoes themselves. The
dilferences are obtained by subtracting the motion-compensated pel values from he previows pictre from
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the pel values in the current macroblodk, Since the coding is of differences, there is no spatial prediction of
the de temn.

D.6.4.5 Quantization of P-pictures
Intra macroblocks in Pand B-pictures are quantized nsing the same method as described for I-pictures.

Non-intra macroblocks in P and B-pictares are quantized vsing the quantizer scale and the non-intra
quantization matrix. Boih dc and the ac coeffidents are quantized the same way,

The following quanlization formula was derived by inverting the reconstruction formula piven in 2.44.2,
Noie that the divisor indicates mumcalion owards 28

mt coafforig; /* original coefficient ¥/

int coeffgant; /* quantized coefficient ¥/
intcoefirec; * reconstracied cozfTicient */

int nigmatsix; /# non-intra quantization matrix */

int quaniscale; /* quantizer scale */

coeffoant = (8 * coefforig) / (quantscale * nigmataix)

The procass is illusirated below:
nigmatTix 16 16 16 16 16
quaniscale 10 10 10 10 10
ceefiprig -39-20 -19-1% 20-39 40--59 6)-70
coefigant -1 0 1 2 3
creffrec -29 0 29 49 69

The last fine shows the reconstmcied coefficient valwes The following diagram shows the chamacierstics of
this quantizer. The flat spot around zera givas this type of quantizer its name: a dead-zone quantizer.

Quaniized Coeff |

Coefficent

—

Figure D35 -- Dexd zone yuantizer characteristic
D.6.4.6 Coding of quantized coefficients |
D.6.4.6.1 Coding of inira blocks
Intra blocks in P-pictures are coded the same way as mtra blocks in [-pictres. The ouly difference lies in

the prediction of the de coefficient. The dc predicted value is 128, unless (he previous block was inra
ooded.
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D.6.4.6.2 Coding of non-Intra blocks

The coded block patlern is tranrmutted ndicating which blocks have coefficient data, These are coded i 2
similar way 1o the coding 0f intra blpcks except thal the de ceefficient is coded in the same way as the ac
cocificicats

D.6.5 Coding B-pictures

As in I and P-pictures, each B-picture is divided up into one or more slices, which are, in mm, dividsd inlo
macroblocks. Coding ismore complex than for P-pictures, since several types of motion compensated
macroblock may be constructed: forward, backwarnd, and interpolated. The difference beiween the motion-
compensated macroblock and the current macroblock is transformed with 2 two-dimensioral DCT giving an
array of § by § tmnsform coeflidents. The coefficiens are quantized to produce a set of guantized
coefficients. The quantized coeficients are then encoded 1sing a run-engtd valwe lechnique.

‘The encoder does not need (o stare the decoded B-picines since they will not be nsed for motion
compensation

In coding B-pictures, the encoder basmore decisions to make than in the case of P-picteres. These
decisions arc: how [0 divide the picture ap inlo slives, determine the best molion veclors o use, decide
whether 10 use torward or backward or interpolated motlon compenszation or to code as mta, and how (0 st
the quantizer scale.

D.6.5.1 Slices in B-pictures

E-pictures are divided into slices in the same way &s | and P-picturzs. Since B-piciures are not used as a
reference for motion compensaton, ermors in B-pictures are dightly kess important than in I or P-pictures,
Consegqueniy, itmight be spprooriate 10 use fewer slices for B-pictuses,

D.6.5.2 Macroblocks in B-pictures
Slices are divided into macioblocks in the same way as for I-piciures,

The macioblock header may contain stuffing. The position of the macroblock is determmed by the
macroblack address. Whereas the macroblock addiess increment witkina slice for [-piciures is resiricted (o
one, itmay be barger for B-pictwres, Any macroblocks thas skipped over are called "skipped macroblocks”.
Skipped macroblocks in B-pictures differ from skipped macroblocks m P-picures. Whereas in P-pictuies
skipped macrcblocks have a motion vecior equal 0 Zerg, in B-pictares skipped macroblocks have the sami:
motion veciorand the same macroblock type as the previous mzcroblock, which cannol be intra coded. As
there is no additional DCT correction. they reguire very few bity 1o transmit,

The next field in the macroblock header defines the macroblock type.
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D.6.5.2.1 Macroblock types in B-pictures
There are 12 types of macroblock in B-pictures;

Tzble D.21 -- Macroeblock type VLC for B-pictures (table B.2d)

TYPE ﬂ VLC INIRA MOTION MOTION CODED QUANT
FORWARD | BACKWARD | PATTERN

predi 10 0 1 1 0 0
predHic 11 0 1 1 1 0
pred-b 010 0 0 1 0 0
pred-be 011 0 0 1 1 0
precf 0010 0 1 0 0 0
predic 0011 0 1 e ] 0
fatrsd 0001 1 1 0 0 0 0
pedicg | 00010 0 1 1 1 1
pedfcg [ 0000 11 0 1 0 I 1
pedba  {| 0000 10 0 0 1 I 1
infrz-q 0000 01 1 0 0 0 i
skipped N/A

Compared with P-pictures, there are exira types due 0 the infroduction of the backward moton vecior. If
only a forward motion vector is present then the molion compensated-mmacroblock is construcied frema
previcus pictire, as in P-pictures. If only a backward mofion vector is. present, then the motion-
compensaterd macroblock is constnicied from a futere picture. [fboath forward and backward motion vectors
are present, then motion-compensated macroblocks are construcied from both previous and future pictures,
znd the result & averapged to form the "interpolaled™ motion-compensaled macroblodc.

D.6.5.22 Quantizer scale

If the macroblock type is pred-icy, pred-fag, pred-bey, or intra-g. ie. if the QUANT column in table D.21
has a 1, then aquantizer scale is transmitizd. For the remaining macroblock types, the DCT comrection is
coded using the previously established value for the quantizerscale.

D.6.5.2.3 Motion vecters

If the MOTION FOR'W ARD column in table 1.2] has a 1, then horizontal and venical forward motion
vectoss are transmitted in suecession. 1 the MOTION BACKWARD column in table D21 has a 1, then
horzontzl and vertical backward motion veciors are arsmitted in succession. Ifboth types are preseni then
four component vedors are ranspited in the following order

borzontal forward
vertical forward
horzontal backward
vertical backward
D.6.5.2.4 Coded block pattern

If the CODED PATTERN column in table D.2]1 basa 1, then a coded block patier is tmnsmitted. This
informs the decoder which of the six blocks in the macroblock are coded, i.2. have ransmitted DCT
quantized coefficients, and which are not coded, i.e. have no additional correction afier motion
compensation,

D.6.5.3 Selection of macroblock type

The encoder has mare types of macroblock to choose from in B-pictures, than in P-pictuses, and
consequently #5 job isa Tlittle harder.

For the simulation model used during development of this part of ISO/IEC 11172, the fallowing sequential
dedsion alporithm was used:
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It motion compensation mode, Le. is forward or backward or intzrpolative motion
compensation best? What of the vector valnes?

intra or non intra coding, i.e. is the macroblodc type it or & it motion campensated
using mpde and the vectors found o step 17

if the macroblodk typs is non-intca, isit coded or not coded. i.2. is the residual error large
enough [0 be coded using the DCT transform.

4: decide if the quantizer scale is salistaciory or shoald be changed,

b
ww

Lad
Ho

These decisions are summarized  the following diagram:

Forward MC
= A
Begin | Backwand MC
Interpaolated MC A
Quant Pred-=
Coded =
———-[ No Quant Pred-"c
Non-Intra
Not Coded Pred-* or Skipped
A
Quant Intra~q
Intra
No Quant Intra-d
*=ij, 1 orb

Figure .36 -- Selection of macroblock type in B-pictures
The Four decision steps are discussed in the nexi four clanges.
D.6,5.3.1 Selecting motion-compensation mode

An encoder should altempt (o code B-pictares vsing skipped macroblocks if possible. This suggesis that
the encoder should Grs| examine the case where the motion compensation is the same as for the previous
macroblock. Tfthe previous macroblock was non-intra, and if the motion-compensated block is good
enough, there will be no additional DCT correction required and the block can be coded as skipped.

If the macroblock cannot be coded as skipped, ther: the following procedure may be followed.

For the simulation model, the selection of a motion compensation made for a macroblock was based on the
minimization of acost function. The costfunction was the MSE of the luminance difference betweea the
motion-compensated macioblock and the current macroblock. The encoder calculated the bestmotion-
compensaled tnacroblock for forward motion campensation. [t then calaulated the hest motion-compensated
macroblock for backward motion compemsation by a sinilar method. Finaly itaveraged the Iwo molion-
compensated macroblocks toproduce the nterpolated macroblock. It then selected the one thet bad the
smallest mezn square difference between it and the current macroblock. In the event of 4 tie, interpolative
mode was chosen.
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D.6.5.3.2 Intra/non-intra coding decision

Based on the smallest MSE, a decision is made between the best of the thres possible prediction modes and
the [ntra mede.  The calculation is similar to that of P-pictures. The variances Of the difference macroblock,
vard, and of the current macmblock, varr, are calculated.

In the simulation model the final decision was based on simply the macoblock Lype with the smallest
varmnce. If the two variances wese equal, non-intra coding was chosen.

D.6.5.3.3 Coded/not-coded decision

The choice of coded ornot coded |s a result of quantiration, when all coefficiens are zero then a block is not
wded. A macoblock is notcoded if no block in it is coded, else itis coded.

D.6€.5.4 DCT transform

Coefficients of blocks are transformed into quantized cozfiicients in the same way that they ure for Hlocks in
P-pictures.

D.6.5.5 Quantization of B-pictures
Blocks in B-pictures are quantized in the same way as for P-pictures.
D.6.5.6 Coding quanlized ccefficients

Blocks in B-pictwes are coded the same way as blocks in P-pictures.

D.5.6 Coding D-pictures

D pictures contain only low frequency information. They are intended ta be used for fast visible search
modes. It is intended thal the low frequency inlormarion they contain is sulficient for the user to localz the

D pictures are coded as the de coefficients of blocks. There is a bit transmitted for the mecroblock type,
althouzh only sme macroblock type exists. In additien there is a bit deneting end of macroblock.

D.6.7 Coding at lower picture rates

This part of TSOMEC 11172 dozs not allow piciures (o be dropped at e sncoder. This differs from the case
of CCITT Recommendation H26L [5] where temporal sub-sampling may te done by omitting coded
pictures from the sequence. This part of ISOAEC 11172 requires that all source pictures must be encnded
and that coded pictures must be inserled mic the bitsiream nominally al te rate defined by the
piciure_rafe field in the sequenc: beader, N

Despile this requirement it is possible for encoders (0 operaie al a lower effective picture raz thap we one
defned in the sequence header by using P-pictures or B-pictures that consist entirely of inacroblocks that are
oopied from a aeighbouring reference piclure with ne DCT information. This creates a flexiblz method of
temporal sub-sampling and picture rpetition that may be implemented it the encoder by inserting a defingd
tlock of data. For example, (o encode at an effective rate of 12,5 Hz in a 25 Hz bitstrean, altsrnate pictures
cam be copied from the preceding picture by mserung the block of daa in table D.22,
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Table D.22 -« Example of the coded data elements needed to gencrate
repeated pictures
Value (hits) Mupemonic Length 'l|=:its!|
0000 0000 0000 000D picture_slar,_oonds 32 bits
0000 0001 0000 0000
KXLX XAXX XX tenporal_reference 10 bits
010 picewre_coding type 3 bits
KXXX AXXX XEKI XXXK vbv_delay 16 bits
0 full_pel_forvand_code 1 bit
0oL forward_(_onde 3 bits
0000 D00 siufting 7 bits
0000 0000 0000 0000 slice_dart_code 32 bits
0000 0001 0000 DAY
0000 1 guantizer scale S bils
1 maooblock_address_iocrement 1bit
001 macroblock_type 3 hits
0 motion_horizontal_forward_code 1 bit
0 motion_vertical_forward_code 1 bit
0000 0001 000 (x 11) macoblock:_escape (x11) 121 bits
0000 0011 001 maaoblock_acddress increment 11 bits
001 macoblock_type 3 bits
0 motion_horzootal_forwand_code 1bil
0 motlon_vertical _forwasd_code 1 bid
| 0000 stnffing 4 bits
_— =
Total 256 bits

D.7 Decoding MPEG video

D.7.1 Decoding a sequence
D.7.1.1 Decoding for forward playback

Aithe beginning of a sequence, the decoder will decode the sequence header incinding the ssquence
paramelers. [Fa parameter exceeds the capability of |he decoder, ther the decoder should report this, 1 the
decoier determines that itcan decode the bitstream, then it will set up ils parameters (o malch those defingd
in the sequence header. This will include the horizontal and vertical resolutions and aspect rtio, the bit
raie, and the quanhzation matrices,

Next the decoder will decode the group of pictures beadzr, including the closad_gop and broken_link
information, and take any appropriate action. It will decode the first picture header in the group of pichires
and rzad the vby_delay fidd. If the decoder uses the vbv_delay information to star-up decoding ralber than
the infarmation in the sysiem stream (ISO/IEC 11172-1) then it must delay displaying pictures until after a
time determined by the vby_delay informalion and a tnowledge of the decoder's architecture,

If the closad-gop flag is 0, indicating (hat the group is open, and e broken_link fag is L, then any B~
pictures preceding (in display order) the first I-pictare in the group cannot be decoded. The decoder may
adop: one of severl strategies. Itmay display the first [-picture during the time that the undecodable B-
pictures would be displayed. This strategy maintaing andio synchronization and buffer fullness, Howevers it
is likzly that the broken link has vocured because of post coding editing, in which case audic may be
discontmuous, An altemative strategy might be to discard the B-piciures entirely, and delay decoding the -
picture until the buffer folln2es 1S within lirsits.

1f playback begins from a random poin! in the bitstream, tie decodea should discard all the bits until it finds
a sequence starl code, 4 group of piciures start code, ora piclure siari code which nbroducss an 1-picurre.
The slices and macroblocks in the picture are decoded and written Intd a display buffer, and perhags into
another buffer, The decoded pictires may be post processed and displayed |n the order defined by e
temporzl reference at the picture rate defined in the sequence header,
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Subseruent pictures are processed at the appropriate times o avoid buffer overflow and underflow,
D.7.1.2 Decoding for fast playback

Fast forwand can be supported by D pictures. It can also be supported by an appropriate spacing of -
pictures i 2 sequence, For example, if F-pichues were spaced segularly every 10 pictures, then a decoder
might be able o playback the sequence at 10 times the normal speed by dzcoding and displaying only the I-
picares. This simple concept places considerable bardens on the media and the decoder. The mediamast
be capable of speeding up and delivering 10 times the daia rate, the deceder must be capable of accepling
this higher data mte and decoding the l-pictares. Siace I-pictures typically require significandy more bits (0
code than P or B-pictures, the decoder will bave (o decode significantfy more than 10% of the dals, even if it
can search for picture start codes and discard the data for P and B-pictres,

For example, a sequence might bz coded as follows:
IBPEPBPBPRBIBPEPEPBPRI..

Assume thst the average code size per picture is C, that each B-picture requires 0,3C, that each P-pictipe
requires 1,5C, and that each [-picture requires 2,5C, then the 1-piciures require 25% of the code for their 10%
of the display time.

Amother way to achkicve fast forward in a constant bit rate application, is for the media itself to sort out the
T-pictures and transmil them. This would allow the data ratz 1o remain constant. Sincz this selection
precess can be made o produce a valid ISOTEC 11172-2 bisurzam, the decoder should be able fo decode it
If every [-picture of the preceding example were selected, then one I-picture wonld be transmitted eviry 2.5
picture periods, and the speed up rate would be 10/2,.5=4 umes. The decoder mighl be able to disply the
[-pictures 4t exactly 2.5 pedods, or it might aliernale displays at 2 and 3 periods,

LfaltemzieI-picmres of the preceding example were selecied, then one [-picture would again be transmitted
every 2,5 picture periods, but the speed up rate would be 20/2.5 = 8 times.

If one in N [-pictures of the preceding example were selected, then the speed up rate would be 10N/2,5 = 4N
limes.

D.7.1.3 Decoding for pausa and step modes

Decoding for panse requires the decoder 10 be able to conwrol the incoming bitstream, and cisplay adecoded
picture without decoding any additional picunes. If the decoder bas full contral over the bitstream, then it

can be stopped for pause and resmned when playback resumes. If the decoder bas less control, as i tbhe case
of 4 CDROM, then there may be adelay before playback can be resumed.

D.7.1.4 Deccding for reverse playback

Todecode a bitsream and playback inreverse, the decoder must decode esch group of pictures in the forward
direction, store the decoded pictures, then display them in reverse order, This placas severs sioage
requitements on the decoder in addifion  any problems m gaining access 10 the coded bilstream in the
comect order.

Toreduce decoder memory requirements, groups of piciures should be small. There is no mechanism in the
syntax for fae encoder to stale whal the decoder requirements are in order (o playback in reverse,

The amount of display buffer storage may be redoced by reardering the pictures, eitber by having (he storage

unit reac and transmit them in anpther order, or by reordering the coded pictures in a decoder buffer. To
illustrate the savings, consider the following typical group of piciures:
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B BI BB P B B P B B P prluresindsplayonie
¢ 1 2 3 4 3 6 7 8 9 10 11 ienponl refeence

I BB P BB F B B P B B pictresincoded order
2 01 5 3 4 8 6 7 11 9 10 temporal efeence

I PP P B B BE B B B B B pictresinneworler

2 5 8 11109 7 6 4 3 1 0 temporal refeeice

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them in the reverse of the nommal
display order. S$ince the B-pictures are not decoded until they amre ready to be displayed, the display buffer
storaze is minimized. The first two B-picwres, 0 and 1. would remain stored in the input buifer unti! the
last P-picture in the previous group of pictures is decoded,

D.8 Post processing

D.8.1 Editing

Editing of a video sequence is best perfonned before compression, but situations arise where only the toded
bilstrzam i3 available. One possible method would be o decods the ditstream, perforn the reguired editing,
and recode the bitstresun.  This wsually leads 1o a 1oss in video quakity, and if is betier, if possible, to edit
the coded bitstreaun iself,

Although edifing may take several fonns, the following discussion penains only to ediling at the picure
level; deletion of coded video material fromn a bitstream, insertion of coded vided maiznial into a bilstream,
orrearmangement of coded videotnaterial within a bitstream.

If editing is anticipated, e.g. dip video is provided analogous  clipart for still pictures, then the video can
be encoded with well defined cutling points. These cutting points are places at which the hitstream may be
broken apart or joined. Each cuiting point should bz followed by a closed group of pictures. This allows
smocth pleyback after editing.

An editor must take care to easure that the bitstrean it produces is a legal bitstream. [n particular it must
ersure that the new bitstream complies with the requirements of the video baffering verifier. This isa
difficull task and in general it will nos be pessible to edit togeiner arbilrary sections of bitsireams that
comply with s pari of ISOAEC 11772 1o prodace another bitstream that also complies wilh this part of
ISO/IEC 11172 (see forexample figure D.38),

Orignal A : B

7]

Edited A C

Figure D.38 -- Sequences

It may however be possible ta deliberately encode bitstreams in amanner that zllews some editing to occur.
Fyrinstance, if all Groups of Pictuses had the same number of piclures and were eacoded with the sane
number of bits, then many of the protlems of complying with the video buffering verifier would be solved.

The easiest editing task is 0 cul atthe beginning of groups of pictures, 1F the group of pictures following
the cut is epen, which can be delecied by examining the dosed_gop flag in the group of pictures header,

then the editor must set the broken_link bitto 1 to indicale (0 the decoder that the previous group of
pictures cannot be psed fordecoding any B-picures,
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D.B.2 Resampling

The decoded bitsiream iy not match the picture rate or the spatial resolution of the display device. In this
quitz frequent situation, the decoded video must be resamipied or scafed.

One exanple, considered under preprocessing, & the case where the decaded video has SIF resolution and
must be converied to CCIR 601 resolutiocn.

D.8.2.1 Conversion of MPEG SIF to CCIR 601 format
A SIF is converied Lo its conesponding CCIR 601 format by spaial npsampling. A linear phase FIR

filter is applied after the nserion of zeroes between samples, A filier that can be used for upsampRiog the
laminznce iz shown in figure D_39:

| .12} o [140} 2561 140] 0 | -12 | /256

Figure D39 - Upsampling filter for Juminance
Al the end of the lines some special techmique, such as replicating the last pel, musi be adopied.
According 1 CCIR Rec. 601 the chromimance samples need 1o be co-sited with the Liminance samplkes 1,

3, 5.... Inorder to achicve the proper localioo, he upsampling filter should have an even number of {aps,as
shown in figure D.40.

[1 I3 I3 11 1una

Figure D.40 -- Upsampling filter for chrominance

The SIF may be reconstructed by adding four black pels to eact end of the herizontal luminance Lines in the
decoded bitmap, and two gray pels © each ead of the horizontal chrominance lises, The lummance SIF
may then be upsampled horizoatally and vertically. The cirominance SIF should be upsampled once
horzootally and twice vertically. This process is illastrated by the following diagram:

720
360 240 10 240
/288 /288
SIF CCIA 601 gﬁ%
Horizontal Vertical
Upsamplng Upsampling
Filter Fiter
igg 120 180 240 s 240
/144 /288 1288 CCIR 601 | ago
SIF - - ; uyv | s
Vertical Horizontal Vertical
Upsampling Upsanmpling Upsampling
Fitet Filter Filer
(b) Chroma

Figure D.41 -- Simplified decoder block diagram
D.£.2.2 Temporal resampling
Since the picture raies are limited 10 those commonly used in the television indusiry. the snme techniques

may be applied. For example, conversion from 24 pictures/s to 60 fields/s may be achieved by the
tlechnique of 3:2 pulldown.
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Video eoded al 25 pictures/s can be converted 10 50 fields/s by displaying the orginal decoded lines in the
ol CCIR 6]1 fields, znd the inierpolated lines in the even fields. Vidzo coded ar 29,97 or 30 pictwres/s
may be convened to a field rate twice as large using the same method.

Video coded a1 23,576 or 24 piciares/s may be converted to 50 fields/s by speeding it up by about 4% and
deceding it 3 if it had been encoded at 25 pictires/s. The decoded pictares could be displayed in the odd
fizlds, and interpolaled pictures in the even fiekls The avdip must be maintained in synchronizafion, either
by increasing the pich, or by speeding it up without a pilch change.

Video coded at 23,976 or 24 pictores/s may be canverted to 59,94 or 6) fields/s nsing the technique of 3:2
pull dowx.
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Annex F
[informative)

List of palent holders

The nser’s attextion is called fo the possibility tai - for some of the processes specified in this pan of
ISOMEC 11172 - compliance with this International Standard may require use of an invention covered by

patent rights

By publication of this part of ISOVIEC 11172, no posivon is takea with respzet to the vakdity of this
chim or of any patent 6 ghts in conneclion therewith However, each company lisied in this annex has filed
with the Information Technalogy Task Force (ITTF) a stalement of willingness to grenta license under
such rights that they hold on reascoable and nosdiscriminatory rrms and conditioes to applicants desiring

10 oblain such a license.

Iiformation regarding such patents can be oblained from :

ATET

32 Avenue of the Amencas
New York

NY 10013-2412

SA

Aware

1 Memorial Drive
Cambridge

02142 Massachusests
USA

Balicore

290 W Mount Pleasant Avenoe
Livingston

NJ 07039

USA

The British Broadeasting Corparation
Broadeasting House

London

WI1A 1AA

United Kingdom

British Tdecommunications ple
Intellecinal Property Unit

13th Floor

151 Gower Street

London

WCIE 5BA

United Kingdon

CCETT

4 Rue du Clos-Courich
BP9

F-35512
Cesson-Sevigne Cedex
France
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CNET
3840 Rue du General Leclerc
F-02131 Issy-les-Mpulinzaux
France

Compression Labs, Incorporated
2860 Junction Avenue

San Jose

CA 95134

USA

CSELT

Via (i Reisi Romoli 274
I-10148 Torino

Tlady

CompuSonics Coerporation
PO Box 61017

Palo Alte

CA 94306

USA

Daimler Benz AG
PO Dox 300 230
Epplestrasse 225
D-7000 Stuttgart 30
Gemnany

Domier Gmbh

An der Dundesstmsse 31
D-7990 Friedrchshafen 1
Gemany

Frannhofer Gesselschaft zur Foerdening der Angerwandten Forschung e V.
Lecnrodstrasse 54

§000 Muenchen 19

Gemmany

Hitachi Led

6 Kanda-Surugadai 4 chome
Chiyoda-ku

Tokyo 101

Japan

Institut fiir Rundfunktechnik Ginbh
Florianmiihistrabe 60

£000 Minchen 45

Geunany

International Business Machines Corporation
Armonk

New York 10504

USA

KDD Corporation

7-3-2 Nishishmjaku

Shinjuk-kin

Tokyo

lapan
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Licentia Patent-Verwalungs Gmbh
" Theodor-Siem-Kal &

D-6000 Frankfurt 70

Germarny

Massachuseits mstitute of Techuology
20 Ames Street

Cambridge

Massachusens 02139

USA

Matsashite Bleciric industrial Co. Tid
1006 Oaza-Kadoma

Kadoma

Osaka 571

Japan

Mitsubishi Electric Corporation
2-3 Marumouchi

2-Chome

Chiyods-Ku

Tokyo

100 Japan

NEC Corpomtion
7-1 Shiba 5-Chome
Mipato-ku

Tokyo

Japan

Nippon Hoso Kyokai
2-2-1 Jin-nan
Shibuya-ku

Tokyo 150-01

Japan

Philips Electronics NV
Groenewoudseweg 1
5621 BA Eindhoven
The Netherlands

Pioneer Elecirmnic Corporation
4-1 Meguro 1-Chome
Megura-ku

Tokyo 153

Japan

Ricoh Co, Ltd
1-3-6 Nakamagome
Chta-ku

Tokyo 143

Japan

Schawartz Engineering & Design
15 Buckland Coarl

San Carlos, CA 94070

LSA
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Sony Caporation
6-7-35 Kitashinagawa
Shinagawaku

Tokyo 141

Japan

Symbiouics

3t Jobm's Innovation Centrz
Cowley Road

Cambridee

CB4 4WS

United Kingdom

Telefunken Fermseh und Rundfunk GinbH
Goltinger Chaussee

D-3000 Hanmover 21

(sermany

Thomson Consumer Electronics
%, Place des Vosges

La Défense 5

¥2400 Courbeyeie

Franco

TFoppan Printing Co, Ltd
£-5-1 Tzaiw

Taito-ku

Tokyo 110

fapan

Toshiba Corporation
[-1 Shibaru 1-Chome
Minato-ku

Tokyo 105

Japan

Victor Company of Japzn Lid
12 Moriya-cho 3 chome
Kanagawaku

Y akcohama

Kanazawa 221

Japan
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Descriptors: data processing, moving siciures, videc data, vden reccrding, data storage devices, digits’' storage, coded
representaion, coting (data conversion),
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