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MREQ#isd:ivenhwfromdoekedge1Cmelogienmplesitaefivednciockedge3.
Arbitercangivethebtlszightawaxsocorelogicdrivesall-sftissignalshighfromthe

' same cioek edge. Core logic In‘-states-all the (W3 and tie) and drives

MGNT# activefromclockedge4.VUMAdeviee-min MGN'I‘# active atclock edge
Sandslzirtsdzivingthebusfi-cmtbesameedge;

‘I'hesharedDR.AM signalsared:ivenbyVUMAdevicewi1enitistheownerofthe

physica1sysnemmemmybm.VUMAdeficemIinquishesthcphysicalsysmmmemonr

busbyde-assertingMREQ#.BusArbitergives1heb11sbaektoeoreIogicbyde-asserting

MGNT#.A1so, asmemionedabove,beforecoreiogicstansdrivingti1e'bus, VUMA

device should drive the sftfs signals high for one CPUCLK clock and tri-state them.

VU1'v[Adcviceshoulda1sotri-stateallthesharedtfs signals.-'1'he'£loa1eonditiononthe

busshouldbeforone CPUCLKclock,bet'oreeerelegiestartsd:ivingthebus. These

activitiesareoverlappedtoimproveperformanceasshowninFigure 5-6.

Figure 5-6 Bus hand ofi from VUMA device to core logic

 
VUMAdeviced1ivesalls!tlssignalshighfi‘nmclockedge3.VUMAdeviee1ri-statesall
shared signals (sftfs and us) and de-asserts"-‘B/£REQ# fi'om'eldci:' edge 4. Core logic

samples MRI-3Q# inactiveonclockedge5.Corelogicdrivesa1lsharedsignalsand
deasserts MGNT# fmm clock edge 5.

5.3.2 DRAM Precharge

25 Version. 1.01:. Rein 0.44:
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Whmthephysicalsystemmemonrh1Lsishmdedofi‘fiummaeiogicwVUMAdevioeor .

fieeavusa,&nDRAMneedstohepmehargedbefo:ed:enewmstummchivingit.
PmofthisprechargecanhehiddenhyovuleppihgflfihthenhiuafiohprotocoL As

showninFig:m_:_5-5 and5_-6.a1l_theD_R.AM .control.si5nals (includin§R.AS# lines)are
driven high forand tri-stated lines are tri-
nmed,mflll1psonfl1osefines-ptfllthemmabgiulhighlhmfihefiinewmamagets

theconflDLtheRAS#finesareakeadybeen'pmehargedformuCPUCLKclocks.Ihe

restofthepreehnrgeneedstohetalnencat-e'hythenewmaster. .

1.VUMAdevieegetsthebusfiomeore1ogic-AsshowninFigute5-5,whenVUMA

deviceg:tsthephysicalsysaemmunoryb1mucloekedge5,1heDRAM-hasbeen

prechargedfortv-woCPUCI.KciocIcs.VUMAdevieen.eeds,~totake-eareoftherestofthe

DRAMpmchmgeTIfispre:hargecanbeovu'lappedbyVUMAgiflice.oversomeofiB

fictivity e.g.VTJMAdevicemaybenmningatadifl‘e:entcloc.lcthan1heCPUCLKclock

andtheprechargecanheoverlapped withthesynchronizafion;ofMGNT#signal.VUMA£

deviceeancalculatethcnumberofcIocksitneedstoprechaIgetheDRAMwiththe
followingformula:

No. orvuma device clocks for DRAM plrecharge - {RAS# Preehatge Time (tR.P) - (2 *
cpucuc Clock Time Period)}i VUMA device Clock Time Period

Example: cpu running at 55.55 MHz, WMA device runniog at so -MHz. 70115 Fast Page
DRAM used.

No. ofVUMA device clocks for DRAM precharge = {$0135 - (2‘ 15115)}! 20115

= {Z0115}! 20ns
- 1 clock

2. Core logic gets the bus-from VUMA device - As shown in Figure 5-6, when core logic

gets the physical system memory bus" at clock 5, the DRAM has beetrprecharged for
two CPUCLK clocks. core logic needs to take care of the rest of the DRAM preeharge.

This precharge can be overlapped by core logic over some of its a:ctivity.e.g. driving of
new row address. Core logic can calculate the number 51* clocks it needs to precharge the

DRAM with the following formula: _ _ __ -

No. of CPU clocks. for DRAM precharge - {RAS# Precharge Time (IR?) - (2 * CPUCLK
Clock Time Periocl)}f CPUCLK Clock Time Period _

Eltample: CPU ntnning gt 66.66 MHz. VUMA devlee ex 50 MHz. 701:5 -Fast Page
DRAM used.

No. of CPU clocks for DRAM preeharge - {5Dns - (2“ 1Sns.)}! 15:15
- {2Dns}/ 151:3
- 2 clock

35 Version. ‘Lop. Rev. 0.41:
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5.4 Synchronous DRAM

Synchronous DRAM support is optional for both lcorelogic and VUMA device. Various
SynehmnousDRAMsupportscenariosareasfol1ows:

1. Core logic does not support Synchronous DRAM - Since core logic does not strpport,

Synchronous DRAM, there would not -be u1y'S'y'nehronous DRAM is the physical
systemoryandhencewhetherVUMAdevicesupponsSynchronousDRAM or
not is inelevant.

2. Core logic. supports Synehronom DRAM - When core logic supports Synchronous
DRAM, VUMAdevicemayormaynotbe'supponingiLWheti:eroorelogicand

VUMAdevicesupponSynchtonousDRAMornotshould'beuansparenttothe

operating systemandapplieatiom programs. Toachievethe systemBIOS

needs to findout ifbothcorelogicandVUMA=device support"this_feamreandsettl1e

systemappmptiateiya1booL1he-foflowingalgofithmexplainshowitcanbe
achieved. The algorithm is only included to explain the feature. Refer to the latest

VUMAVESA BIOS Extensions forthen:1ostnpdatedBIOS calls: '

a.Read<VUMABIOSsignan.tresI:'ing(tefertoVUMAVESABIOS

E.xtensions)>. Check ifVUMA device supports Synchronous DRAM.

b. If VUMA device does not support Synchronous "DRAM, do not assign

Synchronous DRAM banks for Main VUMA Memory. Assign Main VUMA

Memory to Fast Page Mode or EDO bank. Also, ifmntiliary VUMA Memory is

assigned by operating system to Synchronous DRAM banks, do not use it. Either

repeat the request for Auxiliary VUMA Memory till it is assigned to Fast Page
Mode or EDO bank or use some alternate method.

c. If VUMA device supports Synchronous DRAM, read < VUMA BIOS signature

string (refer to VUMA VESA BIOS Extensions)> to find out ifVUMA device

supports multiple banks access.

d. If only single bank access supported on VUMA device, exit, as the Main

VUMA Memor'yandAtndiiaryVUMAMemo1'ybankisfixed.

e. If multiple banks access is supported and if the CS# for Synchronous DRAM

bank is supported on VUMA device. assign the Main VUMA Memory to obtain

the best possible system performance and t.

5.4.] Programmable Parameters

Synchronous DRAM: have trarious prograrninable paiimnetm. Core logic programs
Synchronous DRAM parameters to obtain_" " the best possible The most eficient
wayforVUMA devicetoprogramits DRAMcontrolleristomnkeaBIOSealltofind

27 Version." 1.0p. Rev. 0.4;»I

Page 213 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 214

vum Proposed sax ml . VESA Confidential

om1hepa:m%eorclogichasdecidedmdpmg1'a|nilsDRAMoonunflerwi1hthe.

samepm-mnetus.Altunamly,VUMAdevieeoouldpmgmnisDRAMcomuHcrwith

omorafldifluunpm-mneters. lfVUMAdevicepmgrunsitsDRAMconnol1erwi1l1any

difi'er¢ntpmanmus,hisVUMAd¢vice’srcsponm‘bfli1ymmpmg:amSym1numus

DRAMbackwith_fl1e-ofiginalpflfimfitfiaabefomdmephysinlsymmmemaiyhmis

handedofitocorclogic. InoIherwords,VUMAdeVin&~isfi'eetochangeanyora1lof1he

para:neters,btnthechangcshoI1ldbcu-anspazenttocmtlogic.

How core logic progpams vuinns pamueezgand how VU1v‘£A-device could inquire them
is as follows: - ' -

.l.BurstLengfl|- Bm'stLengthcanbeprog1'ammedas1,2ar4.VUMAdevioeneeds

IaomakeaBIOS_call<RemmMemarySpeedType(refertoVUMA

VESA BIOS.Exn:nsions)> to find outthe Bust Length.

2.CASLatency- AsCASlatcncydep:ndsanth:speedofSynchrunansDRAMused'

andt.heciockspeed,.1hisst.Indarddoesnotvmn1iofixthis

pa:a:n:ter.Core1o_gic.-progralnsthispammetertoanappmpziate
valuz.VUMAdeviceneaistomakeaBIOScall<Rm:rnMcmory

Speed Type (1-cferto VUMA VESA BIOS Ext:nsions}> to find out

theCASlatency.

3. Burst Ordering-Most efliciant Burstordenhgdependsuponthetypeof CPUused.
VUMAdsviceneedsto'makeaBIOScall<Rctu:nMemorySpeed

Type(refcrtoVUMAVESABIOSExt:nsians)>tnfindoz.1tth
Burstorder. '

5.4.2 Protocol Description and Timing

AlltheDRAMsigna1sare-sharedbyeorclogic.andVUMAdeviee.Theym'ed1ivenby

currentbusmaster.WhencorelogicandVUM.Adevieeha:1doverthe.bustoeachother.

theymustdriveallthesharedsftlssigna15highforonI:CPUCLKc1ackand~th:nui-slate

thcm.A1so, they should tri-stateallthesharedt/s signals.

SynchronousDRAMsuepmchmgedbypechuge¢ommmd.Wh:nfl::physica1systan

muno1ybusishsndedofi'&omcomlogicmVUMAdeviceorvicea-vu3a,fl:eDRAM

prechargehasnmoptions: I _ . '

1.-Pmchargeboththe.ii1tema1banks.befomhandeofi'=.I}fisisasimplecasewhueboth
theh1terna1banksofthcacfivesynchmmusDRAMbankmep:edm-gedmdthenfime
busishandedofi‘. . -

2.RequesfingMastermodpsthephysica1systunmunoxyh:sudsynchrumusDRAM

- imunalbanksneednmbeprecharged-hfl:is_caseth:ruquesfingmastumwpsthe

DRAMaddmssandmmoIsigna1smu=ck.the.9pmpggesinthehmmaIbanksofthe
acfives)mchmnousDRAMbank.Theintanalbanksof1heacfiVesyndnunousDRAM

23 Version. 1.0p, Rev. 0.4]:
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uenotprechargedwhenthephysicalsystemmemnrybusishanded-ofi‘mthe'

mquesfingmastenlfmededthemquesfingmenunkescaeofprechugeafiugetfing
thephysicalsystemmernotybus. '

Both core logic and VUMA ‘device have an option of either-implementing or not

impiemenfingDRAMmooprfeanneWhetha-corelogicandVUMAdevicesuppon
DRAMn1oopornotshouldbersnsparunmflreoperatingsysmmandappfica1ign
programs. To echievetheu'nnspuency,systemBIOS-mdVUMABIOS'needto findout
ifboth'com1ogicandVUMAdwiumpponfiisfianncmdsctfi1e§ysmmappropfiamiy
atboot.ThefoHowingalgofithmarplainshowitcanbeaehieved.Thealgofithmisonly
includedtoexplainfl1efeamre.Referto1helstestVUMAVESABIOSEnensionsforthe

mostupda1edBIOS calls:

1. System BIOS reads <VUMA BIOS signature string (referto VUMA VESA BIOS

Exzensions)>, tofindo1nifVUMAdevicecansnoopthephysiealsystem:ne1norybus.
2.Ifno, Systernfllospmgmmscoieiogictoprechargesynein-anousDRAMbeforebus
hand-off.

3.Ifyes, SystemBI0Spmg1'amscorelogicnottopreehargesynchrunmrsDRAMbefore
bus hand-off.

4. V'U'I\r1ABIOSmakaca1L<F_~¢Pon_VUMA-core logic (refertoVUMA

VESA BIOS E.xtensions)>, to find out ifcore logic can snoop the physical system
memory bus. ’

S. Ifno, VUMA BIOS p1fograms'VUMA device to precharge synchronous DRAM before
bus hand-ofi'.

6. If yes. VUMA BIOS programs VUMA device not to preeharge synchronous DRAM
beforebushand-off.

None, only one, or both of core logic and VUMAI-device can sujiport this feature. When
only oneof1hemsupponsthisfearmemerno1yprech:rgewfllbeasymmeuicali.e. there

will be precharge before hand-ofi‘one ivay and no precharge the other way.

5.4.2.1 Non-Snoop Cases

The sharedDR.A.M signals are drivenby core logic when it istheownerofthephysical

sys1emmemorjrbus.VUMAdevicereques13thephysicalsystunmunorybusby

assenmgMREQ#.BusArbher3nnsthebusbyassadngMGNT#.Also,befmeVUMA

device starts driving theib-us‘, core logic should drive all the shared sitls signals high for

one CPUCLK clock and triestete them. Core logic should also tri-stateall the shared tis

signals. The tri-state condition on the bus should be for one CPUCLK clock, before

VUMAde\&cestamdfifingthelms.1heseacfivifiesmeoVerlappedtoimpmve
- performance as shown in Figure 5-7. Since VUMA device does not DRAM

snoop feann-e, DRAM is precharged before heading off the physical system‘ ory bus

as shown in Figure 5-7. . "

29 Version. 1.01:. Rev. O.4p
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Figures-7 Bushandoflfrom _Core

or-ucu<

 
MR.EQ# is driven low fi-om clock edge 2. Core logic samples it active on deck edge 3.
Arbitercangivediebusrightaway, so corelogicgivesprechargecoinmandto DRAM
from the same clock edge. Core logic drivesall theahared sftfs signals high Eon: clock

edge 4. Core logic tri-states all the shared signals (sftfs and tie) and drives MGNT# active
fi'omcloekedgeS.VUMAdeviocsan1plesMGNT#acfivcatclockedge6andst£u'ts

driving the bus fromthe same edge. '

ThesharedDRAMsignalsaredrivenhyVUMAdevicewhenitistheownerofthe

physical system memory bus. VUMA device relinquishes the physical system memory

bus by de-asserting MREQ#. Bus Arbiter gives the bus baekto core logic by de-asserting
MGNT#. Also, as mentioned above, before core logic starts driving the bus, VUMA

device should drive all the shared sft/s signals high for one CPUCLK clock and tri-state

them. VUMA device should“ also tri-state all the shared tls signals"; The float condition on
the bus should be for one CPUCLK clock, before core logic starts driving the bus. These

activities are overlapped to improve as shown in Figure 5-8. Since core logic
does _not support DRAM snoop feature, DRAM is precbarged before handing ofi' the
physi.cal'systern'n1en1ory bus as shown in Figure 5-8. _ ‘

Figure 5-8 Bus hand offfrom VUMA device to Core Logic

 
VUMAdetdccgivesprechargewmmmdfiomdockedge3.Itdrivesa11.sbm'edsMs
signals high from clock edge 4. It tri-states all shared signals (sftls and tfs) and de-asserts

30 ' Versiori. 1.op. Rev. 0.4;:
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MREQ# fromclockedge s. Core_logicsar_nples MREQ#ioactiveonciockedge 5. Core
logicdrivesallsharedsigna!sanddeassertsMGNT#fi'omclocl:edge6.

5.4.2.2 Snoop Cases

'l'hesl:aredDR.AM'signalsaredrivenbycorelogicwhenitistheownercfthephysieal

systen1memor'ybusVUMAdevicerequststhephysia|laystemcrybusby
asserting MR‘:-3Q#. Bus Arbiter grants the bus byuserting MGNT#. Also, before VUMA

devioestartsd1ivingthebus,oore_logicshouldd1'ivealltbeshared:/tfssiytalshighfor
oneCPUCLKdoekandni-smtemuncomlogicshouldalsoui-smmaflthesharedfis

signnls.'I‘heIri-stateconditiononthebusshouldbeforoneCPUCLKclock.before

VU'MAdev1ce' sta1'ts'drivingd1ebns.'I'hesec1:tivifiesareoverlappedtoitnprove
~ performance as shown in Figure 5-9. Since VUMA devicesuppcrts DRAM snoop

feature, core logic does not precharge DRAM before handing of the physical system
memory busasshcwninfigure 5-9.

rigms-snug handoflfi-omeorelogictoVUMAdeviee

Z 1 J 2

arm '\_r‘\J"\_/‘N./‘\_/—\_/‘\.r\_r'\_/*\_

WEGI‘  '' ' '

is 14 is 27 is :9

cm -
Signals ' u. '“

h . . . . . . .
_5,-9..., __ - -

MR.EQ# is driven low from clock edge 2. Core logic samples it active on "clock edge 3.

Arbiter can give the bus right away and since VUMA device supports DRAM snoop

feature, core logic drives all the shared s_/tfs signals high from thee clock edge. Core
logic tri-states all the shared signals (sftfs and tfs) and drives MGNT# active fi'om clock

edge 4. VUM.Ad.evice samples MGN'l'#'activeatc_iock edge 5 andstartsdrivingthebus
from the same edge. "

1hesbaredDRAMsignalsare_dtivenbyVUMAdevicewhenitistheom:erofthe

physical system memory bus. VUMA device the physical syste.m memory
bus by de-asserting MREQ#. Bus Arbiter ‘gives to corelogic by de-asserting
MGNT#. Also, as mentioned above, before core ‘logic starts driving the bus, VUMA
device should drive all the shared sftls signals high for one CPUCLK clock and tri-state

them. VUMA device should also tri-state all the shared t/s signals. The float condition on
the bus should be for one CPUCLK clock. before core logic starts driving the bus. These

activities are overlapped to improve performance as shown in Figure 5-10. Since core

31 Version. 1.0p, Rev. 0.4p
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logic supports DRAM snoop feanne, not DRAM before .
handing ofi' the physical system memory bus as shownin Figure 5-10.

Figure 5-10 Bus hand ofl’ from VUMA device to core logic

 
VUMA device drives all shared s/t/s signals high fi'om clock edge 3. It tri-states all shared

signals (s/t/s and t/s) and de-asserts MR.EQ# from clocl; edge 4. Core logic samples
MREQ# inactive on clock edge 5. Core logic“ drives‘ all signals and deasserts
MGNT# from clock edge 5.

5.5 Memory Parity support

Memory Parity support is optional on both core logic and VUMA device. If core logic
supports parity it should be able to disable parity check for Main VUMAiMemory and
Auxiliary VUMA Memory areas while parity check on the rest or the physical system
memory is enabled. A

5.6 Memory Controller Pin Multiplexing

The logical interfaces for Fast Page, EDO and BEDO DR.AMs are very but are

significantly different than that of Synchronous If motl1er%.l;oard designers Want
to mix difierent DRAM technologies on the samemother board,‘core logic have to
multiplex DRAM control signals. The meaning ofa multiplexed signal will on the

type of DRAM core logic is accessingat a given time. If a supports
multiple hanks access of DRAM technologies, it also have;to
multiplex DRAM ‘ccntrolpsignals. Bourooro logic and devices have to have
same multiplexing scheme. The appropriate JEDEC standarclshould beefollowed for
multiplexing scheme.

d.0 Boot Protocol

32 Version. 1.01:. Rev. O.4p
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6.1 Main VUMA Memory Access at Boot“

In unified memory architecture, part of the physical system memory is assigned to Main '

VUMA Memory. The operating are . not aware of unified memory
architecture. Also, some of the existing operating systems size memory themselves. This

poses a problem as the operating systems after sizing the total physical system memory,
will assume that they could use all of the memory and might overwrite Main VUMA
Memory. The solution to this probl is explained below: .

As shown in Figure 6-1, the solution to this problem is to disable core logic access to

Main VUMA Memory area at boot time. In that case even if operating system, sizes the

memory, it will find only (total physical system memory - Main VUMA Memory) and

will not be aware of the Main VUMA Memory existence. This will avoid operating

~ system ever writing to the Main VUMA Memory area. If VUMA device supports.
multiple banks access, it can access total physical system memory all the time. If VUMA

device supports single bank access, it can access the bank of Main VUMA Memory all
the time.

If VUMA device is a graphics controller, it needs a special consideration. Video screen is

required during boot and since core logic can not access the Main VUMA Memory, it can

not write to it. The problem is solved by programming the graphics controller into a
pseudo legacy mode. In this mode graphics controller treats Main VUMA Memory

exactly the same way as in non. unified memory architecture situations i.e. as if it has its

own separate frame bufier. So now, the total system looks just like a non unified memory
architecture system and this mode is called as pseudo legacy mode. Core logic performs
accesses to video through legacy video memory address space of A000:0 and B00020.

These accesses go on the PCI bus. Graphics controller claims these cycles. Graphics

controller still needs to arbitrate for the physical system memory bus. After getting the

bus, graphics controller performs reads/writes to VUMA Memory (frame buffer).
After the system boots, it is still in the pseudo legacy mode. When operating system calls

display driver, the driver programs core logic to allowaccess to Main VUMA Memory

and switches the system from pseudo legacy mode to unified memory architecture.

In the case of other type of VUMA devices, device driver needs to program core logic to

allow access to Main VUMA Memory.

Figure 6-1 Pseudo Legacy Mode

33 Version. 1.0p, Rev. O.4p
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scram‘

 
'1'hefol1owi.ngalgorithmsumsupthebootprocessii1thecaseofVUMAdevicebeing a
graphicsccntroller:

1. System BIOS sizes the physical system memory. '

2. System BIOS reads the size of Main VUMA Memory at previous boot (where this

valueisstoredisSystemBIOSdependeu1,butmedstobeinsomesortofnonvulatile
memory).

3. System BIOS programs its internal registersiao reflectthattotal memory available is

[total physical system mory(fi'om step I) - Main VUMA at previous boo
(fromst=p2)l- '

4. System boots and operating system calls display driver.

5. Display driver makes a System BIOS call; <EnablelDisable Main VUMA Mory

(refer to VUMA VESA BIOS Extensions)>, to progrm core logic internal registers to

reflect that it can access total physical system-memory.

6. Display driver switches VUMA device to unified memory architecture mode.

Even though core logic can not access Main VUMA Memory till the time display driver

enables it, core logic is responsible for Main VUMA Memory refresh.

VUMAdeviceshouldcIaimPCI-MasteraccessestoMsinVUMAMemoryfill display

driver enables core logic access to that area. Core logic shouldclaim PCI-Master accesses

to Main VUMA Moryafter display driverenables core logic access Iothatarea.

5.2 Reset Stats

0npoweronrueLbothcorelogicandVUMAdevicehavetheirImifiedmetnory

architecture capabilities disabled. MR.EQ# is dc-asserted by VUMA device and MGN'l'#

is dc-asserted by core logic. System BIOS can detect if VUMA device suppers unified

memory architecture capabilities by reading <VUM.A BIOS signature string (refer to
VUMA VESA BIOS Extensions)>.

34 Version. ‘Lop. Rev. 0.4;)
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7.0 Electrical Spoci”-ation

7.‘! Signal Levels

This section levels fo;'tI1earbitra1ion signals only. DRAM
signal1evelsdependonthetypeofDRAMusedmdheneeoannotbespecifiedbythe

MREQ# output 5v 'I'I'L or 3.31: LVTI1.

input Sv TTL for 51: bufi'er, 5v tolerant LVTIL for 3.3? l:Iufi'er

MGN'I'# output Sv 'I'I'L or 3.31: I..V’I'I'L

input Sv "TIL for Str bums‘, Sv tolerant LVTTL for 3.3V buffer

CPUCLK output 5v 'I'I'L or 3.31: LV'I'I'L

input 5v TIL for Sv bu:fl"er, Sv tolerant LVTII. for 3.31: buffer

7.2 AC Timing

This section describes the AC timing parameters fiorthe ubitration signals only. DRAM

Actirning paramete1sdependonthet}'peofDRAMusedandhencecannotbespecified

bythestanda:d.BothMREQ#areMGNT#timingparamete1sa:ewithrespectto

CPUCLK rising edge.

MR.EQ# output tClk to Out (max) - 10 ns

_ tClk to 011: (min) - 2 ns
‘input SetuptimetSU(m.in)-3ns

-Hold time}!-I (min) - 0 ns

MGNT# output tClIt to Out (max) - 10 ns

ICE: to Ont (min) - 2 as
input SetuptimetSU(min)-3 us

" Holdtimet!-I(min) -Ons

crucuc output clock frequency (max) - 66.66 MHz

7.2.1 Timing Budget

A1-nargin forsignal fl:'ghttimeandc!ockskewisaddedtothetimingpatan1eters.:!:2nsis
allowed for the total of CPUCLK skew and signal flight time. Worst ease timing budget
calculations for setup and hold time are as follows: '

35 Version. 1.05:. Rev. 0.4p
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7.2.1.1 Wont use for Setup t'ime_

Figure?-I showsmewo£s:case'£orsemp1sm;.:cikmou;fligmimeandc1ockskew
haveconvexgedtoredueeavailablesemptime.

Figure 7-1 Worst eneefor setup time '

Drier Output

Receiver Iran

Sarroing CFLICLK 
[tCI.Kto0ut(max)+f1ighttime+tSU(min)+nega1iveCPUCLKskew]sCPUCL1(
period i.e. 15n.s@66.66MI-Iz. _

[10:15 + flig.httime+ 3ns +nega1:ive CPUCL.Kskew] s I5ns

[flight _time + negative CPUCLK skew] 5 2:5

7.2.1.2 Worst case for Hold time

Figure 7.2 shows the worst case for hold time. zcik to out and clock skew have
converged to reduce availahie hold time. Positive fligln time number helps in this case
andhenceitisa.ssI.nnedtobezero. -

Figure 7-2 Wont ease for hold time

DliVlt_Ol.lDlI.Rnniver raw!

Snuplag CPUCLK 
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[posmve" crUcLIcst:ew+:H(min)]sucLxuoom(m:n)" ‘
[positiveCPUCLKskew+0ns]S 2m

positiveCPUCLKsk:ws2ns -

7.3 Puflups

Aflsfflssignusmedfilmtipswsmmintheinacfivssummfilhiomeragmtdrivesmem.
Corelogichas:oprovidepullI:psfarallti1esv'tfssiy:als.VUMAdevicehasasoptionof --

providing pullups on-some of the sftls signals. Alltfs signals need pulldnwns. Core logic

hasmprofidepufldowmforali:h:fissigndsVUMAdsviéehuasopfionofprofiding
pu1mowmmthefissignflsP1mupsandpufldowmmu1d'eifl1uhehncmalmthcchips
orextcrnalonboard.

DRAM Addr¢ss- Corelogicisresponsibie1_‘orpull_nps on_DRAMAcldress lines.
DRAM control signals - Cor: logic is responsible for an DRAM control signals.

VUMAdcvinehasm?optinnofprovidingpullupsonthem.
DRAMDataBns- Coniogicisrcspom:1'b1eforpull<i_ov.rnsonDRAMda1abus.

VUMAdev-icehasasoption ofprnviding puiidownsonthem.

Pullupsandpulldownsareusedm

signalsancihenceneedtobeweak. Rncommencledvaluefnrupulillpsmadpulidowns is
betweenfllkohmandflokohm. ' .

7.4 Straps

As some VUMA devices and con: lngic chips use DRAM data bus for straps, DRAM
data bus-needs to be assigned for straps for difiemm controllers. The assignment of

DRAM Data Bus for straps is as follows: ‘

MD [0:19] VUMA device on Mothnrboani

MD [20:55] Reserved

MD [55:53] Car: Logic

Allthesnapsncedtobeplfllupsoflokohm.

i'.5 DRAM Driver characteristics

LoadingplaysauificslioleinDRAM'a§¢¢8sfimhg._hcaseofPCmothwboufisend
‘ususcanecpmdfiieadsfingmanoryofasysmmby-addinggmaSIMMsHence,

typicaIIythetota1DR.AM signal loadingisnotoonstantanglroouldvarysignificanfly.
BothCoreLogicandVU1§/mdcvicemustbeablctodiivethemasdmiimloadthatthe

37 I Version. 1.0p, Rev. 0.4;:
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system motherboard is designed to accommodate. In motherboard -designs DRAM
signal loading can be excessive (on the orda of lO00pF for some signals)‘ and hence care
must be taken for DRAM driver selection. Some general guide for DRAM driver.

design are as follows: W, p «

Slew-rate controlled drivers are recommended. Drivers with selectable current drive (such
as 8/16 mA drivers) may be used. This can reduce overshoot and undershoot associated

with over-driving lightly loaded signalsand can prevent excessive rise and fall time delay .
due to not providing enough current drive on heavily loaded signals.

As shown in Figure 7-3, buflers may be placed on the systemgmotherboardp to reduce the
per signal loading and/or provide larger drive strength capabilities. DRAM Write Enable
and DRAM Address signals are typically the most heavily loaded signals. Column
Address Strobe signals may also become overloaded when more than two DRAM banks

are designed into a system. 'I'l'L or CMOS bufi'ers,(typicalIy 244 type) may be used to

isolate and duplicate heavily loaded signals on a per bank basis. 244 type buifers
typically have very good drive characteristics as well and can be used to drive all of the

heavily loaded DRAM control signals if the Core Logic and/or VUMA device has

relatively weak drive characteristics. If external bufiers are used, the bufier delays should
be taken in to timing considerations.

Figure 7-3 Optional Bufiers for DRAM Signals

PCI Bus

W VUMA

Cora Logic ‘ . g (._2:’_':_ 
Wider DRAM devices offer reduced system loading on some ofthe control signals. x4

DRAMS require four times the physical connections on RAS, MA» (Address), and write

enables as x16 DRAMS. The reduction in loading can be significant Ifthe has
control over the DRAMs which will be used in the system, the DRAM width should be
chosen to provide the least loading.

33 Version. 1.Dp, Rev.
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Video Electronics Standards Association 

1150 North First Street, Suite 440 Phone: (408) 435-0333
San Jose, CA 95131-2029 . ‘FAX: (408) 435-8225 '

  VESA Unified Memory Architecture

VESA BIOS Extensions (‘VUMA-SBE)

r r r Proposal _ ‘  
 
 

 Version: 1.0

Document Revision: 2.2p

November 1, 1995
 

  

 Important Notice: This is a draft documt from the Vi_deopEIectronics Standards
Association (VBSA) Unified Memory Architetitzne Committee (VUMA). 1: is only for

discussion purposes within the committee and with any‘ other persons or _orga.nizafions
that the committee has determined should be invited to review or otherwise contribute to

it. It hm not been presented or ratified by the VESAigene1-al membership. ’
  
 
 Purpose 

  To allow the video BIOS and other GUI specific software to control the VUMA hardware

wilhoul specific knowledge or direct hardware access.
 

 
 

Summary

 This document contains a specification for a system and video BIOS interface, VUMA-
SVBE. The VUMA-SVBE interface will allow the video BIOS and other GUI specific

software to comrol the VUMA hardware without specific knowledge or direct hardware

access. The hardware protocol is described in VESA document VUMA 1.0.

 
 

I
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scope

Becauselhisisadrafi-dounnem.itmmmbeoonsiduodcomplmoracmnteinafl'
mspectsalthoughevcryeiforthasbeenmademmixfinxizzeenm-s.

Intellectual Property

o Copyright 1995 -' Video Electronics Standards Assooiafion. Duplication of
document within VESA mombercompaniesforretriewpmposes is pormittod. All other

rights arc reserved. '

' Trademarks

All uademarks usedinthisdocumentarcthepropenyoftheirrespectiveowncrs. VESA
a.ndVUM.Aaretradema.rhs ownedby‘ti:eVidooEiocl:'onicsSta.ndarrisAssocia1ion.

Patents

The proposals and standards developed and adopted by VESA are'in1c.nded to promote

uniformity and economics of scale in the video elscn-onics industry. VESA strives for

standardsthatwil] bcnefitbothltheindnisuyaiidedduscnsofvidoodocuonicsproducts.
VESA carmotenmnethé1theadopfionofgs1_::idud;fl1euseofame$boddoom'bodasa

standard: or the making. u;ing.'q1t.se1lJ_'ng ofa product in',_oompliance_ with the standm-d
does not infringe upon the (including patents, utdomarks, and

cop_\'1'igl-us) of others. VESA, thereforfimakes no or implied, that
products conforrning to a VESA standard do not in:&inge on tho intoiloctual property

rights of othcrs. and accepts no liability direct. or consequential. for any such
infringemcnt. 7
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Support For This Specification

If you have a product that incorporates VUMATM, you should ask the company that
manufactured your product for assistance. If you are a manufacturer of the product,
VESA can assist you with any clarification thatyou may require. All questions must be
sent in writing to VESA via: '

(The following list is the preferred order for contacting VESA.)

VESA World Wide Web Page: www.ve.ra.org

Fax: (408) 435-8225

Mail: VESA

2150 North First Street

Suite 440

San Jose, California 95131-2029
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1.0 Introduction

video BIOS interface. The system BIOS VUMA-SEE (Systun BIOS Extensions) will allow

the video BIOS and other GUI specific software to control hardware without
specific lcnowledge or direct hfidwue acox. The BIOS VUMA-VBE (Video BIOS

Extensions)willal!owthesys!cmBl0S_andotherGlJIspeeificsoftwaretoaccesstheVUMA
hardware without specific knowledge ordirecthandware access. 'l'liel-lardware protocol is
descrlbcdinV'ESAdocumcntVU'MAl.0. -

Readusofdusdommmtshoulddreadybefamifiuwilh.d1eVESABlOSmncnsiommd

programming atthe BIOS level.

.2.0 Goals and Assumptions

VUMA-SEE provides a hardware indepenclent means for operating and configuration
utility sofiwareto control andgetstatusfiomtheVUMAhardwiu'e.

VUMA-SBE services need to be provided as part of the system and video BIOS ROM: since

the ftmctions needtobeusedduringsysternbootup.

2.1 Goals

a. Allow system mory access to non system controller devices. These devices, called

VUMA devices will have their own" ory controller and access system memory

directly. All of system memory is potentially accessible by VUMA devices.

b. Allow multiple devices. Although only one cottnector is allowed, multiple devices on the
motherboard as wellas multiple devices on the expansion board are allowed.

c. If a VUMA device that previously 11$ requested is talc out of the system, the
l'1'lc1'n0r_v will be returned to the 015 on the next boot.

:1. lfa VUMA device is replaced by another VUMA device. the allocate the same
amount of memory. if it meets the requirements of the new board. Otherwise
the memory allocated will be increased to the minimum requiredby the new board.

7 ' Version. 1.0p. Rev. 2.2::
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2.2 Assumptions

a. System BIOS will manage memoryallocation requests from '
b. Memory must be sized, typed and contiguous before control is turned over to a VUMA

device. T ‘T l V V

c. VUMA devices willtestandinitializetheirownMainVU.MAmemory. (This is similarto
the way they initialize andtest their video on conventional VGA. devices.)

e. The lowest PCI PFA have priority if more than one VGA device is plugged
in. The manufacture can decide ifthe VUMA slot has the highest, lowest or middle PFA
number. -

f. The Video BIOS must be in shadow ram and writeable when control is passed to the video

« ROM as defined by the PCI SIG. - .

g. The values that BIOS reports in function 6 for current, voltage, and speed will be

determined at build/compile time. V '.

h. A device driver should insure that when requesting VUMA memory for the next boot that

enough memory will be left for the 0/5 to boot.

i. The device driver should take into consideration memory bandwidth when requesting
memory. .

j. Memory is installed on the mother board in the bank or banks (RAS/CS) that the VUMA

device can access. If a user moves mory to a bank (RAS/CS) that the VUMA
controller can not access, the VUMA device willlbe disabled.

k. On a warm boot the sytem will reallocate VUMA memory for each device.

I. For a multi-function plug in board, only fimction 0 on the board may require a
amount of memory for booting. See section 3.4, point A. Set next boot size call (VUM.A-

SBE function 2) can only be made using the PFA offunction 0 on the board.

m. if a. plug in card has a bridge, only the first function ofthe first device behind the bridge

may require a minimum amount of memory for booting. See section 3.4, point A.

n. S ystem BIOS will insure that PCI addresses will not conflict with Main VUMA memory

that is placedabove system memory. Main VUMA memory could have addresses that are

not contiguous with system memory. (Sec h/w spec.)

0 Main VUMA memory that is contiguous to system memory must be disabled before OS
boots.

p. VUMA device driver is responsible for enabling CPU access to Main VUMA memory.

Note. all of Main VUMA memory access by the CPU risenabled when any part is enabled,
i.e.. all or nothing. Disabling CPU. access is not allowed at run time.

q. The Main VUMA memory must be contiguous, but it is not necessary to be contiguous
with system memory. .

r.- lf Main VUMA memory is not contiguous with system memory, CPU access does not

need to be disabled prior to INT l9h.

5. When requesting Aux VUMA memory, if system memory is being cache by any type of
cache. the cache mustlbe cleared by an I/O instruction, not by reading memory. This is

necessary since in protected mode a selector will not be available to the BIOS.

3 Version. 1.0p. Rev. 2.2p
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2.3 Boot Sequence

1. System BIOS sizes and configures (makes contiguous) all system memory.

2. System BIOS scans ROM space for VUMA devices and determine if there are any

devices present thatwere not present at the last boot. Ifyes, then add the minimum

amount of memory required by that device for booting, to VUMA mory.

3. Allocate VUMA memory. At this point all memory, including VUMA memory is

enabled. Ifthis is not possible to allocate all requested memory (possibly memory
has been removed between boom) then the system will scan all VUMA ROMS and

allocate the necessary to boot.

4. Next, call the entry point to the VGA device. The VGA device tests and initializes

it’s memory at this time.

5 . After the VGA device has itself, control is given back. to the system
BIOS.

6. System BIOS then continues POST. During POST the system gives control to the
other PCI devices (including VUMA devices). They then initialize themselves.

7. When the OS starts it’s boot process, it will then load and execute the video driver.

If necessary the video driver will then enable the CPU access to memory allocated
to the VUMA device.

8. An} changes to the sine of the memory allocated to the VUMA device will be

requested by the video driver, 0/8, or utility/proper-ity sheet. These requests will

then be implemented on the next boot. '

10 Version. 1.0p, Rev. 2.2p
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3.0 VUMA VESA SYSTEM BIOS Extlrlaians (VUMA-SEE} '

Themws)smmBIOScaHshavefi1a1bavebemdefimdeanbemuned-viathefoflowing
VUMA-SBEi.nterfaces

3.1 VUMA-SBE_ 32 bit interface.

Demefingtheprumn-qffl1e32-bh"hraficefo:theVUMA-Sfififimcdomkdomusmgme
B10532 Service Directory‘. Use ofthe service directory metres 3 steps : locating the service
dirxmry,ufingthemrfimdimamymgnfi1eVUMA-suviustumypohtudfinaflynflhgme
VUMA senricesto perfonnthe desired function. The B10832 Service Directory isa contigous
lflbytedausuumnewhichbeginsmalfibyubomdmymmewhuehmephysicdaddress
range 0EO0OOh-OFFFFFII. Ithastbefollovvingformatz

Enuy point for BIOS32 Service directory

Thisisa32-bitphysicaladdressthroughwhiehthesendee directorycan
be called. '

1 byte Revision level '
The current revision level is 00h.

Length of data structure in paragraph (i.e., 16-byte) tmits.

091'! lb?“ 'I'hedatasI:rucnu'einthisrev'isionislébytesiongsotbisfieldbasa
value of 0111. ‘ _-

0A.h

'I'hisfieldisachecks1nnoftJ1ecompletedatastrucn1re.Ithasavalue

such that when all o_fthe bytes inthe data structure are added together in

abyte wideslmttheyadduptofloh. '

OB}: 5 bytes Reserved
I Must be 0

 
To locate the service directory a caller must scan 0E000Dh to OFF!-'FFh on 16-byte boundaries

looking for the ASCII signanue "__32_" and a valid checksutnmed data structure. If the

service directory is NOT found then 32-bit VUMA support is not pruent in the BIOS.

' The BIOS33 Service is an industry standard and is described by the document Standard 3105 32-bit
Service Directory Proposal. Revision 1.0 M33124. [993 available fi'oIn Phoenix Technologies Ltd, Irvine. CA

11 Version. 1.05:. Rev. 2.2p

Page 235 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 236

vumt proposed Sta. .ara vssn Confidential

TogutheVUMAsuvicesenuy.pointaCAILFARmsavicedimcnmyisdcmeusingthe
value specifiedatofietmhindieservicedixeetnrydamsn-ucmre. Thefiollowingisalistof

INPUT:

EAX Sei'vice1demif:er- '

'Il:isisa4ehsractersningusedtoidemifywhich32-bitBIOSserviee

isheingsought. ForVUMAisit"V'UMA" whereEAX-
414D5556h(NO'I'E:Thiscon'IspondstoniovI:Ix.'VUMA')

EBX[3l:8] Reserved ' '
Mustbesettofloh

EBX['7:0] 00h - ‘

CS Codeseleetorsetttptoencompassthephysicalpageholdingtheeauiy
pointasweIlnfl:eim.medianelyfol1owingphysicalpage.ItMUST

havcthessmehase. Csiseileeineoniy.
D5 Dstaseleetorsetupto.encoanpassthephysiealpageholdingthe'enu-y

pointasweilstheimmediatelyfollowingphysiulpage. IIMUST
havethesamebasebsisxead-mly.

SS Staekseieetnrnu:stpro1tidea1leastlKofstaekspaeeandbe32-biL
U0 Il0Pe:missionsn1ustbeprovidedsothattheBI0Scanpe:formany

U_Onecessa:}'. . .

OUTPUT

AL Rerumcode

00h - Requestedservice is presem

80h - Requested service is NOTprese_n1.
8111 - Unimplented fimcdonspecificd inBL.

EBX Physical addresstouseastheselectorBASEfortheservice.
ECX Value to use as the selector LIMIT for the service.

EDX Enu3—'pointfortl1eservicercIativeto1heBASEiennnedinEBX.

Oncethe VUMAennypointhasbeenfoundthecaflershouldcrntesnexec1nc-onJyCODE
andread-onlyDATAseleeaorsbasedonthévaluesinEBXandECX. 'I'heVUM.Aen1r)'poinI

cannowbeinvokedusingaCAI.I.. FARwiththec1uIedCODEselectorandtl:eofisetin

EDX. The following additional conditions must exist when calling the VUMA emry point :

12 Version. 1.0p, Rev. 2.2;:
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o Ilopeunissionsar-esuehthattheservioecanperfonnanylfonecessary
o Ihestackisa32-birstsekarrdprovidaatlustlrcofsnekspace

o The appropriate ptivilegeisprovidedsothatthesewioecaneuableldisableintermpts
areneeded '

Allotherregistersettingssrespecifiedtothefinserionbeingcalledl

3.2 vum-see 1s bitinterfaee.

Thelébitlnterfseeisfimcfiou-basedandaflpa'smmarepnsedin'registers. Ifaregisteris
norspecifiedasmoutpmpararnetu-firrafimctiomtheiiitwiilbepresuved. Ailfiagsare

preserved. Functionvaloesare%dasi::prn'1':I7ararn'e_tersi_nregisnerBL Rerurnsrarusis
passedbac1<inregisterAL. Areonnslarnsofoohindieatesrharthefmctionmssuecessfirl.

Prior to calling into the [6-bit interface in protected rnodeusing the PUSHF I CALL sequence
thefollowingrequirernentsntustbemet:

CS is an execute-only selector withaBASE of0F0fl0DhandaLIMI'I‘of64K.

DSisaread-onlyse1ectorwi1haBASEofOFOO0UhandaLIMITof64K.

I/Opcrmissionsaresuchtharthesewiceunperformanyifoneoessary

The stackisa 16-bitstaekandprovidesatieast litofstankspaee
The appropriate priviiege is-providedsothatthe service oanenabieldisable interrupts
arcneeded '

IOOOI
Entry to the to hit interface may be done one oftwo ways:

I. Entry point to the 16 bit services is F0O0:I-‘859. To call these
Set up the registers as in the function description. Status information is ‘
returned in AX. '

PUS HF '

CALL FAR F00O:F3S9

Check resulLs

The 16 bit interface may also be accessed through the INT"15h'inslruotion. The train:
F401}: is passed in the AX register, with the subfunction passed in BI... Sums

information is rerprned in AX. '

[J
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3.3 shuts Information for the calls

Eve:-yfttnctionretm'nsinfonnationintheAXregister. ‘1'_heformetofthestents.word-isas'
follows: .

AL -F4h: Functionissuppotted.
AL -I-‘Fit: -'Noetror,btttft.mctionNO'!‘supponed.

AL -0011: Ftmcrionen-ordrnoteomplmdyet,seeerrorcodesinAH.

AH -0011: -Ftmetioncallsuceessfui.

AH !=00h: Functioncallfaiied. .

-= 0111: UnlmownPFA. PFAdoesnotnmchdevicesinsystem.

-021:: Invalidtnpumrgument. . . .

-03h: . Toomsnybenlts(R4_$(CS1ines)requested _
-= 0411: Requested bon_it(s) RASICS line(s)notsupported.
=05h: AmtMemorynotst.tpported.
-= 0611: Noncacheableiwritethroughcacitesreanot available.

- 8011: Functionneedstaobe eailedsgaintaotettuzn-sdditionslinfonstation.
= FFh: Other unknown error.

3.4 ROM Signatttre _
VUMA devices must have a ROM signgtlne, within the first 1-K, “_VUMA_XXxx" where XX

is major version and xx is minor version. Followingthegminorversionmnnber:
A. 16 bit value with the minimum amount of memory necessary. in 64-Kblocks, for

booting. It is not a requirement to have all devices working to boot. Only devices
essencia! to bring up a system. such as VGA and 2 boot device (hard drive) are
necessary. After booting, it device driver or utility may request additional memory

' for non-essential devices. ,

B. 16 bit value with bit map ot'_tnetnory banks (RASICS lines) supported. Bit 0
corresponds to bank number 0 ‘etc. If s bit is set then the bank (RAS/CS line) is

supported by the VUMA device.

C. 16 bit value for DRAM support. Bit set if supported.
Bit O - Fast Page
Bit 1 = EDOn

Bit 2 - SDRAM

Bit3 -=PNEDO('Btn'stEDO)
- All other bit at-ereserved. . .

D. 8 bit value for features. - -

Bit0=-‘Snooping supported byVUMAdevice ifset-. (SeehfW.Specfordefinition _
of snooping. ' '

14 Version. ‘Lop. Rev. 2.29
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3.5 _VUI'o1A-SEE Functions

The following definedVUMA-SBEservieesareno1included'intheVBE standard
documentation.

a.s.o

ThisfimcfionshouldbecnfledbeforemyotherVUMA-SBEfiuwfimisufledwensmethm
theVUMAsystetnispresenI.andtoinquiretheeoreiogiecapabilities 3

Input: (AXisusedonly“whenbeiJ1gcalledbyoneofthetwol6lritintexfaces.)
AI-I-F411

AL=0lh

BL-00h

Output:

AX = Status (see section 33)

BL - Major BIOS revision - 0111
EH - Minor BIOS revision = 0011

CX -= Banks (RASICS) that are supported, could have memory installed, by

the core logic controller
Bit0=ba.D.l:0
Bitl=hankl
etc

DX[3:0] = Core logic capabilities

0 - No special features

Bit 0 = I -> Controller supports non-eacheable regions

Bitl-1-> Controller supports

Bit2=0->‘Cannotchangea1nmtiu1efi'orucachedtonon-cached 2
and back

1 -=2 Can change at run time from cached to non-cached
and back

Bit3 =0 -3- Carmotchangeatnmtime fiomnon-write throughto

write throughanri back

1->Canchangeatrun1imefi'omcachedtonon-write

through and back

DX[4] = Core logic supports snooping, this item is relevant only when

, synchrounous DRAM is supported -

0 = Snooping is NOT supported

_ l = Snooping is supported

SI - Bank (RASICS) numbers with memory. Bit set ifhas memory.
Bit 0 I bank 0

15' Version. 1.09. Rev. 2.2;:

"i
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Bit1=bankl
etc. .

DI =Bank (RAS/CS) nu1nbcxswithmernoryandsuppartVUMA.
Bit0=bank0

Bit1=bank1
etc.

15 Version. 1.0p, Rev. 2.2p
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3.5.1 

Thisfimcfionrennnssystanconnnflu-capabilities."

‘Input: Qxisusedonlywhcnbeingufledbyoneofthetwnlébitimezfaccs.)
AI-I-F4h_ ' ' '

AI.-.0Ih

BL-01}:

Output: .

AX - Stams(seeuctinn33)
BX - Minim1nnsiz=a1loca1aein64Kint:unents

CX - MnximLI:nsi:a:cana1Iooatein64Kincru:;en:s

SI -Systunmcmm-ynoncanheableorwfitetlhmughareag1anu1ari:yin64K
' blocks. Minimtmhlocksizzmgioninsystunmemorythatcanhaye

L2cacheable,'mn-cacha5.bl:,_orw1'i:efinwgh.cache. ‘Ihisisabasis
pi-ovidedforrom1_dingupAIn:memorysiz=requesL _
0 - Notdefined

DI -VUMAmainn1eIno1'ysia=in::-unenI:fromrainin1I.unsiz:in64K.

WhenmcmoIyisdisa.blcdth:CPUdoesnothavcaoccsstoitbLn
rcfitshsfilloocms.

0 - Notdcfined

17 Version. 1.03:. Rev. 2.2p
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'I'hisfImcn'°onsetsthesiz:oftheMainVUMAmunory" for1i1enc:c£boot.Aninputpara|:ne::r
istheorybankmmbas(RAS!CSnmnb:u)thg;_cmbeacc_nsedbytheVUMAdevic:.

Thcbanksmppmmd(parmne:érpassedinDX)mfi§tbefl:cameunponedintheROM
signarurcasspecifiedinsection3.4ofzhisdocumem.

Input: (Axisuseiionlywhenbeingcalledbyoneofthetwolfibitinterfacea)
AH-=F4h - -

AI.-01 '

BL -02

CX-PFAnumber.

CH-'-BusNu1'nbcr(O..255)

CL{7:3]-Devicemnnbu -

_ ‘ CL[2:0]-FunctionNI.In1bu'
nx=3mks(aAs1cs)mamsupponedbyme_mnsngdevtee.

Bito-bmko '

Bitl-bankl
etc. ‘

SI -siz:in64Kby:es(\nr11hem:md=dupby:h=sys:emB1osz£necessay)

Output: -

AX -‘= Status (see section 3.3)

DX-=Actua.lsizein64Kbyt:sal1ocated.

18 Version. 1.0p. Rev. 2.2;)
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3.5.3

lThisfunctionretuxnsthe size dfMainVUMAmemat'ytobesetforthenextbootforthe
selected controller.

Input: (AX is used only when being called by one of the two 16 bit interfaces.)
AH = F4h

AL = Olh »

BL = 03h

CX = PFA number

CH = Bus Number (0 .. 255)

CL[7:3] = Device number

CL[2:0] = Function Number

Output: ‘
AX = Status (see section 3.3)

DX = Size in 64 K bytes

19 Version. 1.Dp, Rev. 2.2;;
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Thisfimcfim::unnsfl1esia:ofMainVUMAm:mmymhesetfor1henextbooL

Input: (AXisusedon1ywhenbeingcalledby'uncof‘fl1etwo16bitinterfaces.)
AH-=F4h

AL-Olh
BL-O4]:

Outpm: .

AX-S1ann(seesection3.3)

DX -Siz:ein64Kbytes

39- Version. 1.0p, Rev. 2.2::
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This fi:nctionreunnstl::si2:of_M.éIin'VUMA Nome:
Valucreu:rnedinBHisfora.IJofVUMAmaii1_o1'y._sinceaIImainm:1no1}viseithcr
cnabledordimbied.(AllowsCPUame:sordoesnntallowCPUacces.)

Input: (A.Xisu§edonlywhe_nbeingca|ledbyoneofthetwo lfibitintcrfms.)

AH-F4]:
AL-01h

BL-05h

CX-=PFAnumbcr

CH-BnsNumbI:I'(0..255)

CL[7'.3]-Deviccnumhcr

CL[2:fl]-Functio'nNI.unbe: '
IfCD{-FFthenreturnfaraJ1devices

Output:
AX - Sta1us(see section 3.3) ' _

BI-I[O] = Memory acccss feral] ofMain VUMAmemo1-y.

0->Memoryisnot:nnbled,noIvisible1otheCPU

1->M:moryisenahled,visibletotheCPU

CX=BitmapofbmkfRAS!CS)nimibersused.Bitsetifbankisused.
BitD=bank0 I .

Bit]-=bank1
etc.

DX=Siz:ei.n64Kby1es

SI==upper16bitsofphysicalmtadd:'ess
DI =lower 16 bits ofphysical stanaddress

21 Version. 1.0;), Rev. 2.2p
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(RASICS). Fra:tionsgn:au_::than0.5 Fractions 0.5,§:_:|d..IavIu'uemunded
down. Ifahank'islogicgflydifidec1inm_mmcthgn6ncaea.th:ntbefimcfimnqadsmbe
cafledmorethanoncg. Axindiciatesiéhcihafllcfixncfinn-‘n_dmgo:noL.‘1£mmethm1bith:
CXissetfl1enumrmd:AH-"03HwiHbennnne¢fl:u'efononlyonebhshouldbemin

Not::lfabankhas.t:0II!igo1IsmcI:y9r)(._ibInpartof1hemeniory
issystemmmyaidpmisVUMAmemory,theinfmmafionwfllaisqherennnedintwo
stcps. BX[14]wi1lrcflectthetypeofmunory. '

Input: (AXisusedon1ywhenbeingcaI1edbyoneofth:twol6bitinteI'faces.)
AH-=F4h '

AL-=0lh

BL=-06h

CX-Bank(R.AS/CS)n1unbI:r
Bit0-bankfl _

Bit]-bank] _ -- ' ..«—....-;-.
etc.

DX-Serialcallingnmnber

Output: _ _ _
AK 8 Stams(seesee!ion3.3,ifeqnalm8o.muucaMurmminro)

BXIIS] - Reserved.

BX{I4] = M.A1NVUMAm:mary. .

0=notrnainVUM.A ,issys:emme1:nory

1==ma.inVUMAmemory.

BX[l3:':']= Spcedofmemuryinnano-seconds

0=Imdefi1_'1ed,e!_se_1raiu_e.
BX[6:0] = Core logic contriallcr speed in nano-seconds

' 0==nndefined._elseva1ue.'

CX[3:0] == Type of memory
0000-Undefined

0001 -Fastpagemode
00l0=EDO
0011 =SDRAM

0100-PNEDO(BurstE.DO)

CX[5:4] CASlatcncy

CX[?:6]_ - Burst
O==I

1-2

' 2-4 ‘

3-undefined

23 Vemion. 1.0p. Rev. 2.2::
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CX[8] - Burstorder
0-=Linear

1-Seqnentilal

CX[15:9] - Voltage ofmexnary in tenths of3 volt
0-émdgfingd ‘

Dxmo} - SizeinMega-bytes

SI - upperlfijbitsofphysicalstartadduas

DI - lowarlébitsdfphysiulsmtaddress

' 2'3 Version. 1.0p. Rev. 2.2p

I
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3.5.7m 

1hcabflhymunblddisableCPUamusmMainVUMAmunmyisnmreq1fixedifMain

Ifs'upported,thisfunc:ian
mabluldisahlsCPUaw$smMainVUMAmm;my._Whenmydcviwmkesfl:iscal1.afl

devioestha1havemainVUMAmemm'ywil!beafl'ected. W'h:nCFUaocusmmainVUMA

manmyisdinbid,m¢umfidmmunq3rnuy_bdnm&uughfiePCIbB.
Note:D1n-ingnmthn_e(aftcrInt19)CPUi'¢cesscannotbedisabled.

Input: (AXisusedonlywhenbeingcaIIedbyaneof1hetwol6hitinterfaces.)
AH-F41: -

AL‘-=01]:

BL=-07h _

BH[0]-Manuryaccess ' '

0->EnableCPUaccesstoVUMAMainm:mory.

I->DisableCl?UaccesstoVUMAMainmemory.(Csnnotbedonea1
runtime.)

Output:

AX-StaI.us(seese¢tion3.3)

24 Veisinn. 1.Dp. Rev. 2.2;:
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Thisfimcfiunuu(nqu:su)d:eainofflieam:munoty£wusenrmfime.See“HowTo

AccessAmcVUMAMemo:'y"intheAppa:dixtobeac_1d:da:aIa;e:'fime. Aphysicalsrming
addmuandsizeispsssedin.

orchangethearaatowfitcthraughuache. _

Input: (AXisusedonlywhcnbeingca1ledbyuneoffl1emio16bitinIc1faces.)
AH - F4]:

AL I 0!

BL I 08

B!-I[1:0] - Typeofcachc _

Bit0set_ifnon-cachable
Bitlsetifwrite-Thu -

CX - PFAnu|:nbu'

CH-BusNu:nhu'(0..255)

CL[7:3]-Devieeninnher

CL[2:0]=Fzmcr.ionNumber

DX = Siz:einKbyts,frecVUMAAuxme:no:yifsetto0

S1 -= upperlébitsofphysicaladdress

DI = lower lébitsofphysicaiaddress

"Output;
AX - Status (see section 3.3)

DX- Acma1sizeinKbytesal1ocated(ro1mdedupbythesystemBIOsif

nec:ssan'). -

25 Version. 1.01:. Rev. 2.2}:
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3.5.9

Ihisfuncfionnnmusthe:izeofth:inxme:nmybgingmedbyaVUMAdefice.

Input: (AX_isusedonlywhenbein¢calledbyoneofthetwnI6hitm:rfaces.)
AH-‘F411 ' '

AL-Olh
BL-09h
CX-—PFAnmnber

CH=BusNm:nber(0..255)

CL[7:3]-Devicenumber

CL['2:O] == Function Number

Output: _
AX -Stan.:s(seeaection3.3)

DX -SizeinKbyt's

SI=-uppcrlfihitsofphysicaladdress
DI-'Iowu-16 bits ofphysicalpddrus

25 ' Version. 1.Dp, Rev. 2.2;:
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  was originally designed as a standardized format for 32-bit protected
mode code modules. There is an API, internal to the base system, that
VxDs can use." Obviously, the scope of these functions is at a much lower

level than the scope of the services called on directly by applications.

Memory Management

Memory management in Windows takes place at two different levels: a
level seen by the application programmer and an entirely different view
seen by the operating system. Over the course of different releases of

Windows, the application programmer has seen little change in the avail-
able memoty management A.Pls. Within the system, however, the
memory management changes have been dramatic. Originally, Win-
dows was severely constrained by real mode and 1 megabyte of
memory. Then expanded memory provided a little breathing room,
and currently the use of enhanced mode and extended memory re-
lieves many of the original constraints. Windows 95 goes further yet
and essentially removes all the remaining memory constraints.

Windows 95 continues to support all the API functions present in
Windows 3.1, and you can still build and run applications that use the
segmented addressing scheme of the 286 processor. However, if you
look at the detailed documentation for the Vfindows 95 memory man-
agement API, you’ll see that all of the API functions originally designed
to allow careful management of a segmented address space are now
marked “obsolete.” The “obsolete” list includes, for example, all the
functions related to selector management. The reason, of course, is the
Windows 95 support for 32-bit linear memory and the planned obsoles-
cence of the segmented memory functions-—yet another unsubtle hint
that the VVin32 API is the API you should be using to write Windows ap-
plications.

Although use of the 32-bit flat memory ‘model simplifies a lot of
Windows programming issues, it would be misleading to say that Win-
dows memory management has suddenly gotten easy." Windows 95
actually has a number of new application-level memory management
 

11. The Windows Device Driver Kit is the best reference for detailed information
on VxDs and the associated API functions.

12. The Windows 95 documentation lists 45 AP! functions under the heading
‘Memory Management." The “obsolete” list numbers 28 API functions.
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 capabilities. All of the functions relate to the management of memory
within the applications address space, the private vinual memory allocated
to the process. The systemwide management of memory is the responsi-
bility of the base system, and the Windows API aims to hide many of the
details of the system's lower-level functions.

  
  
  

 

  Application Virtual Memory

Figure 3-3 illustrates the basic layout of a Win32 application's virtual
memory. Every Win32 application has a similar memory map, and each
such address space is unique. However, it is still not fully protected: the
private memory allocated to one Win32 application can be addressed
by another application. The Win32 application’s private address space
is also the region in which the system allocates memory to satisfy appli-
cation requests at runtime.

The system address space is used to map the system DLLs into the
application's address space. Calls to the system DLLs become calls into
this region. Applications can also request the dynamic allocation of
memory by means of virtual addresses mapped to the shared region.
Having virtual addresses mapped to the shared address space caters to
the need for controlled sharing of memory with other applications.

 

   

   
  
  
  
  
  
  
  

 
  

 
 
 

 

Figure 3-3.

Application virtual memory map.

 Requests for memory at runtime fall into one of two categories:
the application can make an explicit request for extra memory, or the
system can respond to an implicit request for memory--that is, allocate’
memory to an application as a side efi'ect of allocating some other 1'9‘ -
source. An implicit request occurs, for example, when an application‘
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nory creates a newwindow on screen: the system must allocate memory for the
med data. structures used to manage the window. Windows 95 claims memory
onsi- for resource allocation front a large 32-bit linear region rather than from

f the the restrictive 54Ksegment used in previous versions of Windows. An on-
going problem in versions througl1'Windows 3.1. running out of memory
during resource allocation, has been largely eradicated in Windows 95.

mm Heap Allocation
each In Windows parlance.‘ the term heap describes the region of memory

I: the ;s:cl to: satisfy applrcagophmermzfy allocactilon requeksfi. I;hWipd(;w;3. 1.
essed . sysem maintains‘ o‘ a aglobal p. e oc eap
ipace is a memory region within the apphcauon s address space, and the glo-

bal heap is a memory region belonging to the system. As an application
makes requests for local memory, its address space is adjusted to en-
compass the newly allocated memory. The system resolves requests for
global memory from the same system memory pool used for all applica-
tions. It's possible to run out of either or both resources. although the
use of a 2-GB address space makes this highly unlikely. Exhaustion of

the local heap afiects only a single application. Exhaustion of the glo-
bal heap has systemwide repercussions. '

Windows 5.1 programmers have to consider a variety of factors as
they decide how to satisfy an application’: runtime memory require-
ments. Windows 3.1 also has a range ofAPI functions for manipulating
dynamically allocated segments, and the manipulation of these shifting
regions is further complicated by the underlying segmented memory
model. It isn't just a chunk of memory that must be allocated. The ap-
plication also needs a selector so that it can address the memory cor-

rectly. Under Windows 95, the Win32 application model does away with
all these considerations. Selectors are no longer required—it’s simply a
32-bit address that identifies the new rnemory—and the local and glob-
al heaps are merged into a single heap. The API functions that deal
with selectors and the manipulation ofmemory regions in a segmented

- model all become obsolete. v

Windows 95 Application Memory Management
For a Windows programmer, the Win32 API greatly simplifies the most
common dynamic memory allocation chores. Furthermore, the in-
creased capability of the underlying 32-bit architecture allowed the
Windows designers to add a number of new functions for application
memory management.

87
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I Windows 95 provides functions that support private
heaps whereby an application can reserve a part of mem-
ory within its own address space. The application can create
and use as many private heaps as it wishes and can direct
the system to satisfy subsequent memory allocation calls

from a specific private heap. An application might use the
local heap functions to create several tliflerent memory
pools that each contain data structures of the same type
and size.

I Windows 95 provides functions that allow an application
to reserve a specific region of its own virtual address space
that once reserved won't be used to satisfy any other dynamic
memory allocation requests. In a multithreaded application,
the 32-bit pointer to this reserved region is a simple way to
provide each thread with access to the same memory.

I Memory mapped files allow d.ifi’erent applications to share
data. An application can open a named file and map a region
of the file into its virtual address space. The data in the file is
then directly addressable by means ofa single 32-bit memory
address. Other applications can open the same file. map it
into their private address spaces. and reference the same data
by means of a. single pointer.

System Memory Management
Regardless of changes in the details of application memory manage-
ment. the Windows programming model has remained pretty consis-
tent through the different product releases. Allocating bloclu of
memory at runtime. using a reference to a block to manipulate it, and _
ultimately retuming the block to the system for re-use is the way in _ '-

which Windows programmers have always dealt with dynamic memory
requirements. Windows 95 is no cliffetent. What has changed, however. '-
is the way in which the system realizes the application's requests for dr '

1 natnic memory. '

Starting with the ‘Windows 3.0 enhanced mode and continuing
-with the Windows 95 Win32 application model, the Windows API mi? '

nipulates only the application's virtual address space. This means that‘ '
an application request for a block of memory will adjust Ih=_
application’: virtual address map but might do absolutely nothing 30
the system's physical memory. Remember that the 386 deals with physifll
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TH E E E: A Tour of Chicago

memory in pages each 4K in size. This page size is reflected in the vir-

tual address space map ofevexy Windows applicatiogplf an application
requests 100K of memory, for example, its virtualaddress space will
have 25 pages of memory added to it. The system will also adjust the
data in its own control Stl'l1Ct‘|.11‘ES to reflect the application's new
memory map.

However. at the time ofallocation, Windows won‘t do anything to
the physical memory in the system. It's only when the application starts
to use the memory that the underlying system memory management
kicks in and allocates physical memory pages to match the virtual
memory references the application makes. If the application allocates
but never references a region of its V'll"El.l3l memory space, the system
might never allocate any physical memory to match the virtual
memory. The ability of the 335 to allow physical memory pages to be
used at difierent times within difierent virtual address spaces is the ba-
sis for the operating system's virtual memory capabilities.

Deep within the system are a range of memory management

primitives available to device drivers and other system components that
sometimes deal with virtual memory and sometimes force the system to
commit actual physical memory pages. But these primitives are specific
to the base operating system. Neither applications nor the Windows

subsystem lmows or cares about physical memory. Applications can
force the system to allocate physical memory only by actually using the
memory: namely, by reading from and writing to locations within a
page. The sepa.rat.ion of Windows memory management into the vir-
tual and physical levels is a key aspect of the system. Applications and
the Windows subsystems deal with defined APIs and virtual address

spaces. _The base system deals with physical memory as well as virtual
address spaces._

Although physical memory is transparent to an application, its be-
havior can radically affect the performance of the system. For example.
scanning through a two dimensional array oi’-data row by row using C as
the programming language will cause memory to be accessed from low
to high virtual addresses because C stores two dimensional array data
structures in raw major order. As the memory sweep proceeds. the system

. will allocate physical memory pages to .match the virtual memory ac-
cesses. Byte-at-a-time access will cause the system to allocate a new physi-
cal page every 4096 references. Other Ia.nguages—F0l{I'RAN, for
example-—store two dimensional arrays in column majororder. Referencing
the data row by row will generate memory references to widely scattered

89
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Windows Device Support

Device Vittualizatlon
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INSIDE WINDOWS 95

. memory and I/O port protection capabilities of the 386 processor

all such direct access in order to bring order to a potentially chaotic _

 
 
 

 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 

 

memory locations, forcing a much higher Erequency of physical page
allocation and much-reduced application performance. So. although
the programmer doesn't have to worry about matching virtual memory
to physical memory, it is a good idea for the programmer to know
something about how the underlying system primitives and hardware
support the application.

The most important aspect of the Windows device driver architecture is
its ability to virrualize devices. (‘it-s, it's that word again.) The greatest
difference between the device drivers of Windows 95 and Windows 3.1

is the extensive use of protected mode drivers in Windows 95--in fact,
it will be unusual ifyour system uses any real mode drivers at all after
you install Windows 95. The use of protected mode for the drivers pays
off in terms of both system performance and robustness. The manufac-
turers of disk devices can adopt a new driver art:hitecture—borrowed
from Windows NT—lhat almost g'uara.ntees the availability of a pro-
tected rnode driver for every hard disk. in addition. new protected
mode drivers for CD ROM devices. serial ports. and the mouse make

the possibility: of needing to support a device with a real mode driver
quite remote.-

The device virtualization capability allows Windows 95 to use the

to share devices among the different virtual machines. Every MS- .
DOS VM believes it has full control over its host PC and is unaware _'

of the fact that it might be sharing the screen with other MS-DOS ' '
VMs or with the Windows applications running in the System VM. :-
For MS-DOS applications, the display drivers must reside in the Iow- .
est level of the operating system. Many MS-DOS applications. pal‘
ticularly those that use the display in a graphics mode or use serial _
ports. will address the hardware directly. Windows has to intercept

situation. The MS-DOS application knows nothing of the need |i0_
cooperate with other applications and certainly doesn't depend on
a system device driver to get the_job done. With Windows applit-‘if
tions, the system has a. slightly easier task since device access is alW3Y’ '
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AN OVERVIEW OF THE MPEG COMPRESSION
ALGORITHM

The MPEG standard was developed in response '
to industry needs for an etlicient way ol storing and
retrieving video inlorrnation on digital storage the-
uia. one inexpensive medium is the CD-ROM
which an deiiver data at approximately 1.2 Mbps,
the MPEG standard was subsequently aimed at
this data rate. in tact the data rate is variable and
all decoders must be able to decode at rates up_ to

t .355 Mbps. Although the standard was developed
with CD-ROM in mind. other storage and transmis-
sion media can include DAT. Winchester Disk. Op-
tical Disk. ISBN and LAN.

Two other relevant international standards were

also being develllped during the wont of the MPEG
committee : H.261 by com aimed at telecommu-
nications appications and ISO 10918 by the ISO
JPEG committee aimed at the coding ot still pic-
tures. Elements of both standards were incorpo-
rated into the MPEG standard. but‘ subsequent
development worlt by the committee resulted in
coding elements teund in neither.

Some ot the participants in the MPEG committee
include : Intel. Eeltoore. DEC. IBM. JVC corp.
THOMSON CE. Phitips CE. SGS-THOMSON.
Sony corp. NEC Corp and Matsusltlla Etc. These
are not necessarily be the most important members
ot the committee but it gives an indication of the
relevant importance of the MPEG standard.

Allitough the NIPEG standard is qrite flexible. the
basic algorithms have been tuned to wont we! at
data rates from 1 to 1.5 Mops. at resolutions ot
about 350 by 250 Pixels at picture rates of up to 25

Inn“ 10!!

SGS-11-IOMSON
nroetcorunos

ff?

TECHNICAL NOTE

 

 

MPEG VIDEO OVEFMEW ' 

or 30 pictures per second. MPEG codes progres-
sively-scanned images and does not recognise the
concept of interlace; interlaced source video must
be converted to a non interlace lorrnat prior to
encoding. The format of the coded video allows
torward play and pause. typical coding and decad-
ing methods allow random access. last forward and
reverse play also. the requirements for these lunc-
tions are very much application dependent and
dillerent encoding techniques will include varying
levels of flexibility to account lor these lunctions.

compression or the digitised video comes trom the
use ol- several techniques : Sub sarttping ot the
chrome intormation to match the human visual

system. dillerential coding to exploit spatial redun-
danqr. motion compensation to exploit temporal
redundancy. Discrete Cosine Translormt DCT} to
match typical Image statistics. quantization. variv

able length coding. entropy coding and use or
interpolated pictures.

ALGORITHM smucrues AND

tenumotocv

‘lite MPEG hierarchy is arranged into layers (Fig-
ure 1). This layered structure is designed tor flexi-
bility and management etlicienov. each layer is
intended to support a specific tundion i.e. the
sequence layer specifies sequence parameters
such as picture size. aspect ratio. picture rate. bit
rate etcetera . whereas the picture layer detines
parameters such as the temporal relerence and
picture type.

This layered structure improves robustness and
reduces susceptibility to data conuptlon.

IN 
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HPEG VIDEO OVERVIEW 

Figure 1 : MPEG Bistreamfiiorarchy

Picturo and aspcl taio
Picturu rate

Bil tall

' Minimum docodor built: in

 Constrained patamotm flog
(tntr: quantization nun}

{Non-intro quantization taflolu

Toonpotal Hnloronoo
Han W0 WPJBIDI

m Dococbc bulb: initial ooctuomcy
(Fonnad motion VIGIDC rosolution and rangn}

' {Backward motion vector rnohrfion and range

ts-aura:
Md“: itcrotnotlt [FLO]

M---ouvcx was me:

{Quaint spin)
{Forward tttolioft view) IVLC}

{Buchwald motion vocal) NLC}
{Codod Hock patuirt) WLC}

{DcT¢o¢flioi|nt| lotup toi blocks} (V1.0)- 1240-01.593

For convenience at ending. macroblodts are dl- Blocks are the basic coding unit and the oc? is
wider! into six blocks of component Pixels - lour applied at this mod: level. Each block ooruétos 64

turn: and two chroma ( Cr and co } (Figure 2}. _corr_?}onant Pixels arranged In an as array (119.- ' ore _
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HPEG VIDEO OVERVIEW 

Figure 2 : Macrobtoclt Structure

 
There are four picture types : tpictures or INTRA
pictures. which are coded without relerence to any
other pictures: P pictures or PREDICTED pictures
which are coded using motion compensation from
a previous picture; 3 pictures or BlDIRECTt0N~
ALLY predicted pictures which are coded using
interpolation Iron: a previous and a future picture
and D pictures or DC pictures in which only the low
frequency component is aided and which are only
intended for fast torward search mode. B and P

pictures are otten cafled Inter pictures. Some other
terminology that is often used are the terms It! and
N. Mn represents the number oi frames between
successive I and P pictures whereas N4-1 repre-
sents the number of frames between successive t

pictures.MandNcanbevariedacoordingto
diiterent appications and requirements -such as

last random access. tn Figure 4. M I 3 and N .12.

A typical coding scheme will contain a 'mix or LP
and B pictures. A typical scheme will have an I
picture every to to ‘lspictures and two B pictures
between succesive I and P pictures: reter to Fig-
ure 4.

HPEG CDHPRESSION ALGORl1'Ht.t

The MPEG atgorithmtis based around two key

Figure 3 : Block Structure

 
3240-O35 PS

techniques : temporal compression and spatiat
compression. Ten-poral compression relies upon
similarity between successive pictures using pre-
diction and motion compensation whereas spatial
compression relies upon redundanqr within smart
areas at a picture and is based around the DCT
transtorm. quantization and entropy coding tech-
niques.

TEMPORAL COMPRESSION

Inter t B and P } pictures are coded using motion
compensation. primarily prediction and interpola-
tion. . .

Prediction

‘the predicted picture is the previous picture modi-
lied by motion compensation. Motion vectors are
calculated for each rnacrobloctr. The motion vector

is applied to al tour tuminance btoctos in the macro
block. The motion vector for both chrominance
blocks is calculated from the luma vector. This

technique reies upon die assumption that within a
macroblocltthedtterertce between successive pic-
tures canberepresentedsirnphr as avectortrans-
torm { is. there is very little titterence between
successive pictures. the trey dtlterence being in
position or the Pi:neIs.).

Figure 4 : Typical sequence of pictures in display order
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MPEG VIDEO OVERVIEW 

Interpolation .
lnterpolation ( or bidirectional prediction ) gener-
ates high compression in that the picture is repre-
sented simply as an interpolation between the past

and future I or P pictures ( again this is performed
on a macroblock level ).

Pictures are not transmitted in display order but in
the order in which the decoder requires them to
decode the bitstream ( the decoder must at course
have the reference picture(s) belore any interpo-
lated or predicted pictures can be decoded). The
transmission order is shown in Figure 6.

Figure 5 : Make up of I. e and P pictures»;

 
3240-o5.EPS

Figure 6 :Typical sequence oi pictures in transmission order

SPATIAL COMPRESSION

The spatial compression techniques are similar to
those ol JPEG . DCT. Quantization and entropy
coding. The compression algorithm takes advan-
tage ot the redundancy within each block ( 8 1 a
PixeLs ).

The resulting compressed datastream is made up
of a combination of spatial and temporal compres-
sion techniques which best suit the type ol picture
being compressed. Decoding is controlled through
the use of MPEG system codes which are put into
the data stream explaining how to reconstruct spe-
cific areas or picture - as shown in Figure 1.

CONCLUSION ‘

T Through a combination or techniques. MPEG com-
pression is designed to give good quality ( typically
similar or better quality to VHS ) images from such

 
3240-GGEPS

storage media as CD-ROM. The quality is however.
dependent upon the type of picture compressed
and the level of redundancy within the sequence
coded. Picture quality will also depend upon how
well the sequence has been coded and which
features are required - For Example : For fast
random access. M will tend towards zero hence the

quality of compression will deteriorate. if random
access is not required then the number of P and B
lrarnes can increase. hence increasing the poten-
tial quality. The standard does not speciiy a method
of compression but a syntax lor the compressed
data. this allows for dlflering compression tech-
niques depending upon dillering requirements. The
decoding techniques are defined due to the nature
at the compressed data stream.

This method allows for true flaxmility in coding
whilst retaining the lormat and hierarchyensuring
compatibility in the datastream and hence unitorm
readability.

lntermnllon lurnlehod ll bellowed to be accurate and reliable. However, sos-Tnousou Illcrooleetronlee euumoe no responsibility
tor the eonuquenue ot use at such Information not let any hlnngemonl el patents or elhonlghu elthkd parties which may rewl
ion In use. No licence lo granted by implication or olhonrbe under my patent or patent rights 01803-THOMSON Illeroolecoronles.
spocmcatlonn mentioned in me publclflon In Iuhloct to change without noose. Thle puhlleallon euponodoe and replaces el
lntonnetlon previously Iuppned. so:-‘mousou Illcnubetaenlee products are not nvlhortud to! use an ultra! component: In Ill-
oupport device: or oyetolne ilheut up:-one Irtlten approval at S08-THOMSON Illcroeloctronlu. 'ex./‘- ~ ». '

 -Tuonson Illeroeloetnnlco -Al mgr-in ReservedS-Trlollsou Illcroeloetronlco oaouv or commute
Aufllllna - Brut - Chm: - France « Germany - Hong Kong - Igl - Jlpen - Koren - Illlllylll -Men - Movoca:

The Non-«land: - Siwloolo - sour - s-noon -Swflofl-Ifld - ruuui -United Kingdom . usn.
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On the Bus Arbitration for MPEG 2 Video Decoder 

Lin and Chain-Wei Jen

Department ofElectronics Engineering and Institute of Electronics
National Chiao Tung University

Ahslract

Abusarbltranonschemefm-tI1eMPEG-zviduo

deeodervlsldevdepedbyflclfllsgtepoeedinmis
paper.ComparedtoIheIrad1uonalpInesmcha.Incbns
scheduling scherne. the internal buffer requirement
andbnsarblnaliouovuireadsuermlsceddalelollia

tbtrrmlniltlc nmue of this strategy. This bus
arbin-aflnnwnemehasbecnvenfledusingvex-I103
simulator and will be lmpleaneuned in the NCTU
MPEG—2daeoder.

1. Introduction

ISO sumclatu l38I8[l] known as MPEG-2

(MovingPicnuesExpa1Gtoup)l1avebee.nadeptedin
manyappl1canonslilneTVeet-mpbomes.PCadd-on
ca.rd»sandemcmlnmentn:achines.To;!on1oteIl1e
mccessofmismunmpécmmsmudumitlsnnwum
mdevdopasinslednpdeeods. aocompanledby
DRAMs.tnes1nh1isl1aloweoadeeodIngsystem.The
cheapnes2ufstanda:dDRAMsisflJema!nreaeonfor
IVIPEG-zdeeodea-Vl.Sl1anuaeasn:etmnponlpl<:ture
b1.I.ffer.I-lowever. the decoder VLSI also has in
emnainsevera1interna1buffets.wn1chwllllna'ease

the cost of this decoder. to conquer the limited
men1orybendwidIh1:'mrldedbyDRAM.1hu'efote.fl
is impomnt to dwlgu a suitable bus arbitration
sdmemeformunqryaneesstoutlliaeflaehanduidlh
ficientlyinudea-noxeducelhealnmun-ofinteunal

. buffets

Inlms paper.weprnpoeeabusnrbltl'al1m1
sd1emeforMPEG-Zdecodtrafmalnpmflieand
maJ'nlevel(MP@M1.).Wcwfllnm;|vean
arclntecnualovetviewandfimctionaldwcniptiand

NCIUl\{PEG—2deeode:inn1enextaectloa:..,]fi___
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m 
almulatonsoenons eonclndesge.

2. MPEG-2 Deeoderbesign

'Ihea.m1nIecnn-eofn1elVfl’BG~2vldeodeeode:

deve19pedbyNC‘I'UisshownlnFIs.l.‘Ibesystem
aun1rol1er;:'osidesoonnulsihronn'nmcnonaJu:its.
The decoding pipeline (including vmnme-ieusm
decoder. Invase quantlzet. Inverse dscrete cosine
iransfcnn unit and motion compensation unit)
perfo:mslhem|inMPEG-2deeodIngopemiom.A
64-hi: memory data bus is used mt the HO
mmuflombuweennmenmalunfmandanemal

mm (which is used as me vnv burn: and
tetetentz picture butter). ‘me memory H0
nansactiotsaremnnagedbyamunotyoanuoller.
Ihcfldeomtflfhceomndsflndsphynmhzgfu
video output and pa-rams some post-processing
operaflonslikedleoutputfmnatennversionfiom
4:2:0to4:2:?.

Topaformlhedeeodinganddlsplnygnnecsses.
thedeeoderfltstreedveseocngxusedbitsueamfiom
host Interface to bustream butter (BBUI-7 and
lrausfe:sfl:untoIheVBVbuffer.whid1Ls1oca1ed1n

nne'e.:tu-nalmernu-y.'1hedeooderw1lln1enre-read
Iheb&tsneamfromV'BVbuflbrIrJVI.DbuIfe1'(YLD
BUF)futd:exe:.1uixemeutofdeeoclngpipel1tIe.Irn:e
mau'obIockc.IJtreuIJydeeodedlsnoninn'a-eoded._Ihe
deond-.1-mayalaoneediaolend flnrefuenasblncks
f:OmxefcrencepfictI.nebu.tfer.wlnchlsIlao1nme
externalmeInozy.hoperformmonon-cumpensaflon
andhneupolanon.ArIeraddingfl1eresuIIsnomlDCT
andMCunils.lhedbeodu‘wil]wnuebnckIhesumslao

therefaenoebu£l'er.Fh:a1ly.atn1eflmemdisplayfl1e
-pmioundeondeddnla.I1Icdeeodel'will1eads1deo
danagainnumrelh-anmplcaurebuffiu-tosideo
outpmbIxEl'u'(VBUF).FIg.2ahawsIheflm1ns
diagrI.mftreachfunenonalunit1n1heMPEG-2
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3. Bus Arbitration for Memory Acom

3.1 The Problem of limited Memory Bandwidth
]ncxdertoreduu:thenumb_et'ofDRAlVlsandlhe

mJmbe:ofIf0pins,theVBVbuffexa.ndrefe:enoe
ptottn*ebut’t‘ersharetheseIneexte:11almentaI3!porLA
memory bmdwicbh problem occurs because of the
seven! men: 'U0

  
ovemeadstntroduoedby mochasucbus arbitration
betweendttferentu-ansaetlonreqoestswillworsentrne
bus med. ‘file traditional bus arbiter using fixed
pdorlty schen-te{3} may cause functional units to
starve without large tntemat memories for U0
bufferlnsbeceuseofthelteavymemtrybusloedtn
MPEG-2 with CCIR and higher resolutton.In[-11.
TatsnhIko.etal.;roposedaeophisticatedsd1emeto
redisoefltemunmybouluteckflbebaslcideaofttfls
sd1uneisaoomblnat1o11ofprlodtyassiy:mentand
polling[F1g.3).HomIe\r¢:'.fl1eextraFlFOandintcntal
metnorisaresdllrequtrettmammnmodasefltenafl
ortltedeoodingptpelineduetotbestocltastlcnataneof

.fl1i.8S£'1‘B£lfIe.

3r;2I'bePruposedsd:edtfllngSdIaneforl\vlunm7
Access

Unlike the ixevlous pure stochastic achedtllins
scheme. a  c' edtemetoellocate
utebandwrldflitbreschlfouansactlonisplopomdbt
thispeper.PoteadtmaeroblockptecHctlonmode.we
analyze the worst case in data transferring and
a1locateIherequh'edd11rationfoteacbmeanory1fOin
onemsaoblockperlodacoordingtomefouowing
criteria:

N,,,,,+Nw+Nm+Nm+Nnw_+N,_““

202

whae

N... is the number of cycles to decode one
msaoblock.
N...1sfl1emmba'ofcycIestouansfervldeooutput
datatodisplnybuffer.
Nuiememmbuofcycleswmadmfuenceblocks
fmmreferenoepictuxebuffex,
N....lstbeuumbaofcyclestow1-ttepredicted
macroblocktodisplaybuffer.
Ntdsthemmbaofcyclestozeadbomandwrlteto
V'BVbuffer.
N....tsu1enumbetofcyvclestorefi'eshDRAM.
Nuuismeumnbtuaflonovuttead.
Nuisttenfloofsystentclockabdvideooubaut
tieqnaaetw.
N...i.slbewldtl1otfmeJnm'ybus,
N.istrtenumbe:otDRAMpagemodeovemead.
N....tstbemmberofcyvc1estosocessonewordfrom
escternalme.1:noryb:pagemode,a.nd
Ndstttettumberofsumplestodisplayroronepixel.

Funhe:-moretoguaranteetrtetflmecfisplayprooess
doesnotoven-unthedeoodlngpmoemliaedeoodlttg
maenu1stbelarget'fl1enfl1edisplayrate.l-lenoecne
moteoontlitionmustbebeld:

No of pixels in one picture

No. ofsamples output in one macroblock time

No of pixels in active region of a picture

No. of samples in one maomblock

 
2

(3)

where -

No. of samples output in one macroblocl: time

_ -Nu;

N,” x N,“ x N‘

Afie.t'wedeta'nllnesIJ1tahleI1meperiodfot'each
IIOtt'nnsactlOn.Wecanschedulethemb1thedeoodins
Ibnedomainasthestatediagnmrorbusarbltraflon
staowninf-1g.4.1hememcryoonn'oIternonnaJ1y
monitorstheIfOrequests{t.e..pol|Jng)toortrom

VBVbu.fl'er_aI!Idpa'f0I'l1'tlhe compressed bttstream
inputendontpmwbtteitlstlmetbrtiieu-ansacflon
ot'anyotberIfOptooess.Ihebuswtllbeat1ocatedto
tbetprooasmIi1ttstransacbonenoountet'set1d.'Ihe

 

Reproduced with pemtission qf copyright owner. Fiu'§':er re;.vndu¢:don prohibited.

clockme

S N” S (no. of M135 in a fraI:ne)>< (frame rate)
. (1)

__._..’.‘.’aa_____.[NM XNW XIV‘ +N,I,]xN_,m xN,,,
5 N-can (2)
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memmyconuollawillflaenretunutothestatenc
handlctileni-emotyacceesi’orVBVl:-.1n'erlJ1putor
output.

Fig.5 shows one example of the scheduling
scheme for diffemnt macmblock prediction modes.
Assumethatlheclzlpoutputsones-bitvideoample
a12?Ml-Izfor4:2:2lbrmat(oonvertedI1uIn4:2:0
encoded in MPEG-2:MP@ML, 720148063039.
A1so.ItIewt|olesyszen1ope1-amat2?MHzu:.etcan
aocessDRAMonewm'dperl.5cyclestnIherast-

'pagemode(cyclctime40us).1'hedecodea-mun
output480bytesofpmim:sdeeodeddaufordisplay
anddeoode384by£esofdatalnanemaa-eblock
period (540 cyc1es@21MHzJ. While bel-d1rectiona.l-
predlctedmacroblockisenecnmnuedtl-‘1g.5aandl=ig.

'5b).wewillallocatemtrebuscyc1aforthe1oad.ing
or predicted blocks. which has relatively larger
amountofdatawbe11'ansfe:‘red. Altlimghintlfls
casewelirnltthebitstregmlmslzslsinedratetoabout

200Mbps,thetateisst1llfar1age:thnnIhebiIme
specified in 'M2PEG~2:MP@MI.. (1.:-., 15Mbps). For
1nlramacrobIocI:.ontheuIherhand.m<1tecycleswiJl
beallocatedtobitsueamlfotnnsacflonsbecauseol’

therelat.1ve1yloweroornpressionta:io(Fig.5c)1ntms
typeoft:Iac:oblock.1hedisplayp1'ocwswl]lmt
ova-mnthedecodlngptoeessbecausemea-lterion(3)
ismet:

858x525 720 x 480

480 '384
=938290D=
 

4. Simulation Results and Implementation

Fig.6showsd1es.imu1aflonresultsofthebuffer
occupancy using the fixed-pnerlty dynamic
scheI11lingnndfl1eptopoeedsche:ne.1heIesH1deo
sequenoeis"Flowergarden"wiI1:bi1ratel5Mbpsa.nd
flaesimuladouqlraflmisone-fimneflme.Alsu,Ihe
simulaflonnnodelsatetminlelptetedlzlncgeduceuae
simula.tionlime.Funhumote.weuselnt:'a-typedala
forbitsucamlnpufloutputandimu-typedua(fi'ame
piczuneandh1ct|:'ealonallyfle1q-basedpred1cttou)tcI'
referenceandpredicnedpatcnneahlttnlgtacondlflom
wltlasuchheevybusloadrormennjraocuscould
hara‘.lycccurinrealcase.i1isuaeft1lu)testthe
1-obusmessofflzurbfu-ationschenle.

HeL'cweflxIms12:eoi'V1.Dbuffertolkblta11d

observetheoccupancyofbltareambufferandvideo

203

cuq:utbu1fe:.Obv1ously,inmecaseadoptmgd1e
fixed-priority dynamic scheduling scheme both of
Itnsehurthuelarguttlanthecnesinthecaseuslng
the pmposed scheme.  . although the
|>uffertequi:emeuinthelattarcneelss:naller.the
residualfimefcrheaderdecodlnglnatrameperlcdis
stflllatgerlhanfliecneinlhefonnerca.-ae.Itis
heauwfllueexiasleasubiunflonmaheadurimflie

pmpccedsd1eme.1‘ahIelsunnnarI2nestheresu1ts.
Thepcopoeedbandwmlhanocationsdaunefor

memory access has been vedfied by Verilog
8iII1lIlafl.0n.V¢'eWi]Iin:q)lema1tth1SSchemelnaIJr
MPEG-2VLSIIha11scIJrrentlydevelopedinNCI'U.

5. Cpnclusion
Concluding. cotnpaxedtoutepurestocliasticbus

arbin'afionst&:eme.d1e1:oposedsd:emereducesthe
required amount of internal U0 buffer and the
ovexheads of bus arbitration for our MPEG-2

decoder.'111eon1ydrawbacklslhel1ulerech.|ctIonin
bdtstreamliosluslallnedrntewewlllimplentemtliis
sehen:Ieinfl1eNC'I'UlV[PEG-Ztieooder.
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Figure 1. Model 1'1 2360 block diagram.

at nrmintegnted solution. ‘This. in turn. enables performance
impruvements—e5peeiaJly for memory-irttensive :l.ppi1Ca~
tions. it also allows the design ttf.-sy.-stents with sntailer t:acI1ees
relative to nonintegnited systents, without cornprmttirting rays-
tem performance. The '.f12.r'60 uses a fairly small 64-Iihyte
external cache. Tndudinfi a second integer execution urtit on
the processor also intpmves perrorrrunce. The direct con-
nection between the processor and the graphics omttroller
allows for fast dam tntrtsfers and increased graphics perfor-
mzr1oe.'I'l1e net effect of integration on perfonn-ance is that
last year’; ntldnnge workstation perforrnnnce is now avail-
ahle on this years entry»le\re| workstation. Figure 2 gives
SPECinl92 and 5PECfp92 bencltrnark perforttlance ratings for
the 60-MHz }'12/60 and estimated numbers for the 80-MHz
Series 300 Model E45. Also shown is the estimated perfor-
mance for a system running at 100 MHz.

Integration aL-to reduces costs. Figure 3 shows the single
processdrboardusedlntl1e}'1fi60.11teT12’60use8afiao-
tionurfthe oornponentsusedinsystents bufltitrstacotapteof
years ago.1'l1enumberofptutsusedin ourprooeseorshas
steadtlydecteasedfrom thefirstclidofideslgnmrnpletedln
1988. F:,gUI.’¢ 4: (next page) shows this integration uend for
processors. with each rectangle representing one V1.31 part.
'l'henumbet'ofcon1ponents usedingraphlcsoumtrallershart
lilnewisedecreasedoverdteyeatx, il.5Figu:E-ibsi:10W8.As an
exarnpte.we
verter. used mganentte video signals, directly Into the Artist
chip, saving both the cost of an exterrtttl mntportem and the
boardaseait would have occupied. 'l'hel.AS1 chip replaoesthe
rnany separate onntpttnerm needed to provide the U0 con-
nections expected on at .

Hut-nmlngblrel Integrated processor chip
Hutnrrtingbird is the fourth in at series of CMOS PA-IIISC

p1'Ocessors."‘ though In many ways. it_i.-5 H departure frtmt

 
SPEGIMBE

Figure 2. Eenchrnark performance.

 
Figure 3. FFGCGSIOF bO8|“d.

the earlier designs. Rather than concentrating on producing
the most petftlrrrrante pm.-tihlt: frtnrt a given piece ofsiliutm,
we designed Humminghtui to he the rnost cost-efi'er.1.tve solu-
tion witltttut mrnpmrnlslrtg .Hurnminghitd aL'9o
Ltnlquely integnttes the ntemory contrtaller. U0 hue con-
troller. and cache controller onto the pmt.'ettror chip.

Design goals. Humminghirrlit several design objectives
are not just lrtttixtred oornprmenr gmbt. but are contttrtlirttst we
derived hy t:arefi.L|1y curt-tlderlztg the tteeds of the entire com-
puter ttymmt. For example. the choice to place the mernary
cotttroller on the prucestm chip actually inr.'rease5 the cost

Apdrrm H
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Hummingbird/Artist
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Figure 5. Hummingbird block diagram.
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'——”_fl
of the processor, but reduces the cost of the system. The
goals include

Reduced cos1—essentialfor competing in the very cost-
sensftive, entry-level workstation market. Integration of
the memory controller helped lower system costs.
Equally important, however, was the reduced cost cache
organization that we implemented and support for
industry-standard SRAMs, DRAMS, and memory SIMMs.
Urrcomprumtredper_f'onnance—consider\9dsystem wide.
It was important that the cost objective not compromise
processing power. Although Hummingbird boasts im-
pressive integer and floating—point performance, it also
has features to support high-performance graphics and
multimedia applications. Included are a low-latency
cache and memory system, new functional units and
instructions, and an efficient system bus connection.
lnberently scalabIe—cnaatr'ng an easy upgradepath.
Humrningbdrd is scalable in clock rate, external cache
sizes, main memory sizes, system bus clock ratios, and
DRAM timing parameters.
Reducedpowerhncbieved largely by using gated clocks
and by eliminating dynamic circuit elements.
Arcbitecturally co1rplian£—making Hummingbird com-
pletely compliant wltb rbe PA-RISC‘ artbftecmre. Back-
ward compatible with existing implementations, it
includes extensions to improve the performance of little
endian and multimedia applications, and connection to
standard I/0 buses.
Improved mamsfactumbflity. We wanted to reduce man-

ufacturing costs and times by
using standardized tmt method-
ologies and dedimted diagnostic
circuitry.

Features. The Hummingbird CPU
design leveraged many of its core
technologies and features from the
PA7l00. Thus it has a pipeline design
very similar to that of the PA’/100,
although we made several minor
changes. As Figure 5 shows, Hum-
mingbird is a two-way superscalar
implementation incorporating two
integer execution units, a floating-
point execution unit, an internal
instruction cache, a controller for
external cache, and a main memory
and I/O controller. It interfaces direct-
ly to static cache RAMS, as well as to
standard DRAMs.

Dual-invegersuperscalareveculion.
Hummingbird has three execution
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Figure 6. Instruction shoring.
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Hummingbird/Artist

Table 1. Floating-point latencies and issue rates.

s‘ng e precision _D_oubLe.oIecisi_czn_
Issue issue

Latency rate Stalls Latency rate Stalls

Add/subtract
Multiply
Mpyadd/mpysub
Divide
Square root

graphics performance in PA—R1SC systems because a signif-
icant amount of graphics processing takes place in the CPU.
Fortunately, the PA7l00 FPU provided an excellent starting
point for performance, so we focused our design decisions
on reducing cost without affecting performance for the tar-

‘ geted market. We wanted area reduction in the FPU to
enable the integration of new features on the chip, such as
the memory controller. We needed reduced power to mi.n.i-
mize system power supply costs and cooling fan noise.

In graphics processing, only single-precision (32-bit) float-
ing-point performance is critical. We could thus perhaps
sacrifice some double-precision (64-bit) floating-point per-
formance to make room on the chip for the memory con-
troller. The PA7100 FPU has separate units for multiply,
divide/square root, and ALU operations. Of these, only the
multiplier architecture promised substantial area savings
without a major redesign effort. For Hummingbird, we cut
the array in half so that single-precision operations make
one pass, while double-precision operations circulate their
partial products through a second time before the Final addi-
tion and rounding. Double-precision multiply is now a three-
cycle operation, and a new operation can start every two
cycles. This change reduced the multiplier power con-
sumption because of the reduced amount of circuitry active
on any cycle. Single-precision performance is unaffected and
remains a two-cycle operation, where a new operation can
start each cycle.

The change to the multiply latency and issue rate brought
up an issue in the control logic. The two-cycle latency oper-
ations fit inside the normal five-stage pipeline of the CPU.
Operations with longer latency require more control logic
to avoid pipeline stalls. We elected to take an uncondition-
al pipeline stall on any operation longer than two cycles. In
practice, data dependencies often force these stalls anyway,
so the perfomiance impact is quite small, even for double-
precision floating-point applications. By reducing the control
logic we also save area. The number of register dependen-
cy comparators fell by 30 percent, and the random logic con-
trol core cell count dropped by 15 percent. Treating the
long-latency operations in a simple, uniform way greatly sim-

14 IEEE Micro

 
plified the controller design task. Table 1 summarizes laten-
cies and issue rates.

The biggest opportunity for power savings in dynamic cir-
cuits comes from making evaluation conditional. This way,
Hummingbird only draws current from the supply when
precharging the logic following an evaluation cycle. The
floating-point data path is composed almost entirely of
dynamic logic to satisfy speed and area constraints. Given
Hummingbirds lower frequency goal, we buffered the clocks
into the three floating—point math units and qualified them
with control signals. The three units have separate power
switches. Whenever a valid floating-point operation begins,
a power token gets passed along with the data, flowing
through the pipeline and causing each stage to evaluate only
on the cycle it is needed. With a continuous stream of flops,
all the stages are active at the same time. However, when-
ever there are states on which new flops do not start. only
those pipe stages with real work to do are active. Even in
most floating-point benchmark programs, many states arise
in which at least part of each math unit can remain inactive.

Co.tr- andperformance‘-optimized caches and 773. Like its
predecessors, Hummingbird cycles its external cache at the
processor frequency, allowing load instructions to execute
every cycle without penalty. Unlike its predecessors, its exter-
nal cache is combined, containing both instructions and data,
and has a small (1-Kbyte) internal instruction cache. Even
though wedesigned Hummingbird for low-cost systems, we
had several reasons for retaining a single—cycle external
cache. First, we felt that the silicon area on Hummingbird
was better spent on other features (such as a second integer
ALU and a memory controller) than on a relatively small data
cache. Second, for low—cost systems running at moderate fre-
quencies, our design does not require aggressive—costly—-
SRAM specifications. in fact, systems based on relatively slow
12-ns parts can run up to 66 MHz. The design required only
12 such parts. Lastly, the external cache organization allows
for a greater degree of scalability and flexibility than a fixed-
size internal cache.

We added the internal instruction cache to supply the
needed instruction fetch bandwidth, as both instruction and
data caches can be referenced in a single cycle. The caches
are virtually indexed and physically tagged. The external
cache has a 32—byte cache line size, while the internal cache
has an 8-byte cache line size. Developers can configure the
external cache size between 8 Kbytes and 2 Mbytes.

Hummingbird implements a two-level instruction cache
hierarchy. The first level is the 1-Kbyte internal cache and
the second level is one half of the external cache. The first
level is a strict subset of the second. Both can provide two
instnictions every cycle. if a typical operation detects a first-
level instruction cache miss, it forwards the instruction fetch
to the second-level cache. If the second-level access hits, the
cache controller forwards the double—word of instructions to
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the instruction steering logic while also sending it to the first-
level cache for insertion. If the second-level cache indicates
a miss, the memory controller begins handling the miss.

Load and store instructions represent only approximately
40 percent of the total instruction mix for PA-RISC processors.
Consequently, bandwidth is available to the external cache,
which contains both the data cache and the second-level
instruction cache. Taking advantage of this extra bandwidth
is a prefetching machine that copies instructions from the
second-level cache to the first (see Figure 8). Hummingbird
will perform this prefetch every cycle that the external cache
is not busy satisfying a data reference. The prefetch machine
attempts to stay ahead of the program counter 50 that a first-
level miss will not occur. At times, enough data references
block the external cache that the prefetching machine can-
not keep up with the program counter. If so, the prefetch
machine advances to the current instruction fetch address to
make future prefetches useful.

Prefetched instructions go into 2 two-entry queue of
instructions to be written to the first-level cache. Writes into
the first-level cache from this queue proceed in parallel with
reads from the first-level cache. An instruction fetch may use
an instruction out of this queue without penalty. If a first-
level cache miss is detected at the same time a prefetch is in
progress for that address, the instruction goes directly to the
instruction-steering logic from the external cache, reducing
the normal instruction miss penalty by one cycle. Branches‘
take advantage of this feature by beginning a prefetch to the
target of the branch immediately after issuing the target
address to the first-level cache. After a branch is taken, the
prefetch machine will begin prefetching from the new pro-
gram counter location.

The data cache on Hummingbird is a conventional single-
level external cache. Reads from the external cache require
a single processor cycle—-even at 100 MHz. Writes, howev-
er. require two consecutive cycles. Since store instructions
generally must read the tag portion of the cache before writ-
ing the data portion, the design uses store pipelining. This
optimization technique entails using separate address lines
for the external tag and data SRAMs. This, in turn, allows the
cache controller to read the tag for a given store at the same
time it writes the data for the prior store. Thus store instruc-
tions effectively use only two cycles of cache bandwidth
employing standard asynchronous SRAMs. The data cache
uses another store optimization that involves only smiling
the pipeline if a instruction bundle containing a store (which
will begin a twtrcycle cache tsequence) immediately pre-
cedes a bundle containing a data reference. In this way, the
data cache can effectively hide the extra cycle of cache band-
width needed by a store instruction if the instructions exe-
cuted on the following cycle do not need to access the cache.

The advantage of integrating a memory controller on the
same chip as the CPU becomes apparent when second-level

 
Instruction address

 
Prefetch
machine

 

To steering
 

Figure 8. Instruction prefetching.

instruction or data cache misses occur. The cache controller
is tightly coupled to the memory controller: the memory con-
troller detects and begins handling a cache miss at the same
time the CPU detects the miss. The cache controller uses sev-
eial techniques to reduce the penalties associated with cache
misses. It uses instruction streaming on second—level instruc-
tion cache misses, which allows the CPU to continue exe-
cuting as soon as the first, or critical, double-word arrives
from the memory controller. It writes the double-word to
both levels of instruction cache while the CPU steps, or con-
tinues execution. This will occur for each double-word until
all are written. Another feature, called stall-on-use, lets the
CPU continue executing after it detects a data cache miss on
a load instruction.

The cache controller can handle up to two outstanding
cache misses at a time. Even though the CPU will stop step-
ping after detecting a second cache miss while a cache miss
is in progress, it will resume stepping as soon as the cache
line move-in for the First miss completes. This feature allows
the memory controller to optimize misses to consecutivecache lines.

The virtual memory system for Hummingbird is essential-
ly the same as that on the PA7100. We reduced the TLB from
120 entries to 64 to save area, although it remains fully asso-
ciative. The ‘[18 also contains eight block TLB entries for
mapping large (512 Kbyte to 64 Mbyte) contiguous address
ranges.

Tightly coupled memory system. The design of the memo-
ry system reflects the system-level design goals of low cost
and power with high performance and scalability. We trans-
lated the system design goals into the following objectives for
the memory system. The memory system should use the low-
est cost commodity parts available at any given time. It
should enable versatile system design by allowing a wide

. range of possible main memory sizes for scalability. The
memory system should be capable of maintaining good per-
formance levels, at the lowest possible cost, over a wide
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Hummingbird/Artist

Table 2. Memory system performance (at 60 MHz).

Transaction value

Miss occurrence to critical data
Data cache miss
instruction cache miss:

Prefetch hit
Prefetch miss

Cache move—in bandwidth
Page mode
Nonpage mode

7 cycles

4 cycles
7 cycles

150 Mbytes/s
107 Mbytesls

range of system frequencies. The memory controller design
should be simple, helping to achieve low development cost
through first-time correctness, small area, and ease of testing.

integrating the memory "controller onto the same die as
the CPU provides the memory controller with access to many
important CPU internal resources. This enables performance
gains that would not be possible in a nonlntegrated solution.
For example, the memory controller can eavesdrop on the
real page number produced by the TLB. It can use this infor-
mation to drive addresses to the DRAM before the occur-
rence of a miss is known. This speculative address issue
saves a cycle on memory latency for cache misses. Integra-
tion also allows more effective use of the fast page mode of
the DRAM thanlwould otherwise be possible. Due to the
early detection of cache misses, our design can in some cases
avoid DRAM precharge penalties that a stand-alone memo-
ry controller could not To further reduce miss penalties, the
memory controller returns missing data to the cache in a
critical-word—ftrst fashion. '

The memory controller implements an instruction pre-
fetching algorithm. This prefetch mechanism occurs between
memory and the instruction caches, and is in addition to the
second-level cache to first-level cache prefetching described
earlier. The algorithm very effectively reduces second—level
instruction cache miss penalties, due to the proximity of the
prefetch buffer to the CPU core. In the case of an instruction
prefetch buffer hit, data can be sourced to the CPU and exe-
cution can continue within four CPU cycles of the detection
of the second-level instruction cache miss.

The memory controller shares a four-entry transaction
queue with the I/O controller. The transaction queue in
many cases allows the CPU to continue execution, while the
memory controller performs the queued transactions, When
a cache miss occurs in which the cache line to be replaced
has been modified, the memory controller queues the mod-
ified data while fetching the missing data from memory. Only
then does it post the modified data to memory. Table 2
shows some performance characteristics of a typical Hum-
mingbird memory system.

16 IEEE Micro

 
The memory controller is versatile enough to allow use of

state-of-the-art Commodity parts throughout the expected life-
time of the product. Industry—standard DRAM SIMMS form
the system's main memory. The main memory data bus is 72-
bits wide. Eight of the 72 bits serve for an error correcting
code that can correct any single—bit error and detect any dou-
ble-bit error. Since SIMMs of different types require different
address bits to be multiplexed into the row and column
addresses, the memory controller implements the address
multiplexing function in a programmable fashion, memory
card by memory card. This approach maximizes flexibility in
the type of memory that may be installed in the system.

We built the memory controller with system scalability in
mind. Systems may be built with as few as one, and as many
as 16 SIMM slots, providing possible main memory sizes of
4 Mbytes to 2 Gbytes. Delays between DRAM address, con-
trol, and data edges are programmable, allowing for tailor-
ing the speed (and cost) of the DRAM used for main memory
to system requirements. The design supports DRAMS that
implement an extended-data-out mode, providing superior
page mode bandwidth at higher system frequencies.

Some systems may require buffering of some or all of the
DRAM control lines. All DRAM control lines have program-
mable sense——active high versus active low—for this reason.
The sense of each of the control lines may be programmed
independently, allowing maximum system design flexibility.

Although the Hummingbird system caches are smaller than
those in previous systems, the cycles per instruction contri-
butions due to cache misses are on the same order as in sys-
tems with larger caches. By drastically reducing miss
penalties through an integrated approach, our design main-
tains good perfomiance at a lower system cost.

I-Iigb—bandwidtb [/0 system. The [/0 system uses a 32-bit
bus onto which addresses and data are multiplexed. This sub-
stantially lowers the pin count and cost from a nonmultiplexed
bus, thus allowing integration of the I/O controller onto the
same die as the CPU and memory controller. Tight coupling
between the [/0 bus and the CPU and memory controller
maintains perfomaance, as does an efficient I/O protocol.

The [/0 controller perfomts I/O reads and writes on behalf
of the CPU, and direct-memory access on behalf of masters
residing on the I/O bus._A transaction queue, shared with
the memory controller, receives all CPU l/O requests, allow-
ing the CPU to continue execution, in most cases, while the
I/O transaction proceeds. DMA requests always insert direct-
ly into the head of the transaction queue. Addresses issue in
a speculative manner to the DRAM address bus from the [/0
bus when the I/O bus is not granted to the CPU. This not
only benefits performance, but also allows the memory con-
troller to handle DMA in the same way thatit handles mem-
ory requests from the CPU, reducing the design complexity.

We paid particular attention to performance at the system
level while designing the I/O system. For example, the

Reproduced with permission of copyright owner. Furlher reproduction prohibited.

Page 274 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 275

processor retains access to main memory while the U0 bus
isgr2ntedtoanexterrtaln1aaaertl1atispe:forn1i113DMA.111e

_memoryoontrolleraJnematesbetweenmen1oryreqttmtsfrom
theCPUandDM.Atequfisfttanthetf0syaoerrt.

TheabilltyoftheCPUtoquick1yrrawedataEron1rrtaIn
meIrx:nrIothcI{Osystet11isesaentialforgoods1u'steu13raph—
icspe1fotmanoe.1Tterrtemor§ranri!fOsyaterrtsworithogeth-
ertoaliowovedappedemecutionofprocasorreadsfmm
rnemoryandprocessorwriteMoLfOdevlees.1'heCPUcan

‘ auxi11abandwidthof5t)Mbytes/sfrmnrrtainn-remortrnolfo
by using this technique, without requiring special block
mo\reorDMA. hardware.

Theduigooftl'Iel/Os3rstenialaoreflectasystetnst:a.la-
bili1y.Westrucn.tredthelIOlmsnooperateproperl3rtoafte-
qtlertcyofdo Ml-Iz.'I11eCPU-to-lOb1J.sfter[uenr.1r ratioia
programmable to either 2:1 or 3:1. For rmximum system
deaignflex£bt1lly.weleFltl'tesymema.rbiua.tion laglcolfchlp.

Mswacbimmoniaua-rniorufiqfleadbifltyatrdpegfirmatoe.
The Hummhaglahdcmuhmmpknelyamtplhm withtheP.\-
RISC 1.1 architecture.‘ Existing code wlll I‘l.lIIDl.'IIll.'k:I.I.l.)f be
acoeleratedby the performance feaatres we implemented.
ald\cxJgh:'teweroampliet>staJnebeneradvantagea£thestJper-
'scaJarabiJitiesof1heCPU.Besidesbeln,gbat:kwardsoontpat-
lble.Humn't1ngblrdaJso lrnplernem.-meveral neweamenaions
tofltearchiuecu.ne:i|I:le-encIianaddrusing',uttcsdtableruem-
orypages. andnailtimedla-oriexitedinstructions.

Huumlnglnirdstrppnmbothlig-endianaddrefiing.which
' all previous PA-Rlscprooessoraitnplemertt. and little-endian

addressirtg.1'ited1ii‘erenoebetweenttteturotttodesspeclfi-
callyI:k:a1swtIhtheordeIaefby'IeswiIl'|inlatgerdataquan-
tltiea and can be conceptualised as whether the most
sigrtificanLorlelirnost,byteina4-byteregistet-wilibeloadeti
§t't)m0rsDoII3dtoby1.eadd1'ees0or3.T11i:.mayseert1uiviaI.
butmanyprograrrtsimplidtlyauumeortebyteordcrortlte
0U'leT,IJ1¢rEfOIElEpIE3enfl.flgfi!OI-dbl0CkI0pOfl§l1gs0fiWm'c
between computers havingdlfferenrbyte-entiian address-
ing.W'EWan'DcdlOTfl{JiflE0ll'|t3lflIgEpOOlOf5DftwIIEWfit-
nenforltrde-ertdianproeessarsbutstiliteaiiainoornpatible
withexIstin3PA-RJSCoode.Thuawearldedan1odebittothe
PA-Rlscprooesstntarcltimecnrtetltatseletxsbetweenbég-and
little-endlanbyseaddresain.g.CailedtheEbil.weputitlnto
theprocessorsutunswotdsothatitunvaryfromproceasto
procesanshtgleworkautlonrhuscannsnbothbig-and
llttleendianapplimtionseoticun-ent|y.111edynanIh:namte
ofrhisbitdicuItedtl'tatmernorybeou1ecndiartessorti:eotJ1et-
(choaerlflobeblg-endlanonflununllagblrflartdthatdaut
quarttities be either byte-swapped or not on transfer:
betn'oentJ1eCPU'sreg,imemandntentory.Intl:iswntr.bofl1
big-artdllnle-etsdlannofrwarectznsisternitrtteatadantmooo
reotlythaxtheyareptooessing.

Ceruintyperofsofiwarecanhebeneroptltnlzedifaome
rnemorypa,gesnevergetlort<ledIntothedat:tcacl'te.Eor
example. adevioedr-iverthatoommunicateawith an F0

 
Figure 9. Hummingbird die.

device by reading and writing messages in main rt-ternary
locations. lfmemonr is always cachable. the driver must exe-
cute m¢eflushes to preventrnemonr writes
camedbyadnltne rephocrrtcmsftomcorrupting thelfo
device‘: messages. I-Iummlngbird sttpporlx uncaduble pages
hecausewve:iddedanotherhit.calledtheUbtt.toeaeh11B
enu'y.111isbilmntt0lswhedierndnucachemi.ustomemt:-
ryspaoewillcatweannnreirioftheur-getnsenaayiineornot.

An active area of multimedia research at Hewlett-Packard
involves the alguritluns used to decornpre-as real-tirne audio
and video i.nfl'.‘n't1'Iat:lorn. Pet-for-n1anr.e research suggested that
may of the algorithrns studied frequently used a few oper-
ations: addition and subtraction with either modular arith-
meticorsautntlon. Iaklngthe average oftwo numbers. and
multiplication byasmallcornmnt. Saturation clips the result
tauthelargeatvah.teoI1 poaitlveavvet'flawarclip5totl'test'nail-
est value on negative overflow. We have speeded up all
these operations in Humrnl.rtgbird..I-Zach integer execution
unltcan emeeute twooirhese opemtlonnogether. meaning
that with the two integer units, four apcnlliom can occur
simultaneously. thus accelerating; the various multlmeclla
algorithms substantially. These multimedia-motivated et-t- .
hanuernents added irteignificartt (less than 0.2-perceltt) sili-
con area. while lrnprtwirtg perforrnartce substantially and
wlthratt requiring a dedicated rrtttltlmediaaceeleratzorcltip.

Flg'ute9 shows: die photograph offitunntinghirdt Table
3(nenpage)glvI'ssoo1eofti-tepartlcularsaboutthechlp
dwisn
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Another aspect of fast text scrolling

is the ability to move pixels quickly
from one location on the display to
another. We also use this mpabiliry to
move entire windows on the display.
Because moving pixels from one loca-
fiontoanotherwttuldbeinefiicient if
an dredatsr 1-radtogothroughthe CPU.
Artist includes hardware to handle this
operation. With this support. Artist can .
achieve a block move rate of-1'? million Figure ‘to. image decompression pipeline. [Red-green-blue {R65} and yellow-
pitoeists within the frarrre buffer. ttltrantarino-violet (YUV) are competing color sdten'tes.]

To make all these features work
seamlessly and efficlerttly for the GUI
sofistl-are drivers. we incorporated at nttrnber of addtessirtg
and data modea.1‘hese pen-nit pixel accesses to be any of
several pitnelcorrligtrr-ations(one,four. or32 pi.xielsper32-
bit word} with arbitrary frame buffer data aligntnertt. Pixel
replication can extend sIngle~bit p|xeLs to full depth; either
ordered dithering or color compression can reduce 21-bit
pixels to eight bits.

' A hardware cursor maxirnlaes GUI interactivity by slow-
inrgacttrsortltatdoesnotaffecttheirrtage bitrnap.Jthard—
warecursorcansave man-yofthesysten-rC:PUcyclesspent
on the Gill.

1
i

i

i
l

ibree-dimeruronoigrupbict. Consistent with the strstem- Figure 11. Dltherlng (cop) versus color recovery (bottom).
 

 
design criteria used with GUI acceleration. Artist offers fea-
tures to aid in the display of 3D data sets. ‘These include a
hardware vector rasterizer for accelerating wlreframes and pression perfonnance. (See Figure til)
ditltering and color compression for displaying 3D solids. Artist has circuitry to convert the colornspace and to color

Fast memory-t<>fr-ame buffer writes help when double- compress the image into its 3-bit frame bufier. The colors
bufiering is required. Sofcwarecandrttw irnages tort vi.rtua.| are restored as part of the Video refresh process; they are
window in main memory. then quickly write them to the true color and appear to be 2-i—hiI.s deep. The resultant
frame brrfler when complete. The CPU's dual-integer .\LUs lmagert are much better that ones generated using dither-
hclp3Dgr'aphicssoiidsrendr:rir1ghttontait1men1o¢ylnaddl- ing,acommonteclu1ique(scePlg-ure 11).‘I‘hctesultpro-
rim to aicling general-purpose processing. CPU floating-point vides seal-time, decompressed. true-color video images on
enhancements forgraphics. including fast clip checking and the display with only an entry-level. B-bit hardware
parallel mtrltipllcsation and addition. allow very elficiertt vecv oonfiguratzlon. ‘~
tor vertex calculations.‘ Features. Bringing such advanced capabilities into wide-

Mutttmedta. A new use of graphics hardware is for the spread use requires a cost-efiective solution. The graphics
clisplayofimagesorimagescquencestltathadpreviously sulJsysterndescribedltetelttoor1)cs-atesaooelerationforGLiIs.
been compressed. To rtrakr: image retrieval interactive and 3D graphics. artri digital vtdeowith RAM control and video
real-tirnevideosequencing possible. image rescoratiortmust refresh in a single custom VISI chip. When coupled with
be quick. Typically, this process includes variable-iengtlt Fouroreight VItAM.s (depending on the resolution ofd'te dis-
dooodlng.it1ve1'seqLtantt‘.:adon,i11verse discrete cosine trans- play). this chip provides a complete workstation graphics
formation, and color-space conversion, as for example. in hardware subsystem. (See Figure 12, next page, for its block
MPEG video decompression. diagram and Table 4 for its performance highlights.)

Systr.-rrr-level design is especially helpful with digital To rt-rlnin-t‘rze costs. we put the entire graphics system
(exceptvit:leoltr\.h!)onasingiechip.latoragraphit5conuoiler

the full—mot:loa1 digital video decoding with some in.struct.ion chips require external video clocks or digital-tt:t-analog corn-
setttrningdedicatedhardwarerreednotbeadded. Putting verterabtrtweirrchrdedtheseinartisttoiteepthepanscount
the last step ofthe clecornpresaion process (YUV-to-ROB low.AsFigtnel3shaws,Artistca1sistsofsevertrnsinblocks:
color space conversion} in Artist Futtlter lrllpil.'OVES d.eccm- Ens inre:)"acs’HFU. Mtist connects to the 32-bit multi-

 _..:.i+?._._4.
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Figure 12. Graphics system block diagram.
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Figure 13. Artist chip block diagram.

plexed address/data system bus connecting the CPU, graph-
ics, and [/0 chip. Bus cycles run up to 40 MHz. Artist can
accept either one or two data transfers per address cycle,
making the peak available bandwidth over 100 Mbytes/s. A
32-deep first-in, first~out memory buffers transactions direct-
ed to Various parts of the chip.

GUI accelerator. The GUI accelerator consists of an ALU
connected to seven registers that manipulate display address
and two registers that generate display data. Because thae
registers operate in a master/slave configuration, one oper-
ation can proceed while the nut: is being set up. Accelerated
GUI functions include vecnor stepping, rectangle filling, text
painting, pixel block moving, and lookup table writing.

Address/colorfomratter. At the output of the GUI acceler-
ator is the address/color for-matter that maps graphics data
into the frame buffer. This process includes handling vari-

20 IEEE Micro

Monitor

Table 4. Artist performance. ~

Parameter Value (per second) Large rectangle fill (peak) 850M pixels
10-pixel, randomly oriented 2.1 M vectors
10><l0 rectangles 1.7M
Text characters (6><13 pixel) 1M
FB BitBit (unaligned) 47M pixels

ous pixel depths, plane masks, color spaces, and data
alignments required by the software drivers. Con-
tained in this block are the oolor converter, color com-
pressor, dither unit, data barrel shifter, and lookup
table and cursor data mapper.

Programmable VRAMcontmlIer: A VRAM controller
at the output of the ACF accesses the random-access
port of the VRAMS and initiates data-transfer cycles
for updating the VRAM shift registers. Some of the
timing parameters are programmable to maintain high
levels of performance even when running at a slow-
er clock frequency. Page mode cycles are 57.5 ns, with
a clock frequency of 80 MHz. Making extensive use
of block mode writes provides further performance
optimization.

Video timinggenemtor/PLL. A necessary part of any
display controller is the video timing generator. The
one built into Artist has programmable timing para-
meters, including the dot clock frequency itself. Artist
reads in lookup—table select bits for each scan line
during the horizontal blanking period prior to the dis-
play of that line. It supports a wide assortment of res-
olutions and refresh rates, from 640x480 pixels to
l,280><1,024 pixels with 72-Hz refresh,

Color recovery. Before the video refresh data reach-
es the lookup tables, it can pass through the color

recovery unit. Whether the colors are recovered depends on
whether the iookup-table selection bit matches the color
recovery enable bit. The lookup tables make a small amount
of correction to achieve the final image.

Lookup table/DAC3. There are two lookup tables, each
with a configuration of three 256 entries. Either all three
RAMS can use a single 8-bit index in indexed (pseudocol-
or) mode or three separate indices can provide t.rue—coior
decompression mode. Cursor data inserts into the video data
stream after the lookup tables so it does not interfere with
the images on the display. The DACs have a 73-ohm output
so they can have a direct electrical connection to the display.

Chip details. All this circuitry fits on a die measuring
9.7x12 mm in a 208—pin package (See Figure 14). A digital
flat-panel port requires a 240-pin package. Table 5 provides
additional details about the Artist chip.
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Figure 14. Artist die photograph.

Chip design methodology
Our lowcost goals drove several aspects of the chip

designs for the initial systems. The cost of a high perfor-
mance package becomes a significant portion of the deliv-
ered pan cost. Reducing power dissipation was also a key
consideration during the initial design phase.

The leveraged CPU design made heavy use of local two
phase nonoverlapping clock generators. We migrated this
design to one that included a qualifier for each local clock
phase, for idling circuits when not active, an especially impor-
tant consideration for global bus drivers. Thus, for example,
Hummingbird does not update or read registers unnecmsa.r-
ily. It uses a custom design approach in large, regularly struc-
nired blocks such as RAM, DACs, and most of the data path.

We also designed a special 432-pin ceramic pin-grid may
for Hummingbird. Our power reduction strategies enabled
us to use a package without bypass capacitors, reducing
package and assembly costs. Qur Artist packaging strategy
involved using commonly available, inexpensive packaging.

For both chips, we synthesized control blocks from both
behavioral descriptions and programmable logic array-style
equations. We used a three—layer—over—the-top router for
composing the artwork for these blocks, a departure from

 
 
 

Table 5. Artist details.

  

  

  
  
  
  
  

 

Transistors 525,000
Die size 9.7x12.1 mrn
Metal layers 3
L“, 0.61 pm (NFETS)

0.66 pm (PFETS)
Frequency 40-80 MH2 (control)

25-135 MHz (video)
Power 3.5 W (worst case)
Package 20B—pin QFP/240-pin QFP
Supplies SV, 3.3V
  

our previous PLA-style designs which markedly improved
area efficiency. We used timing analysis and circuit sirnula—
tiontofirtdpatltstliatneededoptirnintion orcustom circuits.

We incorporated an aggrxive diagnostic capability into
Hummingbird that involved piggybacking internal signals
onto the system bus during its idle states. By presetting a sig-
nalgroupbefotenmningatest,theusercandumpallthe
critical signals, including instruction and data addresses,
instructions, and bundling information, virtual translation
information, memory and I/O transaction information, and
more. These diagnostic signals are driven transparently
through the pin driver from their sources at twice
Hummingbirds intemal frequency.

Arfist contains signature generators in several key posi-
tionstoisolatefaihnestoasinyecomponent.Asignaturein
the bus interface verifies proper operation to the graphics
system. Signatures on the VRAM random access and serial,
portssepamteVRAMfmmArtistfailures.Asignaturetaken
at the input to the DA<.‘.s helps identify faults in the Artist
video section. A crude ADC on the analog video port can
identify major enors in the DAC output. Hummingbird also
includes a signature generator to accelerate manufacturing
tests of the internal instruction oldie.

We also included IEEE 1149.] compliance to help lower
board test manufacturing cost. In addition, for Hummingbird,
we merged our previous serial test methodology to allow
sampling of all scanable nodes on the processor on a spe-
cific clock cycle and scanning the sampled values out ofthe
chip while the system continues to run. This greatly aids
diagnosis of failures on prototype systems.

WITH THE PA7l00LC vtst CHIP SET, Hewlett—Pad-rartl
has pursued a path of high system integration to maximize
both cost effectiveness and law processing power. While
performance continues to be an important factor, other
design goals such as low cost and low power came into play
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