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Stop it
Rewind - ‘

Fast Forward (by playing only I frames)
Fast Reverse (bf Playing on I frames)
Random Seek

The player optionally allows the user to odntrol the deooding of various frame types to provide a scalable perfortnanee knob
‘ by skipping the decoding ofB frames. '

Following is a listing of the API supported by we decoder:

1) Mpgpeclnfo
2) MpgDecSlart F

3) MpgDecE.nd i
-l) Mpg.Der:I-‘tame 55) Mpgseekframe :

5) Mpgllewind I

i
This API allows for random seeking. so that the player can implement fast forward, reverse play type of operation, For
bitstrearns oontaining only I Frames. this is a relatively simple operation. For bitstreams containing I. P and 3 frames Ll'|e
Mpgseekl-'1-arne operation becomes a little complicated sinoe we cartrtot decode P or B frames without decoding the
reference frames on which they are dependent. We overcame this problem by implementing the Mpgseekfrarne function to
always find the nearest 1 frame in the direction of the seek.
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MPEG-1Decoder

‘ Lowers The Cost

Ofaldding VideoAnd
Audio ToP03.

1.GAREFULO0NSIDERA'I'IONmwu:n
parddnninghasxunltadhahtghlydnegztulflrfifl-ldewdu
deielooedhytilrruslaglelhacl-GD5530.'lbahnalit§ra3nn:
oefigI,Iaacl:tphclodcsviIl:odaonI1Itwoulo§c,ahost-system
tnmrneetnBAP(:lbnes,DltAIlmtrdlngtc,sguounpu:tng
uunoolasdaottiolrloteonindiioaizntlonhgleh-old-{canned
ootpotponplwidesntmhsdnnoedibsmomutectortlltlifi).
smahdfumemnmrhmkawanwfltuytfipm
enhaneedtmrruoetoru-usfierringvideolnnas.

PRODUCT INNOVATION

 

Highly Integrated Controller
Eases MPEG-1 Adoption

DAVE Bunsn

he drive to add multi-
media capabilities to
the personal com-
puter, either by ofi‘er-
ing add-in cards or by
building the capabil-

ity directly on the motherboard, is
' forcing card and chip suppliers to find
new ways to reduce costs. Individual
add-in MPEG-1 decoder cards, al-
though reasonable at severalhundred
dollars, must have their costs cut in
half. The aim is to trim the user’s cost

ofaddingin MPEG-1 decodingto $100
for an off-the—sl1e1l'card.. and even less
if the system nnanufacturer is to in-
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clude the capability as part of the base
feature set of the PC.

With that in mind, designers at Cir-
rus Logic studied system partitioning
issues and came up with s three-chip
solution that trims the cost of a full

MPEG-1 subsystem to less than $50 in
components (Fig. 1). The three chips
include the newly-designed CL-
GD5520 MPEG-1 video decoder chip,
the already available CS-£921 audio
decoder. and a commodity, 256-kword
by 16-bit DRAM. The DRAM buffer
can be expanded by adding a second
2561-: by 16 DRAM. The larger bufier
improves the quality of the displayed
video and allows the subsystem to
handle larger audio:‘v'ideo streams.

With the three chips, designers can
build systems that decade full-motion
MPEG video from a variety of video
sources. That includes CDs, MPEG-1
CD-i movies, D05 0311-) {Open
MPEG consortium} compatible titles.
and Microsoft Windows MPEG MCI i
standard video.

Designed from the ground up to of-
fer the simplest intelface in the PC 1
environment. the CD-GL552D's ,'
MPEG-1 video decompressor is based
on the MPEG-1 core technology li- i
caused from CompCore Inc. The core I
is surrounded with all the fimctions it
needs to communicate with the rest of

the system at data rates of 80
Mpixelsfs off the video port, and at up
to 132 Mbytesfs on the host-bus inter-
face. Unlike several other highly inte-
grated MPEG-1 chips that incorpo-
rate the audio playbnck channel on the
chip, designers at (.‘i.n-us Logic de-
cided to keep the function off the chip.
That’s because the economics of inte-

grating the sound onto the video de-
coder chip shows that the all-in-one I

approach doesn'tresl1y lower the cost |
I ofmaterials.

The decompression chip also in- ieludes both PCI and ISA host-bus in-

terihces (including PCI bus ma.ste1-
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FA17.1:AnIIPEG-1AucIoNIduoDoeoc_IarnlIt|BcII-Lanolll
Oanpuuudhnflalhudvldaoovmays

DmGali.EvnIlBid.8LbmIoBoae.Ericcl1ai.Ye¢rN'ngcI1ang.Plann
DenrI)*.hEsha-nclaFeuwh.~|aan-GoornasFtnsd;E:icHm1iu1.Bauy
H:LEma1flIa.F|u1l:Liao.l&n9Limkno|lI.EtMuuPahIdLSIavu
PnxnaI.HsaoYanaoi.SmYu1g.'mruIhGl1ow.'TaIneyaFLfi.'AIfio
Fujwa:a.'rlinyudBab.'KeiIn1an.'Sliridihoaa!d.'JaIby-|ao.'Im1
Kaneda.'MasaliruKmII1a.’fon1oolI1eo.'Ia:rIhiyaahla.'Goid*io
OI1o.‘SfIhiiOhke.'AI:linSah.'|-EdooSato.‘fiJ:%aS|Ifiwna.'KInInnH
Ta9ani.‘Kan1lTanga.'TommldUdagawa,'Ko]Yannasald.‘Sadal1in
Yastn.‘TauyosflYosl1h-nn

0-umnwau-.'IaIu.lIpflas.cA
'.Nc.YI|nIh..!apan

Thisd:ipdou>dasMPEG-lnndioutdvidooinnal-timswhnn
aomoctodtouingIa3Dns2B6i:x1EDMlnL'l'hcfoahnuofthed:ip
ann1ammu'l:adinTahln1.a\blockdiunnIiIIhowninF§gmtL
AnM'.P‘EG-1 aynomntnam.opflonn!1yamhoddadinICDdI:I
nhcamhuntmthachipmdthumsbhfihuwnnuhlhg
Thohoatinhtfuueannu1maoodaFIFOthatbnfianinpu1.bit
rh-nmshefimthnyuaw:ithm|othnnudiu.viGeoorovarlnyH¢-
ntI'umbtIl!7ern|nDRAlnL1'hnl£PEGIyItonI|:nnaicpmeeuod
byinhenupfingthaon-c.hipCPUafl:ar|pnchetnfenmpIuIedllI‘h
hnheenwrifl.enhnDl?.A1L'!huGPtInudsiheqItemaInnm
ha:duanautofthaeodeFIFOandinifiatasab1ocktrnn:Earnfth:
ne:tpa:hatofcumprouuddnnboDR.AM.Thacl:ipuIuleuth|n
E%ot'thee1ock¢ydosfiorIyIhunItruu:pmeoui.ng.'I'haehip
n1tu'nateabetwo¢nmdiodeu>din¢andv'ldeodnmdln¢,withthe
auasupuuonnun¢1s-saotthoeloctcyduuanaeomingms.

Audioandvideohitnh-aamnuereadfmmDR.AMint.nadaundor
FIFO.Whandamdingvideo.tuinh1alan¢thcodnI(V'LO|)uo
oonve11ndtofindloa¢thnoduG’IJCI)bythoV1)3/Fbcdecoder.
’1'heV1-Gr'FL£JdoaodnrI'rltuvideoAC noaflieiantainhufllallll.
Wham decoding audio. the V'l.oC‘."PI£ daandurutncias tnhlnnd
umplufinmthnfltatuanmflmmudoywpimmdwfitulhe
run]!-IMWZSIEM.

The signal ynuuincunit (SPU) naim commands {mm the
OPU|ndoncInestheaowmmandsinpcnl1olwiththenstorl'fln
chlp.Thc8PlJd|.tapo.thiuhnvwn1nF‘1zLn'u2.'I11ISPUperfurmsthneenmmamll:

1.Daqnnn'ti:ationaml]]JC'1'fi:rvideodoeodin¢
2.DoqunnIiut£onanddeouIJ.in¢fwa'ndiodaoo&in¢

1'I:nDeqnnnU!JJCToonuundruad:anh8blockufAOeoofieianh|
fiumZl£Ellandw1'iheIIl:glanfl.htnndoI:b1Ibnfl'lldPI[EIl.
D1::ingvidondaendinz.thei1‘HEllinu¢daIIltaqurIu-in-n
nomu1fwtholJ)Ca'l'andtheQIlEH:nnhinnthsqnIntiIu'
nuh'i:.'£'ludnhfluwfin'thnBPUnudianonmand|kIhownin
fixmb 3. The ecommand nails 3 Victor £82
audin:uhbandahmfl£El£andwrflanfl:uunltIto32locnfinu
_in!'L°lEll.1'haothsr32locntionsin'nlEMnrauaedtnancInnv1|ic
as parfinllyhiloeodafi man .mp1... Tln nan-wwmou unm-
mnndrund:3B2Obm|1l'kruI:1tl&nu?HBl(nndaddntha
pmductol'mntr1xrotul'hnndrrindaIrenaficlanbtntJ:I1:arliaI|y
deuMiaiandiolamplealn'1'IIEM.'I'hsllI'IIh’3'W'mflnwouu|m|nfl
thn@mputu420bmnhi:ruultatlntuur:iHaantnPh£E3l.Tha
DRAMwuu'olhrwr!1:umuu'ixnsu1¢a!nPMEMhoDI?AHInd
fetches puvlous matrix noulh fiat windowing. ‘linen DRAM
trusfim an in parallel with SP1! open-afim. Minor 8 Math‘
W'mdoweommnnda,'fl£EMeonta.tns32doeoded:nd1onmploa
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thntua1vrIfl2aulnnnmndioontpu£Imfl’brinDl?u\M.'11Iaaudin
ontpntunitzaeoivudaendodmdiodnlakonbflfilhnanaa
Fflbndlmflhomuuhfluflmofflnchip.

Durhgvldaodacoding. tin notion-oompanntlonunitnaaiua
ntoruneehlnul-s£a'hd:edfinmDR.1Llhn|ihnl!-pinluE'nntIthnmif
noedad.'l'hou&otiI£aIannablnehanaddedtot3InlDCTruult
lnPHElIIIifl:cI'u:nilI‘Itledblckin1nPllKll.'1‘hsnIu‘|:hn

emnpannthnunttnndfiiflwaarkinpnnllelonopponihehnlveaofPEER. Mlar tho abet nfinaoa biotin but been added to
Pl£EI£.thnaIn1flngflaendadpin}.|uUwrihanhoDBAH.

'fl|cvi:IoooutpntunIt:Inducdooododphahf:omDRAHinn
112B1umin:nuF[FOnnda12B3cl:mmin:ncaFlFO.IaImin:noe
mddnonhuuuuhu-lnonhllynndvutieallyhtarpainhdby
axinudndhudinnulingn 1'-tuphorisontllfiliaarnndas-tap
vu-tkalflllor. Gompnnulvidenovu-lay: uorudfrumnnaihl
inbnanuvafl.:yFIPO.dIeompnuodnndth:nhlandadwithinbar-

'polatodHPEGv'ldln.F'xnIlly,tlIepin1Iuaupfionnllywnverted
bnRGBu1dout1:mf.

Todaaodeboihuuiinundvidnowitlaonlyanafionnzsfikxlfi
Dkukflfihachipmultminimhethounofflfihflbandwidthnnfl
DRAHIpIne.’IIfilisaueompl1:hndwiththsfiol1awin¢hchniqula:

1. Decoded B has In command hefou being written tu-
DRAlnltoauvanhout2DuhhurfD11.AMapaea.
2.V'xdooovu'lqy-lnnoumpu-auodtotsdueethesiseoftheoveflay
I:itItI'lImI>I:flirinDRAllIndbnndueetheDRAMbnndIiidth
nudadhofialx-.ht.‘|:anurlqyhitatnnm..
S..'Iheon-:hipCPIJh.nl9BCPUrng£lterlandn18binl1:1I:1inm
wou1I.'Il:i|givuaL9:hnpmwumentininsu'ucIiondnnaitya;m-
puvadtoaunnvcnfionnlklfi-CGPUw'ith32nghtananda32b
inntrucflmwnt

4.The2DIgIudinmatrixraInltalnpn:hodintnL251Bhwm'ds
lIafonbein§w'rRxantnDR,AlL

DouodedB£n:nuu'eemnprunadnithalonyDPO1vlunmpruxion
bchniqne1nunDRA.MIpau.SennIinaunDPCM-domdedin
fl:avidnooutputunIt.V3donovarlau*|uueompnasodwithInm-
lnnsthwéaawfilt-¢aJ1n.bnllength::_d..8.12and£0hits.'Ihesy:nhoh
withNhihaourallrnmotatha.nNI4piuh|otbemn:imumbit-
rateufthnenmpnnedvIar1|yl:ltaI:IImi|4Hpi1al.'l1:a1ypiul
Muinybl‘trntoia0.8h'oododpi.ul.'11leovul'IayIymbnh|eIed.I
Ilaldnwunhnatuitenlnrurlz-anaparwant('E‘lsnn4).'l‘oradueo
-ja::iuandt1ichr,thnl£PEGf:hndowaolorboundnryundthe
Ihadmmaaxt boundary an antialinaod using a 21: bland fndor
hdicntIdbyfluovwlqyIyu:halI.'I1nanflnyc|nbogndual13'
£|dodonorufi‘Irilha6b§loi:ulfndeflIchnr.'I!|aon-chipOPUhl.I
In iinkndimntdalignnd firimmacflm duality uni one of
inpIunontnflon.11n16hhItl'uctiouwmieantain|twn6hngiI-
b|r|ddrIuutndn£bupoodo.Thuunsahoh1of98CPUru¢iatu's
ofwhhhfi-larI.|oaouiblnntanatima.WhonaCPUintu-rapt
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SINGLE CHIP MPEG AUDIO DECODER

Greg Maturl
LSI Logic Corporation

Milpllas, California

ABSTRACT

An IC has been designed and fabricated which
can take an MPEG System or MPEG Audio

stream and decode Layerl and Layer II (MUSI- _
CAM) encoded audio into 16 bit PCM data.

Audiofvideo synchronization, cue and review is

provided via its external channel buffer.

SUMMARY

The Single Chip MPEG Audio Decoder will take

an MPEG Layer I or H (MUSICAM) System or

Audio stream, and provide complete decoding '

into 16 bit serial PCM outputs. In addition. pre-

sentation can be delayed and audio frames

 
Figiue 1. MPEG Audio decoder System

skipped by means of the cha.nnel buffer, an exter-
nal 256K x 4 DRAM controlled by this IC. This

allows coarse synclironization of audio and video
for skews up to 1 second for Layer I and 2.5 sec-

onds for Layer II. Control over which frames are

played or slcipped provides cue lreview features.
Except for the charmel buffer DRAM and a 25 -

Manuscript received June 5, 1992
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_ 'I'he IC is controlled by an 3 or 16 bit micropro-

The IC is divided into 4 major parts: the

preparner, the decoder. the DRAM controller,
and PCM interface.

The preparser performs several functions: sys-

tetnlaudio stream synchronization. stripping off
of parametric and presentation time headers.

CD98 3063292 $03.00 '’ 1992 IEEE

 
 

A  

30 M11: clock. no other hardware is required.

cessor, but can operate as a stand alone device
with reduced flexibility.

The [C can receive data up to a 15 Mbitsfsecond

either serially or through microprocessor inter-
face (selectable for 8 or 16 bits). An input fifo

allows Ll1eIC to handle burst rates of up to ?.5

Megabyteslsec for up to 128 bytes. The IC will

strip out the audio streams from MPEG system

streams and provide presentation time and para-
rnetI'ic information to the host. The audio frames

will then be stored in the channel buffers.

syntax checking, CRC checking, and cataloging
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To uP Registers" CRC check

Figure 2.Prcpa.rscr Architecmre

frames. Error concealment (by repeating the last

good frame) can be provided automatically. Since
the frame must be partially expanded to obtain
this informati on, the frame is stored in the chan-

nel buffer in a partially expanded form. A playlist
is generated to tell the decoder which frame to
decode next. The microprocessor can control

which directionto an the playlist, skip frames in '
the playlist and which direction for the decode to

read the playlist;'I'he decoder does most of the

algorithmic work: It performs inverse quantiza-

tion, scaling, and subband synthesis. It uses a 24
- bit architecture. In addition, on Layer II it per-

forms degrouping prior to dequantization. Filter

coefficitents,dequantization values. scratchpad
and vector memories are internal.

SCALE
FACTOR

I ALLOCAT I ON I
  

  

The DRAM controller provides RAS,CAS,
address and data to the DRAM. It arbinates

between the preparser and the decoder. It also

provides hidden refreshing. This controller
requires a 256K x 4 DRAM (100 ns or faster)

The PCM_interface buffers the PCM output from

the decoder and provides 3 and 4 wire serial out-
put compatible to most serial DACs. The serial

clock is generated from the system clock using a
fixed point divisor provided by the host (4 bits
integer, 16 fractional). The decoder can also be

bypassed, allowing serial PCM to be passed

directly from input to output.

Figure 3.Decoder Architecture

Page 150 of 280
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Functional Block Operation

When initialized, the decoder synchronizes

itself by monitoring the data stream and locating
an audio frame in the data stream.When MPEG

data is input, the chip strips away all unneeded
information, retaining only the audio and con-

trol data. This data is then partially decom-

pressed and stored in a channel buffer. When the

appropriate control signals are seen, this stored
data is played (fully decornpressed and outputin
PCM format).

These activities are accomplished in general as
follows:

Input Synchronization and Buffering

Data in either serial or parallel form enters the
MPEG Audio decoder through the Controller

Interface. The data is first synchronized to the

system clock (SYSCLK), then is sent to the
Input Data FIFO. The FIFO buffers data and

supplies it to the Preparser. The FIFO can

accommodate burst rates up to (input cloc1<)l4

byteslsec. for bursts of 128 bytes.

System Preparser

The Preparser performs stream parsing. For

ISO System Stream parsing and synchroniza-
tion, it detects the packet start code or system
header start code and uses these to synchronize

with packets. The parser reads the 16 bit “num-
ber of bytes“ code in either one of these headers

and counts down the bytes following. When
count 0 is reached the next set-of bytes should be

a sync word. If not. the sync word seen was

either emulated by audio or private data or a

system error. The preparser will not consider
itself synchronized until 3 consecutive good

syncs have occurred. Likewise, it will not con-

sider itself unsynchronized until 3 false are
detected. This hysteresis is detailed in the flow-

chart in Figure 4. Upon syn_chroniz.ation. the

 +
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preparser rettuns the presentation time stamp

for use in audio-video synchronization.

Audio Synchronization

If the synchronization code is the selected

audio stream or the input stream is only audio.
the preparser will then synchronize to the audio

st:rea.m. It first detects the 12 bit audio sync. if

the bitrate is not free format, the bytes remain-

ing in the frame are calculated from the bitrate

and sampling frequency (extracted from the

parametric values in the bitstream) according
to the fonnula:

bytes -—- 48 * bitratelsamp1ing_frequency (1)

bytes = 144 * bit:rate.fsan1pling__frequency(]I)

This value is loaded into a byte counter. As
with the system syncluonization, when the

counter down counts to zero the preparser ver-

ifies the next 12 bits are a sync code. if the pad-

ding bit is set the counter will wait 4 bytes on

Layer 1 and 1 byte on "layer 11 before checking

for the sync code. The hysteresis is similar to

that of the MPEG system synchronization. The
audio synchronization is identical for free for-

mat except one extra frame is required where
the bytes in the name are counted rather than

calculated. Figure 5 shows the audio synchro-
nization.

Storing in Channel Buffer

After synchronization, allocations and scale-

factors are separated out and stored in the

channel buffer. In layerl there are 32 bit allo-

cations. each allocation 4 bits representing 0 to
15 bits per sample, 1 not allowed. In Layerll

. there are 8 to 30 allocations 1 to 4 bits in

length, representing 0 to 16 bits per sample.l

not allowed. In Layer 1], information on

whether the samples are grouped (three sam-

ples combined into a single sample) is also

stored with the allocation.

Petitioners HTC & LG — Exhibit 1002, n



Petitioners HTC & LG - Exhibit 1002, p. 152

mm shglecmp MPEG Audi‘ Decéaér , __ . . . ._ _ . .. an .

   
  

mu Illnn urwu
III p|1oII.I||IIn -I

Lnl uuII_uIIr Man
I at lulu II

manna: tn nun:

   
IlII'l IIII hula III.

I1|III.uIIr—- 

    
  
  

Figure 4. Systenn Sychronlznlion Hyslerlsis

 

 
& LG — Exhibit 1002,

  



Petitioners HTC & LG - Exhibit 1002, p. 153

"‘.!.\.'- "— ‘ ' " " _ _ ' H-_"'l_E_EE Transactions on Consumer Electronics. Vol. 33. No. 3. AAUGUST I99: I

Scalefactors are 6 bits indi to a lookup Audio data cat. ..s parsed atinput clockfz bits
table. indicating the maximum amplitude of per second. The limitation is the DRAM tim-

the samples in a subband. In Layer 1, there is ing.
one scalefactor for each non-zero bit alloca-

tion. In Layer 11 there is 1 to 3 scalefactors per

“°“'w° bi‘ a“°°ati°“- The “cm” ““mb°T is The 20 bits following the audio sync word are
determined by a 2 bit scalefactor select (again called Parametric data b.hs_ These bits are used
1 9” “°“‘z°‘'° aH°°au°n)' The 9739339’ uses by the decoder and presented to the host inter-
this information to separate out the scalefac- face_ A maskable imermpt which is asserted as
tors. The format that the allocatlons and scaIc- soon as these bits are read from the bitsmeam

‘ factors are stored in the memory is shown in lets an optional microprocessor know these

Parametric Data

735161 - bits areavailable.Table1'[ shows the bit defini-

Table 1: channel buffer format non‘

Row .

Address I“f§$:§°“
(HEX) _

00O:03F allocations (channel 1)

040:O'?F first scale index (channel 1)

080:OBF secondscale index (channel 1)

Table 2: Parametric Data
Format

1
1

BProtection

11:10 Sampling-
f

 

  
  

  

  

 0C0:OFF third scale index (channel 1)

100:13F allocations (channel 2)

140: 17F firs: scale index (channel 2)

180: IBF second scale index (channel 2)

1C0:1FF third scale index (channel 2)

As allocations are being written to the chan-
nel bufi'er a small RAM records whether the

allocation was non-zero. It then uses this infor-

mation to separate out scalefactors without

having to reread the channel bufi'er. On Layer
II this is also done for scalefactor select bits.

The same RAM holds these values for later use

 
in scalefactor decoding.

Samples are left bitpacked when put into the

channel buffer, just as received in the _bit- ,
stream. They are stored immediately after the Angular? data
“u°°a“°"‘3 and scale '-“d‘°°5- The data immediately following the last data

bit until the next frame sync is considered

:3!‘ ',:__.,..
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" I j'.Mm,;: smug Chip mac Audio Decoder '

_ ancillary data. The last bit ordata is calculated
from the decoded allocations and scale indices.
Thisdata is stored ina l6X8 bit FIFO. An

interrupt indicates valid data. in the FIFO,
when the FIFO is half full, and when it has

over-flowed. If the ancillary data-is less than 8

bits or a sync word is detected the ancillary bits

are left aligned and written to the FIFO.

_ Play Buffer

The play buffer is a FIFO indicating the loca-
_' tion in the channel buffer of the next frame to

be played as well as minimum irtforrnation the
decoder needs to decode the samples. Usually,

the play FIFO contains consecutive 4K block
addresses for layer 11 and 2K block addresses

for Layer 1. However, if errors occur, the next

address will be the last good frame stored.

The infonnation that is passed in the play
buffer is mode and mode extension, and a bit

indicating if the frame should be blanked or

played. This bit is set if an error occurs and
error concealment is not selected. Since bitrate

and sampling frequency are not allowed to be

changed without resetting the decoder; the

frame sizes remain the same. A time equiva-
lent to the frame in error can be silenced with
this method.

Decoder Operation

The decoder receives data for full decompres-
sion from the channel buffer. The location of

this information and other required parameters

are provided by the play buffer. The decoder

performs all of the following functions:

degroupingdequnatization. denormalization

and subband synthesis. Except degrouping, all

functions are performed by use of a 2-cycle 24-
bit multiplier -accumulator. A ROM provides
lockup tables for scalefactors, quantization
values. DCT and window coefficients. Two

separate RAMS are provided, one for the
dequantized coefficients, and one for the vec-

  

  

  

. 

353

tors generated in the subband synthesis. All

memory is 24 bits, a block diagram is shown in
Figure 3. -

The decoding process begins with a start
command being generated from the micropro-

cessor or external start input. At that point the

decoder reads parameters and channel buffer

address infonnation from the play buffer, and

requests data from the channel buffer. The
DRAM controller arbitrates between the

preparser requesting to write data to the chan-
nel buffer and the decoder trying to read data
for decompression.

In the first read, the decoder obtains alloca-
tion and scalefactor-information. In the second

read. the decoder obtains 1 to 5 nibbles con-

taining the subband sample. If degrouping is

required, the decoder implements the degroup-
ing process: '

For (i =0;i<3;i++)

{

Sample[i] = c%n1evels;

- c = (int) cfnlevels;

l

by using a serial divider.

Dequantization is then performed by the fol-

lowing equation:

IQ[i] = (Samplers +D> *._c

where C and D are both in lookup tables

indexed by bit allocation.-

Next is denormalization:

IN[i] = IQ[i] * scalefactor [scalefactor index]

‘This process is repeated for 32 samples. Each

24 bit denorrnalized sample is stored in the

-.n... :
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I-54 - IEEE Transactions on Consumer Electronics. Vol. 38. No. 3. AUGUST 1991 '-

‘INPUT 32 New Sub-band Samples, S 1

Build a 512 Sam les vector V

Drop 64 oldest gamples of V
Catenate 64 new nnput samples
 

Build a 512 values vector U

 
  

 

 

 

 Take 32 values from V

Drop 64 next values from V
Take 32 next values V

Re eat
8 tienes

Window by 512 Coefficients" '5 '
Produce Vector W

wi =Ui . Di - (Ui can be found
. in the MPEG

'= 0511 Audio Specification
in CD 11172)

Calctglgte 32 samples” by
Matnxmg

 
   

15

‘S’ = ): vE+32i;
J-0

' Outputiizreconstructed -
samples -

Figure 6. Subband Synthesis
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2 -'-_mi: Single Chip MPEG Audio Deer‘ -

T; gienonnalization RAM. These values are then
I‘ used for subband synthesis.

- subband synthesis

‘_ The MPEG standard defines subband synthe-
sis as shown in Figure 6. 'I‘his process can be

' broken down into two functions. The first is an

" add frequency inverse DCT, the second is a
- window function (with special addressing).

_ The inverse DCT and window function are

f- performed in parallel. That is the window and
_ calculate samples is performed when the next
'- PCM word has to be shifted out. In between

the windowing function, the inverse DCT is

' performed. To insure that the data used for the
' window function is not from 2 different sets- of

sub-samples, the inverse DCT output is stored
to a scratchpad portion of the vector ram.

When the last of the 32 PCM samples has been
transferred. this scratchpad is written to the

. correct section of the vector RAM.

 

PCM output

- The PCM interface is responsible for obtain-

'- ; ing data from the decoder. serializing it. and
' generating the control signals at the proper

time for analog conversion by a serial DAC. In
' addition, refresh timing is based on the PCM
' clock.

 
 
 
 

 
 

The PCM contains registers that divide down

.- the input clock to obtain the proper sampling
. frequency for the output PCM stream. These

- registers are either loaded on power up or writ-
- ten via the microprocessor port.

-‘E The first register is a 4 bit register, that indi-

cates that is used to divide the input clock to
. ""'_ obtain 2X the DAC serial clock. The 2nd reg-

ister is 16 bits. and represents the fractional

' part ofthis divisor. Every time the 4 bit register

counts down to zero. this fractional register is

Page 156 of 280
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accumulated. Every time the accumulation

exceeds 1 an extra clock cycle is added. Running

with the slowest input clock and the fastest sam-

pling frequency. this will produce a 10% variation
in the serial clock. but the actual sampling fre-

quency will be accurate to greater than 200 ppm.

As soon as .the PCM word is loaded into the par-

allel to serial register, the PCM interface requests

another from the decoder. The decoder completes

its current DCT or inverse quantization, and then
performs the window function described under

subband synthesis. The decoder puts the PCM

word into an output register, which the PCM inter-

face will load into the parallel to serial converter

when the previous word has been shifted out.

Conclusions:

The MPEG audio IC developed considers system
level. interface and rate control issues. rather than

just the number crunching involved in MPEG

Audio compression. The IC can provide complete

decoding from system to PCM with minimal addi:
tional hardware.
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 .‘ppllt:ationseveltiprrttt
SQL DATA.BASES

  
T/9eGreat Lea  
PC-based Forward
Sm; database

servers have grown
By Brian Butler and Thomas 1Wace

aturity has come quickly to PC-based
structured query language (SQL) data-
bases. In last year’s roundup. we asked if

up to deliver on the

promise Ofrehabflity : 2 32-bit SQLdatabases for Intel processors
‘ were good enough to beta business on.

and power. The answer, coming after months of ups and downs in the test
t labs, was only a qualified yes. While some of the products

shone, many ran into serious difficulties and a few suffered out-
right failures (for details, see_“PC-Based SQL: Time to Com-

mit?", PC Magazine, Octo-
IN THIS REVIEW ' I “ be,-1'_)_’1993)A

 

_ Infornitx 0nLinefar sco Unix .... ..244 Suitability to Task ................. .. Th” yea? 5 t?5‘mg °ffm
' . Microsoft SQL Serverfor Preview: Borland’s InterBase ‘ .. a much mixer picture" Even
i WirzdowsNT.............................. ..250 Preview: Gupta SQLBase Server....25O though we mcfm than

Oracle75'erverfor Nerlyare ........... ..267 Coming Soon: A New DB2/2 quadrupled the 5126 of our
Sybase SQL Serverfor Nerware....‘.275 Performance _'I‘_ests test database and boosted
Watcom SQL Network Serverfor Intel-Based SMP: How Strong? ‘ the complexity of our per.

Ne1Ware .......................................286 Competing with RISC
XDB-Enterprise Serw.-rfor Ingres Server: Still on I-101

’ Windows NT.. The Price of Perfonmmce.
Editors‘ Choice Summary of Features

 
formance tests, all vendors

came through with flying
\ colors. While we still saw a

wide range of performance

  
Fhutog,r:1phybyScouVimSicklin ' 5 . .* -- 7 ocrotserziifw-21: PCMAGAZINE 241
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‘must be backed up‘_by-5s_o1id-

results. stability and reliability have im-
proved dramatically across the board.

This is not to say that clientlserver SOL
has become a trivial exercise. Integrating
and debuggingclientand se_rver’opera__ ‘
systems. application code, netw "
compcnentfis and the-SQL data-_ _

base itself detnand'real,e3tper- _
tise. Ever? the best database.‘ ‘.9

client system, networking
cards and -cabling. the net-
work operatirtgsystcmaiid protow
cols. and the serverhardivare itself - ,

The‘. advantages to clientlserver” '
computing clearly predominate, however.
For -on-line transaction processing
(OLTPJ an_d decisiorbsupport applica-
tions, cliendserver offers reasonable
hardware costs. -faster application devel-
opment, and for your end users, the famil-
iar PC environment. Up.-sizing PC data-
bases to client! server carries with it the
benefits of greater reliability. lower net-
work loads. and centralized management.
But whichever path you’re on, .901. data-
base servers for the Intel platform have
made a quantum leap in quality.

  

Iillll REVIEW IJIEIII’

This story covers most major 32-bit SQL
database servers currently available for the
late! platfonn. All products covered in last
year‘s story receive follow-up coverage and
are reviewed in full ifthey have been re-
leased in majornew revisions. Our main rc-

are fast
becoming standard as SQL databases
grow ever more sophisticated. Most of
the products we saw support ANSI
cursors, triggers, stored procedures.
and declarative referential integrity.
All support 131.033 and cost-based
query optimization.

SYidlllETl-ill} Mill.-'l'll’ill]liESSlllll is
clearly the next performance frontier
as SM? hardware becomes more com-

mon. Some engines use operating-
system threads or processes to divide
tasks over CPUs; others launch multi-

242 - rcmaonzme ocronea n. ma
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SQ£Daz@er '

views. based on five months of lab testing,
cover Inforrnix On.L'me'forSCO Unix 5.01.
Microsoft 501. Server for Windows NT

42;, oral-.1.-.'t Server‘-for Netware-~‘.-'£D._’l6,
Sybasc . SQi..‘$e_rver for Netwarc ‘l0.0_1."

 

 
 
 
 

 
 
 
 

  

ware 3.2.-"an_t‘l..'xDB-I~;,n_terp'riae:
‘Server-1-forWindoivsNT, ' '

view the ASK Groupfs In res '-
Serverfor. OSt2=._'fi.4.3__. I " .
Server had serious 'difficul'iies

with last year's tests. and many of the
problems we found had not been resolved
in the version we saw this year. During
testing. The ASK Group was acquired by
Computer Associates international.
which withdrew Ingres Server from the
market for debugging (for details, see the
sidebar-,“Ingres "Server: Still on Hold”).

Two databases covered in last year's
story. Gupta8QLBase Server for Netware

'HIGHLl'GHT5

S:'QL-Dctta'bases

pie instances of the database itself.
Though some servers are SMP-ready,
others require that you buy especial
SMP version. Upcoming releases will
add dedicated support for parallelizing.
queries, loading,.and index creation.
"l.'he only platform bucking this trend is
Novell Netware, which does not sup-
port multiple CPUS.

mu: tsrnsnrnns, by
increased competition. Much of the
pressure comes from sophisticated
bundles targeted at the workgroup
market. Clientfserver-SQL remains an

Petitioners HTC & LG — Exhibit 1002,
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and IBM DBM have not been upgraded in
the interim but will ship in major new revi-
sions within the next few months. We were

able to p‘I'.r_t_ a:_ln:_p-ta versionofSQLBase Serv-
e'r_tiIrougl_1=sorrte ofou'rtests (for details. see
the -si5'ie_ba'rs “Preview: Gupta SQLBase

“Coming Soon: A New
DB2f2"‘)'£-‘We. were alsoable to examine a _

OfBOl'i.8.1'Id-Il1IEl'l!l.ItiOna.i'S new
SQ]. entrant; The Borland InterBase
'Wo_rkg'ronp Server4.0 (for details. see the
sidebar'“Preview: Bprland’s Intel-Base").

- Systems and Raima Corp. de-
clined to participate in this story because
they" could not lfce‘1._t_p support resources
during our test--cycle; Btrieve Technolo-

‘glee’ Nctwarc SQL (fonnerly Novell‘s
-' §'n__ . -N_etWare,.SQL} has not had a significant

upgradesince it was last reviewed.

#5 LIIIIIEIPIIIIIES
Vendors were allowed to

_ "specify a 32-bit operating sys-
ji tern for their server platform.

Three 05's are represented this
year: Microsoft Windows NT.

Netware. and SCO Unix.
windows NT. which shipped during the

past year. is a new platform for SQL. 1::
thread-based model. graphical administra-
ticn tools. and strong networking support
worked well for both Microsoft SQL Serv-

erand XDB-Enterprise Server. Other ven-
dors. including IBM and Sybase, also plan
to ship-NT versions of theirproducts.

Netware. chosen by Oracle. Sybase.

expensive proposition. however. The
need for skilled administrators and the
lack of turnkey software solutions
means substantial outlays for software
development and maintenance.

iii"l"limm'i..iflE I301, the traditional
SOL interface to the database server.

has just about seen its day. Most prod-
ucts now ship with menu-driven tools
for setup, tuning, and administration.
Some sport sophisticated Microsoft
Windows-based interfaces, a trend
that will be widely copied in the com-
ing year.

._I_v~r.,..Q,|....-nun~'-ill!-III-tie!‘-I-H-'-|"i¥|"““"i
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and Watcom, remains somewhat contro-

versial because the operating system,
database, and any server-based utili-
ties all run at Ring 0, the most privi-
leged level of the Intel 386 protec-
'=_ion scheme. In practice, we found
i‘~letWare to be problem-free once
properly set up. Ring 0 operation is
also extremely fast.

SCO Unix, chosen by Informix, is now
a mature, highly stable product. Its only
drawback is that it demands solid exper-
tise on the administrator’s part. OS/2.
which was not chosen by any of this year’s
entrants, seems to be lagging in populari-
ty as a SQL server OS.

ROBUST FEATURE SETS

This year marks the first time that rela-
tional database technology on the PC can
be considered a broad success. All the

tested products showed solid transaction-
processing technology, the core of any
SQL database. Log managers and lock
managers all functioned smoothly. and we
saw none of the instabilities, crashes, and
data loss that plagued last year's lineup.
I‘hese products offer what mainframe
users take for granted: the ability to re-
cover from a total system shutdown with
data integrity intact.

We also saw a clear trend toward con-
verging feature sets where many formerly
cutting-edge features are fast becoming
commodities. All the reviewed products
except Watcom SQL and XDB-Enter-

-prise Server support both triggers and
stored procedures, and both Watcom and
XDB will add them in upcoming releases.
All the reviewed products support storage
of binary large objects (BLOBS) in the
database. All but XDB-Enterprise sup-
port two-phase commit, although only
Orac1e7 supports it transparently.

There may be not-so-subtle differ-
ences in how common features are imple-
mented. however. For example, while all
the reviewed products except Microsoft
SQL Server support declarative referen-
tial integrity, XDB-Enterprise Server of-
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0 Onacle7 Server for Netware,

Designing a SQL database server is a tremen-
. dous challenge. It must provide the safety and in-

tegrity of a mainframe. It_must be fast, robust,

and above all, completely stable. Our Editors’ Choice
award for SQL database servers goes
to Oracle7 Server for NetWare, the
product that comes closest to meeting
the ideal. Oracle7 is a virtual com-

pendium of the industry’s best fea-
tures, and its solid core technology, in-
cluding a multiversioning consistency
model and row-level locking, give the
product a clear performance edge. It
ran friction-free through our punishing
test suite, finishing in first place in
most categories. I-ts impressive scores
were obtained with almost no tuning.
0racle7 ships with a strong suite of ad-
ministrationtools and is well suited for
distributed databases. Oracle7 de-

mands deep pockets and professional «
administration skills, but it remains the
overall best choice in high-stress trans-
action-processing environments.

fers the most flexible approach. Child
records can be automatically updated by
changes to a parent record (a feature
called cascading update) or deleted if the
parent is dropped (cascading delete). Ora-
cle7 supports cascading deletes but not
cascading updates. Informix OnI.ine.
Sybase SQL Server, and Watcom SQL
take another tack, simply restricting any
operation that tries to remove a parent
with references to existing children. Com-
parable differences exist among imple-
mentations of triggers, stored procedures,
and two-phase commit.

SPEED LIMITS

How fast a database delivers your data is
always a big concern. While this year's

Our Contributors: Baum ‘BUTLER. who directed testing for this story, is the
president of Client/Server Solutions. a St. Louis-based firm specializing in SQL data-
base performance testing and applications development.’ LORI MITCHELL is an associ-
ate project leader, und'KAsoN LEUNG and ANATOLIY NOSOVITSKIY are technical
specialists at Ziff-Davis Labs. THOMAS .VIACE‘was the associate editor in charge of
this story, and MARK JONIKAS was the project leader at Ziff-Davis Labs.
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An honorable mention goes to Mi-
crosoft SQL Server for Windows NI‘.
Its strong performance, superb graph-
ical administration tools, easy setup,
and tight integration with the Win-
dows NT operating system make for a
compelling package. Significant en-
hancements to the base kernel include

implementation of native Windows
NT threads, making the package SMP-
ready out of the box. Virtually every-
thing needed for success is included in
this attractive bundle. .

Rounding out the top three con-
tenders, Sybase SQL Server for Net-
Ware delivered superb performance
and the benefits of Sybase‘s sophisticat-
ed. feature-rich engine. We look for-
ward to the release of Sybase System l0
add-ons for this product.

performance results look lower than last
years because of our revamped tests and
larger test database. performance has ac-
tually improved, in some cases signifi-
cantly. Part of the reason is cost-based op-
timization. now used by all the reviewed
products. Another is the maturing of loci;
and cache managers.

As giant applications strain the limits
of existing servers, the next performance
horizon is clearly the use of symmetric
multiprocessing (SMP). Intel-based SMP
hardware is becoming more common and
under optimal conditions can deliver dou-
bled performance when CPU and disk re-
sources are doubled (for more informa-

tion. see the sidebar "Intel-based Si\lP:
Ho\v Strong'?").

One performance question left unan-
swered in last year's story was how well
Intel-based SQL servers stack up against
heavyweight RISC platforms. In tests
‘using Sybase System 10 that pit five high-
end RISC servers against an Intel-based
SMP server. we saw the Intel system
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clearly holding its own (fordetails. see the
sidebar “Competing with RISC")._

Slllllt‘ llE'Il ‘illllls

The days are gone when simple com-
mand-iine Interactive SOL (ISQL) tools
were the state of the art. Administrators

increasingly expect a bundled set of
menu- or GUI-based tools for database

creation. administration, and tuning
chores. Long-established vendors such as '
Informix. Oracle. and Sybase are playing
catch-up while Microsoft. with its experi-
ence in application interfaces. is a clear
leader in sophisticated Windows-based
tools. Oracle has shipped Windows-based
administration tools with its Worltgroup
Server product (not reviewed here) and
Sybase has Windows tools in beta testing.
Watcorn and XDB will move to GUI
tools in future releases.

SIIIPLEII Flllllllfl

SQL database prices are clearly on a
downward trend. driven by new packages
aimed at the departmental and work-
group markets. Pricing models have also
gotten simpler. Where most vendors used
to charge separately for users. client soft-
ware. and networking components. all of
the products in this story except Informix
0nLir[a“are priced on a per-user basis.
While prices for the reviewed products
vary widely. a pricelperfcrmance analysis
shows most products deliver similar bang
for the buck (for details. see the sidebar
“The Price ofPerforma1'tce").

Features. price. and performance can
create daunting choices. Despite the hur-
dies. the news is good: PC-based SQL has
never been stronger. The reviews that fol-
low will help you find the database best
suited to your needs. 

lrrfanrti.‘t' Sofiwore Inc‘.

0 lnfot-mix llnline for500

llnix
ALL REVIEWS BY ant.-tn
BUTLER AND ‘rt-tomns MACE

Last year's roundup of SQL databases
wasn't easy on irtforrnix. While Inforntix .
Onl..ine forbletware offered many strong
features. it was plagued during our multi-
user tests by numerous crashes.

; This year. we loolted at a major new
release on a different platform: lnformix

244 ' H: MAGAZINE ocrossn ll. new
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isuttahtttni on Taslt:
SQL I:Iatal_aasea_ _ _
SQL databases were created for huge
mainframe applications. but in
'today’s PC-based clientlserver.
nations. they find employment in a

"w-_id_erangec_ftasks.Qualitie_sthat__‘.__._; _ - _-;
otI‘tsideoia1|Sfratl\ewt:I'|tsndttossadil‘lerentset '- '.--shine in one areacan be drawbacks in

- another. and productsthat are tuned

to excel in certain operations may
falter elsewhere. Taking feature sets
and test performances into account,
we examine each reviewed product
from four different perspectives.

. For production I'.lL11'spplications.a database
must beabsolutalv stable andotter excellent

altdadhocflllfiftflfiffllnramewealsolooltfustt
etficicntcott-based nptilrlizer. Engine suoportfot
bidirectional sctolldtle cursors is a plus loreasino
dsvalopntettt ttfGUl-based applications. Compatibil-
itywilh indtlstly-starrdattl mainframe databases
earns adfititutal points. -_ '

:-_ll_.lc5|tgrt_tup_d_etnbose sotvntslteqtientry exist

.-.......t_'..Ii-ul

ofden-ands. Here.we Iooktoreasyinstslletion.
esseolusefewmnahlas. and high-quoIitydocu- *
rnattatistdtatdoesnotassumeexpsntnovrledpe " --‘
ontltereadet‘spatt.fils1l'ont;satolvisua|admini.s- ‘
ustiontoolsisapmasarsanoveralllowirtitial -
acquisition cnstahdapoodtnicoipedcnnance ‘
ratio. Databases that demand professional acn1inis- '
tration still and intimate knowledge of the under-
lying operating system did nottare as wall in this

muitiusar perlomnu-cealuncticnofitslocldng category.
model, cache maoawnent and transaction-lop connectivity and depluvpnentaliect rnanv
management. We also look for  #m; otltertaslts. Here. we loci: for

support rnmtggars, stored pt't:|:e- mmflm.hm support fora wide range of network
dutas.declarativtt referential mum“ nrotocolsantl client envircnrnants.
integrity. and on-line hscllup. - our “aim Sewer support for multiple concur-
suppgn fu'Ifl|1spa|'eflI[\||lD-fl'|Bse . Decision 3,“ rent protocols earns eirtra points. as

I:otrIrlitartdsyttunstricnttlltiprocess- mm dostrongtoclsforrronitoringand
in hardware are spin Strong mu’? 5"“ tuning the network. the operating
scorummrhsndontwnatm-is conmevnys mm .ns1am.andthe database itself. We
action llllix testtcnrribuln su_l:lstart- ‘'’I'‘'''''' also loci: for a good selection of
tiallv to the ration precampilets. a well-documented call-revel C Ai’l.

To iudga suitahilitv for decision support
appllcati0I‘e.where lstpatlnluntesottlataare
regularly moved to a tlocisiott-support setveritr
onalvsis,tvalooktorencel|anrloading.indexi1q.

OnLine for SCO Unix. Version 5.01. The
bugs are gone. testing ran smoothly. and
the product's feature set has been signifi-
cantly enhanced. Informix 'OnLine's per-
formance scores. which fell in the
midrange of the review lineup, are com-
parable with last year’s results. But its
high price—more typical of the Unix
world than of the competitive PC market-
place—gave it the poorest pt'icel'petfor-
mance ratio of any product in the lineup.

We caught lnforrnix 0nLine right be-
fore a major new 6.0 release that will ad-
dress -a number of performance issues.
The version we reviewed in last year's
story-. Infortnix OnLine for Nerware.

. Version 4.1. has not been upgraded. and
the company has no plans to bring it up to
date with its Unix cousins. . _

‘lnfoi-mix OnI.ine has long offered a
_ robust set of engine features. including a
cost-based optimizenengine-driven back-
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and the avaiisbilityof gateways and connectivirr
products. either from the vendor or from a third
party. it. rohustset ct intuitive. GUI-based adminis-
tration tools is a plus.

ward-scrollable cursors. cursor context

preservation. mirroring of databases and
transaction logs. and on-line backup.

In-EU TO THIS HELERSE
The new release adds a number of fea-
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tures that are quickly emerging as indus- —l
tljl standards. These include stored proce- '.
durcs (which can return multiple rows). '
triggers (added in Release 5.01). and de- '
clarative referential integrity (Restrict '
only). Restrict ensures that a user cannot
delete parent records that have depen- _
dent child records. Automatic deletion of

child records is not supported and must be
coded using triggers. The database also
supports entity integrity by enforcing ac-
ceptable data values (including default
values] for particular columns. This re-
lease does not support group-level sect1ri- .
ty or audit trails. however.

lnfonnix has enhanced the cost-based
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By Brian Httrler and Thomas Mace .
Borland International h_asn‘_t exactly
been a leader in clienrlserver database

es. but the company is staking
much of its future on a push
into the clientlserver arena.

While Borlar1d"s desktop
databases and develop-
ment tools will figure in
this strategy. the cornerstone
will be The Borland InterBase

Workgroup Server, Version 4.0.
a SQL database server due for release

on a number of platforms this fall.
Releases on Microsoh Windows NT

and Netware should be out by the
time this article appears. ‘

lnterBase, created by InterBase
Software Corp.. is a technically
advanced enginethat found an early
niche in the on-line complex process-
ing (OLCP} market because of its
pioneering support for features such
as rnultiversioning. BLOBs. and
multidimensional array data types.
But.Ll1_e product languished after its
initial sale to Ashton-Tate and up.
until now has seen little growth under
Borland (at press time. Interliase 3.2
was the currently shipping version].

Our look at an early beta of the new
.IaterBnse. Version 4.0 for Netware.

revealed an enhanced product reposi-
tioned _as an upsizing tool. The biggest
change is that InterBase can now inter-
face directly with Eorlands desktop
databases dBASE 5.0 for Windows
and Paradox 5.0 for Windows.
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InterBa.se offers a strong core set of
features that includes declarative

referential integrity, triggers. stored
procedures. event alerters. user-
defined functions, a cost-based opti-
nrizer. BLOB support. and transpar-
ent two—phase commit. InterBase is
based on a multiversioning database
engine, an approach it shares with
Oracle‘!.

245 PC.\oIi-\GAZl.VE o'c'i:oai=.nu.tv-n" " "

Page 162 of 280

I! tucttlous 'llEI'El.lll'lElIT

SQL Danrzéarer

- Preview: B07/and} Im‘erBase -

Multiversicning provides transac-
tions with a read-consistent view of the

database: A given transactionsees the
database as it was at the moment

2&3 18:9; the transaction began,and
multiple transactions can see

‘h, the database in several clif-
" ferent consistent states. The

main advantage to multivar-
sioning isthat read transac-

_ lions, especially long-running
reads typical of decision-support

applications, do not acquire locks that
block write transactions, improving
overall concunency.

TIIE llEEllTllF Illlllllilfllflll

Interhase offers a unique synergy with
Borland‘s desktop database products
dBASE for Windows 5.0 and Paradox
5.0 for Windows. Both can connect

directly to IaterBase. which in turn
provides direct engine support for the
desktop products’ native record-navb
gation commands (in addition to

for Windows share a common local

database engine called the Borland
Database Engine. This includes an
IDAPI (Independent Database API)
component for connecting to Inter-
Base and other SQL databases. The
IDAPI Interliase driver, called

Clientlserver Express, provides the
direct low-level interface to InterBase.

Since Inter-Base directly supports
dBASE‘s and Paradox's reoord navi-

gation, yotrcan use commands such as
dBASE‘s Skip -1000 and Go Bottom
with Iaterfiase data. The IDAPI com-

ponent also includes Borland‘s SOL
Link drivers for connecting to _
Microsoft SQL Server 4.21. Oracle‘.-',
Sybase SQL Server 10.01. and ODBC-
compliant databases. These drivers
also let you use dBASE or Paradox

. commands with third-party SOL data-
bases. but only through a potentially
slower SOL translation. The ODBC
component ofSQL Link will also let
you develop applications for InterBase
using non-Borland tools.

Phi.‘-Ilfllllll

In addition to the pending Windows
NT and Netware versions, ports for
DEC Alpha OS!-'1, HP-UX, Sun 05.
and Sun Solaris are scheduled to ship
this fall. A Chicago version will ship
soon after Microsoft's release of Chico-
go. and an 0522 version is due by early
next year. Borland also plans to bundle
a version of Delphi (the code name for
its upcoming Visual Basic competitor)
for use in off-line applications develop-

lnterBase's support ment. Pricing is

for standard SQL). E I - E - expected to be highlyThis lets developers Bar “H g competitive. and
migrate dBASE and - client software.
Paradox apps to a " mucb grlufitmw 0" a including the SQL
clienllserver eI1vi1'on- - Link and Client}

ment or use these PC Push mm the Server components.
databases as t'ront- - ODBC drivers. a set

' end development mam‘ of Windows-basedtools. administration tools.
dBASE for Windows and Paradox and the I1'tterBase C API libraries, will

be bundled free with every server.
A few holes remain in the current

Interflase strategy. The product can-
not operate with the new dEASE for
DOS 5.0. so migrating existing dBASE
apps to lnter'Base means porting them
to Windows. Also. many of the
engine‘s most advanced features are
only accessible through proprietary
interfaces. But InterBase's tie-in with
Borland‘s Windows databases is com-

pelling. dBASE and Paradox develop-
ers will certainly want to evaluate the
product when it ships. 0

-«vn:.-.MivIui=-H-.«w-vwnIh---. .
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optimizer to be more intelligent about its
choices. and it now lets you set the opti-

- mization level of the query. The default is
High Optimization, which perfcirms an
exhaustive search through all possible ac-
cess plans and picks the one with the low-
est cost. With complex queries involving
many tables. this process can be more eit-
pensive than the actual execu-
tion of the query. In such sce-
narios. you can select Low
Optimization. which will make
a quick best guess.

The optimizer did not make
any mistakes during our tests.
but we did run into a problem
updating the optimizer statis-
tics. A bad value placed in the "t"t'""‘
statistics page caused two subsequent
queries to crash the server. This was fixed
by modifying the statistics page manually.

The new release has also improved In-
lormix OnLine's index~creatic-n speed.
Last year. it was the slowest product at in-
dexing our test database by a huge mar-
gin. This year its indexing score, while not
exactly zippy. was more in line with other
competitors‘. Under Informix‘s new in-
dexing scheme. index entries are sorted
prior to their insertion into the B4-tree
structure.

The _lnforn1ix OnLine engine has al-
ways offEi*ed' strong binary large object
(BLOB) .support. As with the previous
version of the product. BLOB: are
stored in a distinct Blobspace. allowing
you to tune the associated page size sep-
arately for best performance. The maxi-
mum allowable BLOB size is 2GB.

BLOBs are written directly to disk. not
to shared-memory data buffers. This
saves space in the transaction logs and

Production
IILTP
llcciaitln
uppen
‘flerltgnopdataltue

keeps the pool of shared-memory data .
buffers from being swamped. With the
optional Informix-0nLinel0ptical add-
on product. BLOBs can be stored on
WORM (write-once-read-many) optical
subsystems. Unfortunately, we did not
get a chance to test Inforrnix Onl..ine‘s
BLOB throughput capabilities because
of time constraints in our test cycle. This
was not due to any problem with the
product.

lnfortnix OnLine provides locking by
TOW. page. table. or database and the
unique abil_ity to configure locking on a
table-by-table basis. You can have one
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table set for a page-level lockingscheme.
another with record-level locks. and yet
another large lookup table set for table-
level locking. Isolation. levels are also
highly tunable and include support for
dirty reads (no isolation}. committed
read isolation, cursor stability. and re-
peatable reads. '

Version 5.0 added support
for distributed Informix On-

Line databases ‘through -the
separate Informixfitar prod-

W” uct. Informix-Star adds-is two-

lets users transparently ata-
nipulate raultiple lnforrrtiit
OnLine databases at several
locations. 'l'he""‘curre'nt lets

you update multiple databases on a sin-
gle lnfon-nix OnLine server instance in a
single transaction.

P001!

lllilll‘ 'l'I!l.lll llllll

While database administration does not
usually call for much knowledge of the
underlying operating system. this version
of Informix OnLine demands a good

working knowledge of Unix. During in-
stallation. we had to modify some SCO
kernel parameters to get the package up
and running. This process is documented
in the machine notes file on the system.

Like most Unix database vendors, In-

formix recommends that you set up raw
file partitions. a task that can be a tricky
process. Because the Unix file system has
its own cache, the database has no way of
ensuring that writes have been physically
committed to disk. This can lead to seri-

ous integrity probletns if the system crash-
es. Using raw file partitions bypasses the
Unix file system. the only way to ensure
integrity loss doesn't happen.

Once the database is installed, you can
use the supplied DB-Monitor utility to
configure various system parameters in-
cluding buffers. locks. users. and tables.
This menu-driven utility also lets you
change the server's mode of operation to
on-line. off-line. or quiescent mode (a _
single-user administration mode)- DB-
Monitor also provides backup. recovery.
and a window into virtually everything
the engine is doing. it can display a multi-
tude of statistics to aid in the tuning
process. such as cache hits. dislt reads and
writes. and checkpoints.
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phase commit protocol and' '

The database also ships with a menu; ‘7
driven setup tool called DB-Access for __
creating databases and tables and execut- " . "
ing SOL statements. A set of command-
line utilities. which can be driven by" -'
scripts. provides additional administrative _'-
functions.

fllllllllfl Doll! TIE PIKE

We narrowly missed the next major re-
lease of Informix OnLine, Version 6.0.
which should be shipping on the SCO
Unix platform by the time this story ap- -
pears. Where the 5.0 release is generally
targeted at broadening engine functional-
ity, Version 6.0 is primarily aimed at '
boosting performance.

lnformix has rebuilt large portions of _
the database server. replacing the current
process-based engine with an internal
multithreaded system. The most impor-
tant change will be the ability to exploit
symmetric multiprocessing hardware
through the addition ofparailet index cre-
ation. parallel thread-level sorts. and par-
allel backup and restore capabilities. An
upgraded 6.0 optimizer will be able to
maintain data-distribution histograms.
Declarative referential integrity support - .
will be extended to cover cascading
deletes.

)FACT FILE
lruformht OnLine for S00 Unix.

_Verdort5.01
l.istprlec:Sarver.a:hvvata,ane
'aatalaprnausntartatuient
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- Preview: LG:/rpm SQLBczse Server
_, PG-GENTRIGBy Brian Butler and Thomas Mace _ .

Gupta SQLBase Server for NetWare ~
was the worst casualty of last year’s'
testing. Version 5.12 took almost 60
hours to load our database—-more than

10 times as long as the next-slowest
competitor—and crashed repeatedly
on index builds. Testing never got
beyond this point. ’

ship SQLBase Server for NetWare,
Version 6.0—a major new release that
will extend the server’s feature set and ‘

target the problems we encountered.
We invited Gupta to run through our
Load and Index and Ad Hoc Query
tests using a beta of this upcoming ‘
release. Testing was done at Gupta
Corp. on a Compaq ProLiant config-
ured similarly to our test-bed. '

Loading and indexing ran without a
hitch, even though our test database is
more than four times as large as last
year‘s. Total load-and-index time was
also significantly faster, placing SQL-

Basegvxithin reach of other products in
this story (although it would still have
placed last). SQLBase also ran
smoothly through our ad hoc queries
and demonstrated times that were

reasonable but again were not as fast
as the times posted by the other tested
products.

An even newer release, Version 7.0.
was codeveloped with Sequent Computer
Systems and is already shipping on Se-
quent‘s Symmetry multiprocessing plat-
form. This "version adds parallel data
query (PDQ) capability and the ability to
optimize the partitioning of tables based
on the contents of the data.

' lnformix has long beenknown for its
strong Unix databases, but it has been less
active in client/server products for the PC
environment. This seems to be changing.
The current release, while no screamer.
shows major improvements over previous
versions. The pending 6.0 release seems
poised to add the missing element of top-
flight performance.
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. home in,Microsoft Win-

‘ dows—hosted applications.
As we go to press, Gupta is about to -

APPLIGATIONS DEVELOPMENT

SQL Databases

SQLBase was designed from the
ground up as a small-footprint engine .
for PC-based client/server computing. » ,

\v.El‘.l'l0;y_,»
Some of its slickest features, such
as bidirectional scrollable

cursors, are especially at

The new release flesh-
es out the feature set with

stored procedures, triggers, and
‘ timer events. SQLBase stored

procedures are written in the SQLWin-
' _ dows Application Language (SAL),

providing close ties with Gupta SQL-
Windows—-Gupt—a's well-known front-
end development tool. You can specify
whether the new SQLBase triggers fire
before or after the triggering operation.
Timer events are stored procedures
that can be set to execute at a specific
time or at predetermined intervals.

SQLBase 6.0 shows enhancements

to usability as well. New utilities can
automate installation: the new

SQLEdit utility. a particularly wel-
come breath of fresh air, automatically
handles network configuration for
both clients and servers. In previous

‘ versions ofSQl..Base, you had to edit
the SQL.lNI file manual1y—-a confus-
ing, tedious process.

Microsoft Corp. .

0 Microsoftlslll Server for

WindQwsNT.J ,
For those who've wrestled with mix-and-
match clientlserver environments. Mi-
crosoft SQL Server for Windows NT,
Version 4.21, offers all the seductions of
one-stop shopping. For a very competi-
tive price, it delivers a powerful SQL en-
gine. superb tools. strong networking
components. and the benefits of close in-
tegration with the Microsoft Windows NT
operating system-—all in a single box.

There are some caveats, particularly for
enterprise applications. The server is not

 
 

 
 

 

Support for distributed databases
has also been strengthened. SQLBase
6.0 will offer transparent two-phase
commit to manage transactions across

multiple servers. SQLConsole
2.0. an impressive new Win-
dows-based remote-manage-

with the server. This slick

tool allows remote tuning.
monitoring, and maintenance

of multiple servers through its
Manager modules.

The Scheduling Manager automates
such maintenance tasks as backups.
The Alarm Manager monitors the
network for more than 20 definable

events and automatically executes an
appropriate response when necessary.
If theyevent remains unresolved. the
alarm can trigger further responses.
The Database Object Manager lets you
graphically manage every database
component. including stored proce-
dures and triggers. SQLTrace is a
debugging tool that can trap SQL
traffic between a client and the server.

You can replay the SQL through SQL-
Trace‘s graphical debugger.

Gupta appears to have made great
strides with SQLBase 6.0. addressing
stability. performance. ease of use, and
administration in a single release. Cl

ideally equipped for distributed environ-
ments and does not support replication. its
performance, while generally very fast. was
surprisingly slow in a few areas critical for
decision support. More fundamentally. Mi- ‘
crosoft is clearly steering you into a total
Windows NTsolution, something that may
be incompatible with larger enterprise
strategies. But for workgroups and larger
departments—even those with heaw.
transaction loads—-Microsoft SQL Server

is a compelling solution.

MAJOR HEWIIITE

Although Microsoft SQL Server had its
genesis in Version 4.2 of Sybase SQL
Server. Microsoft significantly. rewrote

'nuln*ls=>l=“!"*I|-‘*~+r4-m-.-«-r;-cum-«aw»M-~>-»---Mtmwmuuwwn-ta-anut-.-4-vw-n--«-
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many important system components for
' the current release. While the changes are

largely targeted at improving integration
with Windows NT, they also fixed a few
idiosyncrasies and made some important
-enhancements to the engine. While Mi-
crosoft has been careful to preserve full
compatibility with the older Microsoft
SQL Server for OSf2, Version 4.2, both
Microsoft's and Sybase‘s SQL Server
products are now clearly headed in'dil'fer-
ent directions. The only official 'corapati— - -
bility between them is at the 4.2 level of
DB-Library.

The level of integration -between Mi-
crosoft SQL Server and Windows NT is '

high. Microsoft discarded the internal
threading engine used in its OSIZ product. '
and has implemented Microsoft SQL Serv-
er as a single process using native Windows
NT threads. Threads are preemptively
scheduled and can be distributed over mul-

tiple processors. making Microsoft SQL
Server SM‘?-ready out ofthe box.

The database also uses Windows NT's

asynchronous IIO capabilities to handle
physical inputs and outputs concurrently
with other operations. As a whole. the
database runs as an operating system ser-
vice that can be started. stopped. or
paused from the Windows NT Control

_ Panel. Windows NT also lets Microsoft

SQL Server simultaneously support mul-
.' tiple network protocols and connection

types. including IPXISPX. Named Pipes.
NetBEUI. sockets. and TCPIIP. Server-

based gateways to other databases can be
written through the .\v-licrosoft Open Data
Services (ODS) API. Backups are han-
dled via Windows NT‘s backup facility.
You can dump multiple databases to a
single device and schedule on-line back-
ups. Microsoft SQL Server supports any
backup devices that are also supported by
Windows NT.

Microsoft SQL Server integrates with
the Windows NT‘ Perfonnanoe Monitor to

provide a graphical display of database.
network. operating system. and hardware
performance data such as CPU utilization.
U0 activity. cache hits and misses. data-
base users. and network connections. This

window into at clientlserver system takes
much of the guesswork out of perfor-
mance tuning and provides a rim guide
when making hardware modifications.
The Pcrfonnancc Monitor also lets you
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- Coming Soon:
A New DB2/2

By Brian Burlerartd Thomas Mace
If anyone knows databases, it's IBM.
That's why last year's look at IBM’s
OSIZ database-—DB2i|'2, Version 1-
was such a disappointment. DB2t‘2
proved stable in testing, but it was
extremely slow and lacked basic
amenities such as the ability to span a
database across multiple
logical volumes. NetBIOS
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it will share some technology. An
accompanying visual tool will show a
graphical representation of the access
plan chosen by the optimizer for assis-
tance in tuning. A graphical perfor~
mance monitor will also be included.

Version 2.0 ofDB2r2 will also

address the previous one-volume
limitation on database size by
letting you divide a database

was the only supported Q3? into separately managed
_ network protocol. and T; tablespaoes. You will now

though you could now be able to specify where
nect to a DOS client. — tables or indexes are created

there were no available DOS _ ' by specifying the tablespace
development tools {all devei- _ ' .- in which they reside. On-line
opment had to be done in 05.2]. - backup capability at the database
A point revision. Version 1.2.
improved network connectivity and
added ODBC support and DOS
client development tools but failed to
address other shortcomings.

An important new release. Ver-
sion ‘.’..0 of DB2!2 is poised to energize
this hitherto stodgy product.
Enhancements will include a totally
revamped query optimizer. flexible
tablespace allocation. and a host of
new engine features. Version 2.0 will
be entering beta testing in the fall and
should be generally available early
next year. This release will be avail-
able for both 085! and'Microsoft
Windows NT. '

smtltuttsr onttlitislt ‘ '
New optimizer technology is high on
IBM's list of enhancements. DB2l2‘s

new cost-based optimizer. called Star-
burst. has been developed by some of
the research-team members responsi-
ble for IBM's pioneering System R‘. '
the-original-prototype ofDB2-.‘IBl\rI
claims that Starburst will be the most

advanced optimisation technology on
the n1arket—-more advanced than the
rrtainfittmeversion of DB2. with which

or tablespace level will also be added.
The new release will bring the

engine feature set up to date by adding
user-defined functions and data types.
triggers. constraints. recursive SQL.
and BLOB support. The DBCU2 engine
has also been rewritten to support
native operating-system threads. malt-
ing it S.\IP-ready. While DBZIZ will
not have its own server-based -lCiL.

you will be able to write 3GL stored
procedures as DLI.s. In additio n. the
new version willinclude Distributed
Relational Database Architecture

{DRDAl Server capability. [The
previous release was a DRDA
Requester only.) Two«phase commit
will be supported.

IB.\rI will also be releasing a set of
data-replication products that sup-
port replication from multiple
sources—-including DBZIMVS.
DB2.-'-£00. IMS. and VS.-\M—into
DB2.-"_' and DB2!6000 databases. On

the networking side. Version 2.0 will
add support for TCPIIP.

DB2.l'_”s upcoming feature set
looks strong. If IBM delivers perfor-
mance, to match. this product will be a
force to be reckoned with. El

l.)(.'l'OBl-2RII.IWd t=t:.\.t.\t:-azms 253

 

 

 

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 166

 
 

 
 
 
 

 
 

 
 

 
 
 

 
 
 
 
 
 

 
 

 
 

  
 

'Purornanii.ii 0“
How We Tested

i.'-'.'a.

Our demanding tests revealed improved performance
across the board. Orac1e7 took first place overall while

Sybase led the pack in rnultiuser read transactions.
Microsoft SQL Senior delivered strong results‘ everywhere;

except in ad hoc queries and load-and-index operations.

Watcom SCLL and XDB-Enterprise brought up the rear. _

To evaluate the SOL relational database manage-
ment systems in this roundup. we used a heavily
modilied version of the AS3AP ILANSI-SOL Stan-
dard Scalable and Portable] Benchrtlarlt Tests for
Relational Database Systems. originally devel-
oped at Cornell University by Dina Bitten and
associates. This setol cross-platform perfor-
mance tests covers awide spectrum of typical
database operations lalthougtr based on ANSI
SOL the ns3nP tests are not an nrrsl bench-
n'lerlr_|

Forour database server. we used a Compaq
Proliant 4000 equipped with a single EB-Ml-it

Pentium processor_card.128lvlB of ECG RAM, live
2.160 Hewlett-Packard disk drives in an external
cabinet. four Compaq EISA Netilax-2 nelworl:

adapter cards loonfigured for Ethernetl._and a
Compaq Smart SCSI-2 Array disk oonrroller.
Comp'i’q's hardware RAID 0 striping was avail-
able to vendors if they chose to use it on the
client side. we used a netwonr of 60 phlltical
clients comprising a mi: ol 335- and 4186-based
machines. All clients were equipped with 8MB of
RAM and an NE2000 network card. The network

nvas divided into four segmentsll Sclients per
segment]; each segmentcommunicated with a
separate network card on the server. The Ad Hot:
Query testvvorltstation was a485.~'33 PC
equipped with 8M of RAM and an NE2000
natworlt card.

All vendorswere invited to Ziff-Davis tabs to

observe testing and help us tune the database
engines. Among the vendors whose productswe
reviewed, only lnfonnis declined to send a repre-

- . sentative. To givelnformiat eql.rillalentrepresenta-
tiun during testing. 20 tabs hired Gregory 0.
Ballanr. an Intorr-rrirr uonsultant and Unix special-
ist from 0pen Systems Engineering 01 Boeme.
Texas. to help us tune the lnformi: database.

vendors were allowed to run their products
under theirchoice otlntel-based operating
systems and network protocols. infotrni: Snit-
warechose to run its lnlormix 0nLlne forSCO
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Unit: 50! under Santa Cruzc-peralion‘s SE10
Version 4.2 using TCP.i'lP. Originally. lnfonnix
chose to run Version 5.02 of the server. butaiter
we encountered a memory-laal: hug during our
Load testing. the company substituted its 5.01
release. Microsoft ran Microsoft SOL Server for
Windows NT 4.2! on Microsoft Windows NT

Advanced Server3.1 using Named Pipes on top of
NetBEUi. Oracle Corp. ran Oracle? Senlerfor
Netware i.0.16on Netwara 3.11 using SPXr'lPl<.
Sybase chose to run Syhese SOL Server for
Netware 10.01 on Netware 3.12 using TCP.fIP_
Watcom international ran Watcom 501 Network

Server for Netwara 3.2 on Netwera 4.01 using
SPXIIPX. Finally, X00 Systems ran XOB«Enterprise
Server II for Windows NT onwirldows NT Ad-

vanced Senrer3.1 using TCPr1P. The Wirdovvs NT
products applied Service Pal:k2 to the operating
system, The client-side TCPIIP stack was FTP
Software's PC.-'|’CP Pius 2.3.

ourtest database consisted of ten tables
, containing a totai ol1B.61 million rows. The

breakdown ofthe tellle sioesvvas as follows: one
table with 3‘ million rows. one table with 5 million
rows. ona tsblawithz million rows. fotlrtahlas
with ‘l rniltion rim eaclr.-orre table" writ: 100.000
rows. one table with 10,000 rows. and one table
with 5.000 .611-' images. We also created two
empty tables used for inserts. The database size
typically ren well over 2GB Mean fully loaded and
indexed.

The raw data for our testdatabasa was

generated using the AS3API3an 2.0 program
horn Dina Bittotl and _Jeff Millmen at 'BB5tar of
San Francisco. California. All the tables had the
sarne.structura. anti each rowwas approximately
‘IEO bytes long. although the exact values varied
by vendor. The test data for each table was
supplied in the form of an ASCII cornma~dalimit-
ed file. The data types in the database columns
included integer, floating-point. and date. as
well as fitted-Iergth and variallle-lerlgth charac-
ter strings.

Petitioners HTC & LG — Exhibit 1002

- Thantultiusertestswara automated using the
Borlchmarlt SDK utility from Clientlsorver Solu-
tions of St. Louis. Missouri. All of our muttiuset
tests nteasuelotal system rhroughput—d're
amount ofworlr that the system is performing
everysecotld-calorrlated in transactions per
seoondltpsl. Wogenerated tps scores using 11
difletantolient-load levels nnging horn l to E0 '
simultaneously active network clients.

Beginning with a single client. we ran each
client level for 10 minutes. Scores for the first 3
rnirnrtes 45 seconds were discarded to allow the
database cache to stabilize. During the next 5
minutes. we counted the number ol transactions
errecuted. This was followed by a rampdnwn
interval oil minute 15 seconds. during which no
measurements were made. Before moving to the
nextclient level. we added a 30-second quiet
period to allow the network to settle. This overall
approach allows us to guarantee accurate and
consistent scores. Transactions are processed as
quickly as the database atlows: test code does
not include tltinlt time. This generates a workload
far greater than 00 real-world clients would
produce.

ltillllllllll TIIE IIESIILTS

This years testing was based on a signil”rcant:-.-
larger test database than lastyears. and our res:
queries were considerabiy more demanding. As a
result this year's raw scores are considerably
lowerthan lastyear's. despite the use of Pentir.-rn-
levai senler hardware and 32MB additional serrer
HAM. 111a best oomparison with last year's lES'u'iI5
is provided bylhe Single Random Head test.
which was not redesigned for this year’s testi.-.g.
Even assuming that the hardware used this year is
twice as last as last year's land discounting the
larger test database sisal. we still saw improve-
ments of between 15 and 210 percent

in general. it is imponant to realise that:
benchmark testing scenario can bring optimisa-
tions into playtbat maynot be hilly exploited in
real-world situations. Agood example is the issue
"oi manually striping the database across multiple
disks versus using the hardware to stripe it. In a
benchrnatlt sitrration. avendor can often achieve
optimal periormance by manually placing the
database obiacts on the disk subsystem because
the transactions and access methods are very
well defined. Given enough time and intimate
knowledge of the database engine. the vendor
can find an absolutely optimal balance of inputs
and outputs across the disk drives.

This type of optimization is usually achieved
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drrough trial and error. which iscostly in both time
and resources. In the reelworld. it is very rare that
the administratorhas oomperable knowledge of
data access and the database eng'me—-let alone
the time for esperirnentation. lnfomtittand Sybase
chose to stripe the database manually. while
Microsoft. Oracte. and Watcotn

and it may rlotalways be possible to
isolate the many interrelated factors contributing
to observed behavior.

The Random Write Transaction Mix test.
which accesses six tables in our database. simu~

lotus a heavy n1i.r.ed workload otread and write
transactions. This test sintoltaneously stresses
Delete, insert. Select. and Update l'l.lnctiorts ol the
database sewer. During the test eedt station
randomly selects and then executes a series of
queries from a pool ortlve possible query types.
The randomiter is clzlnstrurrted so thatthe frequen-
cyol éfectrtion for query types numbered one
through live will be in a ratio of 6:-I:4:3:3.

The first transaction updates an integer held
in the T-million~row table via the primary key
using a Between operator. The second transaction
is a two-w‘ay'join between two I-million-row
tables. lite third transaction up~

level. Oracle? only logs changes to the date. and
its support forfast commit and group commits
further reduces log-management overhead. The

' anrount of data Oracle? cattwrite in a grotto

oomrnit is limited only bythe operating system.
Heoord-level loclting provided D|)1irlIilcDfI'J.l1'|'Bfl$

 
cy: No deadlocks occurred during the etrectrtion of
tits test. Oracle? did not use its Discrete Transac-
tion feature on this test.

Following close behind was Microsoft SOL
Server. This test highlights how much work
Microsoft has done tospeed up the transaction-
prooessing aspect of thedatabases engine. One
new feature. asynchronous checkpoints. allows
translation prpcossi ng tocontirtue during the
checlrpoim process. A Lazylllltiter feature. also
new to this release. lets the database ergine
clean up dirty database pages in the bacltgruund.
minimizing the work required during the r:heclt-
point process. Microsoft Sill. Server also supports
group commits of up to eight 2K pages at a time. A
factor worlring againstthe productrnay have been
its page-level locking scheme.

 

mandsaredistributedovertlterangeofttreteble.
The only drawback to this approach isthe extra
overhead for maintainirg the index. We avoided
deadlocks by using a fill factor on the affected
indexes.

Sybase.wi'licl1 came in third. implemented
this testwith stored procedures

used hardware-level stn'ping. XDB accessed via rerrlote procedure cails
chose notto use hardware striping " :""—""""”"“"" ' I - - - - {RFCs}. The cornpany also coded
but was able to achieve significant 5.7 several of our transactions 08919 its
optimisation by experimenting with newly added strltlnrl forcorsors
placement oftables and indexes on '° _;' within the stored procedures itself.
thedisitanay. ' 5' Anothernew feature ofthe tested

_ Belowwe describe the results i Netware port is Sybese's Buffer
we observed and attempt to explain "5 Wash mechanism. This is a back-
these results in terms of each In - ground process that cleans up dirty
product’sleatures.Sl]Ldatabases ; pagesguaranteeingasuppiyottree
are extremely complex artifacts. pages. While d'IEI=|€llDi|'Il5 311

essentially unchanged since Version
4.2. the new Buflerwash feature means that

checkpoints must perform significantly less wont
Sybase also supports group commits. butonly up
toasinglezltpageatatirne. Thecompenyusecla
fill lactorto avoid deadlocks. For this test. we

allowed Sybasa to modify the database schema
sliglttlyto make the update columns Not Null.
This allowed the company to worlt around the
engine's limitation on update-in-place for nultaola
columns.

lnlorrnitt. which came in fourth. used reoor:~

level loclting on all tables thatwere updated.
Intorrnis performed well once the database an:
operating systemvvere properly tuned. although
the tuning process was not particuiarly lrIl’uilit.'e_
The database was stable in operation and we
encountered none of the problems with failed

checkpoints Lllatnlegued it in Ias:
dates an integer field in a l-n1il|ion- yeafs tests.
row table and includes some in-fine 5°“ " "'“""‘ """' """"'“""“‘“"”"“" Watson‘: Sill and XDB-Enter-
logic that stores the update in one out —-—i -—-— prise brought up the !Bar,A|ll10|.'§i'I

otthe blanl: tables. The fourth E __m ' ; Watcom SOL supports group cct:-updates the 2-rni|lion~row table via ' _"“"” ' ‘“"‘ ‘ “' '= _ mite and only logs changed data To
an In clause. and the filtll movesa 3flI- _——' the transaction log. its performance
row from the sanillion-row table to L was only about 25 percentae fast asa blanlt table. We used an extensive % M "‘ _ the fastest product. XDB-Enterp:-Isa
auditing script to ensure thatell the " rm‘ .- ' does not support group con-mite and
products were actually performing ' .. V logsthe entire before-and-after
these tests as specified. 0‘ _ "flu — image oi the row.

The best perfonner on this ' The Single Bandont llaad :est.
extremely demanding testwesllracleir‘. its high .
score is attributable to its record-locking screme
and efficient log management. faahtres tltatheue
been part of the product for quite some time. The
engine ran error_-tree and reosired very linle
tuning to achiev-e.the measured performance

Since two ofour transactions perform an _
Insert into an empty tablewe created a clustered
index to avoid contention on the test page. with-
out a clustered index. the last page ofthe table is .
consistentlyloclred. forcing aserialitation of

_ operations. with a ciustered index. Insert com-

basedon a single-record read via the primary key.
shows the ntaatimum numberof concurrent

retrievals the system can handle. This test has not
beenrnedified since our Iastroundup and is
includedto showhowfartheprotluctsand
hardware haveoome in the interim.
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In this test, each workstation selects a random

row from a single table that is then fetched across
the network and discarded. All active worksta-

tions repeat this process at the maximum speed
supported by the database. This scenario does not
stress every component of a database engine and
the results tend to exaggerate the ’
engine's actual transaction-process
ing power. The small, quick transac-
tion involved does put a significant
stress on the network components of
the operating system, however. For
products tested under Windows NT
and SCO Unix—both ofwhich are

true protected-mode operating
systems-—the overhead for privi-
lege-level checking proved to be
costly. Records are read in the 1'
lowest lock level each product _
supports, thus permitting the greatest degree of
concurrency (we required that each vendor take at
least a shared-level lock on the row or page].
Since all locks are shared-level, no blocking
occurs; multiple clients can access the same row
or page without concurrency loss.

The best performer on this test was Sybase
SOL Sewer. Contributing factors are the efficiency
of its NetWare Loadable Module (NLl\«ll architec-
ture, Sybase's clustered indexes. and the use of
stored procedures. Sybase called its stored
procedures via an FlPC instead of by using a
straight stored procedure call. In an RFC, the
function call is translated into a binary represen-
tation at the client; a normal stored
procedure call is sent across the
network as text and translated at the

sewer. Sybase believes that the use
of FiPCs in CPU-bound situations such

as this test can significantly improve
performance.

0racle7, which came in second,
did not use a stored procedure due to
the simplicity of the transaction. It
did open and maintain a cursor,
however. Since Orac|e7 has the

ability to share cursors across multi-

  Transar:tin_nxpersecond

U.G --Megabytespersecond

V pla clients, this approach allowed clients to
execute the transactions without having to

reparse and optimize the SOL statement—in
effect, the same advantage provided by a stored
procedure. Orac|e7 also supports a unique method
of executing and fetching multiple rows in a single
function call, thereby reducing network traffic.
lvlost other products require several function calls
to do the job, one to execute the query and others
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to retrieve the results.

Microsoft SOL Sewer placed third. It used
clustered indexes and stored procedures but did
not use HPCs. While clustered indexes usually
help Microsoft SOL Sewer considerably, they
were offset by the stress on the operating sys-

I RANDOM READ t-TRANSAGTIO MI

  
   
  

   
  

   
  
  

  
    

approach would have hurt the product's multiuser
test results. This highlights the problem with
manually placing database objects: Tuning for one
type of operation can hurt performance else-
where.

The Random Read Transaction Mix test.
which accesses five tables in the test
database. simulates a mixed work-
load of read-only queries. This test
was designed to stress the data-
retrieval capabilities of the database
engine, and proved to be extremely
disk bound. During the test, each
station randomly selects and then
executes a series of queries from a
pool of five possible query types. The
randomizer uses the same ratios as

, _ _ XDB-ElIlIrpr_|lQ l
A 3 I2 is 20 24 39 in so so forthe Flandom Write test.

N--we-festive wnrksvatlnna The first query is a single record
tem’s network communications layer.

Close behind Microsoft came lnformix 0nLine.

We did not test lnformix using its clustered
indexes or stored procedures. The opinion of our

lnformix consultant was that stored procedures
would be slower than a prepare/fetch mechanism,
and the clustered indexes would have drastically
slowed the index creation times.

Watcom SOL came in fourth-earning it the
award for being the most improved product since
last year. Improved performance was mostly due
to the move to Netware, a true 32-bit environ-
ment, and asynchronous l/0. which was not
available in the DOS product we tested previous-
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Nulnhor of Ictivo workstations

ly. Watcom does not support stored procedures at
this time: a prepare/fetch mechanism was used to
avoid the parsing/optimization phase of the query.

In last place was XDB-Enterprise, which did
not use striping. The database table and index
used in this test resided on a single drive, some-
thing that proved to be the biggest bottleneck.
While performance could have improved by
moving the index to a separate spindle, this

 

read via primary key (this is identical to the Single
Head Transaction test). The second is a Join on
the primary key between two i-million-row
tables. The third is a Select on the 7-million-row

table using a Between clause. The fourth query is
a two-way join between a 1-million-row and a2-
million-row table using a Between as a restriction
and a Join on a character field. The fifth queryi
two-way Join between a l-million-row and e :3-
million-rowtable using an In clause; the Join is :7.
a character field.

Sybase SOL Sewerwas the clearwinner. its
performance can be attributed to the use of
clustered indexes and stored procedures 4 using

RFCs), and the Netware operating
system's low overhead. Sybase SOL
Server seemed able to satisfy the
transaction requests with less l,’O
than other vendors, and its stored
procedures cut down on network
traffic. The package's clustereo
indexes must also be considered an

important contributing factor since
two of the queries used a Between
clause on a clustered key. Since the
data is physically arranged on the
disk in clustered order, these queries

could be typically resolved in fewer disk inputs
and outputs than when using products that do nct
support clustered indexes. Sybase experimented
with using SPX/IPX on this test, but TCP/ll“, its
original protocol of choice, proved to be slightly
more efficient.

Microsoft SOL Sewer, which also used stored
procedures and clustered indexes, came in sec-
ond. While Sybase and Microsoft coded the test
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ransactions in a similar manner, Microsoft chose
tot to use RFC: to call the stored procedures. The
rverhead otwindows NTmay have also played a

5.000 unigue hitmapped images in .GIF format
- ranging in size from 20K to 1501.’. with a majority

in the Til-l( range. During the test. clients randomly

 
  

 
 

 
 
 

packet size. so the default packet size of 511
bytesvvas used. [Tbeotrrrrperry's Open Clientdoes
strppon negotiated packet size. but it is currently

iight role in the performance difference. aI- selected and retriaveda series of images. Images available underwindows only.]rWe experimented
nough. as the transaction size increases. ‘Nn- were not displayed. butwe required that the full with substituting SPXIIFX for the TOP.-‘ii’ protocoi

"‘”‘"’°"°"'°°"“””"'“°"“ —3"’°""°"'““°'°‘"“"'“"““"""’rease. . I An" H QUEY observedailspercent perfomrance
Third~pIace Oracle? was able to ' ',, " M, ' ,' ,''''-:'.' "'3 — — - uh - ....—. ' degradation under SPXIIPX [charted

here the cursor among the clients. " -. _"_ " . . “__ numbers show results forTc'FiflP‘l.
no its ability to do an execute and .. . , Microsoft SOL Server came in
itch in one statement also helped "“"'::" "- :3 " third with a rhaximrxn transfer rate
erforrnance. Oracle‘.-' is also unique n....nms.'...." ' 3. of 0.63 lvlflps. Microsoft tuned for
i that it can retrieve multiple rows in |--°-I-|- was this test by increasing the default  
single nebnrdfltfetch. But its perfor- "“"‘ ' """"".. I paclret size from 512 bytes to lift The

lance was bottleneclred on this test negotiated packet size feature
y the disir U0 subsystem, something . H“ ,_ I ,___ ‘,__ _ _ _ - " allows clients to configure the
rat could be attributable to noncius- N-an-'-nu-use r a mini ‘mum main rtarerrrr man man packet size at connection time. This

zred indexes and the nature of the WW ' _ feature is only supported under
ueries. As an ertperirhent. we added " Named Pipes.
nother five drives and saw tangible "um-sat Watcorn SOL placed fourth with
hprovements before the system """""°'“"' a transfer rate of 0.35 i\rlBps. andlIotufiSfl.l9lIII'
ecame clearly CPU-bound. Other
endors may well have achieved
omparable improvement.

 XOB-Enterprise was last with a
transfer rate of 0.1 'r‘ llrlflps. Watcorn
SOL also lets you specify the packet

rnformix came in fourth, we did size when the DOS reouestor is

or use the clustered index feature of mm, ’ ° “I started. Wetcorn used a paclret site
to database engine. because of its “"“""“' an of ‘H50 bytes for our entire suite of
fleet on the index time. Our lnforrnirr """“"'-'°' in tests [the default paclret size is 512. . . sun-antsan-r nu . .
onsulrarrtalso advised against using an ,_ bytesl. While XDB-Enterprise used
ifon'ni>r's stored procedures since he rrriunnsazsmr can TEPIIF. the networltvvas not an
eels that they are ineiiicierirtor our
has of transactions. To achieve optimum perfor-
iance. each station used a preparefferch mecha-
ism. saving the processing overhead of a pars-
ig,-’opti mization process. The overhead of S80
Iniir may also have been a factor.

Watcom SOL came in fifth with XDB-Enter
rise pulling up the rear. Watcom SOL did not use
Iustered indexes to avoid undue load time. and
is product does not currently support stored
rocedures. The transactions were coded using a
reparefletch mechanism. XDB-Enterprise‘s
ssults may be attributable to the product‘:
ranuai distribution of database objects.

Binary large objects lBLOBsl are structures
sad for storing images and other large binary
elds in the database. The BLOB Retrieval test

teasures how fast the client can retrieve these
rigs structures—in effect, how well the data-
ase can utilize the network. All the tested

roducls offer a method for fetching large blocks
f data in a single network call. and many are able
1 change the default network paciret size dynami-
ally.

This test used a database table containing
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binary file be sent across the network. While the
BLOB iletrieval test executes in a similar manner
as our other rnultiuser tests. it measures sus-
ined system throughput in megabytes per
second ll\r'IBpsl.

Oracle? was the clearwinner with a martimutn
transfer rate of 1.61 llrlBps. No tuning of the
networir packet size yrras needed to achieve this
result. Wliile creating the BL03 table. however.
we discovered that0racle'.~' was the only product
unable to lead our ELOB images horn a 003 client
because the Oracle? IJOS client does not have a
mechanism for se riding BLOBS piecemeal to the
server, and not enough memory could be allocated
to load the entire image at once. We used an
OSIZ client as a workaround. in errperi menting
with networlr protocols. we found that using
TCPr‘iP gave Oracle? about a 25 percent perfor~
rrrance boost over the SPXJIPX protocol used for
official resting lcharted numbers show results for
5PJ<r’lPill.

Sybase SOL Server came in second with a
maximum transfer rate of iust underl MBps. The
package's DB-Library does not support negotiated
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overriding factor in the package's

performance. Since all of X00-Enterprises BLOBs
resided on a single dislr. the server remained

' strongly lliS|<~lJOund throughout the test.
We could not obtain results for lnfdrmirr

0nLine due to time constraints. This was not due
to any fault in the product.

The Ad I-lot: Ouenr test measures each
products effectiveness in a decision-support
environrnent. The query mix is submitted from a
single 485133 client. and both the response time

{the line forthe first row to be returned] and the
total elapsed time for eachiiuery are recorded.
Flesponse time is an important metric in a real-
world environment in which the user is waiting to
see results. Once the firsr row is returned, the
user can begin scrolling through the data. Total
elapsed time is more irhportant in a batch-report~
ing environrnant in which large reports are being
printed.

Because of the large number of rows returned
by some of our queries. network overhead is in
some cases the factor limiting performance. It is
also difficult to separate engine processing speed
from netlrrrotlt overhead since many products
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reeimrowstothauser beioreihequeryls
oomptetely resolved.

The Ad 1-lot: Query test consists of 34 queries ‘
that stress six different types of server functions:
selects. joins, projections. aggregates. sorts. and
subqueries. Ten select queries measure the
speed atvvhich a database can selectively scan a
table. Nine join queries show howwell an
optimizer can pick the fastest access path from
the available indexes [tlleioins range from a
two-wayto a seven~way joint Two projection
queries measure how fast a database can
detemtine the numberofdistinct values in a

table. five aggregate queries calculate a variety
of aggregates lminirrll.lm. maximum. average.
and count]. five sort queries measure how fast
the database can sort data sets ranging in side
from 10.000 rows to 2 million rows And finally.
three subqueries show the effectiveness of the
optimizer in resolving correlated subqueries and
outer joins.

0racle}' talies the top spot on this test with a
total time of 1 hour 20 minutes. But when we
first ran the test. 0racle‘l‘s optimizer made a
mistaloe on the sort query. ramming a score of
over 10 hours. byfar the worst score we saw.
The anti miter chose to use an index when it
should have performed a table scan. This
entailed extra Lil} in jumping between index
pages-and data pages and did not let the data-
base take advantage of its read-ahead mecha-
nism. This errurvvas easily corrected using a
1-lint, a well-documented method of overriding
the optimizer. Because all optimiters are based
on statistics. there is always a probability of
making a mistake. Corlsequently. an override
mechanism is a must.

while the Oracle? optimizerwas not the
most robust we saw on our 3!: test queries. the
currently shipping Oracle? Server for SCU Unix,
Version 11, was able to execute the same

queries without hints, indicating thatthe prob-lems have been addressed.

Interestingly, 0racle'.-' took second place in
both response time and network time. yet the

combination of the two made it the lastest.
Urecle? offers away to tune the query for
response time or total time. Due to the nature of
our queries; the company chose to tune fortotai
ti-|fl_ .

Sybase SQL Server was close behind 0racle?
and was able to the run the queries untouched.
something that demonstrates the strengdt oi
Sybase SOL Servers oorimiter. While Sybase
$01. Server only ranked fourth in terms of the
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no sin liataltases
response time for the queries. itwas the fastest
in tonne of network time. We briefly substituted
SFXIIFX forTCPi‘lP and sawthat this made very
little difference in the results. Third-place X03-
-Enterprise sports a cost-based optimizer and a.
read-ahead mechanism. It llvasableto run the

queries unaltered. . - '

Watenm 50L ranked and orloedflailll ._
. gets the most-improved awerd.__lI_aving talteritlast '

place in last year's tests The ofreed-_._

ahead capability and the wuritiioiie to inyiroiis -
itia optimizer have clearly iisidiiri;_waie:m sot

' fled the highest score in terms of response" time
llultlle lowest in tentls of rietworlr-transfer lime.

Microsoft 80]. Server. whim placed fiflil.
required a" littie tuning in optimize perlonnance
lunoptimited results. not shown here. were in
excess of four hours]. But in many cases. the
company found that oming for response time
hun the products total time. and vice versa.
Microsoft also found that a ernaller packet size
i512 bytesl improved many of the smaller
queries but slowed queries retuminga large
number of rows [larger «iii packets improved _
thoeel. While Microsoft would have preferred to
tune for individual queries. our benchmarli
testing specification did not allow for this.

lnlormix 0nl.ine pulled up the reardespite
their read-ahead mechanism and cost-based

optimirer. We also encountered an optimizerbug
that caused a server crash on two of the queries
[the database was not corrupted by die crash}.
The problem was in the Update Statistics coni-
mand that pieced an invalid number in the
statistics page. The lnfomiix consultant was
able to pau:h the statistics page to worl: around
the problem.

The Load and Index test measure how

quickly the database system can import 18.11
million rows. and create 33 indexes. This testis
of particular interestforiudging products used to
implement decision-support systems. where the
database must be loaded and indexed on a

regular basis. Load timesfor‘ our BLOB table
were not included in die load score. The raw

‘ 'data_was provided to‘ the vendors in key order.
Vendors were aliowedto choose the struc-

ture of the indeires. althoughviie specified the
columns on which indexes had to be created.

Because load-and-index is typically an isolated
operatiori.iive allowed vendors to tune specifi-
cally for this test. whereas we required them to
l'l.ll'l all odiertests with a single preselected set
of runtime values. All tables were loaded serial-
ly. It should be noted that reel-world |oatl-and-
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index times can be reduced by using multiple
sessions.

All vendors loaded the database directly
from the server. thus eliminating network bottle-
rleclts and optimizing load rates. In addition. all
vendors provided a mechanism to bypass the
transaction log for better parfon1'lance.ll.|l
vendors exceptwatcorn also provided a utility or
used Stil. extensions to perform the load. Wat- '
eom‘s lSOI. utility does includea feature to load
data but it ie not an NLM implementation. To
optimise perfomiance. Watcom took advantage
of the engine's Netware interface to write a
custom NLM load module. Whiie most users
vvwld probably not do this. we felt that this
approach might make sense in a decision-

database in this story that can directly interface
with another NLM.

Oracle? demonstrated its ability to load and
index very_quirilily. White the actual load times
lagged beltirld X03-Enterprise. Oracle‘.-' quickly
made up for lost time with its efficient indexing
nteclranisrn X08-Eriterprise was second overall.
and takes top honors in load speed. This may be
attributable to Wiridoivs NT's asynchronous |i0
capabilities and the multithreaded nature of the
load utility. Sybese S0]. Server placed third. an
irripressive achievement considering that it
created a clustered index on all the tables while
Sybase Silt Server did not have to perform a sort
on the data. it did have to move the data physi-
cally to put it in a clustered structure. Warcor.-1
SOLtook founh place but with the second-
fastest index time. lnfomiix 0nLine placed ii.-'-.h.
and hllicrosoft SIJL Server placed last. while
Microsoft SOL Senior did place founh on the
data load. the overhead of creating a clustered
index pulled the package to the rear.

The Export test measures how fast a data-

3."2
-e
5
33

-F>>“‘In-fluyouurn-..-am

"base can export a l-million-row table into
comma-deiimited ASCII textfonnat. The expert
was made to a local disk on the senior to avoid -

network overhead. interestingly. several of the .
vendors actually took longer to export the table
titan to load it. This may be due to the overhead
ofa binary-to-ASCII conversion. which is typical-
ly more expensive titan Ascll-to-binary. Also.
when loading data. a database can cache n-.:Iii-
ple rrrvvs and writathem as a single block. Export
operations are typicaliy dependent on the
operating system's file-system cache. For most
users. data export times will not be a significant
issue. .

—.d.-rarys.-‘s written by 3.-rer: Earls:
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- Intel-Based SMP: How Strong?
By Brian Butler and Thomas Mace
Even the fastest Intel-based servers '

may not _be fast enough for mas-
 

 
 

 
 

muninniis tittttupusur

_ SQL

I Intel-based Compaq ProLiant 4000.
which can accept up to four

CPUS on plug-in daughter-
sive clientlserver database _ cards, showed that with an
applications. The classic gam- appropriate operating
bit for the power-starved has system and database, dou-
been to forgo the Intel plat- __ bling the number of proces-
forrn in favor of RISC-based ' sore and disk drives iii the

symmetric multiprocessing server can effectively double
(SMP) servers. (For information on performance.
comparative performance of Intel and
RISC servers, see the sidebar “Compet-
ing with RISC."‘}

There is an alternative. The emerg-
ing class of Intel-based SM? servers
delivers substantially improved perfor-
mance over traditional single-CPU
hardware. Scalability testing on the

RANDOM READ TRANSACTION MIX =

2’: . ; . ., I ‘ M:Z.l!.:'

1.5.

‘lhlouglyllsun .4‘. CI\|.l¢-Inn:In 0
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To investigate the benefits of Intel-
based SMP database servers, we ran a

series of scalability tests using Oracle?
Server for SCO Unix. Version 7.1.
Under Oracie7. each client connection

to the server is an independent

 
  

  IcvI.I.sct_»hm I .

process. The underlying SCO Unix
operating system can distribute these
processes symmetrically across multi-
ple CPUs.

For testing. we used a subset of the
AS3AP database performance tests
used for the main reviews. Results
from the multiuser portion of the tests

{.§'i,.c,..t--aw-~on;¢f :i
-«iciwm

show throughput measured in transac-
tions per second (tps). These results
(see the accompanying graphs) are
shown in normalized form based on

the maximum throughput achieved by i
a single-CPU reference configuration.
Query. Load, and Index are timed
tests; the charts show the enhanced
systems performance as a simple per-
centage of the reference system‘:

RANDOM WRITE TANSACTION MIX.

:5 ; : 5 ,. SE57-
._. ..+__._;___..__.. -

. 2¢P|l_|. no spin.

:...____=_ i E 3wmsr" . - - 5 . - .____;,_ ____.._N 24 33 46 fl] 3 1. I I 11 15 20 It 311 -I0 55
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' define conditions that can trigger an oper-
ating system script. You could use this fea-
ture to perform functions such as sending
an administrator alert and initiating an au-
tomatic backup when a certain percentage
of remaining log space is exceeded.

Other modifications to the database

server and optimizer include a rewritten
lock manager and loosened constraints on
update-in-place. The optimizer can now
use an available nonclustered index for

queries containing an Order‘ By clause.
Microsoft has also implemented asyn-
chronous checkpoints so that transactions
can continue while a checkpoint is imple-
mented. Dirty data pages are written to
disk by a lazy-writer thread. reducing the
overhead of the checkpoint operation.

While the server supports trigers and
stored procedures. it also adds a powerful
new feature called extended storedpr5E§-
rlnres aimed at leveraging workgroup
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technologies such as e-mail. Extended
stored procedures are external Windows
NT dynamic link libraries (DLI.s) that
can be dynamically loaded and executed
on the server. For example, you could use
this feature within a trigger to broadcast
an e-mail message‘ in response
to a changed inventory level.

fault occur. only the thread
would be terminated. not the process.

Although Microsoft has made im-'
provements to _Sybase SQL Server 4.2. it
has not adopted some ofthe significant
enhancements-that Sybase introduced in

‘its System 10. These include replication,

SLIIT.-\l3iLlT1' TO T.\S!i

 

declarative referential intdgrity. and
ANSI cursors. Unlike Sybase System 10,
Microsoft SQL Server cannot dump a sin-
gle database to multiple backup devices.

Microsoft SQL Server also lacks trans-

parent two-phase commit (this feature
must be coded via the C inter-

face). row-level locking. and_ flicmsoftsfll. Server _ _ _ _
Because every thread on the foruimlugllr built-in auditing. Remote pro-
server is under structured ex- mu cedure calls are outside of- ' - "'-"’°‘ ottsusvt -
ceptton handling, the server tII.1'P transaction management. a po-
and database are protected‘ Iloclaiun Fm tential danger since consisten-
from any errors arising from “M , cy between remote databases
an extended stored proce- “mml I '35‘-I-"'?" cannot be physically guaran-

dure. Should .a- protection Waflmfim teed. While the Windows NToperatingsystem is C'2~level se-
cure, the database provides only standard
table-level security. Microsoft has commit-
ted to shipping a number ofenhancements
in future releases including declarative ref-
erential integrity. bidirectional scrcllablc
cursors. parallel backup, and replication.
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Ire. , 'nally.'I'he engine accomplishes this by Microsoft SQL Sensor for
We began by establishing a refer- dividing operations into separate tasks WHIIGINI NT.-Version 4-'21
:e score using the Pro-Liant 4000 in that are spread across multiple proces- I.istprlc|:SarvarsoftwaI'e. one
: standard test configuration for this sors. Examples ofoperations that can tlavulunmmtsvxtnm. $138411
ry: an array of five 2.1GB hard disks be parallelized include table scans, °°'‘'‘°°5°''’- 5'“
1 a single 66—M1-I2 Pentium CPU. In joins. aggregations, and various sort “"3: mm fl°""""‘s°"""
s configuration, Oracle7's perfor- Z‘ miiwwgcormm “W
rice is strongly IIO-bound so that
tply adding a second CPU would

operations. ' _ _
-To see how well the ProLiant 4000's

SMP capabilities support these fea-‘

ilAM.25MBlIartl|ii§tspate.
_'MlBl'0SnfllMl'IlD\lI‘3NT3.l0t' -

Iatet.Dfl3c|ient2$-be'sedPC "

we had littie effect. tures, we selected queries from our «hatter. will RAM. 1MB hard iiisksaaca. In slum: -

To scale performance while keeping standard Ad Hoc Query test. The Miwwflsll Sfiwfllffifia wmllflllifltl Doffhiffilinfl
: same balance between CPU and results show better than a 140 percent . 0lIII1INaflt|ldatabaseangn'le.n.pe:'bg‘aphII:sl
kloads.we-added five additional “"““““""°""’“"* °’“°°“°"‘°°"‘°"“"“”°‘”"“*'
ves and a second Pentium CPU and
‘an our tests. The results of the Ran-
m Read Transaction Mix test show

it throughput for the 2-CPU. 10-disk
:tetn was well over twice that of the

‘erence system. The Random Write

improvement in query execution time
on the double-CPU system. Not all
queries benefit from parallelization,
however. We tried several queries that
do not perform table scans or large
sorts and saw no performance
improvement. The tests also show a

and unmatched intagrationwith Ihewimicws N1’
- flnaI’atil1gsyatem.lIsperlu1nancagoesbeyuI1d '

wnrlqjreup demands and putsitarncng mews
prndunsiriotrrmaidunfhisproductisafifindows
NT-only soluIioI1.bInityourorganira1iottcan buy into-
aclnsad-sllep strateuy.ll!ei1tegralioI1ofservet.
o|:cIatin'g system. and rletwndting eqmponamsis hard

ansaction Mix test results show that doubling of load performance and a :1?" am am _ on way WA
: SMP system was just shy of twice as substantial improvement in indexing, “""""-‘W - “WU.” -"'°'*”°"°'-
.t. in part because of the efficiency of gmmmmm"m'waI fax‘ mm‘
Version 7.1 of Oracle? for SCO parallel sorts. ' flmmmmm

Iix also supports parallelization of _'While the lure of RISC-based
ery, load, and index operations inter- servers remains strong. Intel-based mote management ofserver groups.

database servers Although Microsoft SQL Server is po-
with SMP_ sitioned as a clientlserver computing solu- _. '

2 CPU: and 10 drives vs. 1 CPU and 5 drives upgradability tion for the masses. its overall perfor- .
' - offera.na1terna- mance--despite a few gaps—puts it in a ‘

tive that is defi- league with the industry leaders. Its sta-
nitely worth bility and strong administration tools are benefits in any applications. Except for

the fading OSIZ release. Microsoft SQL
investigating. D

lllll TOOLS

1e superb graphical administration tools
ndled with the server let the adminis-

ltor manage the database. the operating
stern. and networking from a single lo-
tion. The SOL. Object Manager is a
ck change-management application
at can be used to create stored proce-
tres, triggers, tables, indexes. rules.
ews. and other database‘ objects. It also
cludes a bulk-copy program that. unlike
e original command-line bulk copy pro-
am. provides postmortem information
r failed operations. The SOL Object
anager can also generate a transact
JL data definition language [DDI.) '
ript from existing database objects that
n be used to recreate a database on an-

her server or document an existing
nabase structure.

The SOL Administrator tool is target-

I at device and database management.
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You can use i_t to create databases. "tie-_ .

vices. and users and to implement securi-
ty. The ISQIJWindowsprogram provides
a basic Interactive SQL (ISQL) server in-
terface with the convenience of a few

Windows navigation features. It also lets
you create ashowplcn; a graphical display-
of the access plan for any given query. and
displays [IO statistics graphically for tun-
ing and optimization. Standard com-
mand-line ISQL is also provided.

All of the Microsoft tools can simulta-

neously connect to multiple databases,
but they cannot administer multiple
servers as a group. Like most competing
toolsets. they also lack integration: you'll
need to switch from one to the other de-

pending on the task at hand. Microsoft
plans to roll SQL Administrator and Ob-

ject Manager into a single tool eventually.
Future versions will also support OLE 2.0
drag-and-drop behavior and allow for re-

I
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Serveris-a'_n NT-only solution and will ul-
timately be only as scalable as Windows
NT itself. But ifyou are a believer in Win-
dows NT. Microsoft SQL Server is a ro-
bust. well-oiled solution. -

~0rccleCo-rp. -

1- EI|lTflIS' GllfllflJ .
Oracle? Server for

~ ; Netware
Oracle? Server for Netware. Version

7.0.16. is a comprehensive. complex pack-
age that rolls together just about all the
features you‘ll find in competing prod-
ucts. It is exceptionally fast. eminently sta-
ble. and very well suited to both multiuser
and decision-support tasks. Oracle? de-
mands a sizable up-front investment and
solid professional skills to get it up and

running. But for mission-critical applica-
tions, especially in distributed environ-'
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Competing with RISCO
for testing the platforms supports'SMP-
hardware by launching multiple
instances of the database engine. The _
database server then binds the engines

.I-..'..41..i...-..-"
accompanying graphs,the scores are
shown in normalized form. with the

maximum throughput achieved by the
Compaq Prol..iant it: each test indicat-
ed as 1.0. ' ' " 

. . .- - The Read-Intensive Query .-'

-:s:.s.°.'.:::“:‘..“.*.:':.r.“.:*.:.
hardware options when base cache size. The Mixed . .
weighing a major client!serv- Workload test runs four '

er investment. This raises a transactiogs: the Proo;ssor- ' -basic question: How well I1-1tE11$il-"9 lief)’. 1115 33d‘ '
does Intel hardware perform Intensive Q1-1|-‘-1')’. an Update
when compared with RISC? transaction, and an Insert.

- we used 2]) Labs‘ While the overall winner

Ritesize IV test suite based was the HP 9000. the Com- “
on Sybase System 10 - - paq ProLiant was a compet- .-'

RDBMS to pit four RISC- itiye midtange performer "
based servers against a on both the Mixed Worlt-
Prol..iant 4000 equipped Z ' = ' = - load and Processor-Intem _?
with two 66-MHZ Pentium sive Query tests. On the
CPUS. The evaluated RISC Read-Intensive Query test.
systems were the Data. it was fastest overall thanks

' General AViiO'N 8500 toits strong disk-controller

powered by six Motorola technology.
88110 processors; the DEC - . Examining performance
3000 Model 8005 AX? um,“ ,,.._,,..,,,,...,¢,,. is only part of the process of
Desitside Server with a selecting a database server.
single 200-NIH: A1phaAXP Operating system maturity.

21064; the HP 9000 Series ‘-5 -"P 00°? " ‘ -' - 5 _- hardware redundancy. H800 Model G70 with two . ' ' service. and even intangx es

sors;an t e tauon p yaroe. uttn _

SystemJ'6000 POWERserv- g D5 ., -. . -a straightforward speed
er 590 with a single 66-MI-Iz ' i _ comparison, Intel SMP -
IBM POWER2 CPU. . , l hardware is clearly in the

The Sybase System 10 _ _ ° 5 , E ,2 ,, 3,, 3. 3, .9 5, 3, same league as the R1SC-

H database engine we used ' mmumuu wurltllllllll ' based heavyweights. CI -' '

ments. you'll be hard pressed to find a
more robust solution. '

Version 7.0.16 is little changed from
the version we saw last year. But.even
after it year's time. Oracle? still looks ex-
tremely competitive. A newer release.
Version 7.1, is already available on sever-
al platforms and is expected for Netware
by the end of this year. The same Oracle?
code base" is currently available on about
268 PCMAGAZINE ocroasnu. 1994
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to a‘ particular processor.
The 60-client test-bed was similar to

the one used for review testing. lathe

 

 

  
80 hardware platforms. extending the
product's reach from the Microsoft Win- '
dows desktop to the mainframe.

PEIlFllll|lIl|l3£ EDGE

While Oracle? has adopted many of its
competitors’ best features. it owes some
of its performance edge to technology
that is not widely used by other-products.

, For example. Oracle‘! implements :1 mul-

Petitioners HTC & LG — Exhibit 1002,

selects a small number ofcached rows.

' ...'.....'...I‘...
On: Processor-Intensive Query test

tiversioning concurrency model. a unique
feature in this roundup (Borland‘s up- -
coming lnterfiase Workgroup Server will
offer a similar design).

In a rnultiversioning scenario. each
transaction sees a consistent. unchanging
view of the database precisely as it was
when-the transaction began. If the under- _
lying data is changed by a later trzinsttc-"
tion. inforrnation from rollbaclt.'seg.Itj1I=_I-‘£5
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Ingres Server: Still on Hold  
Iy Brian Butler and Thomas.Mace
.ast year’s SQL roundup included a
aview of Ingres Server for OS/2, Ver-
ion 64, which at that time had just “
een acquired by The ASK Group. We
Jund this product to be intriguing but
awed by serious bugs. This year we
lanned a follow-up look at a point
elease of Version 6.4 designed to
ddress the problems we encountered.
Vorkirig with technical representa-
ves from The ASK Group, we put the
pdated product through our standard
zsts in preparation for this story.
ngres Server made it through our
.oad and Index and Ad Hoc query
asts without a hitch but in our multi-

ser tests, we ran into significant bugs
aat made the product spontaneously
rop clients. The performance num-
ers we were able to generate put
rigres Server at the bottom of the test
neup.

In the middle of our tests, the ASK

iroup was acquired by Computer
sssociat‘e‘s-International (CA), which
nmediately withdrew all Intel-based
ngres Server products from the market,
icluding the product we were testing.
IA stated that the version we sa1v was a

eta product not ready for release.
Zustorners who received the product
/ere told that they had received a beta

ed to maintain the first transacti0n's

;istent view. The big advantage to a
tiversioning model is that read trans-
ms do not need to acquire locks that
k write transactions, improving over-
oncurrency. .
'1/hen locks are needed, Oracle7 uses a

-level locking scheme instead of the
e conventional page-level locks. The
base supports an unlimited number ‘
)w-level locks that never escalate to

: or table locks. While the page-level
ing schemes used in other products
adequate for most applicati0ns’(and
iretically entail less management
head), the page is not :1 "natural" unit
orage. This can increase the difficulty
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version and that they would get the final
release when it was ready.

CA plans to debug the existing Intel
' ‘ ports and release them once they are

fixed. As we went to press, a ship sched-
ule had not been announced. Releas-

es for Microsoft Windows NT,
NetWare, OS/2, SCO Unix,
Solaris, and UnixWare I
are planned. CA also
stated that it will contin-

ue to support the existing
Ingres installed base.

TEGHNULUGY PIONEER

Ingres Server, which had its origins in
the Berkeley Ingres prototype, has
always had a reputation as one of the
most academically strict relational
databases. In the past, Ingres has
served up impressive technology,
pioneering cost-based optimization
and many other now-standard data-
base features. including triggers, which
Ingres calls rules. Other high-end
engine features of the version we test-
ed include event alerters. user-defined

data types, user-defined functions,
stored procedures. and two-phase
commit. Ingres also offers a distributed
database strategy through its
Ingres/Star server.

Ingres Server is unusual in that

of tuning operations. Row-level locking
also provides optimal concurrency, indi-
catedby Oracle7‘s excellent scores on our
Random Write Transaction Mix test.

Oracle7’s triggers are similar to those
in other products except that the user can
stipulate when a trigger executes relative
to execution of the SQL state-
ment that fires it. The database
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some of its most powerful features are
managed by a server extension prod-
uct called Ingres Knowledge Manage-
ment. This component provides _ ,
Ingres‘s rules and event alerters and

also offers administration of per--
mission levels by individual,
‘ group, or application. It also ' -

‘ I offers a'reso_urce-control
’ feature basedon the Ingres

optimizer for preventing
runaway queries.

Although the Ingres Server
product we looked at suffered

few protection-fault shutdowns
during testing, most of the problems we
encountered seemed to stem from the

Ingres client libraries. CA agrees with
our assessment and plans to concentrate
its debugging efforts in this area. In the
near term, CA plans to work on perfor-
mance improvements within the exist-
ing engine and sees Ingres Server ulti-
mately challenging Oracle and Sybase
in mainstream OLTP markets. In the

long term, they plan to rearchitect the
database to support parallel operations
and massively parallel hardware.

Ingres Server has clearly languished
in the recent past, but its strong tech-
nology deserves a better fate. We look

' for future releases from CA to turn the

product around. Cl

commits. Moreover, only changes to data
are logged. not the entire before-and-
after image of the row.

Oracle7’s cost-based optimizer does
not use histograms, but it does gather a
number of statistics from tables and in-

dexes. Using the Analyze command. you
can update these statistics
based on a subset of the data,

, 0ra1:le7 Server for _ _
also supports declarative refer- flatware This can be useful tor huge
ential integritv, and automatic . decision-support databases‘ ' Production gnaw“
cascading deletes can be set to OLTP where a complete table scan
eliminate child rows when par- Decision ExcEu_Em- would be unduly long.

ent rows are deleted. y asp?‘ u On our Ad Hoc Query. . I H} . . .

Since Version 6.0. the log .i.¢.i,§s. F 9”“ test. the optimizer picked the
manager has been optimized to » Gnnn:ctiviIy& wrono access method on our

‘ deployment EXCHLENT asupport fast commits and group
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sort query. This resulted in a
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SQL Database:

 

- The Price ofPerformance .
f By Brian Butler and Thomas Mace

It all of the SQL database servers in

this roundup cost the same, picking
out the right one would only be a mat-
ter of weighing feature sets. But the
wide range of prices here--from a

- mere $5,390 to almost $30,000-—-adds
to the complexity of your decision. In
order to help clarify pricing issues, we

look at SQL database prices" in two
different ways: total cost and bang for __
the buck. I '

rnmce av. NUMBER;  

One good piece of news is that SQL
database pricing has gotten noticeably
simpler. SOL vendors used to be noto-
rious for devising complex schemes
with separate pricing for server con-
nections and client libraries. This year.

all with the exception of Informix are
pricing on a per-user basis, where

' client-softyyare is now essentially free.
Worlrgrpup bundles from the major

_ _5 players will soon simplify pricing even
._ ' __. further.

:_1ENT5' - PRICE PER TRANSACTION

STIIIIEIIT I308?

The simplest way to view the price
of a database is by its straight deploy-

ment cost (see the chart “Price by
Number of Clients“). This cost. shown
for 1 to 60 users, includes the required
number of user licenses, required
client software, and one standard 3631.

development kit (the cost of network
protocol stacks and support is not
included). '

Prices vary widely and exhibit a t

 
10-hour run on a test that ultimately took
only one hour and 20 minutes to com-

pl&te'.-J31: problem was fixed using Ora-
cle's well-documented Hint mechanism

for overriding the optimizer. A nice I-lint
subtlety is that the mechanism lets you
tune queries for best response time (the
amount of time required to return the first
row of data) or best overall query time.

Stored procedures are available. al- ; .
though they cannot return result sets. But
you can send an array ofvalues to a stored '-

procedure. This elegant trick could be ._
_ used for problems such as inserting multi-

ple line entries in an order table. Stored .
procedures can be logically grouped to-
gether into what Oracle calls a Package.
This makes for easier administiation, al-

lowing the user to maintain all the stored
procedures for a particular application as
a single entity. for example. You can de-
fine global variables for an entire Package‘
and also grant and revoke permissions at
the Package level.

_ The current release of Oracle? still
lacks the GUI administration tools that

group Server product. It does ship with a

274. PC MAGAZINE ocroasit 11.199:
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full-featured character-based adminis-
tration tool called SOIJDBA. This util-

ity manages tasks s_uch as opening and

fFACT FILE
Oracle‘! Server for flatware,
Version 7.0.13

l.lItprlc|:5srvarsoftwaI'e.'oIts
'rlaveIopnmm:tem.su:1ism
cots-uecIinns.erIdcisntamwarec

" S2?.4lIIi. |tequlru:Servac38B-
hassdPCur|aenar.l2MBfiAM.
3l3tuIl3harddisltsnace.lletWera
:iDnrIster.DOScfia1'c28$-
baredPCarherlar.ttEIltfi.AM.

1DuKharddisltsoace.lnsltert:Enca|Imtua1'aacficn
rrocsssingspeetlantl a'richEaeuI'sseta_ddI.ptuonacf
themost:6ahistit:atsddafihaassa\eilah1a.flracla?
ofletsvimlalltralllflefeettulsofcurrqiatirlpptuilrts.

ladti'|upruvidaexca!1atItcu|ni|rst'r:y.Destu'tsiIshid1
price.0rade?sti|lnaniersa1entallsntprica!perlnt-
mrrosIafio.htnitis'nutqaa-sdwwdunairafiuu
wiIhIin1itedb.Iinets.Tlis'isndtada1ahassfurtl:a
rruei::bunfartl'nanusrderrnsnrinqanp|ioations.yut'd
helerd-pressedtnfirndabettarmlvtlnrt

oranecarn.-stuaacrc.°Iu1.sodmods:nsect
540li£8£l3-li72-253r,¢t5-.'5l‘:E-7lIt2Ha:t4l5-.i'J6-

'.-Irlntlnannuviaull . .
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closing the server and lets you monitor
system performance and use. perform
backups, and interactively execute SQL
statements. SQIJDBA provides two
modes of operation: a screen-based in-
terface complete with drop-down
menus. and a command-line interface.
You can also use SOUDBA to monitor

a variety of system statistics and to cre-
ate and drop tablespaces and rollback
segments.

The current release offers the conve-

nience of role-based security administra-
tion. Users can be added to more than one

role, and user privileges can be granted or
revoked at the role level as needed. While

this seems like a simple concept. it marks
a big improvement over previous versions
of the product in which privileges had to
be granted individually for each user. The

_ current version is B2-level secure. A sep-
arate product. Trusted Oracle7. is C2-
level secure.

Oracle? has strong support for dis-
tributed databases. It supports transpar-

ent tvvo-phase commit and controls re-
mote procedure calls (RPCS) as aI_!
integral part of transactions. Oracler
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number of strategies. Informix On-
Line is consistently the most eitpen-, -’
sive; its price increases in a smooth
curve from $3,995 for ‘one user up to '
$29,395 for 60 users. Oracle?, the
second most expensive package. takes
a similar approach to pricing. Sybase
SQL Server is less expensive and

shows a simpler tiered pricing struc-
ture. Microsoft SQL Server carries
simplification even fut-ther,'providing
for 1210 60 clients for the same price
of $8,690. Watcom SOL. the least

expensive packagewe tested, begins at
$790 for one user arid rises to a modest

35.390 for~6U users. XDB-Enterprise,
while slightly more expensive, closely
follows Watcont SOL‘s pricing. '

PIIBEI PER Fillllllll BE

A price.-‘performance analysis shows
the products in a very different light
(see the chart “Price per Transac-
tion"). To generate this graph, we
divided each price by each product's
t-'nnsaction—per—secoud throughput
r :1 our Random Write Transaction

also initiates two-phase commit for any
RPC outside the Oracle? since the data-

base has no‘wvay.of knowing what the re-
sult of the RFC will be. Cost-based opti-
mization is available for distributed

queries based on statistics and available
indexes in the distributed environment.
Oracle‘! also has a trigger-based replica-
ti an scheme for making distributed read-
anly copies of tables, table subsets, or
query results. Oracle has announced a
note robust symmetric replication tech-
tology, which is expected to ship by the
tnd of this year.

Access to non-Oracle‘! data through
{PCS or SQL is provided by the Oracle
Transparent Gateway {formerly SOL‘
Ionnect), a set of gateway products for a‘
ariety of relational and nonrelational
3 :ents.

Its first-place Load and Index test

QL*Loader, one of the fastest. most func-

onal loaders we used. It supports both di-
Ect-path and conventional-path loading.
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‘Mixtest. ‘

zones are attributable in part to its '

Fe used direct-path. in which records are -
ritten directly to the database blo_clt.- byti: -- -HF .--: g

issing most database processing. Wh_i_li=.- _

trrtiiiirtiiiisilisrsilirttsttr

SQL.Daagba.re.r

--Theproducts look much morealilte
from this perspective. Oracle7, Sybase
SQL Server. Watcom SQL. and X133-
Enterprise deliver very similar
priceiperformance ratios across the
range ofclient loads. Microsoft SOL

_ I Server is the leader above 20 clients.
albeitby a rtarrowlrnargini The only

_ standout i§'Infor'rni:t"0nLine, which
offers the'poor'est_tniJt of price and

. perfforrnance_acrosstheboard.As with
most product groups offering similar
bang for the buck, your choice here will
be dictated by the performance level

, youneed." - " ‘

' As you calculate server prices.
it‘s'importa'nt to remember that
servers are only a part of the equa-
tion. Clientfserver technology
remains an expensive proposition to
implement successfully due to the
lack of turnkey systems, and by the
time that you've factored in software
development and support costs. the '
price of the most expensive server

may not look so big. El '

direct-path loading has some restrictions.
conventional-path loading is always avail-
able as a workaround.

The next version of the NetWa.re prod-
uct should ship as Version 7.1 before the
end of the year. This revision will add Or-
acle7 Symmetric Replication, and the im-
pressive parallel query-execution. data-
loading, and index-creation features
already available in the Unix
release we used to test CPU

SUITABILITY TASK

Al the same time. this is not.a data-

base for the meek. Exploiting its huge
array of features demands expertise and '

. time spent with the superb encyclopedic
documentation. 0racle7's price.-'perfor-
ntartoe ratio is excellent. but its high price
is targeted at users who need speed and
functionality, not savings. But for bullet-
proof operation in high-stress transac-
tion-prooessing environments. Oracle’? is
a winner.

Sybare Inc.

0 Sybase Sol. Server for
lletllara

Sybase SQLServer forNetWare, Version
10.01. represents a solid upgrade to Ver-
sion 4.2, which we reviewed last year.
Sybase has made numerous enhance-
ments. tweaks, and fixes to the engine.
which proved to be stable and extremely
fast in testing. '

The jump from Release 4.2 to 10.01
brings Sybase SQL Server’s version num-
bering in line with the company’s System

- 10. an important family of add—on server
products designed to address connectivi-
ty, replication. administration. and scala-
bility. - _

Netware makes an excellent showcase

for the database engine‘s core features
and performance. but a lack of add-ons
leaves Sybase SQL Server in limbo as a
product: While many System 10 compo-
nents are shipping on other platfom-ts. the
only component available for the Net-
Ware product we tested is the Backup

Server. Our testing bundle
only‘ included the server.. _ Syhausfllsarverfor

scal1ng-(seethes1debar"Intel- Igtfla,rg------ . Backup Server, bulk copy
based SMP: How Stron '1'” . to rrt, and Interactive
Version 7.1 will also intfiudi: 5i.°Ti’um. “mm” SQETISQL). Later this fall,
support for user-defined SQI. Decision um,” Sybase plans to sweeten the
functions and dynamic SOL ‘wm offering by releasing NLM
statements-statet-nents whose W 9”“ versions of some other Sys-

_c_ontents ‘are not_ known until umwviuemam" tern 10 components and
runtime. Additional slated im- """""""' repackaging the NLM server
provements include tweaks to the opti-
mizer. encrypted network passwords, and
Easter database recovery.

IBT F0! TIIE IEEK
Oracle’? was the fastest database tested

for this roundup, taking_ the lead on five

‘st: of seyen-"tests? Ahnosi no tuning was
reqtui'ed'to achieve these results.
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ir1 separately priced worltgroup and en-
terprise editions.

Ifllllli Elllllli

The NLM version of Sybase SQL Server
we tested includes much of the advanced

engine technology that first lifted Sy_b_ase_ ., . ,. ,
to prominence. The list includes Sybase

SOL Server’s stored procedures (which
ocroaenlmm ecmaoazma 275
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 APPLlt:ATlll'NS DEVELBFMERT

SQLDmdwa
 

DSUMMARY OF FEATURES CONTINUES».

SQL Databases
Products listed in Ilphabutical order lnfunnix Dnl.ine Microsoft sol. Oracle? server " syum SOL ‘ ' Wutcom SOL’ E XD3-Enterfiriu
I _ YES 0 = No {or set) Unix 5.01 Server (or _ for Natwnro Server for ' Network Server Server 4 tor‘ ' Wiridows‘ NT ‘ 1.0.16 ‘ -' Notware 10.1 for Netwnre 3.2 Windows411 , . r . . , _

List price’ v _ $29,395 88.8% .. l 327.400 . $15,590 $5,390 $8,490
Costotstandard one-year telephone support 31,580 m 37,500 _S1,29ll $4,000 ’ ‘$5,000 ' $2,000
SOL Implementation
ANSI curnpatibilityr. - _ ‘ A

I ANSI Level2with Enhanced lntegrity,, . _, ~
. ANSlLevel2 ' ‘ -
‘ ANSlLevel1
Full UB2 compatibility
Binary large object [ELOB|data types -. ' A __.
User-defined data types _ 17.. i 'User-defined range limits on data types
Advéncedrnlathematical and statistical lunctions '

‘User-defined functions and operators
Cost-based/rule-based optimization '
Transaction Management
l.ocking:.

Record-level
Page-level
Table-level
Adjustable for each table
Automatic lock escalation

Consistency levels supponed:
Cursor stability
Reoaatable reads
Multiversioning ‘
Release locks
Uncommitteri reads
Read-only databases

Cost-based deadlock-detection schemes: >
Engine can abort transaction causing the deadlock
Engine can abort via atimeout option ' " '
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IIIIIDIIDIIIII IIIDIDIIIDIID DIDDDII§»flDIDIie°‘ IIIDDDIIIIIID IIIIIDIIDdIuI'
Programming Interface
Includes call-level interface
ODBC sup'obvt.included
Host-language interface:

ANSl-comoatible cursors
Included Sill. orecompilers 0-- fimII I-

I .°IIImlIIIDIIDUDDIE
4 COBOL n nOm01. ADA, C. CUEDL

-no- 2:g
Backward scrolling in result set
Preserves cursor context after Commit and Rollback
Supports result-set inserts
User can insert, update. and delete using an array-of variables

Vstoresprbcedures in database ‘ A ' ' H - "
Embedded select. update. delete. ll'lSEfI
Supports control and flow logic
Supports message and error~code handling
Accepts variables and returns values or messages
Supports row-at~a-time processing

"‘STrE;iF:'Pis"r“e'iiE:t'e"stEi'e'd erraeeuures '
Performs binding and optimization before runtirne
Offers Wait and Nowait lor lock to be released ' "
Database Server Environment
Database server architecture ‘ Multithreaded
Purtabilitv:

DDS
Microsoft Windows
Microsoft Windows NT

‘ Netware '
OS/Z
Unix ’ ’
VM

..vMS_. -i.. ,.
MVS

“The list price includes serversohware, 60 slim cnrrrtectinnsvrivlrclioru software, and I deiielnpmantsystairi. t . ~— ~
MIA 0«Not applicable: The product itnplemants a rrrultivarsioning ooncurrmny model.N/A9~—Nut applicable: The product does not have this feature. .

 IIIIIIIIIIIII DIIIIIIIIUIII IDIIIIIIIIDDU DD;IIIIIIIIua
 

ES.a.3'anasnmn
‘ Process-per-user Multithreaded Multithtearl_et1_>_ _ _
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S mmetric multi rocessin servers

 
 

Scaling the [I in use wall
High-p€rfOrH1anC€ P€1’1’[iun’1—ba3ed fwimpy,single-processor performance has

multiprocessors are catching up to - iY°“ °“"‘l"“3‘h‘*f”“‘115"1““C‘_‘“‘bi“%“““
RISC systems, giving multiprocess— Sta" mlmg up Wm‘ Symmetric mumpro‘
ing network OSes, such as Win— based nnncnnnnn are nnnun nnnnnnnning nn
dOWS NT, 3. fOOthOld in What WEIS scalability and performance capabilities of

formerly the sole domain of Unix. ' R150-based Systems-And with multiprocess-
ing network operating systems. such as Mic ro»

cessing (SMP) systems. These Pentium-

 
  
 

 
 

 
 

 
  
 
  
 
 
  

 
  
 
 
 
 
 

 
 
 
  
 
 
  
 
 
 

soft Corp.’s maturing Windows NT 3.5 and

‘ Novell Inc.’s upcoming NetWare MP, you can

‘°M"““"“‘ ' l1ll(€ advzintrige of this new processing power
Revolution Q-4SMP ~ , . . . .
nnnnnnnnnnnn without having to switch to Unix.R hl . . . . .

mm "‘ Symmetric multiprocessing lets multipleManhattan P5090

A5T Rs5=ar=hl"<- CPUs share a server's memory, interrupts, and
Proliant 2000 5/90 j _ V _ V
comm Cnmpumn-_°,p_ _ devices through at run-time algorithm. How much this boosts pertur-

miince depends on the application, but you're likely to see ;it least M IHIC
Powelidge improvement across the board.SMP systems probably appeal the must
XE 5904 In two grniips — llitise tliiiviisiziiig mninfrziiiic 4|Pl‘ll‘{€|lli|||'~' in
0*" C°’"l"’l“(°'l" "client/server systems and those who need to boost an :ilre:id_\' l‘.c.I\‘il}’
Poly 5005?; loaded server. According to our survey of1.000liifaltiirliireurlurs.

more than 80 percent of those who use SMP sewers use them with 4‘
database engine. such as Micro.-ioft’s SQL Server or Oracle t‘.nrp_‘-aOr:icle7.

Using Windows NT 3.5 as our NOS, we measured how much sc.il-.i-
bility the five Pentium-based SMP servers in this comparison prm-id—

L ed by testing them with one processor and then two. The good nei~.~.<:
lfyournetwork handles mostly CPU-bound applications,such as ini-
liiie transaction processing (OLTP). these servers offer a way up iiiitl
out of the performance holes Advanced Logic Research lni:.'s Revolu-
tion Q-4SMP and Compaq Computer Corp.’s ProLiant 1000 3:90 were
the most scalable sewers by far. performing almost twice as fast on two
processors than on one. The Revolution was the upset winner of our
speed tests. outperforming even the venerable ProLiani's multipru-
cessing server by nearly 20 percent in OLTP.

We chose Windows NT 3.5 as the multiprocessing N05 for our
‘ benchmark tests because of its focus on scalability. Most of the more

than half of our readers using SMP sewers are using two prnccswrs.
Vbul renders projected they might use as many :is six p|'l7I2C\‘Vlll’\ pct
‘server. Because NT 3.5 supports as many as four processors right out
of the box, it fit well with our readers’ needs. Ifyou need to harness the

: power ofmore processors. you can buyNT from a vendor like sequent
Computer Systems lnc..Vin Beaverton, Ore., which provides .\"l' sup-

,’ port for as many as eight processors. In this comparison. unl_\' the Pru-
' _l.ifIfllnI1I'ld the Revolution were capable ofusing more than two proces-

snrs.’l‘he Rcviiluiion can use as many as Four I00-MH1. Pentium Cltlpfi.
and the ProLiaiit can use as many as four 90—MHz Pentiunis.

Polywell Cornpuierslnc

 
 ummovie
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SCALASILITY IS REAL. Perfect scalability is a 100 percent pr-‘rm
mance increase between one and two processors. For exam 1
server with perfect scalability ran 50 transactions on a single pr .5-
:or in 1 hour, it would complete those transactions in 30 minutes
using two processors.

None of the servers scaled perfectly, but the Revolution and Pro-
Liant did quite well. The Revolution ran slightlymore than 92 percent
faster on two processors than one. and the ProLiant ran more than 97
percent faster. _ _

Even at these speeds,these servers still ran about 25 percent slower
Lhan a MIPS Technologies Inc.-based machine running Windows NT
1.5.which’we used as a point ofcomparison. (The NEC Technologies
Inc. RlSCserver 2200 was not yet shipping when we tested: see story.
:age 89.) But for the first time. Intel-based systems come close to RISC.
ind that's big news. It means that at least for a-wh.ile.IS, rnariagers.can
zope with more demanding processingne_ed.s_t_)y niply moving their
ipplications to lntel machineswith morejpro‘cEssorsiThe bad news: If
rou simply must have that remaining 25 percent speed ini;rease.you’|l
tave to portto a MIPS machine. And even though it rims NT. you'll
‘lave to port all of your data, not to mention buy new versions ofyour
tpplicntions.

WT I WHICH. If you're dealing with I/O-bound applications -
iuch as printing, file transfer. and. to a lesser extent. decision support
— an additional processor won’thelp much.On such applications, we
bund only minor improvements, usually in the neighborhood of 15
>ercent. Traveling over the network appears to put a heavy dent in the
:Ffect extra processors have in such environments. Expecting them to
nake a difference would be tantamount to buying a Corvette and
:xpecting it to make rush-hour traffic go away.

Computer manufacturers are well aware ofthis phenomenon; that's
vhy they like to benchmark their multiprocessing systems on CPU-
ntensive activities such as database transactions — not on file and
Jrint services, which are much more 1/0 dependent.

Our readers were more concerned about transaction speed than
ibout the more IIO-dependent transactions,according to our survey,
zo we tested accordingly. As expected. t.he servers’ performance scaled
nuch better in our OLTP test.which we designed to be CPU intensive
see “How we tested," page 85), than in responding to queries. a more/O-intensive task.

While mulling over the lack of scalability in decision-support
iperations. we discovered a huge variance in the performance ofeach
;erver’s disk IIO subsystem —- which ultimately determines the
aerforrnance of your server.

Although we did not base any ofour scores solely on these disk [/0
'esults.you‘ll want to pay close attention to them (see chart, page 90)
f your database servers perform both OLTP and decision-support
)perations (such as database queries) on a regular basis.

-'l1l.lH-PHIIBESSOR SUPPURT UN SQL SERVER 4.211? NUT. Our
esting turned up some other interesting results. With our scalability
esting for two processors completed. we thought we’d fire up a few
zxtra processors and see what even more could do. Using SQL Server
l.2la and Windows NT 3.5 on the Compaq Pr5Li§nt 4000 5/66, we
ested three and then four processors. ‘To our astonishment. three
irocessors gave us virtually the same performance as two. and using
our processors resulted in the same speeds we would have expected
vith three processors.

We rang Microsoft. It turns out that if you use SQL Server 4.2la's
-MPStat parameter —- not recommended by Microsoft —— you tweak
it internal parameter of the software, which in turn tells the software
o use all available processors. If you don't. SQL Server treats a
-processor system as a2-processor system and a 4-processor system
5 if it uses only three. We didn’t have any problems in our admitted-
,’ short tests, but Microsoft warns that using SMPStat could result in
deadly embrace, locking the database. Therefore. it doesn't support

he use of SMPStat and won‘t help you out of any problems it causes.
‘he upcoming Version 6.0 of SQL Server eliminates this quandary by
Lsing SMPStat as the default.

We had planned to include a Digital Equipment Corp. lntel-based
MP server (which it sells in addition to its own Alpha chip). but Dig-
'al was unable to provide us with one of its machines due to produc-
ion schedule conflicts. .
Also looming large in the SMP server race are multiprocessing sys-

ems based on the PowerPC chip. By June. sources expect versions of
Vindows NT and 05/2 to ship for PowerPC hardware, and both OSes
rill support SMP out of the box. This month, Microsoft formally re-
:ased the beta version ofWindows N'1‘for the PowerPC.initially run-
ing on a Motorola system. (See "Playing with NT on Pow'erPC promis-
5 good times ahead for all users," March 13, page 108.) Regardless of
rhich operating system proves most popular, Intel is feeling the heat
‘om the PowerPC. We'll review the PowerPC servers as they ship.
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088 Under the
covers: Lousy system
design can make even the
speedlestswver a real pain
to upgrade. We pointout
nifty and not-so-nice

serverwith adedlcatcd Level
Zcaohe memory for each

proce_ssbr.The winner of our
comparison,'Advanced_l.ogic
Researchlncjs Revolution -
Q-4sM?.,wais one of only two .
dedicated-cache Pentium sys~
tems.lhe super,-fast lilS(»bascd
serverwetes
89) also usei dedicated caches.

There’: slot to like about the
Revolution it won both our on-
line transartlpn processing
(OLTP) and derision-support
tests,showingit:‘£PU perfor- '
manta and disk subsystem to be
the best of any server we tested.
It was the only machine capable
of upgrading to fduilltlo-MHz
(PUs,aided by ALR-'5 easily-
plugged-in CPU boards. Its seven
fans should keep the system
plenty cool. . _.

The Revolution didn't win in
all categories, though. It's not as
scalable as Compaq’: Proljanr,
and we were annoyed by the
flimsy constmctlon of its door.
ALR was one of only twovendars
that did not offer around-the
clockte|epl'tone_support.The ‘
server comeswith at five-year
warranty. however.

Compaq Cornputer(orp.’s
Pruliant 20005/90 was the
only otherservercappbleal» -
using four Pentlumsitit uses 90-
Mllz chips): Butyou'll have to
move the redundant_ array of
lndependentdlslts (l?AlD)'to an
external drive cage ln order to

Ifyou can afford it,ask for a

upgr_ade;The.Protiant is the must I.
scalable of these servers - it .
showed a near-perfect?) per-
centlurnp in0LTP performance

. eestory.page —, ‘ '
 

 

 
089 The low-down:
This year, many system
administrators will
upgrade to multiprocess-
ing servers.We explain
the RISC alternative.

The Score

.r
W tlttiiévnlutrdnodisnr T

6.3
\ A51’ Manhattan P5090

5.2
ruiywulrulysoucrz

Dell rowerrdgmsso-2

when we added a second CPU. j
We _al_s—o—liked the,system's handy ,
5n'lart$tart [D-ROM, which
offered aichoite of sevlz“ra’l‘net-
worlt operating-systems. 5 E‘

in Protiant was the least .
expandable; it could only hold 10-
gigapbytes (GB) worth of addl- _ ..
tlonal hard drive: without exter-, -
nal drive cages.

Among systemsdesigned for .
only two (ms, the AS! Research
lnc.M_anhattan P5_ll9oscoied; —.
theltighest, primarily beta use of ,
its ease of use, including graphi-
cal utllitlesand some dealer
Dteconflgtlratlon. Only the
Ma ' ’

 
Manhiiti wastheonlysystem-with 25.6llB.cach‘e,”nor'5l2l(B.— ‘ is
This may.-be whylt landed in last‘
place in'oiltDLTP“tomparison.
Scalability and decision-support

"irate: weren't impressive either.
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The best thing about the

Folywell Computers inc. Poly
EOOEPZ lsits prlce.At $14,475,
it‘: more than $7,000 less expen-
sive than any other serverin the
comparison. Otherwise, the Poly
is an average rnachlnewith
average petfntmancc numbers
lit’: a respectahleytransacriun

gprocessorbut had the worst stal-
abllityofthe bunch) and terrible
technical support. Let us say that
agaln:Pn|ywell’s technical sup-
port was not only the worst in
this comparison,it was the worst

‘we've encountered in a while.
Representatives were rude, prac-

' tltally hanging up on us even
though we called during sched-
uled support hours.
in Dell Computer Corp}:
Powerfidge XE 590-2 is a

mediocre performer. it was the
slowest of all the servers at
returning iruery results and per-
formed almost as poorly in our
itrapsattion-processing tests.
Lornpared to the other systems,
It: scalability was unirnpressive.

We weren't particularly K
pleased with some aspects ofthc

~_- systems design, either. To gain
access to thememory, you'll
need a screwdriver and patience.
And betarelul whereyau leave
the Powerfidgé, because it

, ‘doesn't haven lock or even a
cover fo,r»the‘pawer switch. On

‘ . ' the plus‘side,onre we removed
the case, we could easily swap ~
cards and drives in and out with-
ourany prob_lems.The Power-
Edge has as many EISA slots as
the Prollant and supports two
PEI slotspas well. It's capable of
storing as much as 2468 ofdata.

. |TElATEDART|(lES

March 5.l1oye37
I lBM revamps' server line

IBM prepare: an entry-
- leveldual-processor
' 90-MHz Pentium LAN
, servertorllallenge
. Compacfsdomlnant

marlret share.

E Feb. 27, page 66Np-fault insurance
We examine four RAID
subsystems and tell you
how to choose the right
RAID.

Ian. 10. page 6
Novell SMP delayed

. untilmiddle olyear
- Originally promised in

1989, the Netware ker-
-' nelisnowduelorSMP
1 supportthissurnrner.

Dec. l9, T994, page I
' NOS news is
3 good news
3 We looked at the areas
- where SMP hardware
' helped NOS perfor-
' manre —- and wherr ll

“- didn't.

CONIRTBUTORS -‘ '
' Introduction by

Lisa Stapleton
T Senior Editor,

Enterprise Team
_: and Laura Wonnacott

V’ Testneveloper

~l Written by Scott MaceSenior Editor, LAN Team
and Ayse Sertan

1 Assistant Editor

: Tests developed byLaura Wonnacott

l Testing byJeff Symoens
. and lied Chapin

Technical Analysts

Edited by Scott Mace
I and Ayse Serran
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Pflllll.l|l}T‘BfllllPlllllSflH"=

o 'rss'r '.l'H'l rtvs symmetric
multiprocessing [SM l'] servers in
this comparison. we designed
benehmrtc tests that would play
to their primary strength —lt'an-

dllng CPU-intensive work. We lmevr
from prior testing that SMI‘ nt.'n't'rs
oouldstowperliorntanoe on o netwtifit
thatprovides mostly file entl print ser-
vices. [See “Symmetric multiprocess-
in; may not always boost perfor-
mance." Dec. I9. I994. page '.-".-‘J
Additions! rescsrelt. bust-tl an discus-
sions with vendors and results from
our reader survey. confirmed that
these SlvlPs are ntosl effective when
performing CPU-heavy processing
chores such es trInsactions.CAD or
CAM work. and ststislical analysis.

We tested lheSivll’susin§n tweslted
vetsionofthedsteusod fortesthtgthe
daIabeseservers'IronsnctiorI-pmocss-
in; speed in our Nov. it. 1994. oom-

as sealalrlesndCPU-intensivess pos-' silsle.we boosted the ntsntlter til’ tints
iooltups and osiculations. I-‘or ettssnple.
we increased the number of substringIearclttsinour transaetiurrsmswell as

  
 
 

 

 

_..!|.°.|3 - .
hoe‘ 052.50 .
litlcltettnoslodttetvnllill-nIllsPernlim
1ssers.wnh$11lilse'lM-bltsrntetnrtntsty
Jisloitisesmnnot-elltesuvtrslppvttses
tuttasttstmgenauegnastsouua
PG.tlt|s.butIitetvrsltttstssltstetnetpot:e
Ieorlyonetlttltanns

 

  

l'lteM'ttIImnnIlItttlrteesn|artysstvrelD0-
tttlsteetltvnpronusttsrtltoltlmmadtassilhil
u'3l-titrystu|ntunnIyantl4llBel\tdeotntno-
qtnnumasanmmmmggnmqr
lMil!l||l$¢I|'lI'llIlf|l9ll'lI'lel]tflltIli|lI.'lM$v¢l\‘-
eroetwporttsntstltssstifisofnetsqe.

server would not iust fetch
records but actually compare
and mulipulste thetrt. pro-
omes bound by CPU perfor-maueelne eiitnius1ed'thinl:'
times —- a few seenmls"be-
ttveencach transaction pleoeel
In t.'.1escripttosinurl.:ne users’
purses. - -

Sillirilellflillimlllllll. aiiotttuservers we tested adhered to Intel
Corp}: 1-1 SM!’ specification. We
asked each vendor to-configure its

. server with two l’eIttiorIt processors

E ‘ [dual 90-M!-I: I'll’ dual I00-Mi-lzl.-- v i |28Mllot’lMM. three Itetwurlt inter-

nrt anti pricing face eardshlhllcsl. and s CD-ROM. ifa vendor iled to supply the NlCs.we
rams I!‘-‘.56 &Gtsd 031.35 installed three of our own Mittotiyne-ueriilgesstlsnlsltelsdeietsofttepitr Nhvtve|lldttItItetIstitnitsvera9e.J.nttnised
tu'tnnitII't.fltttel\Im.IIItldlltI'lI|IS.sttdIite:r tlnee-thnbhdercathtldtlflhemsnsals
eil3r\vtltten.lltIlorItlIllrlt.9tliIeieatsM.!ItlI

Corp. NE31|JIJs. We made sure theservers cattle with Pentium CPU:
without the floating-point math error.

Each vendor‘: dislt subsystem con.
sisted of five I-gigabyte {(3 I3] drives

\{-ttteept Dell Computer Corp.'s-— Dell
could only oonfiguruits Poweelidpe XE
5E0-2 server-_vrith five 1GB tleives.be-
ceuseithsdoo lGBtlrit'esstI11etin1e}.
Four ofthe five drives in each server
weseoonfigureel with RAID Leve! 5 to
provide cost-effective fault tolerance
tor our detsluse. In each server. we
configtued one drive without ltAIl‘.I
outside the stray topnrvitie optimum
pertorntanoe liar our workload.

Eightyviour peseertl ofthe respon-
dents to our reader survey said they
usededsubaseengine wilhtheir SM?
server. In addition. 3|) percent either

 
sssttppsttIeptesentaihe.eehastoit1tgI
ianortutsiIeIeioe~ltasestrte|It.TheII&ti-
veveryflatdysed lnnw|et|[eaHr.1hey
texnstettmtepunrnllmtunmtgn
'8!!!men

iltcspenalttsftsettlqingnlusaetatgvitsi
PdvwtI5ttdItlt:ls?qtptrt.‘ilIIenwetidqet
tlsoufi.¢IesIIfl'nIslesti‘h|eltel'phl—even
ntt!e— andreftnttlusttoeetposunauints.

Microsoft Corp.'s-Wlntluws NT 3.5 as
their multiprocessing ttpeenting sys-'Iern.Asa result.tt-echose NT3.5 astlte
rnulliptooessing operating system Fur
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paritotl (Page l1fl].To rnslte the data»

line items per order. so-the database‘

efenrelslfl
perused
Haflsrlit‘
testers
Wlllei

Iilllfillnln
sttrssrwe.

currently use or plan tn implement .

 

iitnnvwtitsttn  
mt» laenchensrlt tests and Msmsatn
sq]. Server4.1le as our database en-
gine.5QL§errerisoneoftltebest.
dstaheseserruswe’veteriewetl.and it
-wersarteturelchoioe toeesilytesthowwel1wirtdoweN'l’scelee.

lf:n1SMPvendortypiailyinsteI|t'd
the network operating system for itscustomers. we allowed it to
install NT to our specifica-
tion. which did not vary sig-
isiticontly I'rotn NT's deFaultin-
stsiintion.WechoseNet3EUias
our only networlt tta.nsport.be-
cease [Pint optimization fornic-
and-print scrviocs prevents it
From fittingadatniaase server-intensivelist.

To optimise it for multiprocessing
pertorrnnnoemeturned on two func-
tionsin SQl.Serve:r:BoostSQ!. Prior-

-ity anti Dedicated MP Performance.
both ofwlslds let $QL5erverlt.nowto
use the second processor effectlvelyt
In Idditloruwe allowedeachvtendorto
tune one hardware-dependent para-
nteterln SQ1.Server.cI.lJed rmttirnurn
asynchronous In'D,wlticl| determined
the number ofoutstending asynchro-
nous requestsstsrtyone time in 9Q].

Server. If that setting is too
high or low. UD performance
sufiers. steoedlng to Micro-salt.

The RAID 5 sresyt whichwe formatted as an NT File
System. housed our database
lest Ii.les.lMe placed the data-

. ha.se‘s transaction log on the
single drive outside the array to pro-

.vide the best performance environ-
ment Eor our on-line transaction pro-
cessing [OI.2l‘P} task. This op-
timisation technique ltept the activity
ol'wri1ingthetrsnstetionlo3l'romin-
terfering with OLTP.

Wllll‘li8'l'.l'l'lflll llllflflflillllllflll.
Weoonftgurcd-tflwoeitstalions infant
rsclts ol‘llI.Eaeh rackoonsis-ted ofloue
Gateway 2000 Inc. 486l'33s. one Del!
356133. one Dell «llu5i|'255X. and tour
Hewlett-Packard Co. teases Ail
workstations eonteined GMB oi’ RAM
and s 3CornCnt-pJC5l)9 NlC.esoept
the i:Ictis.whiclt the vendor equipped
with Standard Mlerosyetems Corp.'sstucsooo Nice. We installed Micro-
sol't's Nertvork Client 3.0 the DOS on

each client. configurin_5,NetBEUI asthe network transport, we installed
.DO5SQLUt.ilitie:toneachel.iet:t.oon-
figuring Named Pipes as the TSR to
oommuniestewitlt the netwnrlt layer.

llEl"WllllI( Gfllll-'Ifilllltl'l'lflll. The
nature otftlte workload we ohose tortlteservetsnteantnetworltbottlerteclts
tseeeltigl1i)'un|iltel)ca\nsnIlysisofoiIr
SM? test revealed less than 1 percentnetwork bandwidth utillzetlon when
rumiing transactions on to aims. in
Our Dee. I9. I99! NOS oosnpsrisott
ling; II. we used four network seg-

- Ilevvws tsrtstl. meat
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* According to
Compaq. its
customers’

four most
important
server require-
ments are

dependability.
easy manage-
ment, ease of
service, and it

gatIdpr£ce-to-

peglformaneerarto.
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mvert er tucttnseo nsmtrtos
on their networks. many sys1en1

  
 

cachei: shared. processor contention
{when both processors want access to
the same iniorrrtatiortl is more likely to
occur. resultingin one processor having

 

Multiprocessing muscle — two symmetric

multiprocessing PC design architectures
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adminismtorsarehuytng their first to wait hr the other processor In fin ‘
rrrultigrgoeeasittgserrec But it‘s not usingthetevellcaehe. H-:3 udtitetteIeisIIntiIIIi-
juit a d'oci.siott'lt-ettreen Wi_r)_dows The resultsofourun-line‘ trtmsoction ' “‘l’.97°‘5“.l‘?"°m‘°'-"!l'3"ll“"“"'“l"l*fl fithlltril edtatllrttietvtlliesets

NT.OSo'2 for h'lttl,tipst5.'¢sss- proomngtem confirm ben-' emrssers. _.,. .' ' :- ‘T .- lI‘eeel‘sSFI Itetithtlte
ing.orthesoon—to-he-rulessodNc_t\‘\’ate efitsofadedicatedl.evel2coche.‘l'troot' . _ -5 " -- -' awroonuelleflt-I
MP.ceeued:signson:iu:Iup'i6e'e3.sing thefiveserver=inthisoonIpariaon(tlte_ Surtrszrwlth-dtsdrcatecisecamfarytaclire tuweudvlem
servers are as difierenrgs com'iornini- Compaq Pml'..ianl 2000 will nrtdIltLR“ '-.- '-~ : 1 -_ " ' usetwepreouwrsen
urns. town houses. and ranch houses. Revolution Q-ssh-iP}aoda RlS,C.oe1'ver. smrrlsllussdltere to
Understanding fundamental design the NEC Technologies inc. Riscserver Itsspedfiulmattlhrlt
architectures cnn.redu.ce a lot of the 2200.w-hichwed.idnotscoretsrestor}t' Sfitlrmsmnnxm
hassle-sl'oe thefim-timebuyec -- below)-offer I dedicated Level: cache. stlxit off-losdssotlteof

Like single-processor Pentium PCs. Not surprisingly. these serversout-per- ' Ihecutrmnlcslions
syrnrnetric multiprocessor: (5MPs] Eon-ned all others in our Cl?I'.l-inten_sire_ . mrktndtuhtdtran
come equipped whit not oniy l6_KB of transaction processing test.In additiom. csuseastoniicanteloo
on-board cache [on the i:hIpJ.'bItt also a theaesemrs proved therlsostoealshle in. itortfertntnorl lathe
secondary. external hardware) cache moving from one to two processor; ‘ . ittflfltlflffimsor.
called Level rcaehe to help eliruinate Given thetwo basic cache .. ‘ regaiingasrneritas IS
processing bottlenecks. How the SMP therels still a lot a vendor oar1_do to _' pemrn1oflorIperlor-
uses this secondary cache varies. I'tuw- enhance processing performance. For name.
ever. depending on whether it‘: a dual ertatnp1e.|argcr caches are always help-
or multiprn-caning nllcltirte. DuaI- ftIl.TheJM3ofLevei2ca:l1e in tl1eN£C
processor SMPs sillre |_ singie large Rl5Cserver22l3CIwe testednoclotsbttras
Level 2 cache. tcstlltistg iii‘: ieu expen- at least partiaiiy responsible For the
sin: system. Multiprocessor PCs. on machi11e'ssuper'rortransactiohprocess-
the other l\lJl¢l.O0t1'l¢ with a dedicated iog performance.
Levelzeaehe for each processor. The slower Intel-based servers typi-

lnaCPU'-inrensive em-irorrrttenmucil cally had about 5| IKE of Level 1 cache. .-----
as transaction processing. dedicated Other optimization techniques exist. : §.l.3!_',_;"_§"__‘_El'l‘fl|§li|fi¢I ~. ,
Level 2 cache allows more cachehlts such as Compaq’: optional Transaction ' in 1 ' mm.‘ MP
(tirneewhen a processor finds what it Blaster. which offers a third level of g spgflfigaffgfl
needs in he cache) than a shared Level caching to further enhance processing -— i .2 cache does. Thus’: because when a_ "perforotsnoe. . SW95 5”?!”' - ‘ ' some

The need for more speed: MIPS HIS mmm.e “rm,

“" 5:; ¥.‘*.‘.‘ I . _ ' ' ' future MP
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 sr.'.t.t.tttrt.rC
llatlittes ate not hailed
tasy1tIne'ulcmtiIlpra-
cesstagntarsllel archi-
terratesatttvnileeuen
lle‘l‘l!I'|leffbl'll'IllIe.at
the eapense afltatlt
price and Ilexiltiily of
platforms.

llisttiltutttt'praoess—
inn Ietttlti our distrib-
utednetvterlts but puts
I lteavvdsttt latatnrnu-
nitatleasavetltesd —
not and netvs fats
ttetvtor|ttl'tat’saIt'eathI
osetlosdtduvenl.
syretnetrkttttlti-
processing is tie easiest.
most I1et:t'lt|e.antl mast

  

- llavr we uaifld Urns page I5]
ments to remove the cable as a bottle-
neck and target overall scnter perfor-
mance. In this comparison. we used
three seg1nents.bccause with less [I0and more CPU-Intensive tests. we
did.n"t have as ml.Dd'I network traffic.

We distributed three standard racks

Plllllllllll lilllllfllllslllla-‘ag-nuns..-u----u-u-u--pa-no-us

per network segment. and the fourth
racltta-asdisttibutedttcrosstlteettisling
three segments. This isolated server
CPU performance from other nutwnrlt
performance variables. _

Each segment was stappurtccl by a
Csblerittttsystems Inc. Mulri Media Ac-
cess Center MSFNE concentrator.

Double your processors I
_lr'fltIlflydwbhyoWfflnThehevfllUlhflpf0066ldthel¥gflnmIbHofumsaflhl'n
pumtatneonmapruassan—39J9.litnuttProthntnastlemuertn'ahk,rnuD;
tltnrltl'Itgitsspeetlvtitttttueadtletl liteseoand processor.

Transaction processing '
rrattsaolortspmttttute

Zttaepacrnar 
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lllEl’ESTS.wetmed the scores for
our performance categories {scalabili-
ty.Irsnsact'mn prueess‘sn5.anddeeision
suppurll an transaction-processing
antlqttery benchrnarlt tests performedan the -tlt-tn irltslaliurt network.

The transaction-processing script
simulated an on-line order-entry
system hy processing 50 transactions
simultaneously acmn the 10 clients.
'l1tt't|ttt't‘it.1t.'It't'n-.-snl llII.' stllltetittlatltast‘
from four workstations after they
pmct.-sscd transactions. We ran the
transaction-pmcessing script mice tottlerrstttc scale]. from one to Mo
pnm-ssnrs and averaged the results.

liuctt transaction looked up a cus-
tomer by identification nu.tnber or by
searching lhrthe narnein our customer
table. Next. we utlcuialcd the nest in-
voice number and created an order by
inserting: row into an orders table.

For each port nrline ilema customer
wished to ordenwe searched our parts
t.'tl1le by either an exact {tart number or
tt pttrtiul tlesacriptitttt uflhe port name
as supplied by the wstmnenlhh updat-

 

Tmssaerion processing

To determine test results for each serv-
erme flrst calculated the average timetorun 50 transactions out-1Dc1icntstt‘c
then determined the transactions per
minute (tptnl for each client and mul-
tiplied that by 4-0 {total rttt ntber or’
clients} to arrive at the server's tpm.

A server that processed greater IlI.I1I
-l9l:|rnI I.‘-III1l‘al u st.'nrt.-nft-.1r't-Ilt-m:-I-rm
4-D tprn earned a score ufvery good: 3-1
to 35 rpm earned a score ufgntul: 3-1. in
25 rpm earned a score of Itlttsfaelurt".
1-ltomtgm earnedascureof poor: :t:r..l
aserverthat processedless than :n lplt‘.
was unacceptable.

Decision support

We designed this benchmark test it-ahtm hovr well each sen'er could in n-
dle IIO-intensive work on .1 neumrk
that served both decision-sum-ttrt and
CPU-intensive reque.sts.\\ie fiffil calcu-
lated Iltcoventge titnt-it ttinlt c.-rd: -»I't!:-.-four workstations on our -I0-client tit".-

eel several quantity fields. such work to complete our queries.
asntnnttnl on hand and nnback I-Satttesloll’ We then figured the fit’?!-'IgLL‘.~'.
..“|.;.-_ i{ applicable, we then setverstan Aserverrhatcurrrplctcnlruu
inserted a row into our ‘parts bavertteee queries in less than I ltuur
ordered"tablet‘urcach|ine item Iiatltetalme and is minutes received .t.n
actrslcnrerwishetl toorrlenitlve affishspaceli excellent: a time between 1
cttroled an invoice form and will“ hour and I5 minutes and I
updated the sales cumrnissiort emrnaltltlve hour and 45 minutes received
for the appropriate sales repreo cagesilaitfl. a very good: between 1 hoursenrntive. ' i - ' and 43 minutes and I hutrrs

After the «RI worltrtatitms pleled and I5 minutes enrnedagoud: lJcItt'ce::
their traIIs:tct'tot1s.l'ourlte'5an psooess- Zhoursand lsrninutesandlhtusrsand
inl.-, lit!-hottnd database requests —
our queries. The first worltstatitm
PIDCllSS¢I§t\\1)$i|ltSq%|Cl'lcI-".l1IElBfilIftd
wttrltstatitnn processed ltvo ad-hoe
queries.1'hethinlmritsta.tion selectedasetufonlersfrutntlteorderstableand
inslerttnl it itttta a temporary Iab|e.T'I'Ic
fourth wmltstation processed a large
select query from our parts-
nstlerrtl table and sorted the mults by
purl rttttrthcr. All the mtrittttttinns sent
query results to the server‘: tlislt to test
di-tit subsystem performance.

l’Ellfllllh‘lllIB‘c'
Scalnbitiry

Wedctecmined htmscalable each serv-
er_wa.s by measuring its p-crfonnanee
alter tee added It second. processor. Wefirst rats our SI! transactions on the 40
clients with the server running NT‘:
uttiprocessor kernel. We then mt SCItransaction: on to clients with the
server running NT‘: multiprocessor
loernel with two processorscnabled.

Wescoredscalabilittras aperocntage.
Perfect scalability was IIJIJ percent. For
exnmplnifa servt.-rtltst ran 50 transect’
lions one single prooessorin one hour
sealed perfectly. it would complete 5|}
tnmactirms on two processors in it}
t‘I'tlI‘ll.11l.‘s..u\ sect-crtltatacaled more than
95 percent we rated excellent: 95 per-
cent to 86 percent earned a very good
scrvt-e:P.5 percent to F6 peroentearneda
good: ‘.-'5 percent to 66 earned a satis-
l'at'tury165 pcrcenttnjoperuentearncd
a punrtand aserrertltat scaled lessthan

' 56 percent teas ttnaceeptalsle.

45 minutes earned .1 satisfactory": be-
tween 2 hours and 45 minutes: nml .t
hours and I5 minutes earned .1 porn.
Anything slower got an unacceptable.

Serttp curd rose nfttse

\‘*-Ilterltpled tneaplurethe experit:IIt'c
ofsetting up the server our of the box.
We evaluated how easy it was In gel
the server rttnningtvn the nctwtIr5<.prt}'v
ing careful attention to bulls the lit_\.\
configuration and the RAID disk sub-
system uti|itics.I-‘ursptutluct tn m'e:'t-t-
o more ofexceilent. the EISA configur-
ration had to he completed. the disk
subsystem initialized and operative.
and the operating system installed. A
server thatwe could setup byfollowing
a few uncomplicated taslts received .-
scttreof very good.

Etpflrrdflflfffly 

We looked for expandable serve: enm-
ponents. The more system l11£lIlttf_\‘.
cache. slots. drive bays. and different

types of hardware buses the servercould accommodate after our cnnIir;u-
ration. t.he higher the score.

Forconsislencynvedefined adtire as
external ifwe didmt have to remove a
case. even if it was protected behind .'I
does on the server itselfl

System design

\I\% carefully examined each server
to determine any significant design
advantages or flaw-s.Ser\'erstl't:rI ufferul
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more than one kind ofbus. integrated
hard drive interface! on the syatetn
board. and patch-free system bouds

'soaredthehig.hest.WeaJsogavebonus-
u l'oe_easy aooees so plm. dedicated
CPU cache designs. error-oorrocting
oode(ECCl memorymr hot-swappable
drivearraysl-Venotedhoweasyitwas
toadclptooessorsoeotemorytothe
syrtermcues that were hard so open.
parts that werediffieult to re:tch.or the
latlror adequate faaslutrttheseore.

Courpvrtibiifty

3MPservers typically supportavariety
ofopcratingsystems.TherrIoaeoperat-
ing system: I server supported. the
ltighertltesoore.

Slll‘l'llllT lllll Pllllllllli
Dnmrnenmrion

We looked for clear and concise docu-
mentatioruweltwardeclasoore ofssliso
fictnrylfthe documentation explained
how to set up and configure the server.
We also required it to include accurate
illustrations and diagrams

supparrpoliriu

We gave aaatisfactorysoote for unlim-
ited free support and a one-year wu-

Plllllllllll llllltll'All|SllN

eeoty. Wegave bonus poinrsiorsuppoet
viafut. on-line servioesa money-baclt
guarantee. exreeided hours. and a toll-
ftee line. We subtracted points forllm-
ited ornaaupporr.

Teelininilsupparr

We based technical support scores on
the quality orfservice we received dut-
istg multiple anunyrnuus calls and on
the availabilityof knowledgeable pee-
soonel. We awarded bonus points for
extnhelpfulnesswesubtrsctedpoints
for unreturnetl calls or long waits onhold.

Price

We based this score on the price ofthe
server as configured for this compari-
son. except {or the three server RIC:
lwhichweomilsed because several ven-
dors did not provide NIt.‘s}. We used
the vendor's suggested street price.
when available. or suggested retail
pn‘.oe.Sen'ess Ihatoost!essthan$l5.000
received an excellent: those that cost
$l5.Wl to 519,999 rated very good;those that cost 520.000 to 32-1399 rat-
ed good: those that cost 525.000 to
$29.00? rated. satisfactory: and those
that cost more than 530.000 received a
score of poor. 

SllAlllBlllTY: Yllll NEEII Milli!

IHAN JUST llllllll Hllllllllllllli
1}! Laura ‘-lbmrocorr

Us rssrs snow that Windows
NT scales well (at least as Far as
four processors: see story. right).
but a scalable operating systemand server hardware are not

tough to guarantee scalability. Appli-
tions must also be-desfgned with scal-
ility as an underlying objective. A
.orly designed application executes
necessary code. wasting precious
aoessing resources.
Writing scalable code begins by
rationing the traditional mindset. in
ich eode starts at the top and finish-
It the bottom.r\.n application devel-
:r must analyze programs to deter-
ie which portions ofcode can be
cessccl simultaneously bydilIet-entJs.
hreads. the basic unit of execution
‘ii-ll‘-lPf°€°-'-3°’ imilieations. are the
to tho objective of parallel design.
tads can run on any processor in a
ripeocessor system. Splitting: sin-
thread into multiple concurrent
ids isagreaturaytobooststnultio
easing server. Older. more tradi-
II applications alien require a
esstoflnislsbefloretheyoontinueto
next one. In these older systems.
cations and processors cannot
theload on a ainye onltofuork.
|==a=tu=r:t .
gle-threading applications will
rm thesante no nsaner how many

proceasorsareused.1'|le only wayto re-
alize s perfiormanee gain n_rit.h a multi-
processor system is to use a multi-
tlueacling application. Mlcrosoll's SQL
Server i.21a.a otultithteaded applica-
tion designed to take advantage of ad-
ditional processors. played a vital role
in the scalability we saw in this com-
parison.\Nl: ttvealtuluurun-linu traits-
action processing application to better
testscalability. tluroriginal transaction
wasn‘t a good test of rnultithreading.because its think times let the CPU sit
Idle.

Turning a single-threaded applica-
tion iato a multithreaded application
requires a working ltnowledge of how
threads work. Threads exist in three
states -— waiting [not ready to run).
ready. or running. The number of
runnable threads is limited by the sys-
tenfs resources: the number ofthreadr
running aronoe is limited by the num-
becorfprocassors in'tlse system.

Many application developers {in-
cluding us) still aren't familiar with all
the programming techniques available
for taking advantage at‘ multiple

tooetsors. windows NT provides‘ a
gunsber ofsopl-risticated synchronisa-
tion objects. such as IE0 completion
poets. multiple synchronirarion ob-
jee[.I.IIynclt.tonous l.lO.and spinloclts.
Butasthedemsnd for scalable applica-
tions increases. a working knowledgeat’ these features will be essential to
writing multiprocessing applications
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Mitrnsoffs dirty little secret .
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‘ SA® VUMA Proposal

(Draft)
Video Electronics Standards Association 

2150 North First Street, Suite 440 Phone: (408)435-0333
San Jose, CA 95131-2029 . FAX: (403) 435-3225

VESA Unified Memory Architecture
Hardware Specifications Proposal

Version: 1.0p

Document Revision: 0.4p

October 31, 1995 .

Important Notice: This is a draft document from the Video Electronics Standards
Association (VESA) Unified Memory Architecture Committee (VUMA). It is only for

discussion purposes within the committee and with any other persons or organimtions
that the committee has determined should be invited to review or otherwise contribute to

it. It has not been presented or ratified by the VESA general membership.

  
  

  
  

 
  

Purpose

To enable core logic chipset and VUMA device designers to design VUMA devices
supporting the Unified Memory Architecture.  
  

 
Summary

This document contains a specification for devices’ hardware interface. It
includes logical and electrical interface specifications. The BIOS protocol is described in
VESA document VUMA VESA BIOS Extensions (VUMA-SEE) rev. 1.0. 
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Scope

Beeausethisisadrefidocumentitcammtbeconsiduedoomplenoracmuueinall

respectsalthougheverycflorthasbeenmadetominimineenors.

Intellectual Property

0 Copyright 1995 - Video Electronics Standards Association. Duplicudon of this '

document within VESA member companies for review'p1.n-poses is permitted. All other

rights are reserved.

. Trademarks

All trademarks used in this document are the property oftheir respective owners. VESA.
and VUMA are trademarks owned by the Video Electronics Standards Association

Patents

The proposals and standards developed and adopted by VBSA are intended to promote
uniformity and economies of scale in the video electronics industry. VESA strives for

standards that will benefit both the indusny and end users of video electronics products.

VESA cannotenstnethatthe adoption ofastanda:_rd;_the,u,se ofamethoddescrihedas a
standard: or the making, using, or"selli.ng ofu inconrpliance with the standard
does not infringe upon the intellectual property rights (including'pe1ents;'uadentati<s, and

copyrights) of others. VESA, therefore, makes no warranties, expressed or implied. that

products conforming to a VESA standard do not infiinge on the intellectual property
rights of others, and accepts no liabiiitydirect. indirect or consequential, for any such

infringement. ' " '

2 Version. 1.0p. Rev. 0.4p
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‘Support For This Specification

If you have a product that incorporates VUMATM, you should ask the company that
manufactured your product for assistance. If you are a manufacturer of the product,

VESA can assist you with any clarification that you may require. All questions must be

sent in writing to VESA via:

(The following list is the preferred order for contacting VESA.)

VESA World Wide Web Page: www.vesa.arg

Fax: (408) 435-8225
Mail: VESA

2150 North First Street
Suite 440

San Jose, California 95131-2029
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Revision History

Initial Revision 0.1p A L Sept. 21 ‘95

Revision 0.2p Oct 5 ‘95

Added sy-nc DRAM support -
Electrical Section

Boot Protocol

Reformatted document

Revision 0.3p Oct 19 ‘95

Graphics controller replaced with VUMA device '

MD[n:0] changed to Us‘ l

Modified Aux Memory description

Added third solution to Memory Expansion Problem _

Synch DRAM burst lgth changed to 2/4

Modified all the bus hand ofdiagrams ‘
Added DRAM Driver Characteristics section

Revision 0.4p Oct 19 ‘95

Sync DRAM Burst Length changed to 1/2/4

DRAM controller pin multiplexing added

Changed AC timing parameters V

4 , Version. 1.Dp, Rev. 0.4p

Page 190 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 191

VUMA Proposed Standa. _ 4 35¢ confide;-|fia|

 

 

 

 

TABLE OF CONTENTS

1.0 INTRODUCI'ION ,_,,,,5

2.0 SIGNAL DEFINITION. ....................._.................-.......................6

2.1 SIGNAL TYPE DE!-‘INITION ............................ ........................... .................................... ..7

2.2 ARBrrRATTON SIGNALS ..................................................................................................7
2.3 FAST PAGEMODI-:, EDO AND BEDO DRAMS............................... .............................7

2.4 SYNCI-IRONOUS DRAM.... .;........................................................................................... ..8

3.0 PHYSICAL INTERFACE............... ..........................................................8

3.1 PHYSICAL SYSTEM MEMORY SHARING ................................................... ...................... ..9

_3 .2 MEMORY REGIONS......................... ................................. ......... ........................... .... ..10

3.3 PHYSICAL CONNECTION.................. ... ...................._ ..................................................... ..11

4.0 ARBITRATION.......................................;......._...............................12

4.1 ARBITRATION PROTOCOL..............................................................................................12
4.2 ARBITER ..................................................................................................................... ..12

4.3 ARBITRATION EXAMPLES............................................................................................ ..15

4.4 LATENCIES .................................................................................................................. ..18

5.0 MEMORY INTERFACE .........................‘..........................~......E....19

5.1 MEMORY DECODE ...................................................................................................... ..19

5.2 MAIN VUMA MEMORY MAPPING ............................................................................. ..20

5.3 FAsT PAGE EDO AND BEDO ..................................................................................... ..23

5.4 SYNCHRONOUS DRAM............................................................................................... ..27

5.5 MEMORY PARITY SUPPORT ........................................................, ............................... ..32

5.6 MEMORY CONTROLLER PIN MULTIPLEXING ............................................................... ..32

6.0 BOOT PROTOCOL .................;...;................................................................ ..32

6.1 MAIN VUMA MEMORY AccEss AT BOOT ................................................................. ..33

6.2 RESET STATE .............................................................................................................. ..34

7.0 ELECTRICAL SPECIFICATION.............................................;.....................35

7.1 SIGNAL LEVELS .......................................................................................................... ..35

7.2 AC TIMING ................................................................................................................. ..35

7.3 PuLLuPs ............................................ ...........................................................................37

7.4 STRAPS ....................................................................................................................... ..37

7.5 DRAM DRIVER cI-IARAc'n:RIs'ncs ............................................................................. ..37

5 Version. 1.0;), Rev. 0.4;:

I

Page 191 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 192

VUMA Proposed St: 'ard . VESA confidential

1.0 Introduction

ThemnoeptofVESAUnifiedMemoryAmhitecone(VUMA)hmshmephysim1systun
memory(DRAM)bemeensystemandananunaldeviee,aVUMAdevice;asshownin

Figure 1-1. A VUMA deviee"‘oould"be any type:'of controller which needs to share

physimsysmmmunmy(DRA1mfimsnmmmddixflyuee$h0mampieofa
VUMAd=V&oeisgra15hiesconunuu-.InaVUMA.systun,graphiesconnonerwifl

inmmommgraphies&amebufi‘u.mphysicaisystemmano1y(DRAM)minomawords

VUMAdevicewflluseapmtofphysieaisysmmmuno1yasits&nmebufl'er,'thus,
shafinghu6thsystunmddimedyacoewu%h.1hiswfl1diminaetheneedforsepmnw
graphics memory, resulting in cost savings. Memory sharing is achieved by physically
mmecfingoomlogicchipset(hereafiu'mfened.maseonlogic)andVUMAdevieew

‘ thesamephysica1systemmuno:yDRAMpins.Thoughfl1emurentvusionoovers

sharing ofphysical system memory only between core logic and a motherboard VUMA

device, thenextversionwilleoveranexpansion connector.eonnectedtophysical system

rnoryDR.A.Mpins.An0Bl\/Iwilibeabletooonneetanytypeofdevicetothephysical
system memory DRAM pinsthroughflieexpansion connector.

Though a VUMA device could be any type of controller, the discussion in the

specifications emphasizes a graphics controller as it will be the first VUMA system
implementation.

Figure 1-1 VUMA System Block Diagram

 
2.0 Signal Definition

5 Version. 1.09. Rev. 0.4p
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2.‘! Signal Type Definition

in Input is a standard input-only signal.

out Totem Pole Output is a__ active driver?

Us Tri-Stateisabi-directional. tri-state inpuflomputpin.

ems Sustained Tri—stat'e is an active low or active high oi-state signal owned and

drivenbyoneandonlyoncagentatalinigefllteagentthatdtivesanswspin
activemustdrivseithighforatlcastoncclockbeforelettingitfloat.Apullupis
mquhedmsustainthehighsu1eImfilanotheragentdfivesiLEitherintemalor

externalpullttp mustbeprovidedbyoorelogic.AVUMAdevioccanalso

optionally provide an internal orexternal pullup.

2.2 Arbitration Signals

MR.EQ# ' in MREQ# is out for VUMA device and in for core logic. This ='
' out signalisusedbyVUMAdevicetoinfdn:ncorelogicths1it

needs to access sharedphysieal system memory bus.

MGNT# in MGNT# is out for core logic and in for VUMA device. This
cut" signal is used by core logicto inform VUMA device that it can

access shared physical memory bus.

ICPUCLK in CPUCLK is driven by a clock driver. CPUCLK is in for core logic,
VUMA device and synchronous DRAM.

2.3 Fast Page Mode, E00 and BEDO DRAM: ’

RAS# sltls Active low row address strobe for memory banks. Core logic will

have multiple RAS#s to support tnultiple banks. VUMA device
could have a single R.AS# or multiple R_.AS#s. These signals are

shared by core logic and VUMA device. They are driven by
current bus master.

CASIn:fl]# sftls Active low coltnnn address one foreach byte lane. In case
of‘pentiun:u-class systems 'n is 7; These signals are shared by core

' logicandVUMAdevicc.Theysredrivenbycurrcntbusmaster.

WE# sltls Active low write enable. This signal is shared by core logic and
VUMAdevice. ltis drivenbycurrcntbusmasterf

OE# sitis Active low output enable. This signal exists only on EDO and

BEDO. This signal is shared by core logic and VUMA device.

7 Version. 1.0;}. Rev. 0.4p
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ltis driven bycurrentbis master. l

MA[11:0] sltls Multiplexed memory address. These signals are shared by core

logic and VUMA device. They are driven by current bus master.
MD[n:0] tls Bi-directional memory data bus. In case ofpentium-class systems

‘ n is 63. These signals are shared by core logic and VUMA device.

They are driven by current bus master.

2.4 Synchronous DRAM

CPUCLK in CPUCLK is the master clocktinpm (referred to as CLK in
synchronous DRAM books). All DRAM input! output signals
are referenced to the CPUCLK edge. .

CKE s/it/s CKE determines validity ofthe next.CPUCLK. IfCKE is high, the
next CPUCLK rising edge is valid; otherwise it is invalid. This '
signal also plays role in entering power down mode and refresh

modes. This signal is shared by core logo and VUMA device.

Itisdrivenbyeurrentbusmaster.

CS# s/t/s CS# low starts «command input cycle. CS# is used to select a
bank of Synchronous DRAM. Core logic will have multiple CS#s
to support multiple banks. VUMALidevice could have a single
cs# norimultiple CS#s. These signals are shared by core logic and
VUMA device. They are driven by current bus master.

RAS# s/t/s Active low row address strobe. This signal is shared by core logic‘

and TVUMA device. It isdriven by currentbus
CAS# s/t/s Active low column address strobe. This signal is shared by core

logic and VUMA device. It is tdrivenby current bus master.
WE# s/t/s Activelow write enable.:f'I'hisy is shared by core logic and

VUMA device. It is driven by current bus master.

MA[11:0] s/t/s Multiplexed memory address. These signals are shared by core
-_ logic and VUMA device, They aredrivcn by current bus master.

DQM[n:0] s/t/s I/O bufier control signals. one for each byte lane. In case of
pentium-class systems n is 7. In read mode they control the output
bufiers like a conventional OE# pin. In write mode, they control

the word mask. These signals are shared by core logic and VUMA
device. They are driven by current bus master.

MD[n:0] t/s Bi-directional rnemorydata bus. In case of pentium-class systems.
:1 is 63. These signals are shared by core logic and VUMA device.
They are driven by current bus master.

3.0 Physical Interface

3 Version. 1.0p, Rev. 0.4p
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'3. 1 Physical System flemory Sharing ' «

Figme3-ldepictstheVUMABIockD.i381'ah:.Com1ogicandVUMAdeviceme

physica1lywmmodtothe_nmeDRAMpins.'Sh1cetheyshanacommmnsomce,mey
needmubiumeforit'PCUVIASAmdema1mastusalso_medmamcss'thesameDRAM‘

msomm.CdmIogicincorpomesfl1enbitumdnkucaeof'abiua&onamongstvmious
contenders. '

Figure 3-1 VUMA Block Diagram

Pclflm

AsshowninFig1.n'e 3-1, VUM.Adevicearhiu'a1_es_v'Iithoorelogicforaccesstotheshared
physical system memory through a. three signal arbitration scheme viz. MREQ#, MGNT#
and CPUCLK. MREQ# is asignal drivctiby VUMAde~.-ioe to core logicand MGNT# is

a signal driven by the core logic to VUMA device. MREQ# and MGNT# are active low
signals driven and sampled ‘synchronous to CPUCLK common to both core iogic and

Comlogicisa1maysthedefaultomuerandownershipudHheu'ansfermdmVUMA
' device upon demand. VUMA device couid I'C‘Il.Il'I1 ownership to core logic upon

completion of its activities or park on the bus. Core logic can always preempt VUMA
device from the bus.

9 Version. 1.0p. Rev. 0.4;:
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VUMAdeficeneedsmaceess1hephysimlsysmmmunoryfordifi'eremmsonsandme

level ofmgencyoftheneededaccesseswdes.IfVUMAdefice,is,givm_theaccessmme

mfl'erandashmaynotheneededfightawaybytheVUMAdevice,themnmddmtbe

anyimpmvememmVUMAdeviceperfommce.Hencewmlevels_ofpnofitymedefined
viz. and high ‘Both are conveyed to core logic through a
singlesignal,MIR.EQ#. -

3.2 Memory Regions

As shown in Figrne 3-1, physical system memory can contain two separate physical

memory blocks, Main VUMA Memory and Auxiliary (Aux) VUMA Memory. As cache _
coherency for Main VUMA Memory:and Auxiliary, VUMA'Memory is handled by this

standard,aVUMAdeficecanaccessthesetupphysicalmunoryblocksudfi1ommy

separate cache coherency considerations. Ifa device needs to access other regions
ofphysicai system memory. dedgners need to take care ofcache coherency.

Main VUMA Memory is programmed as non-cacheahle region to avoid cache coherency‘

overhead. How Main VUMA Memory is used depends on the type ofVUMA device;
e.g., when VUMA device is a graphics controller, main VUMA memory will be used for
Frame buffer.

Auxiliary VUMA Memory is optional for both core logic and VUMA device. If

supported, it can be programmed as non-mcheable region or write-through region.
AuxiiiaryVUMAMernorycanheusedtopassd2tahetweencorelogic andVUMA

device without copying it to Main VUMA Memory or passing through a slower PCI bus.

This capability would have significant advantages for more advanced devices. How

Auxiliary VUMA Memory is used depends on the type of VUMA device e.g. when

VUMA device is a 3D graphics controller, Auxiliary VUMA memory will be used for

texture mapping.

When core logic programs Auxiliary VUM._A_ Memory area as non-cacheehle, VUMA

device can read from or write to it. When Auxiliary VUMA Memory
area as write through, VUMA device ithutcan notwrite to it. '

Both core logicandVUMAdevicehaveanoptionofeithersuppor1ingornotsupporfing
the Auxiliary VUMA Memory feature. Whether VUMA memory is supported

or not should be transparent to an application. The following algorithm explains how it is

made transparent. The algorithrn is only includedto explain the feature. Referto the latest
VUMA VESA BIOS Eattensions for the most updated BIOS mils:

1.Whenanapplicationneedsthisfeature,itneedstomalteafiloscall, <Re'portVUMA

10 Version. 1.0p, Rev. 0.4;:
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- core logic capabilities (refer to VUMA VESA BIOS E'xtensions):>, to'find out if core
logic supports the feature.

2. Ifmmlogicdoesnmsupponthefeatme,theappficafionneedsm1uesomefltanate
method

3. Ifcore logic supports the feature, the application can probably use it and should do the

' following: ..

aRequstmeopuafingsynem-br_aph?8i¢allymnfiguomHockofnumowormquhed-
 .

b. If not successful in getting physically contiguous block ofmemory ofrequired size, use
some alternate method. -

c. lfsuccessful, get the start address ofthe block ofmemory.

_d. Read <VUMA BIOS signature string (refer to VUMA VESA BIOS Ext:-nsions)>, to

findoutifVUMAdevicecanaccessthehankinwhichAmdfiaryVUMAMemoryhas
been assigned. - .

e.IfVUMAdevicccanmtaccessthetbank,fl1eappficefionneedsmeithermuythe

procedure fi-om“stcpa"to“stcpc”tillitcangetAmti.IiaryVUMAMemoryina
VUMA deviceacccssihlebaukorusc somcaltcmatemethod.

f. If)/UMA device can access that bank, make aBIOS call fiirtction <Set (Request)

VUMA Auxiliary memory {refer to VUMA VESA BIOS Ex'tensions)>, to ask core

logictoflushAu.xi1iaryVUMAMemoryblockoftheneededsiaefi'omthestan

address l'rom"step c”and change ittoeitheriion-cecheahleorwritethrough. Howe
core logic flushes cache for the block of memory and programs it as non-cacheabld

write through is impleincntatiou specific.

g. Use VUMA Device Driver, to give VUMA device the Auxiliary VUMA Memory

parameters viz. size, start address from “step c” and whether the block should be non-
cacheable or write through. '

3.3 Physical Connection ‘

A VUMA device can be connected in ways:

1.VUMAdevicecanorflyaccessonebmkofphysical'systemmen1ory-VUMAdevice

is connected to a single bank of physical system memory. In case of Fast Page Mode,

EDO and BEDO VUMA device has a single RAS#. In case of Synchronous DRAM
VUMAdevicehasasingleCS#. MainVUMAmemoryresidesinthismen1orybank.lf

supported, Auxiliary VUMA Memory can only -be used if it is assigned to this bank.

2. VUMA device can access all of the physical system memory - VUMA device has as

many R.AS# (for Fast Page Mode, EDO and BEDO)lCS# (for Synchronous DRAM) lines

as core logic and is connected to all banks of the physical system memory. Both Main

VUMA memory and Auxiliary VUMA Memory (if supported) can be assigned to any

I memory bank.

11 ' Version. 1.0:). Rev. 0.4p
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4.0 Arbitration

4.1 Arbitration Protocol

Thaearcthroesignalsestabfishingthqubioationpmmooibmwemoomlogicmd
VUMAdcfiu.'MREQ¥signali8&IiVenbyVUMA'dcfic¢‘tomnlogicwindica1oh
needsmamessthephysicalsysmmmunorybuahdmmnveysflxclwelofpfiofityof
thoroqu:n.MGNT#isdrivu1bymrologicto'VUMA'deVi¢¢mindicaIcthaIhcm

aoccssthephy:ioalsystemmcmorybus.BUthMREQ#andMGNT#arodfiven

‘synchronousmCPUCI..K.

AsshowninFigme4—1,lowlevelpfiorityisounveyod'by&!ivingMREQ#lou[.Ahigh-
levelpdofitycanonlybegmemedbyfirstg:naafingalowpfiofitymq1msLAsshown

’mFigm-c4-2andFigm'e4-3,alowlevelp:io1i1yiseonvmedtoahigh1evelp:io:ityby

d1ivingMIREQ#highforoneCPUCLKclock-andthondrivingitlow. '

Figure 4-1 Low Level Priority

 CPUCLK

 
MREG

-4.2 Arbiter '

The arbiter. housed in cor: logic, needs to undexstand the arbitration pmmeoi. State

12 ' Version. 1.01:. Rev. 0.4p

Page 198 of 280

Petitioners HTC & LG — Exhibit 1002,



Petitioners HTC & LG - Exhibit 1002, p. 199

VUMA Proposed stem. .4! - - IE:-j.A carifiugnfial

Machine forth: uhiteris depicted inFigIn'c 44. As ahowli in‘:-iguee 4.4, the arbiter State
MachineisresetI:edwithPCI_R.eseL Expianafionofthearbiterisasfollowsz

I.HOSTSme-Ihephysicalsystunmunmybusiswithcorelogioandnobusmquesti
£romVUMAdeviceispending.

2.LowPfiofityRequest(LPR)Smm-Thephysicalsystemmunorybusiswidaoorelogic

andalowpriorityhtmrequestfimn-theVUMAdevieeis-pending.

3.EfighPfiofityReqm:t(}IPR)Sme-Thephysicalsysmmmunorybmisudzhoom

Iogicandapendinglowprioritybusrequeszhas tumedintoapendinghigh priority
busreqnest. . '

4.Gmnted(GNTD)Sute-Cmelogiohasrdinqifishedthephysicalsystemorybus
toVUMAdevice. . - , ‘

5.Preempt(PRM1)Sta1ae-Thephysica!systeInme1:iorybusisownedbyVUMAdeficc.
howcver,coulogichsrequesmdVUMAdevioe'mrelinq1fishthehBmdthmmquest
ispcnding. ' e

Figure 4.4 Arbiter State Machine

I=c1_Rsw

 
' Note:

1. Only the conditions which will cause a transition fiom one étate to another have been

33 Version. 1.01:. Rev. 0.4;:
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noted Anyotherconditionwillkeeptheslatemsehineintheelnsentslste.

4.2.1 Arbitnltlon Rules

I.VUMAdeviceassemM12EQ#mgenuateabwp:iotitymqmstmdkeepsitusermd

unfi1theVUMAdeficeobmimownershipofthephysiealsysmmmunmybusth:ough
theassertionofMGNT#,tmlesstl1e.VUMAdevice.wantsto-eitlierraiseahighptiority -

mquestormisethepriodtyofanakeadypendinglowpfiofitymquesththelster
case,

a. IfMGNT# is sampled asserteclthe VUMA device will-notdeawert MREQ#.
Instead.theVUMAdevicewiHgainphysicalsystemmorybusowne1shipand

mainminMREQ#assenedImfilitwanBwrdinq1fishthephysicalsystemmunory_

b.IfMGNT#issampleddeasserted,theVUMAdevicewflldussutNfl?£Q#forone

dockandassertitagaininespufliveofaanJsofMGNT#.Aficrressserfiomd1e

VUMAdeviceud1lkeepMREQ#assened1mtilphysicalsystemmemorybus

ownershipis:ransfe1redtotheVUMAdevicethroughassertion of MGNT# signal.

2.VUMAdevice mayassertMREQ# oolyforthepurposeofaccessingtheunified
memory area. Once asserted, MR.EQ# should not be deasserted before MGNT#

assertion for any reason other than r'-tising the priority of the request (i.e., low to high).

No speculative request and request abortion is permitted. IfMREQ# is deasserted to

raise the priority, it should be reasserted in the next clock and kept asserted tmtil

MGNT# is sampled asserted.

3. Once MGNT# is sampled asserted by VUMA device, it gains and retains physical

system memory bus ownership until MR.EQ# is deasserted. '

4. The condition. device completing its required. transactions before core logic
needing the physical system memory bus back. can be handled in two ways:

a. VUMA devicecandeassertMREQ#,Intesponse,MGNT#wiHbedeassenedinthe
next clock edge to change physical system memory bus ownership back to core

logic. ' _ . -
b. VUMA device can park outhe physical-system memory bus. Ifcore logic needs the

physical system memory bus, it should preempt VUMA

5. In case core logic needs the physical system memory bus before VUMA device

mIeasesitonitsown.arbitercanpreemptVUMAdevicefiomthehB.Pnempfionis

signaled to VUMA device by deasserting MGNT#. VUMA device can remix:
ownership of the bus foramaximum of 60 CPUCLK cloeksafterithasbeensignaled

14 I Version. 1.0p. Rev. 0.41:-
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6. When VUMA device deasserts MREQ# totransfer bus owneiship back to core logic.

either on its own or because of a preemption request, it should keep MREQ#

deassenedforatleasttwoclocksofmmveryfimcbefonassufinghagainwmisca
request.

4.3 Arbitration Examples

1. Low priority request and immediate bns release to VUMA device '

 
2. Low priority request and immediate bus release to VUMA device with preemption

where removal of MGNT# and removal of MRI-IQ# coincide

 
3. Low priority request and immediate bus release to VUMA device with preemption

where MR.EQ# is removed after the current transaction because of preemption

15 - Version. 1.0;). Rev. 0.4;:
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5. High prioéisy miner {ma mimediaée bus}-ans’: to \'rUMA' device with
_ preemption where MGNT# and MREQ# removal coincides.

15 vesaiqn. 1.op. Rev. o.4p
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7. High priority miuegt Qua inimedlale bus’:-glen’. to \'rIJ1\i.u.' device with

preemption where MREQ# is removed after the current transaction because of

preemption.

9. High priority request and one clock dehyeti bus release to VUMA device with
preemption where MREQ# and MGNT# removal do not coincide

17 Version. 1.0p. Rev. 0.4]:
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4.4 Latencies

I. High Priority Request - Worst case latency for VUM.Adevice to receive a grant after

generating a..high priority request is 35 CPUCLK clocks, i.e. afier arbiter receives a
high priority request from VUMA device, core logic does not need to relinquish the

physical system rnernory bus right away and can keep the bus for up to 35 CPUCLK
clocks. ' '

2.LowPfiotityRequest-Nowurstcaselatencymunherhasheendefinedhythis

specification for low priority request. VUMA devices should incorpotate some
meehanismtoavoidalowpfio1ityrequestbeingstarvedforantmreasonabIetime.The

tnechani is impltation specific and notcovered by the standard. One simple
reference solution is as follows: ' ‘

VUMA device incorporates aprogranunable_timer. The timervalue is set atthe boot
time. The timer gets loaded when a low priority request is generated. When the timer

times out,the lowpriority request isconvertedtoahigh priority request. '

Preemption Request to V'U'M.A device‘ - Worst case latency for VUMA device to
relinquish the physical system memory hus'at'ter receiving a preemption request is 60

la)

13 Version. 1.01:. Rev. 0.4;:
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CPUCI.Ke1ocks. i.e.aftercorelogic'requestsVUMAdc‘vioe_torelinquishtlte physical
systemmem0rYb1B.VUMAdevioedoesnotneedmmIinqLfishfl1ebusfightswaymd
eankeepthebusforupto6D'CPUCI..Kcloclts.

Designengineusshou1dmkeinmwnsidaafiontheabovelnendosfordeddhgFIFO
sizes. "

5.0 Memory Interface . ,-

The standard supports Fast Page Mode, EDO,_BEDO_and Synchronous DRAM
technologies.

' DRAM refiesh for the physical system memory including Main VUMA Memory and
Auxiliary VUMA Moty is provided by core logic during normal 3 well as suspend
state of operation.

lfVUMAdevieeusesonlyaportionofinaddressmeeasMainVUMAMryor

Auxiliary VUMA Memory, it should drive unused upper MA address lines high.

5.1’ Memory Decode

The way CPU address is translated in to DRAM Row and Column address decides the
physical location in DRAM where a particular data will be stored. In the conventional

architecture this could be implementation mcific as there is a single DRAM controller.

In unified memory architecture, multiple DRAM controllers (core logic resident and

VUMA device residt DRAM comroller) need to access the same ditto. Hence, all
DRAM co'n1:roilers should follow the same translation of CPU address into DRAM Row
and Column address. The translation is'as shown in Table 5-1.

Table 5-1 Translation of CPU address to DRAM Row and Column addresses

Symmetrical x9, x10. xlI_. x12

_I'.U.."!II'tIIIElII.7aflIl!s.'-II@I§.’t.‘.II@lmIIII.’II

T
Q

  

  
Asymmetrical x8

-IEEIIEEIIIEIIEFJEEIEEI

Elm----E3
IE3

Asyrrtmen-ical x9
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5.2 Main VUMA Memory Mapping

When physical system memory (DRAM) is expanded, unified memory architecture poses

a unique problem not existing on the conventional The problem and three
different solutions are described below:

Problem: Main VUMA Memory needs to be miappedpat the top of existing memory for
any given machine. When physical systemgmemory (DRAM) is expanded, this
would cause a hole in the physical. systctnmemory as shown in Figure 5-1. The
example assumes an initial’ system A with -single y bank» 8MB memory ( 1MB
allocated to Main VUMA Memory) ‘expanded to WIGMB memory (IMB
allocated to Main VUMA Memory). by adding ,8 bank of 8MB mory. All the

numbers mentioned in this discussion are just examples and do not imply to be
a pan of the standard.

Figure 5-1 Memory Expansion Problem
I

20 Version. 1.0p, Rev. O.4p
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ms-1_ _

-Bank 0  
OM OM

Ph iealsysmnllomo (man: I P11 iell ' name m
V. Before Exqlmlgn Y. ‘m }

Tiireesolutionsaresuggestedforthisprobletn. BIOSeallsdefinedinVUMAVESA

BIOS Extensions supportallthethreesolutions. 'I'heBIOS calisaredesignedin sucha

waythataVUMAdeviceeanfindomwhichoftheth:eesolufionsisimplentedby

core logic and can eonfigun: the VUMA device appropriaiely.

Solution 1:

As depicted in Figure 5-2, core logic maps Main VUMA Memory to an address beyond

core iogic‘s possible physical system memory range. Main VUMA Memory is mapped

non-contiguous to the 0.8. memory. As shown in Figure 5-2, Main VUMA Mory is

mapped from 1G to (1G+l_M-1) and hence system memory is expanded
‘ to the maximum possible size, -be no hole in the memory. As shown in Figure
5-2. Bank 0 is split with two -blocks of memory with difierent starting addresses.

IftheVUMAdevieeisagraphicseonu'olle1f,andifitwantstolooka1MainVUMA
Memoryalso1saPCIaddresss1:aoe,itcanaHoca:eadifi'erentaddressthanwhathas

been assigned by core logic (IG in this example).

Figure 5-2 Main VUMA Memory mapped non-conflguously

21 Version. 1.0p. Rev. 0.4p
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7M

:g+iM.1 } Main VLMA Memory
715., bbn-Camiguousty

Bank 0  
OM OM

Physical sysuam Memory (DRAM) Physical Syatnm Memory (DRAM)
Before Exgansion Afar Exparaim

Solution 2:

As depicted in Figure 5-3, core logic maps Main VUMA Memory to the top of memory.

Main VUMA Memory is mapped contiguous to the OS. memory. As shown in Figure 5-

3, Main VUMA Memory is mapped fi'om 15 M to (16M-1). As shown in Figure 5-3,

Bank 0 is split with two separate blocks of memory with different starting addresses.

Figure 5-3 Main VUMA Memory mapped contigunusiy ‘
1 5M—1

Bank 1

1534.1 Mam VUMA Memory
15M Mapped Contiguously
7M-1

_ BM-1
7M
m—1

Bank 0 Bank 0  
OM om

Ph”"h§¥3:"§xh;:f£yn‘9Rm) Phwwimgggg ‘mm’

Solution 3:
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Asdepimedinfigme-5e4.wnlogicswapsfl:ehenkconminingmainVUMAManonrm

the top ofmen1ory.Asshowni.nFigure 5-4,Bank0isnot split withtwoseparateblocks
ofmemmywithdifi'erentstarfingaddresseslikeinsolufion1endsolmion2.

Figure 5-4 Main VUMA Mary bank swapped

‘IOU-1
‘ISM
15M-1

Blrkfl

BM-1

785-‘!

Bank 0 Bank 1  
. on . . _ .. OM

""**'°"..*‘:i.-*.°"'.,...**'“'.:.:*.*°'**'** p W’

5.3 Fast Page EDO and BEDO

The. logical interfaces for Fast Page,'EDO BEDO DRAMS are very similar and hence
are grouped together. If no specific exceptioti to a particular technology is mentioned, the
description in this section applies to al1'the three types of DRAMS.

BEDO support is optional for both core logic and VUMA device. Various BEDO support
scenarios are as follows:

1. Core logic does not support BEDO - ‘Since core logic not support B_EDO, there
will not beany BEDOasthephysicsl systemmemoryandhencewhetherVUMA

' device supports BEDO or not is irrelevant. '

2. Core logic supports BEDO - When core logic supports BEDO, VUMA device may or

may not support it. Whether core logic and VUMA device support BEDO or not
should be transparent to the operating system and application programs. To achieve the

transparency, system BIOS needs to find out if both core logic and VUMA device

support this feature and set the system appropriately at boot. The following algorithm

23 Version. 1.09. Rev. 0.4p
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ecplaimhowhcmbeachiwed.Thedgofifl1mismlyinch1dedmacplaind1efeanne.

Refertothelatest-VUMAVESABIOS.Extensionsfm'themostnpdated£l0S calls:

8- R935 ‘WUMA BIOS sisnaulrc Suing :(refer to BIOS

Extensions)>.Checki:fVUMAdevicesupporisBEDO.

b.IfVUMAdevieedoesnotmpport;BEl30edomt-usign-.BEDOb:nIm.£orMain

VUMAMemo1jr.AssignMainVUMAMemorytoFastPageModeorEDObank.

Al8°.ifAmdliIryYlQ{LA-__Man6¢ykassignulbyopuafings)atunmBED0
banlmdonotuseit.-Eithef-lupeatthe1eqnestforAmdfimyVUMAMunoryfiHit
isassignedtoFastPageModeorEDO§bankorusesomealternanen:eIhod.

-c.IfVUMAdevicesupportsBEDO,read<VUMABIOSsignannesuing(referto

VUMAV'ESABIOSEx1ensions)>to findoInifVUMAdevieesuppo11smultiple
- banksaccees.

d.IfonlysinglebankaccesssupportedonVUMAdevice,exiLastheMain.

VUMAMemoryandAmciliatyVUMAMemorybankis_,fixed._ .

e.Ifmulfiplebanksaeeessissupp9rtedsndif1l1eR.ASfim'BED0hankis

supponedonVUMAdevice,assigntlheMainVUMAMunorytoobtainti1ebcst
possiblesystempufonnaameandelit.

5.3.1 Protocol Description H"

AlItheDRAMsignalsmesharedbyeonhgicandVUMAdeviee.1heym'edrivenb1:

currentbusmaster. Whencorelogicand-VUMAdevicehandoverthehmsto_eachother,

they must drive all the shared ems signals high forone CPUCLK clock andthen tri-state

them. Also, they shouldtri-stateallthesharedtls signals. -

The shared DRAM signals are driv by con: logic when it is the owner of the physical

-systemmemorybIn.VUMAd:vicemques1stheplgysicalsystunmunoryb1Bby
asserting MRE-.‘Q#. Bus}Arbiter_'g1*anIs thebus by MGNI#. Also, is mentioned
above. before VUMA device the 1ogic__shou1_d' drive the we
signals high for one CPUCLK clock and tri-“m Core logic "should also tri-state all

the shared tis signals.'I'he float condition an thebus should be__fot9ne CPUCLK. clock.
before VUMA device Starts acliviti are overlapped"‘ "_ -7150 Improve‘
performance as shown in Figure 5-5. .

Figure 5-5'Bus hand. offfrom core Inc to VUMA elevie“e" _ ' i
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