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Motion-Commnsated Television Coding:'Psrt I

By A. N. NETHAVALI and J. D. ROBBINS

(Manuscript received August 29. 1918)

We present methods ofestimating displacemenfis ofmoving ohfeets

from oneframe tothenextinatelevision scemondusmgsuch

displacements for fiame-to-fmme prediction. Displacement is esti-

mated by a recursive algorithm which seeks to a functional
of the prediction error. Semi simpiificatimzs of the algoritkm are

presented which make it alto-active for hardware implementation.
Performance of the algorithm is evaluated by computer simulations

on two sequences of moving Wages containing various amounts and

types of motion. In both cases, the use of displacement-based (or
motion-compensated) prediction results in bit rates that are 22 to 50

percent lower than those obtained by simple "fiame-difierence”prev
diction, which is used commonly in the intevfi'mne coders.

I. INTRODUCTION

Television signals are generated by scanning a scene several times

a second even though there may not be any change in the scene from
one frame to the next. This results in a considerabie frame-to-frame

redundancy in the signal. Existence of this redundancy has long been

recogm'zed. and several measurements have been made to quantify it.

However, the first real demonstration ofa fi-ameato-frame code: which

used redundancy between successive frames was made in 1969 by

Mounts.I Since then, several improvements have been made to the

basic fi‘ame-to-frome encoder resulting in prototypes or real imple-

mentations of coder-decoder pairs.“ These are the subjects of two
excellent surveys,” the first one covering material up to 1972 and the
second one up to 1973. As is evident fi'om these works, most frame-to-

frame coders are based on the following:

(i) Seyncnting each television frame into two parts, one port which
isthe ssmoasthaprcviousflamcandtheotherpm (calledthe moving
area) which has changed from the previous frame.

{ii} Transmitting two types of moving area information: (a) ad-

dresses specifying the location of the picture elements in the moving
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area, and (1)) information by which the inteneitiee- of the area
elements on be updated. ' -- -

(an the coder bit rate to the cherinel rate. Since the.
motionin a real televiaion scene occurs and in-bmttfithe

amount of information about the movirq area will aa‘a finiction
of time. To transmit it over a constant bit rate channel; (a) smooth

out the transmitted huformetion rate 'm a to
transmission,- and {bl-use the bullet fullness to regulate
hit rate by varying amplitude, spatial, and temporal resolution of the

television signal. '
Intensifies of the moving area BlmntB-am

predictive which sends frame difference, element dilferenoe, or
difference {or their combination) : as: the differential: ' 311t-

tempte have been made to optimize the-unafity'withintfie
conehainteoftheebufl'er eize'andthe-channel'rate. . 3

Simdtaneouabr with theae implementations, computer simulations
have been used to explore other finprovemente ofthe

Ithaslmg'beenreoognized” than'il'aneefimateoftho
mutilation of-en object is obtained, mowefficient predictive

can be-perfomei-by-taking difierenoee of elements in- the
mile with'reepect "to elements inithe aware-appro-

printely tome]: schemes"quomoammtea
Coding Schemes." Their succeeeitlepende-obvioiialy on mellow
(i) the amount of purely translational motion." of objecfi in a real
television scene,‘ ( ii) the ability of an algorithm to estimate the
translation with an amacy that is desirable for good prediction of

intensity, and (iii) robustness of the displacement estimationalgo-
rithm when amplitude, spatial, and temporal resolution. of the trans-

: the of a
te ' " " "Methods" of pemobyfpeint tier;
rel'atidn9-or hatter-a need inn-scene analyeie‘u'“_appear-to be
too complex for present-day implementation, especially if-diepleoement
needs to be defined with resolution finer thanflie sampledng eta

television frame. Simpler displacement estimation techniqueam“ uti»
line the relation between the spatial differential'end differ-

ential signala'' ' ' ' Thea:I would be easier. implement. Another approach
. itifidaptwem" prediction using'" the previone"_" _

field) Which: " _ left;
up, down) by a certain“ maxim" the-'coefli‘" dents
to mom' " anihteneity error fimctionf‘fill'these techniq"' aaeum'' e

 

 

"Sothatthetelevieitincameraaeeatheobiectain
thatflieflghfingbemfihmmfliemfieidnfww In

es: THE BELL $YSTEM-"TEm-INIGAL aouamnmaoe 119215

 

  

PMCAPL02444650

4

PMC3685157
PMC Exhibit 2037

Apple v. PMC
|PR2016-00755

Page 2



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 3 

that the displacement is constant within a block of picture elements.

This assumption presents difficulties in scenes with multiple moving
objects. occluding objects, as Well as different parts of the same object

moving with different displacements. Of course, decreasing the size of

the block makes this assumption more realistic, but then the quality

of displacement estimate suffers.

The techniques proposed by HaskellI5 do not require an explicit
estimate of translational displacement and are applicable even if the

mason is" not However, they'aiso work on

blocks of picture elements and require- a matrix inversion in addition

to other complicated operations and, therefore, do not appear- to be

easily implementable without a significant simplification.

We present several new techniques for estimating motion. They

attempt to minimize recursively a measure of the motion-compensated

prediction error. Thus, given an ith estimate of displacement, we

obtain the (i + ljth estimate such that, in general, the motion-

compensated prediction error resulting from (i-I- llth estimate is lower

than that using the ith estimate. The recursive minimization is per-

formed by a gradient or stoopest descent algorithm. Considerable

freedom exists in the specific choice of this algorithm Our choices
have been guided primarily by a desire to implement this algorithm in
real time.

In Section II, we present a derivation of several motion-estimation

algorithms and describe some simulations to evaluate their perform-
ance. Section III contains modifications of one of the algorithm of
Section II for use in a fi-ame-to-fi'ame coder. Here we evaluate the

performance of the algorithm in the context ofa fi‘sme-to-fiame coder.

Section IV contains a discusflon and the conclusions of our study.

Many enhancements of the algorithm are possible, and some of these --

will be presented in a companion paper."5

II. MOTION ESTINATiON

In this section, we derive some simple algorithms for estimating

motion. They attempt to recursiver a certain quantity

(function of the motion estimation error). If the changes in successive

television frames are due to translation ofan object, then the algorithm

iterates in a gradient or steepest descent direction such that the

consecutive estimates converge to an estimate of translation. A proof

of convergence of such a scheme under certain assumptions is given in

the appendix and is supported by a large number of computer simu-

lations presented at the end of this section.

2.! Motion eaflmafloninahiock ofpals

We mentioned in the introduction that most algorithms in the

literature for estinmting tmmiation ofan object from a television scene
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assume that the translation is constant a block of picture

elements (pals). We start with one such aigorithmdeveioPed by Limb
and l‘wiurgzihy13 and Csfforio and Rocco" and show how-it can be
modifiedtoobtsinabetterestimateoftmmletion.Th’nisdooe

primarily to define a quantity which is fimdsmental to our recursive
algofithm intmducedinthenexteecfien

a 2:1 interlaced raster format, let {(x, t — 1') and I(x; t} be
the intensity-values of the two successive frames as efini'ction of
spatial location a: (a tWo-dhnensionai vector) and: time:
between the two-frame is r. If an object moves in translation. then-in.

the moving area (disregarding the uncovered background): -

Itmti-Ik-DJ-‘ri, (1}

where D is the txmslation vector of the object the time-interval

[In 1-, t]. The frame difference atspatisl positionx'mgiven by Z __

FDIF(x} - fix, t) -' rec. t - 1r)

- fix, an - fix + I). t). (2)

which can be written. for small I), by Taylor’s expansionabout: as

EWHfl=-D“Hmn+HmWOMaflm&mD;.m

where V is the gradient with respect to x and superscript T on a vector
or matrix denotes its transpose. If the translation of the object is
constant over the entire moving area (except for the uncovered hitch:£

ground] and if'the higher order terms in D can be neglected, then
sides of the above'eq'unt'ion can'be' suimnied over the 'entireltiofin’g
area to obtain a-g'ood estimate for translation. We recognize that: V!
can be Mean to be a vector of element and'line differences ("EDIE

LDIF) if the'inteneity is available on a discrete grid as its themes in
most coding situations. Using linear regression, we get 13, an estimate
of D as:

o-—[z
-1 I I

VI“: “'VIU, 1),] [ E '
which can be written as

D [2M%Fu>
E EDlei-Lfllmx) 2 Lame“,

[ifimmeemmkjgammnimwm

gammedamu14
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where all the summations are over the entire moving area. This can be

approximated“ by assuming that

2 EDIF (x)-LDIF (x) - 0
moving

and then

2 FDIF {xi-EDIF (ill/Z EDIF'aix)
1‘) as — . (4)

E FDIF (x) -LDIF (21/E LDIle‘K)

This can be further approximated‘ by avoiding the multiplications in
the sums as:

E FDIF (xlsignlEDIF (xi)

2; |EDIF(x)|
D - _ , (5)

2 FDIF (x)sign(LDIF (xi)

2 |LDIF (x) |

where

0. if z = 0

sigma) = (6)z .
—: otherwise.
lzl

This algorithm is identical to one of the algorithms given by Limb and

Murphy.” Its accuracy may be improved? by several modifications

suggested by Limb and llrliurphy‘3 and Caffofio and Rocco.“
We suggest another modification which improves the above motion

estimator finisher. First, we note that” the above estimates are good as

long as D is small. As D increases, the quality of the approximation

becomes poor. This can be overcome to some extent by linearizing the
intensity function around an estimate of D. This is possible in

a television situation, where there is an estimate of D for every field.

Thus, for the with field, displacement estimate 0‘ can be obtained by

linearizing the intensity function around the displacement estimate for

the (i -- 11th field. This process results in the following recursion:

D‘ = DH + U‘, (7)

' We make no attempts to justify these two approximations. They are made merely
to derive the algorithm given in Ref. 13. Perhaps, iimimld of the least squares, some
other criterion may lead to the sumo result (i.a., eq. (5}) with fewer assumptions

1' The improvement mooted by Limb (Ref. 13) was simulated for comparison
puzp. However. for the type of pictures used in Section 3.3. the performance did not
change noticeably by incorporating the improvement.
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where D“‘ is an estimate of D‘ and U‘ is the update of D‘" to
make it more accurate, i.e., an estimate of D — D‘“.

We now define the quantity DFD (1:, DH ), called the displaced frame
difference. which is analogous to FDIF [1) used in (4} and (5).

nmcx, 15H) = m, a) — n: -D*'-', t — 1') (s)-

nan is defined in terms of two quantities: (i) the spatial location I at
which it is evaluated and (it) the displacement D“ with which it is
evaluated. Obviously, in the case of a two-dimensional grid of discrete

samples, an interpolation process would be used to evaluate 1(1 --
D"‘, t — 1') for nonintegral values of D”. As defined, on) has the
property of converging to zero as D‘ converges to the actual displace-
ment, D, of the image. Following the same steps as were used inthe
derivation of eq. (5), we get: '

nrmx, DH) - I-(x, c) — Ia: +1) —o-‘-1, a)
=' '-(D - BMW-V161. t) + Higher Order Terms. (9)

Neglecting higher order terms and approximations similar to
the above results in an estimate of D — D"1 which, when combined

with eq. (7). yields:

2 DFD(I, Di'lisigIflEDIF (x))

E IEDIF (x)!

D‘s-DH -- - _ . (10)
E Dmtx. D"‘)sisn"(LDIF (xi)

2 ILDIthH

where the summations are again carried over the entire moving. area.

This may be simplified slightly by noting that if- the estimate

of displacement DH has only integral components; than DFD( - , -) can
be computed without interpolation. Let [D] denote an integerapprox-
imation- to D. This can he obtained either by truncating or rounding

both the components of the 1vector I). -

)3 me. [D‘"']_>-'sign(EDIF (x);
E I'EDIF=(x) | -

D‘ -' [DH] - _ . (11)
2 mm. [15"11}vsisn(LDIF (x)) -

E ILDIF (xil

We describe the performance of both the above algorithms later in
this section.

2.2 Warsaw esmnab‘on ofmatron

We mentioned in the introduction that there is an advantage in
recursive algorithms which iterate on a pel—by—pel (or on a small block
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of pole} basis, i.e.. they revise their displacement estimate at every

moving area pol. Such recursive algorithms overcome. to a large extent,

the problems of multiple moving objects, as well as different parts of

an object undergoing different displacements, provided the recursion

has sufficiently rapid convergence. Since we intend to use the displace-

ment estimator for predictive coding, our algorithm should in same

manner attempt to minimize the resulting prediction error. Also, since

the prediction error is calculated for transmission anyway, its use in

the recursive estimation of displacement does not result in extra

computations and is therefore advantageous Thus, if a pet at location

3.. is predicted with displacement Di" and intensity Ifx, - D“, t -
o, resulting in prediction error spam, I)“}, the estimator should try
to produce a new estimate. 9", such that i oro(x., D‘ 1| as I emu“.

DH”. To this end, we attempt to recursively minimize [limbo 13)]2 at
each moving area element using a gradient type of approach. For

example,

9‘ -= 0‘" - (E/ZW’nEDFD‘xmni‘ll]!

- I)“ - comm... D‘”')Vnorn (xi. D“I ).

where V0 is the gradient with respect to displacement D and e is a

positive sealer constant. The gradient VD may be evaluated using the

definition of BF!) and noting that

Voivwixa. DH” =- + Vlixa - D“. t - r}. (12}

where V is the gradient with respect to x. This gives us

13" a I)“ — comm, D“‘)VI{:.. — D H, r — r), (13)

where-nrnande'areevaluated by interpolationfor'eonintegral DH; ' " "
A significant reduction in computation of VI is achieved by quantizing

DH to an integral value. Thus, if [DH] :19th a rounded or
truncated value of each of the components of D‘- '. then the estimator

of eq. (13) can be simplified to

0" =- DH — corms... D‘-')VI(x, - [13”]. t - r). (14)

It should be pointed out timt VD could have been evaluated using (9}.

resulting in an estimator in which VI is evaluated at (xa, t) instead of

(so - DH, 1! — 1-) as above. This second method implies an assumption

regardingthe expansionofI(-.-), which maynotbevalid ifD -D""
is large. Also, there is no difference in the computational complexity if

it is assumed that a linear interpolation of Ex. t — r) is used to

compute DB1), and the resulting displaced line and element. differences

are used to define VI of eq, (14).

It is interesting to observe that at every iteration we add to our old

estimate a vector quantity parallel to the direction of the spatial

gradient of image intensity and whose magnitude is proportional to
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" -1--'- L-AkliieSEHbL-Iflixwuwuyu-umu-u\Hv-l “u...- .-

th's motiomtdfllpensatéd predictihn' It may be seen flaming-{9):
the (D —' DH) is orthogonalto

gradient VA the. displaced frame difi‘srence hm (-- ,- -} is--zero.:-giVing-a
zero update for recursion of eq. (14). This may-happen even thaugh'
the object may have actually moved. However, this is not a failure of
the algorithm, but rather is identical to the simstion in which an
intensity ramp is txanslatsd and only motion parallel to the ramp
(VI) ispm'ceived.Motionperpendiculsrtothe-ramp
is'unobservsble, and as such is arbitrary. It is only -tlmuglii=”the
occurreiics' ot-‘fiedgm'with "Orientationsgini real
thsthonwrgencsoffi‘itosctualB-is-poseihle.- - - 2. -. .2 :. - .

The-quantities involved in thealumsE 1:
An estimate of the displacement at pal 1:“, D‘“, is to be

(14), yielding 9". Using the estimate DH “and 3., the
samples in the previous frame in the neighborhood of spatial
Ia — D“ are located (for example: samples b, c, d. e, and f). The

9 1 lair-3'” Lt—fi

 

 
 

 

 

 

FlELDi—a 1”

x A

film—13'” .t—rl11

FIELD}? IL» — —
f I

/ Iif.
- x I

PRESENT / I

 
Hm}

Fig. IMRecursive motion estimation. Displacement estimate IT” is updated at hsl s.
Gradient «mm. 971:. - m4}. c— 1"}. isohteinedbyst'pels h. c.
d,e.fmthefieldl1u2}. -- =-
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samples of this neighborhood are then used to compute the update
term in conjunction with line, t). Thus, in Fig. 1, the components of
intensity gradient may be approximated by

EDIF - (I, — IJ/2 (15)

LDIF - (Is - Irlf2. (16)

Similarly, Hm. -- D“, t — 1-) maltr be approximated by a two»
dimensional linear interpolation using the intensities of the neighbor-
hood. In the next section, we present several simplifications of this
basic algorithm and adapt it for frame-to-frame coding. Recursive
algorithms, using a model of the video process for motion estimation
in a different context, are dmcribed in Ref. 17.

2.3 notion «reactor perfomam

estimatols, algorithm I (sq. (5)) and algorithm II (eq. (11)). Obviously,
the performance depends upon the type of scene and, even then, it is
not clear how to measure the performance. We have need two types of
scenes. The first is produced synthetically using the following formula:

12? if “an > 100

Ion. t) = [ (17)
127 (1 + e'-°""cos(0.2.w. “RI”, otherwise.

where R = x - (1., + Dr). 127 is the background intensity (on a scale

of 0 to 255). x0 is the location of the center of the moving pattern at
t = 0, D is the displacement of the pattern per frame (i.e., velocity).
and I- | denotes the Euclidean norm. This formula produces a series of
alternating light and dark concentric rings with exponentially decreas-
ing radial intensity variation. 'I‘his pattern wu chosen because it

contains a distribution of edges with different direction and height.
le, t) wassampled bothin time tend spacexto produce asetoffom'

frame sequences with strictly horizontal translation room from 9.5
to 6.0 pols per frame.

The second type ofscene is also a collection of four frame sequences
containing an object approxhnataly in horizontal translation. These

are the same as shown in Fig. 1b ofRef. 15. Theycontain a mannequin’s
head which was moved at various nominal Speeds fi-om 0.4 to 4.7 pols
per frame.

The first type of scene was chosen so that an exact velocity was
known and, mcrcfore. the perfume of motion estimators could be

evaluated rather easily by measuring the deviation from this known

velocity. A second measure ofperfonnence was obtained by computing
the “match entropy” of the elements in the moving area of each field.
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That E, using the displacement estimate 13‘, obtained fi-om- two con-
secutive fields, the entropy of 13mm, 0‘) was computed-using a linear

interpolation over the moving area elements of frame
Itx, t). This quantity is similar to the entropy ofthe prediction error;
however, some future information is used in its calculation. Due to the
presence of shadows and nonuniform illumination, the second type of
scene does not possess s precisely defined velocity, and therefore
metalluer was to. mute the motion.
type of seem. ' ' _ ' i

. In "all the simulations of the results of algorithms II of
section and the next section, the moving ares elements were deter-

by an algorithm to that descn‘hed'in Ref. 13.1:ikewise.
the definition Of ED135111 and LDIF(1)' used in the simulatiore cf
algorithm I may be found in Ref. 13. For EDIF (x), this involved
averagingofthe element diflerences at I(x, t) and HI, t - r). LDIF{X)
was computed in a. similar manner. To "extend this definition for in
II.'the difierence‘s st fix, .1) and I(x .—4[D"‘],-
t -— 1'] were averaged. :

The performance of algorim l and II is given in Fige 23 and at:
for the synthetic Scenes. As seen in Fig. 25. the ester in the estimated
velocity‘ using algorithm II is considerably smaller than that of
algorithm 1. especially at higher velocitiee The peak ohseaved in the
estimates of nlgoritlnn I is perhaps due to the insensitivity of the
algorithm to a per-frame shift equal to. the period {10.0 units) of the
synthetic moving image. The initial estimate of displacement for
algorithm [1 was assumed” to be 0.- It is" interesting to note that" the
curve of algorithm I is approximatelythe some as that of II
after the first iteration; but after only three iterations, "algorithm '11

converges to its curve in Fig. 23. In 2b, the match eotropies
resulting from the estimates of Fig. 2e are shown. Again, the superiority
of algorithm 11 over algorithm I is clearly seen. Also for comparison,
we'have included the entropies of FHIF (x) of picture elements” in the
moving me. As expected, both algorithms 1 and 11 show
improvementscompared'to frame differences. These conclusions: for
synthetic pictures remained generally unchanged when the direction
of motion was changed and when random frame-to-fienie noise of- —40
dB (sin ratio) was added to the scenes.

- Performance of algorithms I and I! for the second type of sceneis

given in Fig. 3. Here, since we do not have aimith an exact velocity;
we only give the match entropy at the various nominal
velocities used to create the scenes. While both algorithms result in

match .ent-mpies considerably smaller than the flame as:

‘Aversgeoflsstfmuoutofslxestimstes.
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ALGORITHM I

wrrnomr NGFSE—— fwan NOISE—~-

ALGOHITHM [I
~._WI1’H AND

WIFE-IOU? NOISE ESTIMATEDHORIZONTALVELOCITYCOMPONENTINPELSPERFRAME
mim___L____1

o 1 2 3 4 5 a
ACTUAL HORIZONTAL VELICFCITY 1N PEtS PER FRAME

MATCHENTHOFHYINBITSPEI!MOVINGAREAF'EL 
ACTUAI. HORIZUNTRI. U? LUCI‘I V IN PELS FER FRAME

Fig. BuPerformam of two motion estimators which obtain one ' locement esti-
mate per field on e thetic pictures. Algorithm 11 results in outsider improvement
over algorithm 1. entropy indicates that, in addition to a perfect estimate. there
was no interpolation error in evaluating the prediction error. Estimated vertical velocity
components (in lines/frame] were i 0.3 for algorithm 1 and a: 0.02 for algorithm II.

tropy, we see that the performance of the two appears about the same.
This result is perhaps due to the averaging of the displacement

components over a large block 6.9.. the moving area of an entire field).

It should be mentioned that the perfonnence of both the algorithms
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FRAME DIFFERENCE

ALGORITHH II x ‘

1 ‘- ALGOHETHM I
a WWWL____1___

U l 3 3 d 5 6
NOMINAL HORiZONTAL VELDCSTY IN FELS PER FRAME

 MATCHEMTflDPYINBITSPERMOVINGAREAPEL
Fig. Swim-format- of two motion estimators which obtain one displacement estiv

mate per field on moving mannequin.

can be improved by separating the uncovered background, as suggested
by Cafforio and Rocco."

Ill. CODER PERFORMANCE USING RECURSIVE DISPLAGEEHT
ESTIHATION

In the previous section, we developed motion estimators and dis-
cussed the performance of estimators which obtain one velocity esti-
mate per field. We used scenes which had only one object1 moving with
a nearly uniform translational displacement. However, such scenesare
unrealistic and, filerefore, estimators which can dynamically adjust to
motion of objects are more desirable. In this section. we first descfibe
our recursive estimator in more detail and then evaluate its perform-

once on scenes that are much more realistic. We then modify our basic

estimator so that it can be incorporated in a fiameto-frame encoder
and evaluate the coder performance, We note that we have paid little

attention to a very important facet offrmne-to~frame coders: resolution
controi using the contents of the bufi'er. It is important that motion
estimation does not suffer immensely in lower resolution modes of the

coder. Although some of these issues will be considered in part 11,.“
more realistic performance evaluation can only be done using a
ware coder wcrkmg on real scenes. -

The first scene, called Judy. consists of 64 frames (2:1 interlaced
fields) of 256 X .256 samples each, obtained at 30 a second and
sampled at Nyquist rate from a video signal-of 1 MHz bandwidth, and
contains Ironwood—shoulders view of a person ' engaged in a rather

activo'oonversation. The portion of a frame classified as moving area
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varies from 15 to 51 percent. Also, the motion is not translational, and
different parts of the scene move differently (such as lips. eyes. and
head). Four frames of this scene are shown in Fig. 4.

The second scene, called Mike and Nadine, consists of 64 frames

with the some resolution as the scene Judy and contains a panned full
body view of two people briskly Walking around each other on a set

with severe nonuniform illumjrmtion. The percentage of a frame clas-
sified asmoving areavariedi‘romBZtoBGpercent. Fmfi‘amesfrom
this sequence are shown in Fig. 5.

3. 1 Basic estimator perfonnance

The recursive estimator consists of the following:the.
merit estimate is updated at each moving area picture element using
eq. (14), i.e.,

D‘ - 15“" - inner-om. D‘“‘)-VI[x,= — (D“'], t — 1'), {18)
‘ 1024

where 1')" is the estimated displacement of moving area pa] in, 13'“ is
the last estimate formed prior to pol 1:; during the peleby~pel, line-hy—
liue (interlaced raster scan order) iteration “trough the moving area.
VI is the spatial gradient of the intensity, approximated by EDIF and
LDIFdefined in (15) and (16), and [DH] denotes rounded D“. A two-

dimensional linear interpolation is used to evaluate mm (interpolation
is discussed in detail in Section 3.3.3). Instead of using the previous
home for the intensity {(x, t -— 1}. we have used the previous field.
Relative advantages of this choice are discussed later. Also, both the

horizontal and vertical components in the displacement error estimate

tie. the second term of the rightwth side of eq. (18)) are clipped at
a magnitude of (9323), so that the displacement from pol to pal is not
allowed to change by more than his pol/field and We lineffield.

avoids the possibility of rapid oscillations in displacement due to noise.
The accuracy used in computation of displacement and interpolation
is Me: pel (or line) per field.

In all the simulations of this section, with the exception of the results
of algorithm I appearing in Fig. 7, the moving area picture elements
were determined by the following rule: pa] 2 (Fig. 6) is classified as a
moving area pol if either

(i}|FDIF(z)|> T2
or

(iillFDIFIzll :- T:
and

|FDIF|ata, b, c, ord > T;
and

IFDIFIat A, B, 0,01- D > T1,
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Fig.fi—FaurframesofthesceneMikeandNadine. 
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Fig. Wefiynflion of pole used in the moving area. segmentor.

siegh'ienter is quite similar 'to-the'ona in Refs. 4 and 15. It overcomes.
molar“ extent, mine-Whine noise which .
produce a large number of isolated moving area elements. "Pots-the -
basic estimator, the moving area was segmented with Tl:
=4andT2a=255(onaecaleofflt0255). I"

The perfonnance of this basic estimator is given in Fig. 7 for the
sequence Judy. Also for comparison, we have included the entropiee of
the moving area frame differences and the match entropy of algorithm
I 3301' Section II. On the average, match. entropy :Ithe 7.

e'etimator. was lower by about 1.4hits!  
- --difi‘erencea. while algorithm 1 only'reeiflted ' - tely’ '
half of this decrease" ' '

3.2 8ammm _ - - _

_ In order to incorporate the estimator as apart of a coder", several _ __
other. choices have to be made. In this section. we describe a basic . .-
coder and its performance. The next soothe-contains modifieetiofih;

' end- simplifications of the basic coder and then" '- efi'ects on the
The'baéic: coder consists of the following:

3:2:1- Diapleee’meot- e‘eumator-. . __

In the-predictive coder, since the dieplacement in foot
transmitted to the receiver, it. has to be derived from the 5 :
encoded and transmitted data. We derive a 'dxsplac‘' ement-

e previOuely transmitted pa] and use it for computation of the predic-

 

" Results in Fig. 7 for algorithm I were obtained by using a slightly diflerent moving
area memento: given in Ref. 13.

THE BELL sve'rEM ' TECHNICAL JOURNAL. MARCH 1979

W “' fiMEEEééi i1"
PMC Exhibit 2037

Apple v. PMC

PMCAPLOZ 4 4 4 6 64 'PR2016-00755
Page 16



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 17 

 
  
  

_ g g
A

g

m. 3"

.-: E
: E?
‘ '3 3%

: F

§ T g i 2%
E 35 E _§§

E 5*? § 5%

E g .. . E:S 3 -
é

E

22

m 1:! VSHV QJADW Had 2113 NI ANZlNQ HJLJVI a E E
4

 
§

MOTION-GOMPENSATED TV CODING—l 64?

PMC Exhibit 2037

Apple v. PMC

PMCAPLOZ 4 4 4 6 65 'PR2016-00755
Page 17



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 18 

.. A'-A'\'-Amanna-Ian“.A'v.a"1i.a"a:51¢."J\¢.'MH'|1.'J\"4:" .. . .. .. ..

tion of thepresent pol. The two naturalchoices for the relative location
of the displacement estimate are the pol above and the pol to the left
of the predicted pal. We have chosen the previous line (is, the pol
aboveinthesamefield),ainceitrelieveshardwaretimingeonatraints
that would have otherwise resulted. If the previous line pol is not a

moving maps]. weusethehfitialdisplacememestimate-flzatwwld
have been" used by the above pel if it were roofing. such use of

displacement estimates for prediction is shown in Pig. 8. We see that
several elements (e.g., elements j + 1. j + 2, -- - , j + 4 of the present
line} may he predicted with the same displacement estimate if the
corresponding elements of the previous line are not moving area
elements. Other details of the estimator remain the same as those

given in'Section 3.1 for the basic estimator. : '

3.2.2 Segmentation

Everyfieldwasfirstdividedintotwosegments:movingareamd
background, using the segmentation strategy described in Section 3.1.
Foragoodpictorequality, thethresholds T1 and Tzwere chosento be
1 and 3 (on a scale OH) to 255), respectively. Moving area was firtther
divided into two segments: (i) compemuble regions. where motion-
compenseted prediction is adequate and. therefore, no update infor-
mation need be sent; and (ii) uncompensable regions which
update (i.e., Won of prediction error). This segmentation of
the moving area was performed using the following rule: '

(i) If the magnitude of the motion-compensated prediction error
for a moving area pal is greater than 3 (out of 255), then it is
called unoompensable.

(ii) To reduce the occurrence of isolated compensable pols, com-
pensable pel runs of length i, 2, and 3 between noeompensable
pela were bridged by calling them uncompensshle.

This segmentation is shown in Fig. 9.

fii fie: flira 3m
{-Vfi—qfi_—-—¢—y’-— _ m q m ..n....._._-...__..~ ,-J

  

 
, , 3r , ; i’REUIDUS LINE

i i” i+2 i+3 3+4 snesemune

C)— eacsenouuo EtEHENT _ {:1 w novms ELEMENT

fig. s—Uee of displacement ' too {D‘} in prediction process. Displacement
estimates are formed at every movhxg area pal in the same order as the seeming prom-=-
lglisplacement estimate of the previous line element is used for prediction of the pment
line picture elements.
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WWW—WW

LAST LINE

 W

PflmNT LiNE

O " BACKGHGUND ELEMENTS

El w COMPENSABLE MOVING #HEA El. EMENTS

I " UNCOMPENSABLE ROWING AREA ELEHENTS

Fig. fl—Mofion— ted coder tatiosn. Elements whose motion-compel»

noted'predietion error ii oldmeefledwmpemhiemdmnot

OECISION LEVE L5 1.3.1121.30.39.49.BD.?1.32.95.iDB,121,134,H?.160.1?3255

REPRESENTflTWE lEVELS 0J1.III.1?.26.35.“.55.86J?.5?.102. I lfi.123, MLIMJEIUQ

is Ill—Quintin: for basic coderlflniy the positive side of the symmetric quentiaermi

" 3.2.3 Walkman

The prediction error was quantized using a 35-level synunetric

quantizer shown in Fig. 10. Other quantizers were also investigated.
The neiative perfumes of the coder did not depend heavily on the

quantizer. However, the picture quality degraded as would be expected
by using a very coarse quentizer. The quantize! of Fig. 10 was chosen

since it gave good picture quality. although the quantization error was

clearly" a trained eye.

The performance of this basic coder was evaluated by computing
the following quantities: {ii the entropy of the prediction errors of

uncompensable pols, and the entropy of the run lengths defining the

(ii) background pels, (iii) compenssbls pols, and (in) uncompensable

pols. The last three quantities are the addressing costs associated with

not sending the prediction errors for certain pols. Figure 11 shows the

overall bit rate associated with frame difference conditional replenish-
ment encoding and motion-compensated encoding for both of our test

sequences. Conditional replenishment encoding was done using the
quantizer of Fig. 10 and moving ares segmentation similar to that of

the motion-compensated coder. The quality of pictures for both cases
appeared to be approximately the some. Two characteristics of the

motion-compensated coding are worth noting: (i) the average bits/

field is reduced by about. 44 percent; (if) more importantly, during the

times when large amounts of frame difference data are generated due

to either rapid movement or a high percentage of moving area. the

motion-Compensated coder does significantly better. This type of be-

havior may help to decrease the Occurrence of temporal overload
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associated with most conditional replenishment coders. Part of the
reason for such a significant reduction in hit rate due to movement

compensation is seen from Figs. 12 and 13 which show the results for

conditional replenishment and motion-compensated coding, respec-
tively. In these figures, the pol intensity is proportional to the hits

required to code the prediction error for that pal. Uncompensabie pols
form a very small portion of the moving area and their prediction error
is also small. For the scene Mike and Nadine. the output ofeach
..encoder...is..more..than..twioe that obtained for Judy. -
mainly due to the panning of the camera. For this gem, intended”

a test for the encoders, motion—compenmmd encoding resulted
in a 22-percent reduction in average encoded bite.

Figure 14 shows a breakdown of the bits required for transmission
of addresses and prediction error for scene Judy. It To interesting to
note that, on the average, for the conditional replenishment coder the
addressing bite comprise only about 15 to 30 percent of the total

coder,__since the
magnitude of the tin“ error is. .. ..

account for a much larger fraction of the total bits (501:0 65 percent}.
' More efficient addressing methods are therefore desirable with motion

compensation '

3.3 Variation in code! strum».

In this section, we shoplify the coder and evaluate the effect of

various modifications on the coder performance.

3.3. I Codermelon

It is known” that, in conditional replenishmentencodors; instead of
using a frame differential prediction, line or element difierenoc of file

frame difference can be used with advantage. Thus in Fig. 8, for picture
element n+3, the conditional replenishment coder would send

[FDIF( 3M) - FDIF‘XR2H as an element difference of frame differ-

ence prediction error. Similar modificationscan be made to the motion-

compensated coder. Here we transmit line or element differences of

the displaced from difl‘eremes. Thus picture element 1,43, we
transmit [om(x,~+3, 13'“) ~— nro (rm. BM” as an element difi‘ereme
of prediction error. In cases such as psi :1" I
of Fig. 8, where the previous element is not in the moving area, their
Foaswellasornisassumedtobezero. The performanceofthis

predictor modification is given in Fig. 15. As seen from this figure,
element differencing improves both the frmna difi'erential and motion-

compensated coders by about 5 to 15 percent.

3.3.2 Addressing Mmflngam

- {Emotion-compensated coding, the addressing information takes up
a large fraction of the total transmitted bits. We have therefore used
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some known1a addressing techniques and evaluated their effects on the
total bit rate. As in Ref. i8, three techniques for addressing the moving

area were tried. In the first technique, the beginning of each moving

area was given an absolute address (8 bits) with respect to the begin-

ning of the Scan line, and the end of moving area cluster was given a

special flag word different from all the prediction error cod. This is

similar to the technique used in Ref. 2. The second technique“ was to

address the beginning ofeach cluster of moving area with respect to a

similar cluster in the previous line as long as the magnitude of this

differential address was less than :8; otherwise, the cluster was ad

dressed with respect to the beginning ofthe line. Maximum differential

address of B was chosen after experiments with 2, 4, 16, and 32. The

final technique is to address all the clusters as one-dimensional run

lengths, as in our previous sections. The performance of these three

addressing schemes for both the conditional replenishment and mo-

tion—compensated coders is given in Fig. 16 for sequence Judy. As

expected, absolute addressing requires more hits than either differen-

tial or run-length addreming. Run-length addressing is the most effi-

cient and decreases the overall bit rate by about 10 percent compared

to the absolute addressing in a motion-compensated coder.

It should he noted that, to preciser evaluate the addreuiog cost

associated with motion~compensated coding, it is not adequate to use

only the run-length entropies of the three types of segments. Knowing

the type of the last run, the receiver must be told, in some fashion.

which of the two possible types the next run is. This information has

been included in the simulations of Fig. 16. Comparing the motion-
compensated coder using rundongth addreming for moving area as in

Fig. 16 with the results shown in Fig. 11 which does not include the

next segment type of information, we see that this information ac-

counts for about 8 percent of the bits.

anammwmmm

The motion-compensated coder discussed above uses previous field

intensities for interpolation rather than previous frame intensities. Use

of previous field has two advantages: (1') the displacement values are

generally smaller, since fields occur at every 1/60th of a second.

whereas frames occur at lfaflth of a second,‘and (if) in a hardware

coder, since only a certain number of elements from the previous field

or frame vmuld be made available for interpolation with the same

number of adjacent available elements, almost twice the amount of

motion can be accommodated. 0n the other hand, one disadvantage of

using the previous field intensities is that, for a perfectly horizontal

motion, intensifies have to be obtained from the previous field by

interpolation (due to the inter-lace) which introduces error in the

computation of DFD. Another factor, which appears to be a disadvan-
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tage but which can be overcome, in the use of an alternate field

dropping coder mode. To relieve a buffer overflow condition caused by

a peek in coder output, it is advantageous to drop alternate fields as is

done in conditional replenishment £.'acrdv.=.rrs."5 however; the previous
field is then no longer available for motion estimation. In anycaseme

experimented with both the previous field and frame intensities and

found that the use of previous field intensities resulted in tropics of

unquentized moving area prediction errors which were 5 to 15 percent

lower than those of previous frame intensities.

Of the many interpolation techniques possflcle, we restricted our

attention to linear interpolation since our goal was a coder that could

be implemented in real time. Thus, given the four mumfing pols as

in Fig. 1'7, if the displacement D is written as the sum of an integral

part D’, and a fractional part I)” with component magnitudele and
.05, then the intensity can be interpolated by a standard two-dimen-

sional linear interpolation as:

I- (l - Dil[{1 - Di)!» + Difc]

+leu—Diila +13%}, (19}

where I is the interpolated intensity. It should be noted that eq. {19)

has been used for all simulations previously described in this paper.

Since this interpolation formula requires a large number of time-

consoming multiplitatione, we tried another approach. We first select

the three nearest (in the sense of the Euclidean norm) neighboring

pole out of the four (e‘g‘, pole B, C, and D in Fig. 17}. This may be

done by rounding D to form D’, thus locating the nearest-neighbor.

pol D, which is taken to be the comer of the three, then testing the

sign of the rounding errors to locate the other two pols. The following

fonnula is then used for interpolation:

IBIg+D{(!c‘-*Ia)+D£¢IR“ID)- (20}

\s...

x i 36‘!“ LINES IN
[fires SAME Farml/ 

Fig. ITHWMDDII linear interpolation. ' mot D in in“,imam! part D‘ and oat-noun part, or, D's?!“ _
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Simulations using sequence Judy, comparing eqs. (19) and-(20), showed
very little dtfi‘erenccs in entropy, and since the interpolationof eq. (20)
is significantly simpler. it is more suitable for a real-time implemen-
tation.

The precision with which the interpolation computation is per-
formed was also varied. In particular, we used precisions of 2'“: n -= 1,

2 - a - , 7 pol (or line) per field fior d'mplscement estimates, and found,
as expected, that the average bitsffield increased as the precision was
decreased. The average increase in bits/field relative to a precision of

Mes pelxfield was as follows: negligible increase for precisions greater
than it pol/field. 2 to 3 percent for it pol/field; 6 to 10 percent'for ya
pelffield, end 15 to 25 percent for it pol/field. Thus, it appears that-for
interpolation, a resolution of it pelx'field does an adequate job with
much lower complexity compared to resolution of Visa pet/field. It
should he noted that the recursion of eq. (18) was calculated by ushig

a precision which is higher than the one used for the calculation of
interpolation.

3.3.4 Estimator parameters

lneq. (13}, firsswestskentcbelximandtheupdstetermm
clipped to (1/15) pelsffield. Both these quantities Were varied over '3
wide Performance due to such variations is given in Fig. 18.
This shows the robustness of the estimator. Ofcourse, increase of both

6 and the clipping level to a very high value results in a noisy estimator,
but it gives the ability to adjust quickly to rapid changes in motion.
Onthe otherhand,ssmsilvelueofeallowsustoconvergetosfiner

value of displacement, thereby allowing low prediction error. A sum—
pronusebetweenthesetwoconflictinggoalssppearstobethevslues
of e and clipping level used in (18}. '

We mentioned earlier that the recursion of eq. (18) was calculated

at a resolution of Visa pol/field. Simulation results on Judy indicate
that, when the interpolation is calculated with resolution of to poll
field, the recursion of eq. (18) does not need to be calculated at
resolutions higher than its psi/field, i.e, there is no significant improve—
ment. in periormence by increasing the resolution beyond 546 pol/field
in the calculation of displacement. To make the simulations reial'mtic,

all the computations were performed using integer arithmetic (on the
computer}.

Within our investigation hate the effect of precision, the following

simplification of the update term was sirmxleted:

D“ - D“ - E'Sifinim’nlxn Dt'>)«sisn(VIl¥i, ED'HD}. {21>

where sign of a vector quantity is the vector ofsigns of its components.

The nineties, defined by (6), svoitls the multiplicationneceaasry
for computation of the update term. mm the update of each

we ins-am: severeen-tsesmoseeeeumt. MARSH-1979.
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ment component from one picture element to the next consists of only
three possibiiifies; D or is. The performance using such a simplification
is given in 19. It is clear from this figure that the performance in
terms of hits/field is virtually unaffected by using the simplified update

term of eq. (21).
Earlier we mentioned that we computed the displacement from the

previous line of video and used it for computation of the motion-
comp'e'nsated prediction of the present line. was done so that the
displacement computation would have enough time to finish in a real-
time encoder. It is possible, at least in simulations. to use the displace-
ment of the previous moving ares eiennent in the same line for
computation of the motion-competh prediction of the present pol.
This variation improves the perfonnence of the encoder by about 6 to
10 percent in terms of bitsffield. _

The last simplification we attempted was in the calculation of the
intensity gradient. Our hope was to use the some element and line
differences which would he used in the computation of the on, so

that this computation could be shared. Figure 20 shows three possible
configurations of picture elements and the corresponding intensity
gradients that were simrdated. In the first and second configuration.
the elements are those used for the interpolation of one. {19) and (20),

respectively. while configuration III replaces pol D of configuration II
with two pols further away. Coder performance using the three inter-
polation configurations was similar, and since the second configuretion
is the simplest, it is more suitable for hardware implementation.

3.4 Combined effects of Minorities:

We have so far evaluated the changes in coder performance due to

each individual simplification. In this section, we evaluate the com-
hined effects of the following simplifications:

(i) The moving area is specified with absolute addrmes. and the
next segment-type information is transmitted as in part 2 of the
last section.

(if) The sign (-l sign (-l estimator of eq. (21) is used for displace-
ment estimation.

(iifl The three-point interpolation of eq. (20) is used for mtensity
prediction and displacement estimation at a precision of it pel/
field.

(in) The line and element differences of interpolation eq. (20) are

used as the intensity gradient components of eq. (21).
As seen from the simulated performance of the coder in Fig. 21, the

modifications have had only a minor effect on the encoded bits/field.

The'simplified basic coder represents what we befieve to be a practical
algorithm for real-tens implementation. A simplified block diagram of
this coder appears in Fig. 22. The inner loop, which compr‘mes the
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displacement estimator, attempts to match interpolated intensities of
the lost field with those of the last line by adjusting the displacement.

The outer loop uses the displacement estimates to predict the video

input with interpolated lest field intensifies. Based on frame difl’ereme,
the eegmentor limits displacement estimation (switch A) and motion-
compeneeted prediction (switch Bite the moving areas. The segmental-
also controls the selection of errors for uenmfleeion with switch C.

Hardware for controlling the coder'a output and matching it to a
constant rate channel has been omitted in this representation. How-

ever, it has to be included for any real-time implementation.

IV. DISCUSSIONS All) 00916me

We have developed recursive estimators in this paper and simplified
them so that a reel~time implementation would be pomible. Some
characteristics of our final estimator are that it needs computation of

haterpoletion intensiti at resolution no more than it pol/field {which
can be done without multiplication) We believe that this is in the
realm ofpmeent—dey circuitepeede. Alembytheverynemreofthe

554 THE BELL SYSTEM TECHNICAL JOURNRL. MARCH 19?9

 

PMC Exhibit 2037

Apple v. PMC

PMCAPLOZ 4 4 4 6 8 2 'PR2016-00755
Page 34



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 35 

4533.33heone...“Sufi-hon“we:2:«again—2:95ESBEE—01«EuufiboEBwfiumouuflu3.:qu303...amug.3Ba.—9333.5E03395
.3an0.3.3gcmfifimifin.umm

2:.2.ME.08.3.33‘3033953335.509.3535EBMia;2.85An:.3335—.3.3»33m93qu320me2.mac;n.“m;0..ad..uImDDun.whdfizmn—EOUiZO.hDEhszImHZmanmm#420352OU

  
 

cmoon.awhim:main—DI20Chi.mun—ODFZNEZmHZuJme4420:5200

a
onancwlam

n3 

02.
(113” Had Sllflfl‘llhl NI .LI'ldll'lO 83003

665MOTION-COMPENSATED TV CODING—l

""PMC36'85190 '
PMC Exhibit 2037

Apple v. PMC
IPR2016-00755

PMCAPL02444683
Page 35



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 36 

a;-

EEE§EEEifififiififififi§1§EfifiAfiEETn.55.I
I\ \f\1.53w;xx

4m;9.1

t

 
\Eras.\imam».....u.ycozmz.Easms..M12.55_3m:3m;F_-mohzmswwmII\

mummmmng

_F_

..mm~fiz§o

anomam

u

cohfioéupzackfioEEz.
4_

:utawzoEsmzouI>58..maximuz:
pzmauufimao+29.6.35

352223:20..6:

Omar:

.\

 
666 THE BELL SYSTEM TECHNICAL JOURNAL. MARCH 1979

 

PMC Exhibit 2037

Apple v. PMC
IPR2016-00755

PMCAPL02444684
Page 36



PMC Exhibit 2037 
Apple v. PMC 

IPR2016-00755 
Page 37 

recursive estimation. we do not need the assumption of uniform

translational motion of a single object, which appears to be memory

for most of the heretofore known estimates. Performance of the simple

estimator on the sequence Judy shows that e sow-50 percent improve.-
ment in bits/field is possible compared to frame-difierence conditional

replenishment. We also evaluated the performance of our simpie
estimator on a more difl'iwlt scene: Mike and Nadine. Both conditional

replenishment and motion compensation generate significantly more

data for this scene than for Judy due to the high Percentage of moving

area pols. However, the motion-compensated coding decreases the

transmitted bits/field by approximately 22 percent. Thus the improve-
ment is somewhat lower for this scene. Some of the modifications

suggested in Part II15 improve the performance for this type of scene.
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APPENDIX

In this appendix, we show that the gradient algorithm of eq. (13)

which attempts to minimize nroi - , c) converges, under suitable con—

ditions. to true displacement. As in Section II. let us assume that an

object is moving with pure translation in the field of View of the

camera. Neglecting the uncovered background and assuming a con-
stant and uniform displacement per unit time, we get

Rx, t)MI(x—D,t—r), (22)

where D is the true displacement and r is the flame time. The pel-
recursive motion estimation algorithm of eq. (13) can be mitten as:

D‘ as D‘“ - month, D‘"‘)VI(1., -- D“, t — r}. (23)

Using the definition of DEDI- , J from eq. (8), we get

D‘- D“ - filing, t}

— Ion. «— DH, t ~— T)}v1(x., - DH, t — 1). {24)

Substituting for fix... :1 from (22),

D" a D“ — cues, - D, t —- 1']

— Han. — DH, 1‘ -— a} flux, -- 152-1.: - T). (25)

Using Taylor's series, we can write

fixa— D. t—r) —I(xa— D‘“, t—r}

- {DH — Dir-Vflx. — 13"", t - r)

4- higher order terms in (0“ - D).
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Substituting in (25).

e-eH — £{fDH .— DFVKx, — DH. 1 — r)}VI(x. -_—_ M. g .417; f "

+higherordertermeinmi-‘I—D). . .. .

a I)“ — qutx. — I)“, t - fl-VHx. - I)“, t ~- 71"} (1’)H — D)

1- higher order terms in (DH — D).

Subtracting D from both sides, we get '

(b‘ — n) - (DH — D) w £{VI(xn — D“. t — 'r)

.vnx. - D“, a: — a") (15H .'51)) I I

4- higher order-tarnish (DH --- BL-

Neglecting higher order terms,‘ for small (1?" — D3, '

(ff ~— D)

II [J- eWKxa - Di”, .9 «— fliVItt. - 131%,; - 1-}7'}](D‘-‘.-- D}

where J is an identity matrix of appropriate size. We now take
statistical averages of both aides, eeetnne statistical independenée-ef
the two right-bend terms: and then apply Schwartz ineqmlity to get

nfi‘finu : _
a: |[J - e {Vflxa — D“, it —~ flVIfx... - D“, t - +1?”

. m“ .w M (26)

where a he: on top denotes a statistical average. This can be written
an:

Efi‘-D||s|1~eAWI-fifi‘“—Dfl, (27)

where A“... is the maximum eigenvalue of the pnsitive eeanidefinite,

symmetric matrix Vflx, — D‘", t - T)Vf(x¢ —~ D"_’, t — 1-)". For
convergence of the algorithm, we need

I1 - ehml < 1,

i.e.,

2
—-> >0.'
2....“ G

Since the maximum eigenvalue is- hard to compute. and since it is

upper hounded by the trace, we get -

'Thismaybeaeeveremnnpfioninuertaineaemlnmchmtheebifityofthe
' ' d themedneesofthe tnitialaeflmetefi.

flmgflnmpatient algorithm. See. for example, Rafe.
19mm.
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Mfi—T—Wflh_M’t_flvnxa_ Pat—T) ]> 15> 0. (29)
But. since

£r[VI(x.. Z I)“. z - Tilihx. — D“, t — of]
N

3% )3 EDIF? + LDIFE.1"!

we get the following condition for convergence

WWZN— > E > 0,
2 EDIF? + LDIF?3-!

where the sumations are carried over the entire moving area eon-

mining N pals.
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