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A Flexible Architecture for Multi-Hop Optical Networks-

A. Jaekel, S. Bandyopadhyay

School of Computer Science,
University of Windsor,
Windsor, Ontario N9B 3P4, CANADA

Abstract

It is desirable to have low diameter logical topologies
for muliihop lightwave nenworks. Researchers have
investigated regular topologies for such networks. Only a
few of these (e.g., GEMNET [8]) are scalable to allow the
addition of new nodes 10 an existing nerwork. Adding new
nodes 1o such nenvorks requires a major change in routing
scheme. For example, in a multistar implementation, a large
number of retuning of transmitters and receivers and/or
renumbering nodes are needed for [8]. In this paper, we
present a scalable logical topology which is not regular but
it has a low diameter. This topology is interesting since it
allows the network to be expanded indefinitely and new
nodes can be added with a relatively small change to the
nenwork. In this paper we have presented the new topology,
an algorithm to add nodes 10 the network and two routing
schemes.
Keywords: optical networks, multihop networks, scalable
logical topology, low diameter networks.

1. Introduction

Optical nctworks [ 1] are interconnections of high-speed
broadband fibers using lightpaths. Each lightpath provides
traverses one or more fibers and usecs one wavelength
division multiplexed (WDM) channel per fiber. In a
multihop network, each node has a small number of
lightpaths to a few other nodes in the network. The physical
topology of the network determines how the lightpaths get
defined. For a multistar implementation of the physical
topology, a lightpath u — v is established when node u
broadcasts to a passive optical coupler at a particular
wavelength and the node v picks up the optical signal by
tuning its receiver to the same wavelength, For a wavelength
routed network, a lightpath « — v might be established
through one or several fibers interconnected by router
nodes. The lightpath definition between the nodes in an
optical network is usually represented by a directed graph
(or digraph) G = (V, E) (where V is the set of nodes and E
is the set of the edges) with each node of G representing a
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node of the network and each edge (denoted by u—v)
representing a lightpath from u to v. G is usually called the
logical topology of the network. When the lightpath u — v

does not exist, the communication from a node u to a node v
occurs by using a (graph-theoretic) path (denoted by
U=x| x5 —v) in G using k hops

through the intermediate nodes
information is buffered at intermediate nodes and, to reduce
the communication delay, the number of hops should be
small. If a shortest graph-theoretic path is used to establish a
communication from u to v, the maximum hop distance is
the diameter of G. Clearly, the lightpaths need to be defined
such that G has a small diameter and low average hop
distance. The indegree and outdegrec of each node should be
low to reduce the network cost. However, a reduction of the
degree usually implies an increase in the diameter of the
digraph, that is, larger communication delays. The design of
the logical topology of a network turns out to be a difficult
problem in view of these contradictory requirements.
Several different logical topologies have been proposed in
the literature. An excellent review of multihop networks is
presented in [1].

Both regular and irregular structures have been studied
for multihop structures [2], [3), [4], (5], [6], (7). All the
proposed regular topologies(e.g., shuffle nets, de Bruijn
graphs, torus,-hypercubes) enjoy the property of simple
routing algorithms, thereby avoiding the need of complex
routing tables. Since the diameter of a digraph with n nodes
and maximum outdegree d is of O(logy n), most of the
topologies attempt to reduce the diameter to O(log4n). One
common property of these network topologies is the number
of nodes in the network must be given by some well-defined
formula involving network paramcters. This makes the
topology non-scalable. In short, addition of a node to an
existing network is virtually impossible. In [8}, the principle
of shuffle interconnection between nodes in a shufflenct (4]
is generalized (the generalized version can have any number
of nodes in each column) to obtain a scalable network
topology called GEMNET. A similar idea of generalizing
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the Kauiz graph has been studied in [9] showing a better
diameter and network throughput than GEMNET. Both
these scalable topologies are given by regular digraphs.

One topology that has been studied for optical networks
is the bidirectional ring network. In such networks, each
node has two incoming lightpaths and two outgoing
lightpaths. In terms of the graph model, each node has one
outgoing edge to and one incoming edge from the preceding
and the following node in the network. Adding a new node
to such aring network involves redefining a fixed number of
edges and can be repeated indefinitely.

Our motivation was to develop a topology which has
the advantages of a ring network with respect to scalability
and the advantages of a regular topology with respect to low
diameter. In other words, our topology has to satisfy the
following characteristics:

* The diameter should be small

* The routing strategy should be simple

o It should be possible to add new nodes to the net-

work indefinitely with the least possible perturbation of

the network. ]

* Each node in the network should have a predefined

upper limit on the number of incoming and outgoing

edges. '

In this paper we introduce a new scalable topology for
multihop networks where the graph is not, in general,
regular. Given integers n and d, our proposed topology can
be defined for n nodes with a fixed number of incoming and
outgoing edges in the network The major advantage of our
scheme is that, as a new node is added to the network, most
of the existing edges of the logical topology are not changed,
implying that the routing schemes between the existing
nodes need little modification. The edges to and from the
new added node can be implemented by defining new
lightpaths which is small in number, namely, O(d). For
multistar implementation, for example, this can be
accomplished by retuning O(d) transmitters and receivers.

The paper is organized as follows. In section 2, we
describe the proposed topology and derive its pertinent
properties. Section 3 presents two routing schemes for the
proposed topology and establishes that the diameter is
O(logy n). Our experiments in section 4 show that, for a
network with n nodes and having an indegree of at most d+1,
an outdegree of d and the average hop distance is
approximately logy n. We have concluded with a critical

summary in section 4.

2. Scalable topology for multihop networks

2.1 Proposed interconnection topology

Given two integers n and d. d <n. we define the
interconnection topology of the network as a digraph G in
the following. As mentioned carlicr, the digraph is not
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regular - the indegree and outdegree of a node varies from /
1o d+1. We will assume that there is no k, such that

n=d if o= dk for some &, our proposed topology is
the same as given by [2]. Let k be the integer such that

d* <n<d"*'.Let Z, be the set of all (k+/)-digit strings
choosing digits from Z = {Q1,2,...,d -1} and let any
string of Z, be denoted by xgx,...x, . We divide Z,
into k+2 sets Sq, Sy, ..., S; ., such that all strings in Z,
having x; as the left most occurrence of O is included in S
0<j<k and all strings with no occurrence of 0 (i.e.
0<j<k )isincluded in Si + 1 - We note that
Is) = (d-1Yd",

0< j<sk .Wedefine an ordering relation between every

xj¢0.

Sker] = (@-0F"" and

pair of stringsin Z, . Eachstringin S; issmaller than each
string in S if i < j. For two strings ¢,,0,¢ S; .
0<j<k+1,if 6)= xpx;..x, and Oy=¥py;...)y
and 7 is the largest integer such that x,#y, then G, <0,
if x, <y .

Definition: For any string ¢, = KoK oo XjeenKjenn X the

String O = XoX)|... X X X, obtained by interchanging

the digits in the i'" and the j™ position in &, . will be called
the i-j-image of O .

Clearly, if 0, is the i-j-image of g then @, is the i-j-
image of 0, and if x; = x;, ¢, and o, represent the

same node.
We will represent each node of the interconnection

topology by a distinct string xgx,...x, of Z,. As

d<ncdt , all strings of Z, will not be used to
represent the nodes in G. We will use n smallest strings from
Z, to represent the nodes of G. Suppose the largest string
representing a node is in §),. We will use a node and its
string representation interchangeably. We will use the term
used string to denote a string of Z, which has been already

used to represent some node in G. All other strings of Z,
will be called unused strings.
Property 1: all strings of S, are used strings.

Property 2: if 6 € S/' is an used string, then all strings



of Sg. S ..:,Sj_ | are also used strings.
Property 3: If 6, = 0x,...x,, &, is the O-1-image of

o, and x, #0 ,then 0y € S',v .

Property 4:1f 6, = Ox;...x; , x; #0 and 0,,the0-

l-image of o, is an unused string, then all strings of the
form x,x,...%,j, 0<j<d -1 are unused strings.

The proofs for Properties 1 - 4 are trivial and are

omitted.
We now define the edge set of the digraph G. Let any

node 4 in G be represented by xgx;...x, . The outgoing
edges from node u are defined as follows:
* There is an edge xoX, X5...X, = X X5... %, ] when-
ever X X,...X,j is an used string, for some jeZ,

» Thereisanedge Ox;xy...x, = x,0x;...0,
whenever the following conditions hold:
a) X\ X,...x,j is an unused string for at least one
je Z and

b) x,0...x, , the O-1-image of u, is an used string
* There is an edge Ox;x,...x, = 0x,...x, j forall
J € Z whenever the following conditions hold:
a) x; #0 and
b) x,0x,...x;, the 0-1-image of u, is an unused
string
We note that if ue 5;,j >0, node v = xyxy...%,j
always exists (from property 2, since ve Sj_l ). As an

example, we show a network with 5 nodes ford=2,k=2in
figure 1. We have used a solid line for an edge of the type

XQX Xp. Xy = X,X,...X, j, aline of dots for and a line of
and dots of type
0x,x,...x, = Ox,...x, j. We note that the edge from 010 to

dashes for an edge the

100 satisfies the condition for both an edge of the type
xo,t_lxz...xkf—).r|x2...xkj and an edge of the type

Oxyxy...x, = x,005... %
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Figure 1: Interconnection topology with d=2, k=
2 for n =5 nodes. '

2.2 Limits on Nodal Degree

In this section, we derive the upper limits for the
indegree and the outdegree of each node in the network. We
will show that, by not enforcing the regularity, we can easily
achieve scalability. As we add new nodes to the network,
minor modifications of the edges in the logical topology
suffice, in contrast to large number of changes in the edge-
set as required by other proposed methods.

Theorem 1: In the proposed topology, each node has an
outdegree of up to d. .

Proof: Let u be a node 'in the network given by
XpXj---Xy € Sj . We consider the following three cases:

i) 0< j<Sk: Forevery v given by x,x,...x,t forall t,
0<t<d-1is an used string since v € Si— - There-

fore the edge u — v exists in the network. If u € SJ:,j

> 0, these are the only edges from u. Hence, u has out-

degree d.

ii) j = 0: According to our topology defined above, u

will have an edge to X|Xy...X, j whenever x,xy...x, j

is an used string for some je Z We have three sub-

cases to consider: : ‘

o If x;x,...x,j is an used string for all j, 0< j<d
then u has outdegree d. ‘ '

* Otherwise, if p of the strings xx,...x,j are used
strings, for some j, 0 < j <d and the 0-1-image of u
is also an used string, then u has edges to all the p
nodes with used strings of the form x,x,...x,j and

to the 0-1-image of u. Hence u has outdegree p + 1.
Here u has an outdegree of at least 1 and at most d.
 Otherwise, if the 0-1-image of u is an unused string,

then all strings of the form x,x,...x,j are unused’



strings (Property 4) and u has d outgoing edges to
nodes of the form Ox,x3...x,j, 0< j<d.Henceu
has outdegree d.
iiiy j = k+1:1f p of the strings x x,...x, j are used
strings, for some j, 0 < j < d, then « has outdcgree of p.

We note that x,x,...x,0 € S, is an used string. There-

fore 1 < p <d. and u has an outdegree of at least / and

at most d.
Theorem 2: In the proposed topology, each node has an
indegree of up to d+1.

Proof: Let us consider the indegree of any node v given
by yo¥y---¥i € Sj. As described in 2.1, there may be three
type of edges to node v as follows:

o Anedge tyoy|...¥,_1 = ¥o¥).--)x Whenever
£ypY)---¥g _ y is an used string, forsome te Z .

There may be at most d edges of this type to v.
* If y, = 0, yo#0 there may be an edge

0yg)2---Yi = Yo¥ 1Yk

* If yo = Oand rygy,...y, _ is an unused string for
some re€ Z ,thereisanedge

Oryy...¥, | = ¥o¥,---¥i - There may be at mostd
edges of this type to v.

We have to consider 3 cases, j=0,j=land j>1.If j >1,
the only edges are of the type tygy|...¥;_| = Yo¥-- Vi
and there can be up to d such edges. If j = 1, in addition to
the edges are of the type 1ygy ...y, _| = yo¥)--- Yy, there

can be only. one edge of the type Oygy,...¥, = Yoy ---¥i -
Thus the. total number of edges cannot exceed d + 1, in this
case. If j = 0, an edge of the type Oty ...y, _; = Yo¥;---¥x
exists if and only if the comresponding edge of type
tyo¥y---Ye o1 = ¥oYy---¥, does not exist in the network.

Therefore, there are always exactly d incoming edges to vin
this case.

2.3 Node Addition to an Existing Network

In this section we consider the changes in the logical
topology that should occur when a new node is added to the
network. We show that at most O(d) edge changes in G
would suffice when a new node is added to the network.
When a multistar implementation is considered, this means
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O(d) retuning of transmitters and receivers, whereas for a
wavelength routed network, this means redefinition of O(d)
lightpaths. In contrast, for other proposed topologies {8], {9]
the number of edge modifications needed was O(nd). As
discussed in the previous section, the nodes are assigned the
smallest strings defined earlier. Addition of a new node u
implies that we will assign the smallest unused string to the

newly added node. Let the string be xyx,...x, € Sj . We
consider the following three cases:

i) 1<jsk: For every v given by xjx,...x.1,

0<r<d-1, ve Sj_i. Therefore v is an used string

and we have to add a new edge u — v to the net-
work. The node given by wy = Oxgx;...x._, is guar-
anteed to be an used string, since wy€ S5 and we
have to add a new edge wy—u "to the network, If
%t = d-1 we have to delete the edge from wy (0 its

0-1-image at this time. For every w given by

we S, and is an

XX Ky 1 S1Sd-1, e

unused string. Therefore wy is the only predecessor of
u.

i) j=k+1:0f v=uxx,.xt, 0St<p-lisan
used string, we add a new edge u—v to the net-
work. We note that x x,...x,0 € S, is an uscd string.
Therefore, there is at least one v such that u —v
exists. Similarly, if w = txgx,... x|, 0Sr<p~1lis
an used string, we add a new edge w— u 1o the net-
work. We note that wy = Oxpx,...x,_ € Sy is an
used string. Therefore, there is at least one w such that
w—ou exists. If x, = d- 1, we delete the edge from
wp to its O-1-image at this time.

i) j=1:Letw, = Oxgxy...x, be the 0-1-image

of u. Before inserting u, the node Oxgx,...x, was

connected to all nodes v = Oxy...x;t, 0<1Sd -1
(case iii in our topology given in 2.1).We have to
* delete the edge w,— v for each node

v = 0Ox,...x;! in the network.

> addanedge u—v foreachnode v = Ox,...x.¢

in the network.

* add a new edge to the

Wo = 0XgX ... Xy =2

network



o If w, #w, ,addanedge w —u to the network.

*If x, =d-1,and wo # 0x,000...0 delete the

edge from wy to its 0-1-image.

Figure 2: Expanding a topology with d=2, k=2
from (a) n=5 to (b) n =6 nodes.

Figure 2(a) shows again the network with 5 nodes given
in Figure 1. We choose the smallest unused string
u = 101 to represent the new node being inserted. The

node u will have outgoing edges (shown by solid lines) to all
nodes of the form 01j, to nodes 010 and 011. The 0-1 image
of u is node 011. Hence all edges from 011 to nodes 010 and
011 are deleted an a new edge from 101 to 011 is inserted
(shown by a dashed line). Also a new edge is inserted from
node 010 to 101. The final network is shown in Figure 2(b)

3. Routing strategy

In this section, we present two routing schemes in the
proposed topology from any source node § to any
destination node D. Let S be. given by the string

XXy Xy € Sj and D be given by the string

Yo¥1--- YL € S,
3.1 Routing scheme
Let { be the length of the longest suffix of the string

XoXy---X; that is also a prefix of ygy,...y, and let
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6(S, D) denote the string XoXp XY 1142V of

length 2(k+1)-1. Since o(S, D) isof length 2(k+1) - /, ithas
(k+1)-I+1 substrings, each of length (k+1). Two of these
substrings represent S and D. Since S and D are nodes in the
network, these two substrings are used strings. If all the

remaining k-/ substrings of (S, D) having length k+1 are
also used strings, then a routing path from S to D of length
k+1-1 exists as given by the sequence of nodes given in (1)
below.

8= xoR o Xy D X Ky Xp Y= Xgoo Xpp 1 XY Y141

e DXV Y n Y1 O YoV -Y =D (hH

In other words, if all the k - { + 2 substrings of o(S, D)

are used strings, we can use G(S, D) to represent the path
from S to D in (1).

Property 5: If all the k - { + 2 substrings of o(S, D) are

used strings, o(S, D) represents the shortest path from S to
D.

However, if some of the substrings of (S, D) are not
used strings, then some of the corresponding nodes do not
currently appear in the network and hence this path does not

exist. We note that any two consecutive strings in 6(S, D)

where O = x.x; (- X YD1 Yisio

is given by of,
0<i<k-i-1land

B = XiviXis2 XY Yia 1 Vs Viaivr Let Bbe the
first unused string in (1). According to our topology, either

o€ Sy or A€ S, .

Property 6: If x € S, and

Y = X, 10X 2 XYYy |- Y14 j» the O-1-image of ais
an used string, then

e o(S,a) represents a path from S to « of length i,
° there exists a path

a-oY—8= oxi+2"‘xky1yl+l"'yl+iyl+i+l

< ©o(3, D) isastring of length k+2-I-i
Property 7: If ae §, and
Y = X, 0% 9 XYy 1Yy 4 i the O-1-image of a is

an unused string, then

e o(S,a) represents a path from S to o of length i,
o there exists a path



@8 =0x;, 0 XYV 1 Yie Vi vl

» (8, D) isastring of length k+2-[-i

Properties 6 and 7 follow dircctly from our topology
defined in 2.1.

Property 8: If a network contains all nodes in Sg, Sy, ... , S¢

then

* there exists an edge S > ¥ = X x,...x, 0 and

° &(Y, D) represents a path from o to D of length

that cannot excced k+1. -
Proof of Property 8: Since the network contains all

nodes in Sp, Sy, ..., Sy Y€ §; forsomej, j<Sk and must
exist. Our topology (section 2.1) ensures that the edge
S — v exists. The path given below consists only strings
belonging to groups S;, 0<i<k and hence are used
strings:

Y= Xy x,0vg 2 x5 0,0y = ... 5 ¥y,...¥,.  The
number of edges in the path is k+ |, hence the proof.

Theorem 3:The diameter of a network using the
proposed topology cannot excecd 2(k+1).
Proof: We consider any source-destination pair (S, D).

If all the k - | + 2 substrings of (S, D) are used strings,

G(S, D) represents the shortest path from S to D and
cannot exceed k+1. If B is the first unused string in (1), and
a is the preceding string then we have to consider two
cases:

Case 1) e Sy : In this sitation we can apply
property 6 if O-1-image of o is an used string.
Otherwise we can use property 7. If we can use
property 6, it means we need two edges to insert the

digit y,,;,, - Altermatively, if we can use
property 7, it means we need one edge to insert the
digit ¥4y -

Case 2) ae S, ., : In this situation we discard the
partial path from S to a. The first edge in our new
be

Property 8 guarantees that once we have this
situation, we can always start all over again

YorYiee o Ye
encountering an unused string and requires a

path will S = xgk| . Xy > XXy 500

inserting  digits without ever
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maximum of k+1 edges.This represents the worst
case since there may exist a shorter path by finding

the longest suffix of xx,...x,0 that matches the

corresponding prefix of D. In this case the path
cannot exceed k + 2.
Case | can appear repeatedly. The worst situation is
when we have to apply it to insert every digit of D. In other’
words, the path in this case can be as long as 2(k+1).

3.2 Example of routing

Let us consider the network of Figure 2(b). Suppose, S
=011 and D = 001. Since the only outgoing edge from 011
is to its O-1-image 101, the first edge in the path is

011 — 101 .From 101, we shift in the successive digits of
the destination. So, the final path is given by
§=011-101-010-100-5001 =D. In this
particular example, there are no nodes belonging to group
k+1. So, case 2 is not used.

4. Experiments to determine the average hop
distance

We carried out some experiments to determine the

average hop distance k. In cach of these experiments, we
have started with a given value of d, the minimum indegree
(or outdegree) and a specified value of an integer k. The

network with dk nodes is identical to that given in (8). We

have calculated the average hop distance % of this network
from the hop distances of every source/destinations pairs
using the routing scheme described in the previous section.

Then we have added a node to the network and calculated A
for the new network in the same way. We continued the

process of adding nodes until the nctwork contained dt!
nodes. The results of the experiments are shown in Table I
and reveal the following:

» The average hop distance is approximately k+1.

o The average hop distance starts at approximately k
and increases to approximately k+1 as we start add-
ing nodes to the network.

We interpret these results as follows. Even though the
diameter is 2(k+1), the number of lightpaths through paths
involving 0-1 images, which increase the number of hops, is
relatively small. Qur network is identical to that in {2] when

. . I
the number of nodes in the network is d* or dk *1 and, for
these values, it is known that the network has a diameter of



k and k+1 respectively.

Table 1: Variation of average hop distance with number of

nodes
Number of d k average hop
nodes i
10 3 2 2.4333
13 3 2 2.6154
16 3 2 2.6618
19 3 2 2.4954
22 3 2 2.5974
25 3 2 2.5148
10 2 3 2.7000
12 2 3 2.9470
14 2 3 2.8022
16 2 3 2.8333
65 4 3 3.5954
75 4 3 3.8366
85 4 3 4.1077
95 4 3 4.2215
105 4 3 4.5172
115 4 3 4.5506
18 2 4 3.5915
20 2 4 3.67630
22 2 4 3.8636
24 2 4 4.30181
26 2 4 3.7908
28 2 4 3.7169

5. Conclusions

In this paper we have introduced a new graph as a
logical network for multihop networks. We have shown that
our network has an attractive average hop distance
compared to existing networks. The main advantage of our
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approach is the fact that we can very easily add new nodes
to the network. This means that the perturbation of the
network in terms of redefining edges in the network is very
small in our architecture. The routing scheme in our network
is very simple and avoids the use of routing tables.
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Attorney Docket No. 030048002US

Amendments to the Specification:

In accordance with 37 CFR 1.72(b), an abstract of the disclosure has been included
below. In addition, the status of the related cases listed on page 1 of the specification has been
updated.

Therefore, please add the Abstract as shown below:

A technique for adding a participant to a network is provided. This technique allows for

the simultaneous sharing of information among many participants in a network without the

placement of a high overhead on the underlying communication network. To connect to the

broadcast channel, a seeking computer first locates a computer that is fully connected to the

broadcast channel. The seeking computer then establishes a connection with a number of the

computers that are already connected to the broadcast channel. The technique for adding a

participant to a network includes identifying a pair of participants that are connected to the

network, disconnecting the participants of the identified pair from each other, and connecting

each participant of the identified pair of participants to the added participant.

Please amend the "Cross-Reference to Related Applications" to read as follows:

This application is related to U.S. Patent Application No. 09/629,576, entitled

“BROADCASTING NETWORK,” filed on July 31, 2000 (Attorney Docket No. 030048001

US); U.S. Patent Application No. 09/629,570, entitled “JOINING A BROADCAST

CHANNEL,” filed on July 31, 2000 (Attorney Docket No. 030048002 US), U.S. Patent

Application No. 09/629,577, “LEAVING A BROADCAST CHANNEL,” filed on July 31, 2000

(Attorney Docket No. 030048003 US);, U.S. Patent Application No. 09/629,575, "entitled

“BROADCASTING ON A BROADCAST CHANNEL,” filed on July 31, 2000 (Attorney

Docket No. 030048004 US); U.S. Patent Application No. 09/629,572, entitled “CONTACTING

A BROADCAST CHANNEL,” filed on July 31, 2000 (Attorney Docket No. 030048005 US);
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Attorney Docket No. 030048002US

U.S. Patent Application No. 09/629,023, entitled “DISTRIBUTED AUCTION SYSTEM,” filed

on July 31,2000 (Attorney Docket No. 030048006 US); U.S. Patent Application

No._09/629,043, entitled “AN INFORMATION DELIVERY SERVICE,” filed on July 31, 2000

(Attorney Docket No. 030048007 US); U.S. Patent Application No. 09/629,024, entitled

“DISTRIBUTED CONFERENCING SYSTEM,” filed on July 31, 2000 (Attorney Docket No.

030048008 US); and U.S. Patent Application No. 09/629,042, entitled “DISTRIBUTED GAME

ENVIRONMENT,” filed on July 31,2000 (Attorney Docket No. 030048009 US), the

disclosures of which are incorporated herein by reference.
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Attorney Docket No. 030048002US

Amendments to the Claims:

Following is a complete listing of the claims pending in the application, as amended:

1. (Currently amended) A computer-based, non-routing table based, non-switch

based method for adding a participant to a network of participants, each participant being
connected to three or more other participants, the method comprising:

identifying a pair of participants of the network that are connected wherein a seeking

participant contacts a fully connected portal computer, which in turn sends an

edge connection request to a number of randomly selected neighboring

participants to which the seeking participant is to connect;

disconnecting the participants of the identified pair from each other; and

connecting each participant of the identified pair of participants to the-addsd the seeking

participant.
2. (Original) The method of claim 1 wherein each participant is connected to 4
participants.
3. (Original) The method of claim 1 wherein the identifying of a pair includes

randomly selecting a pair of participants that are connected.

4, (Original) The method of claim 3 wherein the randomly selecting of a pair
includes sending a message through the network on a randomly selected path.

5. (Original) The method of claim 4 wherein when a participant receives the
message, the participant sends the message to a randomly selected participant to which it is
connected.

6. (Currently amended) The method of claim 4 wherein the randomly selected path

is appreximatebrproportional to the diameter of the network.
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Attorney Docket No. 030048002US

7. (Original) The method of claim 1 wherein the participant to be added requests a
portal computer to initiate the identifying of the pair of participants.

8. (Original) The method of claim 7 wherein the initiating of the identifying of the
pair of participants includes the portal computer sending a message to a connected participant
requesting an edge connection.

9. (Currently amended) The method of claim § wherein the portal computer

indicates that the message is to travel a eetaim—distance proportional to the diameter of the

network and wherein the participant that receives the message after the message has traveled that
sertamn-distance is one of the participants of the identified pair of participants.

10. (Currently amended) The method of claim 9 wherein the certain distance is
approximatelytwice the diameter of the network.

11. (Original) The method of claim 1 wherein the participants are connected via the
Internet.

12. (Original) The method of claim 1 wherein the participants are connected via
TCP/IP connections.

13. (Original) The method of claim 1 wherein the participants are computer
processes.

14. (Currently amended) A computer-based, non-switch based method for adding

nodes to a graph that is m-regular and m-connected to maintain the graph as m-regular, where m
is four or greater, the method comprising:
identifying p pairs of nodes of the graph that are connected, where p is one half of m,

wherein a seeking node contacts a fully connected portal node, which in turn

sends an edge connection request to a number of randomly selected neighboring

nodes to which the seeking node is to connect;
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Attorney Docket No. 030048002US
disconnecting the nodes of each identified pair from each other; and

connecting each node of the identified pairs of nodes to the-added-the seeking node.

15.  (Original) The method of claim 14 wherein identifying of the p pairs of nodes
includes randomly selecting a pair of connected nodes.

16. (Original) The method of claim 14 wherein the nodes are computers and the
connections are point-to-point communications connections.

17. (Original) The method of claim 14 wherein m is even.

18-31. (Previously cancelled)

32. (Currently amended) A computer-readable medium containing instructions for
controlling a computer system to connect a participant to a network of participants, each
participant being connected to three or more other participants, the network representing a
broadcast channel wherein each participant forwards broadcast messages that it receives to all of

its neighbor participants, wherein each participant connected to the broadcast channel receives

all messages that are broadcast on the network, the network containing a method wherein

messages are numbered sequentially so that messages received out of order are queued and

rearranged to be in order, by a method comprising:

identifying a pair of participants of the network that are connected,
disconnecting the participants of the identified pair from each other; and
connecting each participant of the identified pair of participants to t-he-addedﬁ seeking
participant.
33.  (Ornginal) The computer-readable medium of claim 32 wherein each participant
1s connected to 4 participants.
34, (Original) The computer-readable medium of claim 32 wherein the identifying of

a pair includes randomly selecting a pair of participants that are connected.
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35. (Original) The computer-readable medium of claim 34 wherein the randomly
selecting of a pair includes sending a message through the network on a randomly selected path.

36.  (Original) The computer-readable medium of claim 35 wherein when a
participant receives the message, the participant sends the message to a randomly selected
participant to which it is connected.

37. (Currently amended) The computer-readable medium of claim 35 wherein the
randomly selected path is appreximately-twice a diameter of the network.

38. (Original) The computer-readable medium of claim 32 wherein the participant to
be added requests a portal computer to initiate the identifying of the pair of participants.

39. (Original) The computer-readable medium of claim 38 wherein the initiating of
the 1dentifying of the pair of participants includes the portal computer sending a message to a
connected participant requesting an edge connection.

40.  (Currently amended) The computer-readable medium of claim 38 wherein the

portal computer indicates that the message is to travel a eertain-distance that is twice the diameter

of the network and wherein the participant that receives the message after the message has

traveled that eertain-distance is one of the identified pair of participants.

41-49. (Previously cancelled)
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REMARKS .
Reconsideration and withdrawal of the rejections set forth in the Office Action dated
January 12, 2004 are respectfully requested.

L. Rejections under 35 U.S.C. § 112, first paragraph

Claims 1, 14, and 32 have been amended to include sufficient antecedent basis. In claim
1, the phrase "the added participant”, which appears in the last line of the claim, has been
changed to "the seeking participant”. In addition, "a seeking participant" precedes "the seeking
participant" in an earlier line of claim 1, providing sufficient antecedent basis. In claim 32, the
phrase "the added participant", which appears in the last line of the claim, has been changed to "a
seeking participant". In claim 14, the phrase "the added node", which appears in the last line of
the claim, has been changed to "the seeking node". In addition, "a seeking node" precedes "the
seeking node" in an earlier line of claim 14, providing sufficient antecedent basis.

II. Rejections under 35 U.S.C. § 112, second paragraph

Claim 6 has been amended to render the claim definite. The term "approximately
proportional” has been changed to "proportional”. Claim 10 has also been amended to render the
claim definite. The term "approximately twice the diameter" has been changed to "twice the
diameter”". Claim 37 has been amended to render the claim definite. The term "approximately
twice a diameter of the network" has been changed to "twice a diameter of the network".

IIT.  Rejections under 35 U.S.C. § 102

A. The Applied Art

U.S. Patent No. 6,603,742 B1 to Steele, Jr. et al. (Steele, Jr. et al) is directed to a
technique for reconfiguring networks while it remains operational. Steele, Jr. et al. discloses a
method for adding nodes to a network with minimal recabling. Column 3, lines 2-5. An interim

routing table is used to route traffic around the part of the network affected by the adding of a
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node. Column 11, lines 40-45. Each node in the network can connect to five other nodes.
Column 4, lines 36-39, Column 4, lines 43-44. To add a node to a network, two links between
two pairs of existing nodes are removed and five links are added to connect the new node to the
network. Column 11, lines 25-31. For example, when upgrading from 7 to 8 nodes, the network
administrator removes two links, 3-1 and 5-2, and adds five links, 7-1, 7-2, 7-3, 7-5, and 7-6.
Column 12, lines 45-48.

B. Analysis

Distinctions between claim 1 and Steele, Jr. et al. will first be discussed, followed by
distinctions between Steele, Jr. et al. and the remaining dependent claims.

As noted above, Steele, Jr. et al. discloses a technique for reconfiguring networks. Such
a technique includes steps for disconnecting the participants of a pair from each other and
connecting each participant to a seeking participant but does not include a step for identifying a
pair of participants of the network that are fully connected. Column 12, lines 45-49. Steele, Jr.
et al. fails to disclose a method for identifying a pair of participants of the network that are fully
connected.

In contrast, claim 1 as amended includes the limitation of identifying a pair of
participants of the network that are connected. For at least this reason, the applicant believes that
claim 1 is patentable over Steele, Jr. et al.

The invention discloses an identification method in which a seeking participant contacts a
fully connected portal computer. The portal computer directs the identification of a number of
(for example four), randomly selected neighboring participants to which the seeking participant
is to connect. Steele, Jr. et al. fails to disclose a portal computer that directs the identification of
viable neighboring participants to which the seeking participant is to connect. Claim 1 has been

amended to recite, among other limitations, the use of a portal computer for the identifying of "a
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number of selected neighboring participants to which the seeking participant is to connect."
Steele, Jr. et al. fails to disclose such a method for identifying neighboring participants for a
seeking participant to connect to. For at least this reason, claim 1 is patentable over Steele, Jr. et
al.

Further, the claimed does not make use of routing tables. Steele, Jr. et al. fails to disclose
a non-table based routing method. Claim 1 has been amended to recite, among other limitations,
"a computer-based, non-routing table based, non-switch based method for adding a participant to
a network of participants". For at least this reason, claim 1 is patentable over Steele, Jr. et al.

Claim 2 discloses a connection scheme where "each participant is connected to 4
participants". Steele, Jr. et al. fails to disclose a connection scheme in which each participant is
connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which
each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this
reason, claim 2 is patentable over Steele, Jr. et al.

Anticipation a claim under 35 U.S.C. § 102 requires that the cited reference must teach
every element of the claim.! Steele, Jr. et al. fails to disclose every limitation recited in claim 1.
Since claim 1 is allowable, based on at least the above reasons, the claims that depend on claim 1

are likewise allowable.

1 MPEP section 2131, p. 70 (Feb. 2003, Rev. 1). See also, Ex parte Levy, 17
U.S.P.Q.2d 1461, 1462 (Bd. Pat. App. & Interf. 1990) (to establish a prima facie case of
anticipation, the Examiner must identify where “each and every facet of the claimed invention is
disclosed in the applied reference.”); Glaverbel Société Anonyme v. Northlake Mktg. & Supply,
Inc., 45 F.3d 1550, 1554 (Fed. Cir. 1995) (anticipation requires that each claim element must be
identical to a corresponding element in the applied reference); Atlas Powder Co. v. E.l. duPont
De Nemours, 750 F.2d 1569, 1574 (1984) (the failure to mention “a claimed element (in) a prior
art reference is enough to negate anticipation by that reference”).

\\sea_apps\patent\Clients\Boeing (03004)\8002 (Joining\UsOO\OFFICE ACTION RESPONSE 9.00C -10-

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1279 of 1442



Attorney Docket No. 030048002US

IV.  Rejections under 35 U.S.C. § 103, first paragraph

A. The Applied Art

A Flood Routing Method for Data Networks by Cho (Cho) is directed to a routing
algorithm based on a flooding technique. Cho discloses a method in which flooding is used to
find an optimal route to forward messages through. Flooding refers to a data broadcast technique
that sends the duplicate of a packet to all neighboring nodes in a network. In Cho, flooding is
not used to send the message, but is used to locate the optimal route for the message to be sent
through. The method entails flooding a very short packet to explore an optimal route for the
transmission of the message and to establish the data path via the selected route. Each node
connected to the broadcast channel does not receive all messages that are broadcast on the
broadcast channel. When a node receives a message, it does not forward that message to all of
its neighboring nodes using flooding. In addition, Cho fails to disclose a method for rearranging
a sequence of messages that are received out of order.

B. Analysis

As noted above, Steele, Jr. et al. discloses a method for adding nodes to a network with
minimal recabling. Steele, Jr. et al. fails to disclose a method in which "eacﬁ participant
forwards broadcast messages that it receives to all of its neighbor participants". Claim 32 has
been amended to clarify the language of previously pending claim 32. Cho discloses a method in
which flooding is used to find an optimal route to forward messages through. Cho fails to
disclose the use of flooding to forward messages. In Cho, flooding is used only to find an
optimal route for data transmission and is not used to actually forward messages. Cho fails to
disclose a system in which "each participant forwards broadcast messages that it receives to all
of its neighbor participants". In Cho, each participant forwards messages only to a destination

node once the optimal route has been selected. Cho fails to disclose a system in which "each
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participant connected to the broadcast channel receives all messages that are broadcast on the
network". In addition, Cho fails to disclose a method for addressing a sequence of messages that
are received out of order in which "messages are numbered sequentially so that messages
received out of order are queued and rearranged to be in order".

As explained below, there is no incentive or teaching to combine Steele, Jr. et al. and
Cho. However, even if they were combined, neither Steele, Jr. et al. nor Cho teach or suggest
the use of flooding to send messages to all nodes connected to a broadcast channel. In addition,
neither Steele, Jr. et al. nor Cho teach or suggest the sequential numbering of messages to
rearrange a sequence of messages that are received out of order. The invention of claim 32
includes forwarding messages to all neighboring nodes and numbering each message
sequentially so that "messages received out of order are queued and rearranged to be in order",
which are not disclosed in either Steele, Jr. et al. or Cho. For at least this reason, the applicant
believes that claim 32 is patentable over the combination of Steele, Jr. et al. and Cho.

The independent claims are allowable not only because they recite limitations not found
in the references (even if combined), but for at least the following additional reasons. For
example, there is no motivation to combine the various references as suggested in the Office
Action. According to the Manual of Patent Examining Procedure ("MPEP") and controlling case
law, the motivation to combine references cannot be based on mere common knowledge and
common sense as to benefits that would result from such a combination, but instead must be
based on specific teachings in the prior art, such as a specific suggestion in a prior art reference.
For example, last year the Federal Circuit rejected an argument by the PTO's Board of Patent
Appeals and Interferences that the ability to combine the teachings of two prior art references to

produce beneficial results was sufficient motivation to combine them, and thus overturned the
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Board's finding of obviousness because of the failure to provide a specific motivation in the prior
art to combine the two references.2 The MPEP provides similar instructions.3

Conversely, and in a manner similar to that rejected by the Federal Circuit, the present
Office Action lacks any description of a motivation to combine the references. Thus, if the
current rejection is maintained, the applicant's representative requests that the Examiner explain
with the required specificity where a suggestion or motivation in the references for so combiniﬁg
the references may be found.*

Steele et al. deals with a method for adding nodes to a network while Cho deals with
finding an optimal route to forward messages in a network. The addition of nodes to a network
represents a completely separate process from the forwarding of messages in a network. Steele
et al. contains no specific teachings that would suggest combining Steele et al. with Cho. In
other words, Steele et al. contains no specific teachings that would suggest finding an optimal
route to forward messages in a network.

One may not use the application as a blueprint to pick and choose teachings from various
prior art references to construct the claimed invention ("impermissible hindsight
reconstruction").> Assuming, for argument's sake, that it would be obvious to combine the

teachings of Steele et al. with Cho, then Steele et al. would have done so because it would have

2 |n re Sang-Su Lee, 277 F.3d 1338, 1341-1343 (Fed. Cir. 2002).

3 Manual of Patent Examining Procedure, Section 2143 (noting that "the teaching or
suggestion to make the claimed combination and the reasonable expectation of success must
both be found in the prior art, not in applicant's disclosure," citingin re Vaeck, 947 F.2d 488
(Fed. Cir. 1991).

4 See, MPEP Section 2144.03.

5 See, e.g., In re Gorman, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose between isolated disclosures in the prior art to
deprecate the claimed invention.").
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provided at least some of the advantages of the presently claimed invention. Steele et al.’s failure
to employ the teachings cited in Cho is persuasive proof that the combination recited in claim 32
is unobvious. For at least this reason, the applicant believes that claim 32 is patentable over the
combination of Steele et al. and Cho.

Claim 33 discloses a connection scheme where "each participant is connected to 4
participants”. Steele, Jr. et al. fails to disclose a connection scheme in which each participant is
connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which
each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this
reason, claim 33 is patentable over Steele, Jr. et al.

Since claim 32 is allowable, based on at least the above reasons, the claims that depend
on claim 32 are likewise allowable. Thus, for at least this reason, claim 33 is patentable over the
combination of Steele, Jr. et al. and Cho.

V. Rejections under 35 U.S.C. § 103, second paragraph

A. The Applied Art

U.S. Patent No. 6,490,247 B1 to Gilbert et al. (Gilbert et al.) is directed to a ring-ordered,
dynamically reconfigurable computer network utilizing an existing communications system.
Gilbert et al. discloses a method for adding a node to a network using a switching mechanism in
which the nodes are ordered in a ring-like configuration as opposed to a hypercube
configuration. Column 3, lines 28-35. The first step in adding a seeking node to the network
consists of the seeking contacting a portal node that is fully connected to the network. Column
6, lines 31-33. The portal node that is contacted provides information regarding a neighboring
node that is adjacent to the seeking node; the selection of the neighboring node is not random.
Column 6, lines 40-42. The seeking node then contacts the neighboring node to request a

connection. Column 6, lines 57-59. The portal node provides the relevant information regarding
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the node that is adjacent to the neighboring node that is adjacent to the seeking node but does not
request a connection.

U.S. Patent No. 6,553,020 B1 to Hughes et al. (Hughes et al.) is directed to a network for
interconnecting nodes for communication across the network. Hughes et al. fails to disclose a
system where a portal computer randomly selects four nodes to serve as neighboring'nodes to the
seeking node. Hughes et al. also fails to disclose a system in which the portal computer sends an
edge connection request to the neighboring nodes.

B. Analysis

As noted above, Gilbert et al. discloses a method for adding a node to a network using a
switching mechanism. Gilbert et al. fails to disclose a method in which a portal computer seeks
"a number of randomly selected neighboring participants to which the seeking participant is to
connect". In Gilbert et al., the selection of the neighboring nodes is not random. Column 6,
lines 40-49. Figure 6 of Gilbert et al. reveals that node 100 selects nodes 10 and 16; the
selection of nodes 10 and 16 is not random since they are purposely adjacent to one another and
since node 10 provides node 100 with information regarding the node adjacent to it, node 16.
Column 6, lines 42-46. Gilbert et al. fails to disclose a method in which a portal computer
"sends an edge connection request to a number of randomly selected neighboring participants to
which the seeking participant is to connect". In Gilbert et al., the seeking node, not the portal
node, contacts the neighboring participants to which the seeking participant is to connect.
Column 6, lines 57-61. Gilbert et al. fails to disclose a "non-switch based method for adding a
participant to a network of participants". Column 3, lines 8-11. Gilbert et al. fails to disclose a
method in which an additional node contacts "a number of randomly selected neighboring
participants”. Column 6, lines 30-32. Hughes et al. discloses a method in which an additional

node contacts four neighboring participants. Hughes et al. fails to disclose a method in which a
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portal computer seeks "four randomly selected neighboring participants to which the seeking
participant is to connect". Hughes et al. also fails to disclose a method in which a portal
computer "sends an edge connection request to four randomly selected neighboring participants
to which the seeking participant is to connect”.

As explained below, Gilbert et al and Hughes et al. would not be combined. However,
even if they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the random
selection of neighboring participants. Claim 1 has been amended to recite, among other
limitations, a method in which a portal computer seeks "four randomly selected neighboring
participants to which the seeking participant is to connect”. In other words, the invention of
claim 1 includes randomly selecting neighboring participants to which the seeking participant is
to connect, which is not disclosed in either Gilbert et al or Hughes et al. Even if they were
combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an edge
connection request by the portal computer to the randomly selected neighboring participants to
which the seeking participant is to connect. Claim 1 has been amended to recite, among other
limitations, a method in which a portal computer "sends an edge connection request to four
randomly selected neighboring participants to which the seeking participant is to connect". In
other words, the invention of claim 1 includes the portal computer sending an edge connection
request to the randomly selected neighboring participants to which the seeking participant is to
connect, which is not disclosed in either Gilbert et al or Hughes et al. For at least these reasons,
the applicant believes that claim 1 is patentable over the combination of Gilbert et al and Hughes
etal.

In a similar fashion, claim 14 has been amended to recite, among other limitations, a
method in which a portal computer seeks "four randomly selected neighboring nodes to which

the seeking node is to connect". In other words, the invention of claim 14 includes randomly
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selecting neighboring nodes to which the seeking node is to connect, which is not disclosed in
either Gilbert et al or Hughes et al. Even if they were combined, neither Gilbert et al nor
Hughes et al. teach or suggest the random selection of neighboring nodes. In addition, even if
they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an
edge connection request by the portal computer to the randomly selected neighboring nodes to
which the seeking node is to connect. Claim 14 has been amended to recite, among other
limitations, a method in which a portal computer "sends an edge connection request to four
randomly selected neighboring nodes to which the seeking node is to connect". In other words,
the invention of claim 14 includes the portal computer sending an edge connection request to the
randomly selected neighboring nodes to which the seeking node is to connect, which is not
disclosed in either Gilbert et al or Hughes et al. For at least these reasons, the applicant believes
that claim 14 is patentable over the combination of Gilbert et al and Hughes et al.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on
claim 1 are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11-13 are
patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,
based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.
Thus, for at least this reason, claims 15-17 are patentable over the combination of Gilbert et al
and Hughes et al.

If the current rejection is maintained, the applicant's representative requests that the
Examiner explain with the required specificity where a suggestion or motivation in the

references for so combining the references may be found.6

6 See, MPEP Section 2144.03.
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Gilbert et al. deals with a method for adding nodes to a network while Hughes et al. deals
with a network for interconnecting nodes for communication across the network. The addition
of nodes to a network represents a completely separate process from the interconnection of nodes
in a network. Hughes et al. contains no specific teachings that would suggest combining Hughes
et al. with Gilbert et al. In other words, Hughes et al. contains no specific teachings that would
suggest adding a node to a network.

As is known, one may not use the application as a blueprint to pick and choose teachings
from various prior art references to construct the claimed invention ("impermissible hindsight
reconstruction").” Assuming, for argument's sake, that it would be obvious to combine the
teachings of Hughes et al. with Gilbert et al., then Hughes et al. would have done so because it
would have provided at least some of the advantages of the presently claimed invention. Hughes
et al’s failure to employ the teachings cited in Gilbert et al. is persuasive proof that the
combination is unobvious. For at least this reason, the applicant believes that claims 1 and 14
are patentable over the combination of Hughes et al. and Gilbert et al.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on
claim 1 are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11-13 are
patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,
based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.
Thus, for at least this reason, claims 15-17 are patentable over the combination of Gilbert et al

and Hughes et al.

7 See, e.g., In re Gorman, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose between isolated disclosures in the prior art to
deprecate the claimed invention.").
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VI.  Rejections under 35 U.S.C. § 103, third paragraph

A. The Applied Art

A Flood Routing Method for Data Networks by Cho (Cho), U.S. Patent No. 6,490,247 B1
to Gilbert et al. (Gilbert et al.), and U.S. Patent No. 6,553,020 B1 to Hughes ét al. (Hughes et al.)
have already been disclosed in the above descriptions of the applied art.

B. Analysis

As noted previously, Gilbert et al. discloses a method for adding nodes to a network
while Hughest et al. discloses a network for interconnecting nodes for communication across the
network. The combination of Gilbert et al. and Hughest et al. fails to disclose a method in which
"each participant forwards broadcast messages that it receives to all of its neighbor participants".
Cho discloses a method in which flooding is used to find an optimal route to forward messages
through. Cho fails to disclose the use of flooding to forward messages. In Cho, flooding is used
only to find an optimal route for data transmission and is not used to actually forward messages.
Cho fails to disclose a system in which "each participant forwards broadcast messages that it
receives to all of its neighbor participants”. In Cho, each participant forwards messages only to a
destination node once the optimal route has been selected. Cho fails to disclose a system in
which "each participant connected to the broadcast channel receives all messages that are
broadcast on the network". In addition, Cho fails to disclose a method for addressing a sequence
of messages that are received out of order in which "messages are numbered sequentially so that
messages received out of order are queued and rearranged to be in order". Claim 32 has been
amended to clarify the inherent language of previously pending claim 32. As explained below,
Gilbert et al, Hughes et al., and Cho would not be combined. However, even if they were
combined, Gilbert et al, Hughes et al., and Cho fail to teach or suggest the use of flooding to

send messages to all nodes connected to a broadcast channel. In addition, Gilbert et al, Hughes
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et al., and Cho fail to teach or suggest the sequential numbering of messages to rearrange a
sequence of messages that are received out of order. The invention of claim 32 includes
forwarding messages to all neighboring nodes and numbering each message sequentially so that
"messages received out of order are queued and rearranged to be in order", which are not
disclosed in Gilbert et al, Hughes et al., or Cho. For at least these reasons, the applicant believes
that claim 32 is patentable over the combination of Gilbert et al, Hughes et al., and Cho.

Since claim 32 is allowable, based on at least the above reasons, the claims that depend
on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are
patentable over the combination of Gilbert et al, Hughes et al., and Cho.

Gilbert et al. deals with a method for adding nodes to a network, Hughes et al. deals with
a network for interconnecting nodes for communication, and Cho deals with finding an optimal
route to forward messages in a network. These three prior art references represent separate,
distinct processes. The combination of Gilbert et al. and Hughes et al. contains no specific
teachings that would suggest combining Gilbert et al. and Hughes et al. with Cho. In other
words, the combination of Gilbert et al. and Hughes et al. contains no specific teachings that
would suggest finding an optimal route to forward messages in a network.

Assuming, for argument's sake, that it would be obvious to combine the teachings of
Gilbert et al. and Hughes et al. with Cho, then Gilbert et al. and Hughes et al. would have done
so because it would have provided at least some of the advantages of the presently claimed
invention. The failure of Gilbert et al. and Hughes et al. to employ the teachings cited in Cho is
persuasive proof that the combination recited in claim 32 is unobvious. For at least this reason,
the applicant believes that claim 32 is patentable over the combination of Gilbert et al. and

Hughes et al. in view of Cho.
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Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are
patentable over the combination of Gilbert et al, Hughes et al., and Cho.

VII. Conclusion

In view of the foregoing, the claims pending in the application comply with the

requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of

. Allowance is, therefore, respectfully requested. If the Examiner has any questions or believes a

telephone conference would expedite prosecution of this application, the Examiner is encouraged

to call the undersigned at (206) 359-6488.

Respectfully submitted,
Perkins Coigd.LP

Date: 5/,//‘?/05/ L

Chun M. Ng
Registration No. 36,878

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-6488
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Performance Analysis of Network Connective Probability of Multihop
Network under Correlated Breakage

Shigeki Shiokawa and Iwao Sasase
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3-14-1 Hiyoshi, Kohoku, Yokohama, 223 JAPAN

Abstract—One of important properties of multihop network is the
network connective probability which evaluate the connectivity of
the network. The network connective probability is defined as the
probability that when some nodes are broken, rest nodes connect
each other. Multihop networks are classified to the regular net-
work whose link assignment is regular and the random network
whose link assignment is random. It has been shown that the net-
work connective probability of regular network is larger than that
of random network. However, all of these results is shown under
independent node breakage. In this paper, we analyze the network
connective probability of multihop networks under the correlated
node breakage. It is shown that regular network has better per-
formance of the network connective probability than random net-
work under the independent breakage, on the other hand, random
network has better performance than regular network under the

correlated breakage.

1 Introduction

In recent years, multi-hop networks have been widely studied
[1]-{8]. These networks must pass messages between source and
destination nodes via intermediate links and nodes. Examples of
them include ring, shuffie network (SN) [1],(2] and chordal net-
work (CN)[3]. One of the very important performance measure
of multi-hop network is the connectivity of the network. If some
nodes are broken, it is needed for a network to guarantee the con-
nection among non-broken nodes. Thus, the network conncctive
probability defined as the probability that when some nodes are
broken, rest links and nodes construct the connective network,
should be a very important property to evaluate the connectivity

of the network.

Multi-hop networks are classified to regular network and ran-
dom network according to the way of link assignment. In the regu-
lar network, links arc assigned regularly and examples of them in-
clude shufflenet and manhattan street network. On the other hand,
in random network, link assignment is not regular but somewhat
random and examples of them include connective semi-random
network (CSRN) [6). The network connective probabilities of
some multi-hop networks have been analyzed and it has been
shown that the network connective probability of regular network
is larger than that of random network. However, all of them is an-
alyzed under the condition that locations of broken nodes are in-
dependent each other. In the real network. there are some casc that
the locations of broken nodes have correlation, for example, links
and nodes are broken in the same area under the case of disaster.
Thus, it is significant and great of interest to analyze the network
connective probability under the condition when the locations of

broken nodes have correlations each other.
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In this paper, we analyze the network connective probability
of multi-hop network under the condition that locations of broken
nodes have correlations each other, where we treat SN, CN and
CSRN as the model for analysis. We realize the correlation as fol-
lows. At first, we note one node and break it and call this node the
center broken node. And next, we note nodes whose links con-
nect to the center broken nodes and break them at some probabil-
ity. We define this probability as the correlated broken probability.
Very interesting result is shown that under independent breakage
of node, regular network has better performance of the network
connective probability than random network, on the other hand,
under the correlated breakage of node, random network has better
performance than regular network.

In the section 2, we explain network model of SN, CN and
CSRN which we analyze in the section 3. In the section 3, we ana-
lyze the network connective probability under the condition when
the location of broken nodes have correlation each other. And we
compare each of network connective probability in the section 4.
In the last, we conclude our study.

2 Multihop network model

In this section, we explain the multihop network models used
for analysis of the network connective probability. We treat three
networks such as SN, CN and CSRN which consists of V nodes
and p unidirected outgoing links per node.

Fig. 1 shows SN with 18 nodes and 2 outgoing links per node.
To construct the SN, we arange N = kpt (k = 1,2, p=
1,2,---) nodes in k columns of p* nodes each. Moving from left
to right, successive columns are connected by p**! outgoing links,
arranged in a fixed shuffle pattemn, with the last column connected
to the first as if the entire graph were wrapped around a cylinder.
Each of the p* nodes in a column has p outgoing links directed
to p different nodes in the next column. Numbering the nodes in
a column from O to p* — 1, nodes i has outgoing links directed
to nodes j,7 + 1,---, and j + p — 1 in the next column, where
j = (i mod p*~Y)p. In Fig. 1, p is equal to 2 and k is equal to 2.
Since the link assignmentof SN is regular, SN is regular network.

Fig. 2 shows CN with 16 nodes and 2 outgoing links per node.
To construct CN, at first, we construct unidirected ring network
with N nodes and N unidirected links. And p— 1 unidirected links
are added from each node. Numbering nodes along ring network
from 0 to N —~ 1, node i has outgoing links directed to nodes (i +
1) mod N,(i + ry) mod N,---, and (i + r,_;) mod N, where
r; (j =1,2,--+,p — 1) is defined as the chordal length. In Fig. 2,
7} is equal to 3. Since r; for every 1 are independent each other, CN
is not regular network. However, CN has much regular elements
such a symmetrical pattern of network.
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Figure 2. Chordal network with N = 16,p=2and r, = 3.

Fig. 3 shows CSRN with 16 nodes and 2 outgoing links from a
node. Similarly with CN, CSRN includes unidirected ring network
with N nodes and N unidirected links. And we add p — | links
from each node whose directed nodes are randomly selected. In
CSRN, the number of incoming links per node is not constant, for
example, in Fig. 3, the number of incoming links into node I is
1 and the one into node 3 is 3. The link assignment of CSRN is
random except for the part of ring network, thus CSRN is random
petwork. It has been showa that since the number of incoming
links per node is not constant, the network connective probability
of CSRN is smaller than those of SN and CN when locations of
broken nodes are independent each other. And that of SN is the
same as that of CN, because the network connective probability
depends on the number of incoming links come into every nodes.

3 Performance Analysis

Here, we analyze the network connective probability of SN, CN
and CSRN under the condition that locations of broken nodes have
correlation each other. Now, we explain the network connective
probability in detail using Fig. 3. This figure shows the connective
network whichis defined as the network in which all nodes connect
to every other nodes directly or indirectly. At first, we consider the
case that the node 1 is broken. The node 1 has two outgoing links
directed to nodes 2 and 3, and if the node 1 is broken, we can not
use them. However, node 2 has two incoming links from nodes 1
and 14, and node 3 has three incoming links from nodes 1, 2 and
11, Therefore, even if node 1 is broken, rest nodes can construct

Figure 3. Conneclive semi-random petwork with N = 16 and
p=2.

the connective network. Next, we consider the case that node 0 is
broken. The node 0 has two outgoing links directed to nodes 1 and
8, and if the node O is broken, we can not use them. Since node
I has only one incoming link from node 0, even if onty node 0 is
broken, rest nodes can not connect to node 1, that is, they can not
construct the connective network. Here, we define the network
connective probability as the probability that when some nodes
and links are broken, the rest nodes and links can construct the
connective network.

Now, we explain the correlated node breakage using Fig. 3. At
first, we note one node and break it, where this node is called as
the center broken node. And then, we note nodes whose outgoing
links come into the center broken node or whose incoming links
go out of the center broken node, and break them at a probability
defined as the correlated broken probability. In Fig 3, when we
assume that the center broken node is the node 3, there are five
nodes 1, 2, 4, 9 and 11 which have possibility to become correlated
broken node. And they become the broken nodes at the correlated
broken probability. It is obvious that none of them is broken when
the correlated broken probability is 0 and all of them is broken
when the correlated broken probability is 1.

In our study, we analyze the network connective probability that
only nodes are broken. And we assume that the number of center
broken node is one in the analysis. We denote the correlated bro-
ken probability by a and the network connective probability of SN,
CN and CSRN by Psy, Pon and Peggry, respectively.

3.1 Shuffle Network

Because the number of incoming links per node in SN is the
constant p, when broken node is only center broken node, the rest
nodes can construct the connective network. There are 2p nodes
have the possibility to become the correlated broken node. All of p
nodes which have outgoing link come into the center broken node
have the outgoing links directed to the same nodes. For example,
in Fig. 1, if we assume that the node 9 is the center broken node,
the nodes 0, 3 and 6 has outgoing links to node 9. And each of
three nodes have two outgoing links directed to nodes 10 and 11.
Therefore, only when all of them are broken, the rest nodes can
not construct the connective network. On the other hand, all of
outgoing links go out from p nodes which have incoming link from
center broken node direct to different nodes. In Fig. 1, nodes 0, 1
and 2 have the incoming link from center broken node 9. And
all of the outgoing links from their nodes direct to different nodes,
thus even if all of them are broken, the rest nodes can construct the
connective network. Thus, the network connective probability of
SN is the probability that all of nodes whose outgoing links come
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into the center broken node are broken, and it is derived as

P5N=I—a". (1

3.2 Chordal Network

The network connective probability of CN with p = 2 is differ-
ent from that withp > 3. At first, we consider the case withp = 2.
When p is equal to 2, ali of the outgoing links, from the nodes
whose incoming links go out from the center broken node, direct
to the same node. For example, in Fig. 2, when we assume that
the center broken node is node 0, the outgoing links from it direct
to nodes 1 and 4. And each of outgoing links from them directs to
node S. Therefore, only when all nodes whose incoming links go
out from the center broken node are broken, the rest nodes can not
construct the connective network. And we can obtain the network
connective probability as

Pon=1-d’ for p=2. (2)
And next, we consider the case that p > 3. in CN, when p is equal
to or larger than three and each chordal length is selected properly,
all of outgoing links from the nodes whose incoming links go out
from the center broken node do not direct to the same nodes. And
therefore, even if alt of nodes which connect to the center broken
nodes with incoming or outgoing links is broken, the rest nodes
can construct the connective network, that is,

Pey =1 for p>3. 3)

3.3 Connective Semi-Random Network

In CSRN, the number of the incoming links per node is not con-
stant. Since the maximum number of incoming links is N — I and
one link come into a node at Jeast, the probability that the number
of the incoming links come into a node is ¢, denoted as A, is

0, fori =0

Ai= N-2 P -l P \N-i-i .
(i—l)(N—z) (l—N_z) fori > 1.
4)

The nodes which have possibility to become the correlated bro-
ken nodes are those which connect to the center broken node by
outgoing link or incoming link. When the number of the incom-
ing link come into the center broken node is i, the sum of outgoing
links and incoming links it have is p + i. However, the number of
the nodes which have possibility to become the correlated broken
nodes is not always p + i, because the p outgoing links have the
possibility to overlap with one of ¢ incoming links. For example,
in Fig. 3, when the center broken nodes is node 5, the outgoing link
to node 12 overlap with the incoming link from node 12. There-
fore, in spite of the node 5 has four outgoing and incoming links,
the number of the nodes which have possibility to become the cor-
related broken nodes when the node 5 is the center broken node is
three.

And now, we derive the probability that the number of nodes
which have possibility to become the correlated broken nodes is 7
denoted as B;. Before derive Bj, we derive the probability that g
of p outgoing links which go out of a node overlap with r incoming
links come into it, denoted as C, o . Here, we define regular link
as the link which construct the ring network and random link as
other link. We consider the two case. The one is the case that one
of the incoming links overlap with the regular outgoing link, and
the other case is that none of incoming links overiap with it. Since
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the regular incoming link never overlap with the regular outgoing
link, the probability to become the first case is (r — DN =2)
and one o become the second case is | - (r — 1)/(N = 2). In
the first case, Cp,q,- is the same as the probability that each of
q — 1 outgoing links among the p — 1 outgoing links except for
the regular outgoing link overlap one of r — 1 incoming links,
denoted as Cp,_ oy ;- And in the second case, Cpq.r is the
same as the probability that each of g outgoing links among the
p — 1 outgoing links except for the regular outgoing link overlap
one of r incoming links, denoted as C, —1,q,r Using C;,.v,‘,,, given
as follows,

0, forqg' < 0,7 <0,¢ >p,
@ +7' > Nand
C;,Iqlrl= q'<pl+rl~N)

'

»

(u,) o~ P‘: hv_z_,.lpnl_ql
NPy

, otherwise,

5

we can derive Cp ¢,r a$

r—1
Crar =(F 3
B; can be derived as the sum of the probability that when the num-
ber of incoming links is j — p + ¢, ¢ of p outgoing links overlap
with onec of incoming links. Therefore, we can obtain B; as

-1
)C;—l,q—l,r—l +(1- ]L\]—_—i)c}"—liql' : (6)

P

B; = b

g=maz(0,p+1 —j)

Ai—p‘qu.q.i-r»q . M

Here, we consider two nodes whose regular links connect to the
center broken node. We call them regular node (R-node). And we
define non-connective node (NC-node) as the node which have no
incoming link. Even if a node has many incoming links, when all
of source node of them are broken, it becomes NC-node. How-
ever, when the number of incoming link is equal to or greater than
2, the probability that all of source nodes of them are broken is
very small compared with that when the number of incoming link
is 1. Therefore, we assume the NC-node as the node which have
only one incoming link and its source node is broken. That is,
when the destination node of regular outgoing link of the broken
node has only this regular incoming link and this node is not bro-
ken, it becomes the NC-node. Fig. 4 shows the center broken node
and R-node. (a) shows the case that none of R-node is broken, (b)
shows the case that one of them is broken, and (c) shows the case
that both of them are broken. It is found that there is only one
node which have possibility to become the NC-node in all case.
The probability that this node becomes the NC-node is A;. When
the number of broken nodes is &, we can consider the three case
withk =1,k =2and k > 2. In k = 1, this node is the center bro-
ken node and it certainly becomes the case (a) and never becomes
the case (b) and (c). In k = 2, the one node is the center broken
node and the other is the correlated broken node and it becomes
the cases (a) or (b). And the probability to become the case (a) is
2/1 and to become the case (b) is 1 — 2/ where [ is the number of
the nodes have possibility to become the correlated broken nodes.
If k > 2, it becomes all the case. The number of broken nodes ex-
cept for R-node in (a), (b) and (c) is k, k— 1 and k-2, respectively.
Furthermore, when the number of links connect to the center bro-
ken node is {, the probability that the number of comrelated broken
nodes is k, denoted as t; ¢ is

tin =B (i) ak(1 - o)t . (8)
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correlated broken node
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become non-connective node
Figure 4. The center broken node and regular nodes.

And in this case, the probability to become the case of (a) is
(( ) 122P:)/1Pe. 10 become the case of (b) is (( ) 1=2Pe-1)/1Ps
and to become the case of (¢) is ( ) 1-2Px_2)/1P:. The network

connective probability when the number of broken nodes is /, de-
noted as E;, is derived in [8] as follows

N-NA -5
El:Ho_—jV——;—_. ° (9)

Therefore, using (8) and (9), we can obtain the network connective
probability as

N-1
S tioll - A1)

Resrn =
=p
N-1
+2m{ S(1-4A .)+(1——)(1— AVE)
i=p
N-1 N-1 ( )
+Z Z tip {"L—— (l- ANE,
k=2 {=maz(p,k)
k
+_(M-_l(] -— Al)Ek-l
1Pr
k
2 —ZP—
LlPo e,y
1Py
(10)
4 Results

We show computer simulation and theoretical calculation re-
sults of the network connective probability under the correlated
breakage.

Fig. 5 shows the network connective probability of SN, CN and
CSRN with p = 2 versus the correlated broken probability. In this
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Figure 5. The network connective probability with p = 2 versus
correlated broken probability.
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Figure 6. The network connective probability with p = 3 versus
correlated broken probability.

figure, the chordal length of CN, 7y is S0. Itis shown that the both
the network connective probability of SN and CN is the same in
p = 2. It is also shown that the network connective probability of
CN or SN is larger than that of CSRN in small e, however, in large
a, the network connective probability of CN or SN is smaller than
that of CSRN.

Fig. 6 shows the network connective probability of SN, CN and
CSRN with p = 3 versus the correlated broken probability. In
this figure, 7; is SO and =, is 120. The tendency of the network
connective probability of SN and CSRN is the same as the case
with p = 2. However, the tendency of the network connective
probability of CN is not different from that with p = 2.

In CSRN, because the number of incoming links come into a
node is not constant, even if p is large, there are some nodes whose
number of incoming links is one. Therefore, the network connec-
tive probability itself is small. However, the link assignment of
CSRN is random, the condition of correlated breakage is not so
different from that of independent breakage. On the other hand,
in SN, because the number of incoming links come into a node is
constant, the network connective probability under the indepen-
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ent breakage is large. However, because of regularity of the link
ssignment, that under the correlated breakage is small. In CN,
‘hen p is two, the link assignment is regular, however, when p
. larger than two, every chordal length is random and indepen-
ent each other, and the link assignment is random. Moreover, the
umber of incoming links per node of CN is the constant. There-
»re, the network connective probability of CN is large under both
1e independent and correlated breakage.

Figs. 7 and 8 show the network connective probability with
= 0.4 and 0.8 versus p, respectively. It is shown that the larger
is, the smaller difference of network connective probability be-
veen SN and CSRN is, when a is small. On the other hand, when

is large, the larger p is, the larger difference of network con-
ective probability between SN and CSRN is. The reason is as
>llows. When a is small, the network connective probability of
‘SRN is small. However, the larger p is, the smaller the number of
odes, whose number of incoming links is 1, is, and the closer to 1
1e network connectivity is. In SN and CN, even if p is small, the
etwork connective probability is somewhat large when a is small.
vhen p is large, the network connective probability of CSRN is
{most the same with small p. On the other hand, in SN, the ten-
ency network connectivity versus p is almost the same, however,
1e larger a is, the smaller the value is.

As these results, CN has best performance of network connec-
vity. However, it has been shown that CN has much poorer per-
yrmance of internodal distance than other network. Thus, it is
xpecetd for the network to have good performance of both net-
‘ork connective probability and intemodal distance.

i Conclusion

We theoretically analyze the network connective probability
f multihop network under the correlated damage of node. We
eat shuffleNet, chordal network and connective semi-random
etwork. It is found that in the independent node breakage, the
etwork whose number of incoming links is the constant has good
erformance of network connective probability, and found that in
1e correlated node breakage, the network whose link assignment
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is random has good performance of one.
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Abstract

In this paper, a new routing algorithm based on a
flooding method is introduced. Flooding
techniques have been used previously, e.g. for
broadcasting the routing table in the ARPAnet {1]
and other special purpose networks [3][4][5].
However, sending data using flooding can often
saturate the network [2) and it is usually regarded
as an inefficient broadcast mechanism. Our
approach is to flood a very short packet to explore
an optimal route without relying on a pre-
established routing table, and an efficient flood
control algorithm to reduce the signalling traffic
overhead. This is an inherently robust mechanism
in the face of a network configuration change,
achieves automatic load sharing across alternative
routes, and has potential to solve many
contemporary routing problems. An earlier
version of this mechanism was originally
developed for virtual circuit establishment in the
experimental Caroline ATM LAN [6][7] at
‘Monash University.

1. Introduction

Flooding is a data broadcast technique which
sends the duplicates i ing
riodes in a network. It is a very reliable method of
data transmission because many copies of the
original data are generated during the flooding
phase, and the destination user can double check
the correct reception of the original data. It is also
a robust method because no matter how severely
the network is damaged, flooding can guarantee at
least one copy of the data will be transmitted to
the destination, provided a path is available.

While the duplication of packets makes flooding a

0-7803-3676-3/97/$10.00 © 1997 IEEE

James Breen

Monash University
Clayton 3168, Victoria
Australia '
jwb@dgs.monash.edu.au

generally inappropriate method for data

transmission, our approach is to take advantage of
the simplicity and robustness of flooding for
routing purposes. Very short packets are sent over
all possible routes to search for the optimal route
of the requested QoS and the data path is
established via the selected route. Since the Flood
Routing  algorithm  strictly  controls  the
unnecessary packet duplication, the traffic
overhead caused from the flooding traffic is
minimal.

Use of flooding for routing purposes has been
suggested before {3][4]{S], and it has been noted
that it can be guaranteed to form a shortest path
route[10]. And an earlier protocol was proposed
and implemented for the experimental local area
ATM network (Caroline [6][7]). However the
earlier protocol had problems with scaling timer
values, and also required complex mechanism to
solve potential race and deadlock problem. Our
proposal greatly simplifies the previous
mechanism and reduces the earlier problems.

Chapter 2 explains the procedure for route
establishment and the simulation results are
presented in cHapter 3. The advantages of the
Flood Routing are reviewed specifically in chapter
4. Chapter S concludes this paper with suggesting
some possible application area and the future
study issues.

2. Flood Routing Mechanism

Figure 1, 3, 4 show the stepwise procedure of the
route establishment.

In the Figure 1, the host A is requesting a
connection set up to the target host B. In the initial
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stage, a short connection request packet (CREQ)
is delivered to the first hop router 1 and router 1
starts the flood of the CREQ packets.

Figure 1

VC number (1byte=0)

Packet Type (1byte="CREQ")

CDM (lbyte)

Source Address

Connection No (Ibyte)

Destination Address

QoS

Figure 2 CREQ Packet Format

Figure 2 shows the format of the CREQ packet.
The CREQ packet contains a connection difficulty
metric (CDM) field, QoS parameters and the
source & destination addresses and connection
number. The metric can be any accumulative
measure representing the route difficulty, such as
hop count, delay, buffer length, etc. The
connection number is chosen by the source host to
distinguish the different packet floods of the same
source and destination.

When a router receives the CREQ packet, the
router matches the packet information with the
internal Flood Queue to see if the same packet has
been received before. If the CREQ packet is new,
it records the information in the Flood Queue,
increases the CDM value, and forwards the packet
to all output links with adequate capacity to meet
the QoS except the received one. Thus the flood
of CREQ packets propagate through the entire
network. '

The Flood Queue is a FIFO list which contains the

information relating to the best CREQ packet the
router has received for each recent flood. As the
flood packet of a new connection arrives and the
information is pushed into the Flood Queue, the
old information gradually moves to the rear and
eventually is removed. The queucing delay from
the insertion to the deletion depends on the queue
size and the call frequency, and provided this
delay is enough to cover the time for network
wide flood propagation and reply, there is no need
for a timer to wait to the completion of the flood.

Since the CDM value is increased as the CREQ
packet passes the routers, the metric value
represents the route difficulty that the CREQ
packet has experienced. Because of the repeated
duplication of the packet, a router may receive
another copy of the CREQ packet. In this case, the
router compares the metric values of the two
packets and if the most recently arrived packet has
the better metric value, it updates the information
in the Flood Queue and repeats the flood action.
Otherwise the packet is discarded. As a
consequence, all the routers keep the record of the
best partial route and the output link to use for
setting up the virtual circuit.

Figure 3 shows the intermediate routers 2, 7, 8
have chosen the links toward the router 1 as the
best candidate link. If one of them is requested
for the path to the source node A, the router will
use this link for the virtual circuit set up.

Figure 3

When the destination host receives a CREQ
packet, it opens a short time-window to absorb
possible further arriving CREQ packets. The
expiration of the timer triggers the sending of the
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connection acceptance (CACC) packet along the
best links indicated by the CREQ packet with the
lowest CDM. The CACC packet is relayed back
to the source host by the routers which at the same

time install the virtual circuit via the optimal route.

Finally, when the source host receives the CACC
packet, the host may initiate data transmission.

Figure 4

Note that bandwidth reservation occurs during the
relay of the CACC packet. It is possible that the
available QoS will have dropped below the
requested level in one or more links. In this case,
the source may either accept the lower QoS, or
close the connection and try again.

More implementation details of the flooding
protocol can be found in [9).

3. Simulation Result

One concern of Flood Routing is whether it will
lead to congestion of the network by the signalling

traffic. A simulation was carried out using various
network conditions. Figure S shows the number of
flooding packets produced in a connection trial in
a normal traffic condition on a network consisting
of 5 switching nodes, 9 hosts and 16 links. The
simulation tested the event of 2000 seconds.

The graph shows that the total number of flooding
packets per connection converges on the lower
bound 18 with some exceptions. This is slightly
higher than the number of the network links (16).
This shows how the flood control mechanism is
efficient in that the routers usually generate only
one flooding packet per output link and this
duplication process is rarely repeated again. As a
result, the total number of flooding packets per
connection is nearly same as the number of
network links.

Considering the small size of the flooding packet,
the bandwidth consumed by the signalling traffic
is small. Suppose an ATM nctwork using the
Flood Routing generates 1000 calls per seconds,
the bandwidth consumption by the signalling
traffic will only be about 424 Kbps (= 1 K * 53
byte) per link and this does not include any
additional route management traffic such as the
routing table update.

From the simulation, it is observed that the
average number and the maximum number of the
flooding packets depends on the network topology
and the traffic condition. If the network is simple
topology such as a tree oOr a star shape, the average
number of the flooding packets is nearly identical
to the number of the network links. If the network
is a complex topology such as a complete mesh
topology, and there is a high traffic load, the
routers tend to generate more packets because of
the racing of the flooding packets.

Number of Flooding Packets
3 e o
» o oo »
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The connections established by Flood Routing
successfully avoid busy links and disperse the
communication paths to all possible routes. This
reduced the chance of congestion and utilizes all
network resources efficiently.

4. Advantages of the Flood Routing

The distinctive features of the Flood. Routing
method are :

(a) It facilitates the load sharing of available
network resources. If many possible routes exist
between two end points in a network, the Flood
Routing can disperse different connections over
different routes to share the network load. Figure
6 shows this example.

SUBNET-1

SUBNET-2

Figure 6 Example of Multipath Connection

In the sample network, there are more than two
links exist between node A and H, and the node A
used all links for different connections with
balancing the load. More than two exterior routers
are connecting the subnet 1 and the subnet 2, and
the node H distributed the connections to all
exterior routers. Therefore, all the network
resources are utilized fully in Flood Routing
network. This load sharing capability has been
considered to be a difficult problem in table based
routing algorithms.

(b) It automatically adapts to changes in the
network configuration. For example, if the overall
traffic between two end points has been increased,
the network bandwidth can simply be expanded
by adding more links between routers. The Flood
Routing algorithm can recognize the additional
links and use them for sharing the load in new
connections.

(c) The method is robust. The Flood routing can
achieve a successful connection even when the
network is severely damaged, provided flooding
packets can reach the destination. Once a flooding

packet reaches the destination, the connection can
be established via the un-damaged part of the
network which was searched by the packet. This is
very useful property in  networks which are
vulnerable but which require high reliability, such
as military networks.

(d) The method is simple to manage, as it makes
no use of routing tables. This table-less routing
method does not have the problem like
“Convergence time" of the Distance Vector
routing [8].

(e) It is possible to find the optimal route of the
requested bandwidth or the quality of service.
While the packet flood is progressing, bandwidth
requirement and QoS constraints specified in the
flooding packets are examined by the routers and
the links that does not mect the requirements are
excluded from the routing decision. As a result,
the route constructed with the qualified links can
meet the bandwidth and the QoS requirements,
usually in the first attempt.

(f) It is a loop-free routing algorithm. The only
possible case that the route may consist a loop can
be caused from the corrupted metric information.
However this can be detected by a check sum.

(g) Since the flooding method is basically a
broadcast mechanism, it can be used for locating
resources in network. Many network applications
are best served by a broadcast facility, such as
distributed data bases, address resolution, or
mobile communications. Implementing broadcast
in point-to-point networks is not straight forward.
The flooding technique provides a means to solve
this problem. In particular, locating 2 mobile user
by Flood Routing, and establishing a dynamic
route is an interesting issue. Application to a
movable network in which entire network units
including both the mobile users as well as the
switching nodes &nd the wireless links is another
potential research area.

5. Future Study and Conclusion

In this paper, we introduced a revised Flood
Routing technique. Flood Routing is a novel
approach to network routing which has .the
potential to solve many of the routing problems in
contemporary networks. The basic Flood Routing
presented in this paper has been developed to be
used in an ATM style network, however we
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believe a similar technique can also be applied to
IP routing. Another promising area of
application of this method would be military or
mobile networks which require high mobility and
reliability. Research to extend the point-to-point
Flood Routing to optimal multi-point routing is
now progressing. Further analysis of performance,
and application to large scale networks are the
future issues.
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ABSTRACT

The widespread availability of networked multimedia
workstations and PCs has caused a significant interest
in the use of collaborative multimedia applications. Ex-
amples of such applications include distributed shared
whiteboards, group editors, and distributed games or
simulations. Such applications often involve many par-
ticipants and typically require a specific form of mul-
ticast communication called dissemination in which a
single sender must reliably transmit data to multiple
receivers in a timely fashion. This paper describes
the design and implementation of a reliable multicast
transport protocol called TMTP (Tree-based Multicast
Transport Protocol). TMTP exploits the efficient best-
effort delivery mechanism of IP multicast for packet
routing and delivery. However, for the purpose of scal-
able flow and error control, it dynamically organizes the
participants into a hierarchical control tree. The control
tree hierarchy employs restricted nacks with suppression
and an ezpanding ring search to distribute the functions
of state management and error recovery among many
members, thereby allowing scalability to large numbers
of receivers. An Mbone-based implementation of TMTP
spanning the United States and Europe has been tested
and experimental results are presented.

KEYWORDS
Reliable Multicast, Transport Protocols, Mbone, In-
teractive Multipoint Services, Collaboration

INTRODUCTION

Widespread availability of IP multicast [6, 2] has sub-
stantially increased the geographic span and portability
of collaborative multimedia applications. Example ap-
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plications include distributed shared whiteboards [15)],
group editors {7, 14], and distributed games or simula-
tions. Such applications often involve a large number of
participants and are interactive in nature with partici-
pants dynamically joining and leaving the applications.
For example, a large-scale conferencing application {e.g.,
an IETF presentation) may involve hundreds of people
who listen for a short time and then leave the conference.
These applications typically require a specific form of
multicast delivery called dissemination. Dissemination
involves 1xN communication in which a single sender
must reliably multicast a significant amount of data to
multiple receivers. IP multicast provides scalable and
efficient routing and delivery of IP packets to multiple
receivers. However, it does not provide the reliability
needed by these types of collaborative applications.

Our goal is to exploit the highly efficient best-effort
delivery mechanisms of IP multicast to construct a scal-
able and efficient protocol for reliable dissemination.
Reliable dissemination on the scale of tens or hundreds
of participants scattered across the Internet requires
carefully designed flow and error control algorithms that
avoid the many potential bottlenecks. Potential bottle-
necks include host processing capacity [18] and network
resources. Host processing capacity becomes a bottle-
neck when the sender must maintain state information
and process incoming acknowledgements and retrans-
mission requests from a large number of receivers. Net-
work resources become a bottleneck unless the frequency
and scope of retransmissions is limited. For instance,
loss of packets due to congestion in a small portion of
the TP multicast tree should not.lead to retransmission
of packets to all the receivers. Frequent multicast re-
transmissions of packets also wastes valuable network
bandwidth.

This paper describes the design and implementation
of a reliable dissemination protocol called TMTP (Tree-
based Multicast Transport Protocol) that includes the
following features:

1. TMTP takes advantage of IP multicast for efficient



packet routing and delivery.

2. TMTP uses an ezpanding ring search to dynam-
ically organize the dissemination group members
into a hierarchical control tree as members join and
leave a group.

3. TMTP achieves scalable reliable dissemination via
the hierarchical control tree used for flow and er-
ror control. The control tree takes the flow and
error control duties normally placed at the sender
and distributes them across several nodes. This
distribution of control also allows error recovery to
proceed independently and concurrently in different
portions of the network.

4. Error recovery is primarily driven by receivers who
use a combination of restricted negative acknowl-
edgements with nack suppression and periodic posi-
tive acknowledgements. In addition, the tree struc-
ture is exploited to restrict the scope of retransmis-
sions to the region where packet loss occurs; thereby
insulating the rest of the network from additional
traffic.

We have completed a user-level implementation of
TMTP based on IP/UDP multicast and have used it
for a systematic performance evaluation of reliable dis-
semination across the current Internet Mbone. Our ex-
periments involved as many as thirty group members
located at several sites in the US and Europe. The re-
sults are impressive; TMTP meets our objective of scal-
ability by significantly reducing the sender’s processing
load, the total number of retransmissions that occur,
and the end-to-end latency as the number of receivers is
increased.

Background

A considerable amount of research has been reported
in the area of group communication. Several systems
such as the ISIS system [1], the V kernel [4], Amoeba,
the Psynch protocol [17], and various others have pro-
posed group communication primitives for constructing
distributed applications. However, all of these systems
support a general group communication model (NxN
communication) designed to provide reliable delivery
with support for atomicity and/or causality or to sim-
ply support an unreliable, unordered multicast delivery.
Similarly, transport protocols specifically designed to
support group communication have also been designed
before [13, 5, 3, 19, 9). These protocols mainly concen-
trated on providing reliable broadcast over local area
networks or broadcast links. Flow and error control
mechanisms employed in networks with physical layer
multicast capability are simple and do not necessarily
scale well to a wide area network with unreliable packet
delivery.

Earlier multicast protocols used conventional flow
and error control mechanisms based on a sender-
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initiated approach in which the sender disseminates
packets and uses either a Go-Back-N or a selective repeat
mechanism for error recovery. If used for reliable dissem-
ination of information to a large number of receivers,
this approach has several limitations. First, the sender
must maintain and process a large amount of state in-
formation associated with each receiver. Second, the
approach can lead to a packet implosion problem where
a large number of ACKs or NACKs must be received and
processed by the sender over a short interval. Overall,
this can lead to severe bottlenecks at a sender resulting
in an overall decrease in throughput [18].

An alternate approach based on receiver-initiated
methods [19, 15) shifts the burden of reliable delivery to
the receivers. Each receiver maintains state information
and explicitly requests retransmission of lost packets by
sending negative acknowledgements (NACKs). Under
this approach, the receiver uses two kinds of timers. The
first timer is used to detect lost packets when no new
data is received for some time. The second timer is used
to delay transmission of NACKs in the hope that some
other receiver might generate a NACK (called nack sup-
pression).

It has been shown that the receiver-initiated ap-
proach reduces the bottleneck at the sender and pro-
vides substantially better performance [18]. However,
the receiver-initiated approach has some major draw-
backs. First, the sender does not receive positive confir-
mation of reception of data from all the receivers and,
therefore, must continue to buffer data for long periods
of time. The second and most important drawback is
that the end-to-end delay in delivery can be arbitrarily
large as error recovery solely depends on the timeouts at
the receiver unless the sender periodically polls the re-
ceivers to detect errors [19]. If the sender sends a train of
packets and if the last few packets in the train are lost,
receivers take a long time to recover causing unneces-
sary increases in end-to-end delay. Periodic polling of
all receivers is not an efficient and practical solution in
a wide area network. Third, the approach requires that
a NACK must be multicast to all the receivers to allow
suppression of NACKSs at other receivers and, similarly,
all the retransmissions must be multicast to all the re-
ceivers. However, this can result in unnecessary propa-
gation of multicast traffic over a large geographic area
even if the packet losses and recovery problems are re-
stricted to a distant but small geographic area’. Thus,
the approach may unnecessarily waste valuable band-
width.

In this paper we present an alternative approach that
achieves scalable reliable dissemination by reducing the
processing bottlenecks of sender-initiated approaches

! Assume that only a distant portion of the Internet is congested
resulting in packet loss in the area. One or more receivers in this
region may muiticast repeated NACKS that must be processed
by all the receivers and the resulting retransmissions must also be
forwarded to and processed by all the receivers.



and avoiding the long recovery times of receiver-initiated
approaches.

OVERVIEW OF OUR APPROACH

Under the TMTP dissemination model, a single
sender multicasts a stream of information to a dissem-
ination group. A dissemination group consists of pro-
cesses scattered throughout the Internet, all interested
in receiving the same data feed. A session directory ser-
vice (similar to the session directory sd from LBL (12])
advertizes all active dissemination groups.

Before a transmitting process can begin to send its
stream of information, the process must create a dissem-
ination group. Once the dissemination group has been
formed, interested processes can dynamically join the
group to receive the data feed. The dissemination pro-
tocol does not provide any mechanism to insure that all
receivers are present and listening before transmission
begins. Although such a mechanism may be applicable
in certain situations, we envision a highly dynamic dis-
semination system in which receiver processes usually
join a data feed already in progress and/or leave a data
feed prior to its termination. Consequently, the protocol
makes no effort to coordinate the sender and receivers,
and an application must rely on an external synchro-
nization method when such coordination is necessary.

For the purposes of flow and error control, TMTP or-
ganizes the group participants into a hierarchy of sub-
nets or domains. Typically, all the group members in
the same subnet belong .to a domain and a single do-
main manger acts as a representative on behalf of the
domain for that particular group. The domain manager
is responsible for recovering from errors and handling lo-
cal retransmissions if one or more of the group members
within its domain do not receive some packets.

In addition to handling error recovery for the local
domain, each domain manager may also provide error
recovery for other domain managers in its vicinity. For
this purpose, the domain managers are organized into
a control tree as shown in Figure 1. The sender in a
dissemination group serves as the root of the tree and
has at most K domain managers as children. Similarly,
each domain manager will accept at most K other do-
main managers as children, resulting in a tree with max-
imum degree K. The value of K is chosen at the time of
group creation and registration and does not include lo-
cal group members in a domain (or subnet). The degree
of the tree (K) limits the processing load on the sender
and the internal nodes of the control tree. Consequently,
the protocol overhead grows slowly, proportional to the
Logg (Number_Of_Receivers).

Packet transmission in TMTP proceeds as follows.
When a sender wishes to send data, TMTP uses IP
multicast to transmit packets to the entire group. The
transmission rate is controlled using a sliding window
based protocol described later. The control tree en-
sures reliable delivery to each member. Each node of
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Figure 1: An example control tree with the maximum
degree of each node restricted to K. Local group mem-
bers within a domain are indicated by GM. There is no
restriction on the number of local group members within
a domain.

the control tree (including the root) is only responsi-
ble for handling the errors that arise in its immediate
K children. Likewise, children only send periodic, posi-
tive acknowledgments to their immediate parent. When
a child detects a missing packet, the child multicasts a
NACK in combination with nack suppression. On the
receipt of the NACK, its parent in the control tree mul-
ticasts the missing packet. To limit the scope of the mul-
ticast NACK and the ensuing multicast retransmission,
TMTP uses the Time-To-Live (TTL) field to restrict the
transmission radius of the message. As a result, error
recovery is completely localized. Thus, a dissemination
application such as a world-wide IETF conference would
organize each geographic domain (e.g., the receivers in-
California vs. all the receivers in Australia) into sep-
arate subtrees so that error recovery in a region can
proceed independently without causing additional traf-
fic in other regions. TMTP’s hierarchical structure also
reduces the end-to-end delay because the retransmission
requests need not propagate all the way back to the orig-
inal sender. In addition, locally retransmitted packets
will be received quickly by the affected receivers. .

The control tree is self-organizing and does not rely
on any centralized coordinator, being built dynamically
as members join and leave the group. A new domain
manager attaches to the control tree after discovering
the closest node in the tree using an ezpanded ring
search. Note that the control tree is built solely at the
transport layer and thus does not require any ezplicit
support from, or modification to, the IP multicast in-
frastructure inside the routers.

The following sections describe the details of the
TMTP protocol.

GROUP MANAGEMENT

The session directory provides the following group
management primitives:

CreateGroup(GName,CommType): A sender cre-
ates a new group {with identifier GName) using the
CreateGroup routine. Comm Type specifies the type
of communication pattern desired and may be ei-



ther dissemination or concast®. If successful, Cre-
ateGroup returns an IP multicast address and a
port number to use when transmitting the data.

JoinGroup(Gname): Processes that want to receive
the data feed represented by GName call JoinGroup
to become a member of the group. Join returns the
transport level address (IP multicast address and
port number ) for the group which the new process
uses to listen to the data feed.

LeaveGroup(Gname): Removes the caller from the
dissemination group GName.

DeleteGroup(GName): When the transmission is
complete, the sending process issues a DeleteGroup
request to remove the group GName from the sys-
tem. DeleteGroup also informs all participants, and
domain managers that the group is no longer active.

CONTROL TREE MANAGEMENT

FEach dissemination group has an associated control
tree consisting of domain managers. Over the lifetime
of the dissemination group, the control tree grows and
shrinks dynamically in response to additions and dele-
tions to and from the dissemination group membership.
Specifically, the tree grows whenever the first process
in a domain joins the group (i.e., a domain manager is
created) and shrinks whenever the last process left in a
domain leaves the group (i.e., a ' domain manager termi-
nates).

There are only two operations associated with con-
trol tree management: JoinTree and LeaveTree. When a
new domain manager is created, it executes the JoinTree
protocol to become a member of the control tree. Like-
wise, domain managers that no longer have any local
processes to support may choose to execute the Leave-
Tree protocol.

Figures 2 and 3 outline the protocols for joining
and leaving the control tree. The join algorithm em-
ploys an ezpanding ring search to locate potential con-
nection points into the control tree. A new domain
manager begins an expanding ring search by mul-
ticasting a SEARCH_FOR_PARENT request message
with a small time-to-live value (TTL). The small TTL
value restricts the scope of the search to nearby con-
trol nodes by limiting the propagation of the multi-
cast message. If the manager does not receive a re-
sponse within some fixed timeout period, the man-
ager resends the SEARCH_FOR_PARENT message us-
ing a larger TTL value. This process repeats until the
manager receives a WILLING.TO.BE_ PARENT mes-
sage from one or more domain managers in the con-
trol tree. All existing domain managers that receive the
SEARCH_FOR_PARENT message will respond with a

?Although this paper focuses on dissemination, TMTP also
supports efficient concast style communication(10].
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While (NotDome) {
Multicast a SEARCH_FOR_PARENT msg
Collect responses
If (no responses)
Increment TTL /# try again */
Else
Select closest respondent as parent
Send JOIN_REQUEST to parent
Wait for JOIN_CONFIRM reply
If (JOIN_CONFIRM received)
NotDone = False
Else /* try again */

(A) New Domain Manger Algorithm

Receive request message )
If (request is SEARCH_FOR_PARENT)
If (MAX_CHILDREN not exceeded)
Send WILLING_TO_BE_PARENT msg
Else
/* Do not respond */
Else If (request is JOIN_REQUEST)
Add child to the tree
Send JOIN_CONFIRM msg

(B) Existing Domain Manger Algorithm

Figure 2: The protocol used by domain managers to
join the control tree. A new domain manager performs
algorithm (A) while all other existing managers execute
algorithm (B).



If (I_am_a_leaf_manager)
Send LEAVE_TREE request
to parent
Receive LEAVE_CONFIRH
Terminate
Else /* I am an internal manager */
Fulfill all pending obligations
Send FIND_NEVW_PARENT message to children
Receive FIND_NEW_PARENT reply from all children
Send LEAVE_TREE request to parent
Receive LEAVE_CONFIRM
Terminate
Figure 3: The algorithm used to leave the control tree
after the last local group member terminates.

WILLING.TO BE PARENT message unless they al-
ready support the maximum number of children. The
new domain manager then selects the closest domain
manager (based on the TTL values) and directly con-
tacts the selected manager to become its child. For each
domain, its manager maintains a multicast radius for
the domain, which is the TTL distance to the farthest
child within the domain. The domain manager keeps
the children informed of the current multicast radius.
As described later in the description of the error control
part of TMTP, both parent and its children in a domain
use the current multicast radius to restrict the scope of
their multicast transmissions.

Before describing the LeaveTree protocol, note that
a domain manager typically has two types of children.
First, a domain manager supports the group members
that reside within its local domain. Second, a domain
manager may also act as a parent to one or more children
domain managers. We say a manager is an internal
maneger of the tree if it has other domain managers as
children. We say a manager is a leaf manager if it only
supports group members from its local domain.

A domain manager may only leave the tree after its
last local member leaves the group. At this point, the
domain manager begins executing the LeaveTree proto-
col shown in Figure 3. The algorithm for leaf managers
is straightforward. However, the algorithm for inter-
nal managers is complicated by the fact that internal
managers are a crucial link in the control tree, contin-
uously servicing flow and error control messages from
other managers, even when there are no local domain
members left. In short, a departing internal node must
discontinue service at some point and possibly coordi-
nate children with the rest of the tree to allow seam-
less reintegration of children into the tree. Several al-
ternative algorithms can be devised to determine when
and how service will be cutoff and children reintegrated.
The level of service provided by these algorithms could
range from “unrecoverable interrupted service” to “tem-
porarily interrupted service” to “uninterrupted service”.
Our current implementation provides “probably unin-
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terrupted service” which means children of the depart-
ing manager continue to receive the feed while they rein-
tegrate themselves into the tree. However, errors that
arise during the brief reintegration time might not be
correctable. We are still investigating alternatives to
this approach.

After a departing manager has fulfilled all obliga-
tions to its children and parent, the departing manager
instructs its children to find a new parent. The chil-
dren then begin the process of joining the tree all over
again. Although we investigated several other possible
algorithms, we chose the above algorithm for its sim-
plicity. Other, more static algorithms, such as requiring
orphaned children to attach themselves to their grand-
parents, often result in poorly constructed control trees.
Forcing the children to restart the join procedure en-
sures that children will select the closest possible con-
nection point. Other more complex dynamic methods
can be used to speed up the selection of the closest con-
nection point but, in our experience, the performance of
our simple algorithm has been acceptable.

DELIVERY MANAGEMENT

TMTP couples its packet transmission strategy with
a unique tree-based error and flow control protocol to
provide efficient and reliable dissemination. Conven-
tional flow and error control algorithms employ a sender-
or receiver-initiated approach. However, using the con-
trol tree, TMTP is able to combine the advantages of
each approach while avoiding their disadvantages. Log-
icallyy, TMTP’s delivery management protocol can be
partitioned into three components: data transmission,
error handling, and flow control. The following sections
address each of these aspects.

The Transmission Protocol

The basic transmission protocol is quite simple and is
best described via a simple example. Assume a sender
process S has established a dissemination group X and
wants to multicast data to group X. S begins by multi-
casting data to the (I P_multicast_addr, port-no) repre-
senting group X. The multicast packets travel directly
to all group members via standard IP multicast. In ad-
dition, all the domain managers in the control tree listen
and receive the packets directly.

As in the sender-initiated approach, the root S ex-
pects to receive positive acknowledgments in order to
reclaim buffer space and implement flow control. How-
ever, to avoid the ack implosion problem of the sender
initiated approach, the sender does not receive acknowl-
edgments directly from all the group members and, in-
stead, receives ACKs only from its K immediate chil-
dren. Once a domain manager receives a multicast
packet from the sender, it can send an acknowledgment
for the packet to its parent because the branch of the
tree the manager represents has successfully received the
packet (even though the individual members may not
have received the packet). That is, a domain manager



does not need to wait for ACKs from its children in or-
der to send an ACK to the parent. In addition, each
domain manager only periodically sends such ACKs to
its parent. This feature substantially reduces ACK pro-
cessing at the sender (and each domain manager).

Error Contro!

Before describing the details of TMTP’s error control
mechanism we must define an important concept called
limited scope multicast messages. A limited scope multi-
cast restricts the scope of a multicast message by setting
the TTL value in the IP header to some small value
which we call the multicast radius. The appropriate
multicast radius to use is obtained from the expanding
ring search that domain managers use to join the tree.
Limited scope multicast messages prevent messages tar-
geted to a particular region of the tree from propagating
throughout the entire Internet.

TMTP employs error control techniques from both
sender and receiver initiated approaches. Like the
sender initiated approach, a TMTP traffic source
(sender) requires periodic (unicast) positive acknowl-
edgements and uses timeouts and (limited scope mul-
ticast) retransmissions to ensure reliable delivery to all
its immediate children (domain managers). However, in
addition to the sender, the domain managers in the con-
trol tree are also responsible for error control after they
receive packets from the sender. Although the sender
initially multicasts packets to the entire group, it is the
domain manager’s responsibility to ensure reliable deliv-
ery. Each domain manager also relies on periodic posi-
tive ACKs (from its immediate children), timeouts, and
retransmissions to ensure reliable delivery to its chil-
dren. When a retransmission timeout occurs, the sender
(or domain manager) assumes the packet was lost and
retransmits it using IP multicast (with a small TTL
equal to the multicast radius for the local domain so
that it only goes to its children).

In addition to the sender initiated approach, TMTP
uses restricted NACKs with NACK suppression to re-
spond quickly to packet losses. When a receiver notices
a missing packet, the receiver generates a negative ac-
knowledgment that is multicast to the parent and sib-
lings using a restricted (small) TTL value. To avoid mul-
tiple receivers generating a NACK for the same packet,
each receiver delays a random amount of time before
transmitting its NACK. If the receiver hears a NACK
from another sibling during the delay period, it sup-
presses its own NACK. This technique substantially re-
duces the load imposed by NACKs. When a domain
manager receives a NACK, it immediately responds by

multicasting the missing packet to the local domain us- -

ing a limited scope multicast message.
Flow Control

TMTP achieves flow control by using a combination
of rate-based and window-based techniques. The rate-
based component of the protocol prohibits senders from
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transmitting data faster than some predefined maxi-
mum transmission rate. The maximum rate is set when
the group is created and never changes. Despite its
static nature, a fixed rate helps avoid congestion aris-
ing from bursty traffic and packet loss at rate-dependent
receivers while still providing the necessary quality-of-
service without excessive overhead.

TMTP’s primary means of flow control consists of
a window-based approach used for both dissemination
from the sender and retransmission from domain man-
agers. Within a window, senders transmit at a fixed
rate.

TMTP’s window-based flow control differs slightly
from conventional point-to-point window-based flow
control. Note that retransmissions are very expensive
because they are multicast. In addition, transient traf-
fic conditions or congestion in one part of the network
can put backpressure on the sender causing it to slow
the data flow. To oversimplify, TMTP avoids both of
these problems by partitioning the window and delay-
ing retransmissions as long as possible. This increases
the chance of a positive acknowledgement being received
and it also allows domain managers to rectify transient
behavior before it begins to cause backpressure.

TMTP uses two different timers to control the win-
dow size and the rate at which the window advances.
Tretrans defines a timeout period that begins when the
first packet in a window is sent. Since the transfer rate
is fixed, Tretrans also defines the window size. A sec-
ond timer, Tk, défines the periodic interval at which
each receiver is expected to unicast a positive ACK to
its parent.

The sender specifies the value of T,., based on the
RTT to its farthest child. Tyetrans 1S chosen such that
Tretrans = 1 X Tack, where n is an integer, n > 2. Both
Tretrans and T,er are fixed at the beginning of transmis-
sion and do not change. A sender must allocate enough
buffer space to hold packets that are transmitted over
the Tretruns periOd'

Figure 4 illustrates the windowing algorithm graphi-
cally. The sender starts a timer and begins transmitting
data (at a fixed rate). Consider the packets transmit-
ted during the first Tgcx interval. Although the sender
should see a positive ACK at time Ty, the sender does
not require one until time Tyetrans. Instead, the sender
continues to send packets during the second and third
interval. After Tyeirans amount of time, the timer ex-
pires. At this point, the sender retransmits all unACK’d
packets that were sent during the first T,¢x interval. Re-
transmissions continue until all packets in the T,.; in-
terval are acknowledged at which point the window is
advanced by Tgex- On the receiving end, packets con-
tinue to arrive without being acknowledged until Tpck
amount of time has expired3.

3However, a receiver may generate a restricted NACK as soon
as it detects a missing packet.
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Three retransmission intervals where T_retrans = 3* T_ack

At the end of the first interval, packets sent during
the first T_ack period are retransmitted. At the end
of the second interval, packets sent during the
second T_ack period are retransmitted. At the end
of the third interval, packets sent during the third
T_ack period are retransmitted.

Figure 4: Different Stages in Sending Data

A domain manager must continue to hold packets
in its buffer until all of its children have acknowledged
them. If the children fail to acknowledge packets, the do-
main manager’s window will not advance and its buffers
will eventually fill up. As a result, the domain manager
will drop and not acknowledge any new data from the
sender, thereby causing backpressure to propagate up
the tree which ultimately slows the flow of data.

There are three reasons for using multiple T,k inter-
vals during a retransmission timeout interval (Tretrons)-

~ First, by requiring more than one positive ACK.during
the retransmission interval, TMTP protects itself from
spurious retransmissions arising from lost ACKs. First,
by requiring more than one positive ACK during the
retransmission interval, TMTP protects itself from spu-
rious retransmissions arising from lost ACKs. Second,
a larger retransmission interval gives receivers sufficient
time to recover missing packets using receiver-initiated
recovery when only one (or a few) packets in a window
are lost. This avoids unnecessary multicast retransmis-
sions of a window full of data. Third, multiple T,k in-
tervals during the retransmission interval provide suffi-
cient opportunity for a domain manager to recover from
transient network load in its part of the subtree without
unnecessarily applying backpressure to the sender.

We have chosen the value of the multiplying factor
n to be 3 based on empirical evidence; the appropri-
ate value depends on several factors including expected
error rates, variance in RTT, and expected length of
the intervals with transient, localized congestion. Fur-
ther study is necessary to determine whether value of
n should be chosen dynamically using an adaptive algo-
rithm.

RESULTS
The Test Environment

Figure 5a illustrates the environment in which the ex-
periments were run. Our tests involved seven geograph-
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(5b) The Control Tree

Figure 5: Figure'S‘a shows the test environment consist-
ing of seven geographically distant sites connected by
the Mbone. Figure 5b shows the corresponding control
tree configuration used in the experiments.

ically distinct Internet Mbone sites across the United
States and Europe: Washington University in St. Louis,
Purdue University, the International Computer Science
Institute at Berkeley, Rutgers University, the University
of Delaware, University College at London, and the Uni-
versity of Mannheim in Germany. All of our experiments
were conducted using standard IP multicast across the
Internet Mbone and thus experienced real Internet de-
lays, congestion, and packet loss.

As a point of comparison, we implemented a standard
sender-initiated reliable multicast transport protocol
both with and without window-base flow control (called
WIN_BASEP and BURST-BASEP respectively). Un-
der both protocols, the sender maintains state informa-
tion for all receivers, expects positive ACKs from each
receiver, and uses timeouts and global multicast retrans-
missions to recover from missing acknowledgments. The
two BASEP protocols illustrate the performance bot-
tlenecks related to processor load and end-to-end la-
tency. All three protocols used the same packet size (1
Kbytes). TMTP and WIN_BASEP used a window size
of 5. TMTP uses a transmission rate of 10 packets per



second, while both BASEP protocols transmit packets
as fast as possible (up to the window size in the case of
WIN_BASEP). Both BASEP protocols set the retrans-
mission timeout period to be twice the RTT to the far-
thest site (approx. 2 seconds in our tests). TMTP uses
a retransmission period of Tretrans = N X Toek+ Tack 1S
dynamically set based on the RTT to the farthest group
member (approximately 1.1 seconds for our tests). After
some preliminary evaluation of different setting for NV,
our empirical results indicated that N = 3 provides suffi-
cient time for local domains to recover without delaying
acks unnecessarily or consuming too much buffer space.
Consequently, Tretrans Was approximately 3.3 seconds
in our tests. The following sections describe the perfor-
mance measures used and detail the actual experiments
performed.
Performance Measures

To evaluate the performance of our protocol, we iden-
tified two important measures of performance: end-to-
end delay and processing load. In addition, we moni-
tored the total number of retransmissions to estimate
the amount of network traffic generated by TMTP.

From the application’s perspective, the primary con-
cern is the delay in reliably delivering the entire data
feed (e.g., video, audio, or file data) to the multiple re-
cipients of the group. To measure the end-to-end delay,
we required that each receiving application send back
a single positive acknowledgment (a GOTIT message)
to the sending application wheh the entire data trans-
mission was complete. - The sending application then
calculated the end-to-end delay as the time between the
beginning of the transmission and the time at which the
last group member’s final GOT_IT message is received.

From the network’s perspective, the primary concern
is network load and scalability of the algorithm. If the
protocol provides low end-to-end delay but consumes
large amounts of network resources, the protocol will not
scale well, congesting the Internet by consuming shared
resources required by other Internet users. There are
two aspects to network load: processing load and band-
width consumption. To measure the processing load at
the sender, receivers, and domain managers, we moni-
tored the following processing activities:

e receiving and processing a selective positive ac-
knowledgment

e receiving and processing a negative acknowledg-
ment

e handling a timer event (such as a retransmission
timeout)

¢ performing a retransmission

Because it is hard to measure the amount of process-
ing time needed for each of the events listed above (and
highly dependent on the operating system and architec-
ture), we have chosen to simply count the total number
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of such events at the sender to estimate the processing
load generated by a protocol.

The second important measure of network load is
bandwidth consumption. The precise amount of band-
width consumed by each protocol is much harder to
quantify since we were unable to collect traces of traf-
fic across the Mbone to determine the number of links
traversed and the amount of bandwidth consumed over
each link. However, our results indicate that TMTP
generated far fewer retransmissions than the BASEP
protocols, and most TMTP retransmissions are local to
a particular domain. For example, under the BASEP
protocols most timeouts/retransmissions occurred as a
result of dropped ACKs. TMTP’s hierarchy substan-
tially reduced the number of lost ACKs, experiencing
only 6 local retransmissions totaled across all domain
managers (four occurring concurrently) as opposed to 9
global retransmission for BURST_BASEP (out of thirty
1K messages).

Experiments Performed

Each of our experiments measured the performance
of a single dissemination group consisting of many pro-
cesses evenly distributed across the seven sites pictured
in Figure 5a. The total number of processes acting as
receivers was varied between five and thirty processes.
The five process case used only five domains while all
other cases used seven domains. In each experiment, a
sending process created a dissemination group, waited
for the receiving processes to join the group and organize
their domains into a control tree. Multiple tree config-
urations are possible depending on when, and in what
order, domain mangers join the tree. However to ensure
consistency across tests, we held the tree configuration
constant across all tests (see Figure 5b). After all re-
ceivers joined the group, the sender disseminated a data
file to the group, and then waited for the final GOTIT
message from all receivers. The values reported for each
test are averaged over at least five runs taken during
weekdays at roughly the same time so that the observed
Internet traffic conditions remain similar across tests.

To gauge the scalability of the protocol, we monitored
the changes in processing load at the senders, receivers,
and managers. To measure the effective throughput, we
measured the changes in end-to-end delay as perceived
by the sender. Both processing load and end-to-end
delay were recorded under a variety of workloads. In
the first set of tests, the sender transmitted a 30 Kbyte
file to a varying number of receivers. The dissemination
was considered complete when all the receivers correctly
receive the entire file. In the second set of tests, the
number of processes was fixed at 30 and we incremen-
tally increased the file size from 3K to 30 Kbytes. The
end-to-end delay is measured as the time between the
beginning of the file transfer and the time at which the
last group member’s final GOTIT message is received.

To measure the processing load, we counted the total
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time for the file transfer to complete at all the receivers.
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30 KB file.



number of events at the sender that contribute to the
processing load. Similarly, we recorded the number of
events at each domain manager. Figure 6 only shows
the number of events processed at the sender. However,
the balanced nature of our control tree meant the event
processing load was spread equally among the sender
and all domain managers. Consequently, the number
of events processed at each domain manager is approx-
imately the same as the number of events processed at
the sender. Variations occurred based on the number of
NACKSs received.

Figures 6 and 7 show the results for each of the ex-
periments performed. From these results we draw the
following observations:

Impact of the Data Size

Figures 6a and 6b show how the file size affects
the processing load and end-to-end delay. As the file
size increases, the number of packets transmitted in-
creases, thereby increasing the number of events (such
as ACK/NACK processing or timer events) that affect
the processing load at the sender (or a domain man-
ager). Similarly, end-to-end delay is likely to increase
due to time needed to deliver all the packets and due to
increased probability of packet loss.

As the plots show, both the versions of the BASEP
benchmark protocol show a significant increase in the
processing load at the sender and the end-to-end delay.
Note that the delay for WIN_.BASEP (with flow con-
trol) is actually higher than BURST BASEP (no flow
control). This occurs because the WIN_BASEP sender
expects acknowledgments from all its receivers before
advancing the flow control window.

In the case of TMTP, the processing load shows
only a small increase because the work is distributed
among many nodes in the control tree. Consequently,
the sender does not have to process acknowledgments or
retransmission requests from all the receivers. TMTP’s
end-to-end delay is substantially lower than that of the
BASEP protocols for all file sizes. Although all three
protocols experience an increase in end-to-end delay re-
sulting from larger data transmissions, packet losses,
and retransmissions, TMTP’s end-to-end delay rises at
a significantly lower rate than that of the BASEP pro-
tocols. This occurs because error recovery in TMTP
proceeds concurrently in different parts of the control
tree rather than sequentially as in the BASEP cases.

Impact of the Group Size

Figures 7a and 7b show how the number of receivers
(group size) affects the processing load and end-to-end
delay.

Again, as the plots show, two versions of BASEP pro-
tocol show sharp increases in processing load with in-
crease in number of receivers because the sender solely
shoulders the responsibility for processing acknowledg-
ments and retransmission requests (or timeouts) from
each receiver. In the case of TMTP, the processing load
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at the sender (and each domain manger) is limited by
the maximum number of immediate children in the con-
trol tree and, therefore, shows almost no increase as the
number of receivers is increased. This results from the
fact that the number of domains remains at seven for
more than seven receivers. An increase in the number of
domains participating in the dissemination group would
cause a slight load increase on domain managers who
adopt the new children.

Figure 7a shows that the end-to-end delay of both
BASEP protocols is significantly higher than that of
TMTP. The primary reason for this difference stems
from TMTP’s receiver-initiated capabilities that re-
spond to and correct errors quickly. In contrast, the
BASEP protocols will not correct an error until a re-
transmission timeout occurs.

In the case of TMTP end-to-end delays increases
gradually because error recovery proceeds concurrently
and independently in different parts of the control tree
as explained earlier. Figure 7b shows that the end-to-
end delay stabilizes to almost a constant value beyond
a point. That is, to a small extent, an artifact of our
tests in which we did not add any new domains to the
control tree, but rather only added new processes to the
existing tree. However, in other experiments involving
varying number of domains, we have observed a simi-
lar trend of gradual increase in end-to-end delays with

increasing number of receivers at additional domains.

RELATED WORK -

A considerable amount of work has been reported
in the literature regarding reliable multicast [13, 5, 3,
18, 12, 1, 4, 19, 15, 8, 11, 16). Most of the ear-
lier approaches achieve reliable delivery using a sender-
initiated approach which is not suitable for large-scale,
delay-sensitive, reliable dissemination.

Pingali and others[18] recently analyzed and com-
pared both sender- and receiver-initiated approaches to
demonstrate the limitations of the sender-initiated ap-
proach for large-scale dissemination. Our work is also
motivated by similar observations, but combines the ele-
ments of both the approaches to achieve fast, local error
recovery.

The reliable multicast protocol used in LBL’s white-
board tool (wb) [15, 8] and the log-based reliable mul-
ticast protocol [11] are two recent examples of the
receiver-initiated approach for reliable delivery. Un-
like TMTP, these protocols do not combine sender-
initiated with receiver-initiated approaches and differ
significantly in flow control mechanisms and buffering
mechanisms. Our work is related to the wd work in that
the wb protocol also uses a NACKs with NACK suppres-
sion mechanism. The wb protocol reduces state manage-
ment overhead and achieves high degree of fault toler-
ance by relying solely on the receiver to recover from a
packet loss. However, the protocol incurs the overhead
of global (sometimes redundant) multicasts; a receiver



multicasts a repair request to the entire group and one or
more receivers in the group who have missing data (irre-
spective of their proximity to the complaining receiver)
will multicast the missing packet(s) to the entire group
even though the loss (or congestion) is restricted to a
small region of the group topology. TMTP restricts the
scope of multicast NACKs and retransmissions to the
local domain to avoid generating redundant multicast
transmissions over a wider region. Similar to TMTP,
receivers using the wb protocol delay their NACKs to
suppress duplicate NACKs in case another receiver mul-
ticasts a NACK. However, in the wb protocol, each re-
ceiver delays its NACK (and the response) by a ran-
dom amount that depends on the RTT to the original
sender. This can result in higher latency in recovering
from packet losses. TMTP, on the other hand, uses lo-
calized recovery and, thus, the amount of random delay
is bounded by the largest RTT between the local do-
main manager and one of the receivers in the domain.
In addition, TMTP allows recovery from different errors
to proceed concurrently in different domains to allow
faster and efficient recovery.

Cheriton et. al.[8] have recently proposed a collec-
tion of strategies (called log-based receiver-reliable mul-
ticast or LRBM) for achieving large-scale, reliable mul-
ticast delivery. Some elements of LRBM are similar to
TMTP’s mechanisms to some extent. LRBM uses a hi-

erarchy of logging servers with a primary log server re-.
sponsible for sending positive acknowledgments to ‘the -

multicast source. The primary log server stores the
packets as long as an application desires and the re-
ceivers must recover from errors by contacting a logging
server. A secondary server at each site may log received
packets and satisfy local retransmission requests to re-
duce load on the primary server. Deployment of LRBM
in the Internet is necessary to evaluate its performance
in achieving reliable delivery in a wide area network en-
vironment.

Recently Paul et. al. [16] have proposed and are ex-
amining three multicast alternatives with features sim-
ilar to those of TMTP. In contrast to these protocols,
TMTP uses a multi-level hierarchical control tree and a
dynamic group management protocol, as opposed to a
static two-level hierarchy, to evenly distribute the proto-
col processing load and allow finer grained independent
and concurrent error recovery. TMTP targets a best-
effort multicast system such as IP multicast rather than
an ATM-like network with allocated resources. TMTP
imposes no additional load on network-level routers and
requires no modification to the network-level routers,
but yet incorporates both local retransmissions and
combined acknowledgments. Furthermore, TMTP em-
ploys receiver-initiated recovery techniques (restricted
negative acknowledgments with nack suppression com-
bined with periodic positive acknowledgments) and a
unique flow control mechanism that can provide quick
recovery from transient congestion and lost acknowledg-
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ments.

CONCLUSION

Based on our experimental results, we believe that
TMTP can scale well to provide reliable delivery on a
large scale without sacrificing end-to-end latency. Under
TMTP, the network processing load increases very grad-
ually, indicating that the protocol will scale well as the
number of receivers increases. Moreover, TMTP pro-
vides significantly better application-level throughput
because of the concurrency resulting from local retrans-
missions as shown by the end-to-end measurements.
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Routing Strategies for Fast Networks
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Abstract

Modern fast packet switching networks forced to rethink the
routing schemes that are used in more traditional networks.
The reexamination is necessitated because in these fast net-
works swilches on thie message’s route can afford to make
only minimal and simple operation. For example, examin-
ing a lable of a size proportional to the network size is out
of the question.

In this paper we examine routing strategies for such net-
works based on flooding and predefined routes. Qur con-
cern is to get both efficient routing and an even (balanced)
use of network resources. We present efficient algorithms for
assigning weighls to edges in a controlled flooding scheme
but show that the flooding scheme is not likely to yield a
balanced use of the resources. We then present efficient al-
gorithis for choosing routes along: (i) breadth-first search
trees; and (ii) shortest paths. We show that in both cases a
balanced usc of network resources can be guaranteed.

1 Introduction

Traditional computer nctworks were designed on the
premise of fast processing capability and relatively slow
communications channels. This manifested itself by bur-
dening network nodes with frequent network management
decisions such as flow control and routing {1, 2, 3]. In a typ-
ical packet-switching network the routing decision at every
node is based on the packet's destination and on routing in-
formation stored locally. This routing information may be-
come quite voluminous, increasing the per-packet processing
time.

Changes in technology, applications, and network sizes have
forced to rethink these strategics. Modern fast packet
switching networks [4, 5] relegate most of the routing com-
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putation to the end-nodes leaving all but the minimal com-
putalion to the intermediate nodes once the packet is on
its way. This paper considers and compares several rout-
ing strategies for such fast networks. We assume that links
are of high capacity so that message length is of no great
concern. Computation capability in intermediate nodes is
assumed limited so that all decisions made enroute should
be simple and could not rely, for example, on generating
randoin numbers or on tables that grow with the size of the
network.

The first o encounter similar problems were the designers
of parallel computers. Their solution, in the form of an in-
terconnection network, typically derives the route directly
from the destination address {6]. This approach, however,
is limited to specific types of network topology and a struc- -
tured layout which cannot be assumed-{or a general network.
Furthermore, deriving the route from the address in general
conflicts with alternate routing approach. '

Flow-based techniques, used in many existing networks
[7, 8], are also inadequate for our environment. These rout-
ing strategies are destination based (typically requirea table
entry per destination) but more importantly, result in bifur-
cated routing necessitating intermediate nodes to generate
random numbers.

Two strategies are considered in this paper - controlied
flooding and fixed routing. Flooding is a routing strategy
that guarantees fast arrivals with minimal enroute computa-
tion at the expense of excessive bandwidth use. The scheme
we use here, first proposed in [9], limits the extent to which
a message is flooded through the network. Essentially, each
link is assigned a cost for traversing it, thereby limiting the-
extent of the fiood. The problem is to assign the link costs
s0 as to achieve best performance. We show two methods :
of computing optimal weights that are drawn from a poly-
nomial range (as opposed to the exponential range proposed
in [9]). However, we do show that the assignment does not
result in a routing scheme that uses network resources in a
balanced way.

In the fixed routing scheme the route of the message is de-
termined at the source node and is included in the message.
No further routing decision are done enroute. The prob-
lem is therefore to find a set of routes, one for each pair of
nodes, such that all the network's links will be used in a
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Lalanced manner. We propose two methods Lo achieve this.
1u the first one, we force the messages to be routed along a
(topological) breadth first search tree. The problem can be
formulated as finding a sct of rooted BFS trees such that
the maximum load on’a link is minimized. Notice that no
link in the nctwork remains unused. We provide polynomial
algorithins Lo generate such a set of balanced routes.

In the second method, routing is done along paths that do
not necessarily form trees. One of the shorlest paths be-
tweeu every pair of nodes is designated as the path along
which these two nodes exchange messages. We prove that
a set of paths can be chosen that yiclds a balanced load.
We define the notion of a balanced load with respect to ran-
domized choices of paths, i.e., every pair chooses uniformly
in randoin one of the shortest paths connecting them. We
first show that with high probability the load on every edge
will be close to its expected value. We then show how to
construct deterministically in polynomial time such a set of
balanced paths via the method of conditional probabilities.

2 Routing Along Trees

In this section we consider the aption of rc;:\'xting along fixed
BFS trees. Routing along trees can be viewed in two ways:

(1) the tree rooted at a wode specifies the routes used by

the root when acting as a source of messages, or (2) the tree
rooted at the node specifies the routes used by the other
nodes with the root serving as the destination. From a de-
sign standpoint these are identical and in both we strive to
balance the load on the links as much as possible.

As before we consider the network as a graph G = (V, E)
with [V| = n and |E| = m. In addition we single out a
vertex r called the root. The graph is divided into layers
relalive to root r by conducting a breadth-first search on G
from r (i.e.. we construct a tree of the shortest paths from r
10 all the other nodes in the graph). In this division, layer i,
0<i < n— 1, contains all the vertices whose distance from
ris i. The corresponding resultant tree is denoted 7;. Note
that for a given G and r, the layers are defined uniquely
but the BFS tree is not. Also note that given a BFS tree,
the edges of the original graph connect vertices only from
adjacent layers or in the same layer.

Let v € V be some vertex in layer i (for some 1 < i < n—1).
Define d5 as the number of neighbors of v at layer i — 1 in
graph G rooted al r; by convention d = 0. The following
proposition establishes relations which we shall use later on.

Proposition 2.1 For any graph G

1. The number of different BFS trces from root r is
nuEG-rd;
2 Foranyr, L evd, <m

Proof:

1. Al the BFS trees can be constructed by having each
vertex v € G — r choose independently a parent out
of its neighbors in the previous layer, and each such
construction corresponds to a legal and different BFS
tree rooted at r. lence the claim follows.

2. Each edge contributes unity to the sum if its two end-
point vertices are not in the same layer, and zero oth-
erwise. Thus, this sum is exactly equal to the number
of edges connecting vertices of different (and therefore
adjacent) layers.

2.1 Homogeneous Sources

In this section we assume that each node sends (or receives)
the same amount of data to every other node, and our aim,
as we indicated, is to use the resources evenly. To that end
we define the load on an edge as follows. Assume that for
every vertex r in the graph we are given a single BFS tree
rooted at that vertex (thus determining node’s r routing).
The load on an edge is défined (relative to this set of trees)
as the number of trees which coutain this edge. Formally,
we are given a st {Tr}rev containing a single T, for every
r € V and we define the load of an edge as

le)=|{re VIee T }{.

Note that I{e) < n and 3, () = n{n — 1), since there
are n BFS Lrees with n — 1 edges in each and each edge in
a BFS tree contributes a unity to the sum. The capacity of
an edge ¢, denoted c(c), is defined as the maximum number
of BFS trees that may contain it.

Our goal is to choose a set {7, },ev such that the maximum
load of the edges is minimized. We do this by solving a more
general problem in which edges have limited capacities that
aré not necessarily equal. Assume that we ate given the edge
capacily c(e) for each edge e € E. We are seeking a feasible
solution that is, a set {T} }rev such that l(e) < c(e) for all e.
A solution for the capacitated problem can be easily used to
solve the problem of minimizing the maximum load (in the
uncapacitated problem). We just let'c(e) = c forall e and
perform a binary search on 1 < ¢ < n, thereby increasing
the complexity by a factor of logn.

2A.4.2
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1 order to solve the capacitated problem we define the fol-
lowing bipartite graph H = (AU B, F). Side A consists of
n(n — 1) vertices denoted by pairs (r,v) for all v,r € V,
v # r (this pair will subsequently be interpreted as a root r
and some vertex v in G). Side B consists of m vertices, each
corresponding to (and denoted by) an edge ¢ for all e € E.
Each vertex (r,v) € A is connected to a vertex ¢ € B iff
3T, (i.e., & tree rooted at r) in which ¢ € £ connects v to a
vertex from the previous level.

Note that the degree of vertex (r,v) is df as per the def-
inition of d7. Also, from proposition 2.1 |[F| = 3, . d) <

Y, m=nm

The key observation is that in order to solve our problem
we need o find n(n— 1) edges in the graph H such that the
degree of each vertex in A is exactly 1 (matching), and the
degree of vertex ¢ € B is at most c(e). These edges define
the n BFS trees in G. Specifically, the edges of T, are the
vertices in B which are adjacent to the vértices (r,v) for all
v € G—r. We present two algorithms for finding these trees.

Algovithm 1. Each vertex e € B with all its incident edges
is duplicated c{e) times, generating an “exploded™ graph.
Now, it is clear that solving the problem is equivalent to
finding a perfect matching for side A into side B. The num-
ber of vertices in the exploded graph is n(n—1)+3_, c(e) <
n2 + mn and the number of edges is at most n|F| < n?m.

The complexity of computing a maximum matching in a
bipartite graph is O(|E[\/[V]) = O(m®?n%/2) [11].

The latter complexity can be improved by the next algo-
rithm. :

Algorithia 2. Add to the graph /{ = (AU B, F) a source
node s and sink t. Add directed edges from s to all the
verlices in A, each with capacity 1, and directed edges from
each vertex ¢ € B to t, each with capacity c(e). Finally,
direct all the edges from A to B and assign each the capacity
1 (any capacity greater than 1 will also do).

Consider an integer flow problem with source s and desti-
nation ¢ obeying the specified capacities. It is clear that
any such legal flow starts with some edges from s to A with
flow 1. Then, each vertex in A that has an incoming edge
with one unit of flow also has one outgoing edge with one
unit flow to a vertex in B. Finally, all the flow reaching B
continues to . Thus we conclude that there is a feasible so-
lution to our problem iff the maximum flow between s and
t is exactly n(n—1).

We will use Dinic's algorithm for finding the max-flow {12].
A careful analysis of the algorithm for our case yields a bet-
ter complexity than more recent max-flow algorithms that
perforin better on general graphs. We first give a short
review of Dinic’s algorithm. The algorithm has O(|V])
phases; at each phase only augmenting paths of length i,
1 € i < |V|, are cousidered. The invariant maintained at

phase i is that there are no augmenting paths of length less
than i. The complexity of each phase is O(| E||V]) in general
graphs and O(|E]) in 0-1 networks.

We first convert our graph into a 0-1 network. Each edge
of capacity c(e) is duplicated into c(e) unity capacity edges
which yields a 0-1 network. Since c(e) < n for every edge e,
the total number of new edges is at most nm and thus the
pumber of edges remains O(nm). As mentioned before, the
complexity of Dinic's algorithm for 0-1 network is O(|E||V1])
which in our case becomes

O([n? + m][n? + mn 4 mn]) = O(n? - mn) = O(mn®)

In fact, the running time can be reduced to O(mn?). In our
graph, there are no edges between vertices in A and also
none between vertices in B, and there will not be such in
any of the residual graphs. In fact, the residual graph will
always start with s, end with t, have only vertices of A in
the other even numbered layers and only vertices of B in the
other odd-numbered layers. Moreover, the vertices of A will
always have, in any residual graph, at most one incoming
edge. Let us run the first n — 1 phases of Dinic’s algorithm
(where each phase Lakes time O(|F|) = O(nm)). In phase n
there will be at least n layers of A (unless we have already
finished), one of them having at most n{(n — 1)/n = n -1
vertices. The incoming edges into this layer of A define a cut
separating s from ¢ whose capacity is at most n — 1. Thus,
Dinic's algorithm will terminate after at most additional
n — 1 phases, which gives the desired time bound.

2.2 Heterogeneous Sources

The situation at hand in this section is similar to that of
the previous subsection except that we no longer assume
homogeneous traffic but rather that each node generates
a different amount of traffic. Translated into our model,
this results in a problem with weighted trees. Formally,
let the refative traflic intensity associated with node r be
w(r) (assumed o be an integer). This means that the tree
associated with r (where r is the root) has a weight of w(r)
and we seek a set of BFS trees {T; }rev with load {(e) < c(e)
for all ¢, where the load I(e) is defined in the natural way,

ie.,
lfe) = {Z w(r)le € Tr}

r

The Capacitated Problem of the previous subsection is the
special case of our problem with w(r) = L forall r € V.
While the Capacitated Problem in the homogeneous case
has an efficient solution, we prove that in the heterogeneous
case this problem is NP-complete (it is clear that the prob-
lem belongs to class NP). We base our proof on a reduction
from the “knapsack” problem which is known to be NP-
complete [13), defined as follows.

2A43
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The Kunapsack Problem: Given are integers ry ...zZn and
s. Are there a; € {0,1), 1 <i < n, such that T a;z; = 57

The Reduction: Consider a graph whose vertices are
Vg.... Uy, tt, ua, L. Connect v; to yj for1<i<n,j=12
and connect u; and uz to f. Let the weight of the sources be
w(vi) = =; for all i, w(w1) = w(uz) = w(t) = 0. Finally, let
the capacities of the edges be c(u3t) = s, c(uat) = Y ; zi—s,
and infinite (or big enough) for all the rest. It is clear that
each BFS trec from u;, 1 < i < n, contains exactly one of
the edges u){ or ual. Since c(uyt) + c(uat) = }_; zi, there is
a solution iff there is a subset of the integers z; that sums
up lo s.

Note thal it is possible to eliminate the zero weights (and
have the proof still hold) by assigning w(uy) = w(uz) =

w(t) = 1 and also adding 2 Lo the capacitics of the edges

uyt and ual.

2.3 Randomized Capacity Bounds

In this seclion we develop upper bounds on the capacities
that are necded for the edges in the Capacitated Problem
of Lhe homogeneous case (section 2.1) in order to achieve
“good” load balancing. Our reference is a random (ree rout-
ing scheme in which every node, whenever it needs to send
a message, randomly and uniformly chooses a BFS tree in
which it is a root, and routes according to this tree. In-
tuitively, such a routing scheme is likely to achieve a good

balanciug.

We start by calculating P7 - the probability that an edge e
participates in a randomly and uniformly chosen BFS tree
rooted at r. Let 27 be an indicator random variable indi-
cating whether edge e belongs to the BFS tree rooted at r.

By our definition
l(e) = Z 2.
rev
Consider an edge ¢ = (z,y). If both 2 and y are in the same
layer (i.e., equidistant from r), then P{ = 0. Otherwise,
they belong Lo acjacent layers (without loss of generality let

z be the vertex that is further away [rom r), and P; = .

Let I(e) be the expected load of e. Clearly Elzl] = P and

also
)= [z::] ST EE =Y

reV reV reV

Y =

¢€E r€V e€E
= ZZ(—{‘:-@:Zn-i:n(n—l).
r r¥r z r

Since Zeeei(c) = n(n - 1) and also )" g l(e) = n(n -
1), we cannot expect to find a set of BFS trees in which

{(¢) < I(e) for every edge e (I(c) is not necessarily an integer
for instance). However, we can find a set which is almost
as good. We show that there always exists a set of BFS
trees {T; }rev such that the load on any edge satisfies the

following:
ie) <T(e) + 2\/;(c) log n.

We will prove the claim via the probabilistic method; one
can easily find such a sct by applying the algorithm from
section 2.1 as we are guaranteed that a solution exists.

To prove the bound on the load, we show that for each edge
e, the probability that I(e) exceeds the claimed bound is
less than ,+“ Hence, there is a posilive probability that the
claim holds for all edges in the network. From Chernofl’s
bounds it can be shown that for all A > 0,

E[c’“("]

Prob[i(c) > (1 + 7)i(e)] < e

and it can be shown [14] that there exists a choice of A such

that \
E[* (f)] < =7
e(147)AI(e) —

logn .
7(‘;7, results in

Prob{l(e) > I(e) + 21/i(e) log n] < % <"2—1’;

which finally yields

Assigning v = 2

Prob[Ve, I(e) < I(e) + 2 i(e) log n} >%

meaning that a solution exists with a high probability.

3 Routing Along Shortest Paths

In this section we consider a different option of routing
namely, routing along paths that do not necessarily form
trees. One of the shortest paths between every pair of nodes
is designated as the path along which these two nodes ex-
change messages. We prove that aset of paths can be chosen
that yields a balanced load.

The proof we present follows the exact same lines of the
proof in section 2.3 and we adopt the same notation. Again,
our reference for a good load balancing is the random path
routing scheme

We first evaluate P#’~the probability that an edge e par-
ticipates in a randomly and uniformly chosen shortest path
connecting vertices u and v. (We will denote this event by
the indicator variable z¥¥). To compute this probability,
we must count the shortest paths connecting u and v that
contain edge e. Let M,(u,v) denote the number of paths of
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leugth p between the vertices u and v. The number of short-
est paths between u and v can be computed in polynomial
time by the lollowing recursive formula. Let the vertices
adjacent to u be ay,...,aq and let p be the length of the
shortest path from u to v, then

4
Mp(u,v) = Z Mp_i(a;,v).

i=1

We consider a pair of nodes u and v and an edge ¢ = (z,¥)
(assume without loss of generality that vertex z is closer to
u than vertex y). Denote by p, the distance between the
verlices u and v, by py, the distance between u to z, and by
Pyv the distance between v and y. Define Y = Puv = Pus—1.
Il pyo > p’, then P! = 0; otherwise,

My, (u,z)- A{r..(yu")
My, (u,v)

P =

Similar to the derivalion in section 2.3 the expected load on
an edge e is I(e) = Luwew P2 and thus we cannot expect
to find a set of shortest paths in which {(e) < I(e) for every
edge e. llowever, again, we can find a set which is almost
ag good, namely, a set of shortest paths such that the load
on auny edge satisfies

I(e) <U(e) + 2\/5&) logn.

An edge whose load does not satisfy the above condition is
called an overloaded edge. If there are no overloaded edges,
then the set of paths is called a good sef. We will prove that
a good set of paths exists via the probabilistic method and
then show how to find such a set of paths deterministically.

Let every pair of vertices choose its path uniformly in ran-
dom (among the shortest paths between them). We show
that with high probability, the set of paths chosen is good.
The random variable I(¢) is a sum of (3) indicator variables
£¥®. These variables are independent because each pair of
vertices clhooses its path independently of the other pairs.
If we show that the probability that edge e is overloaded is
less than ’_.%,; then with ligh probability the claim holds for
all edges in the network. As stated in Section 2.3, it can be
shown that for all A > 0,

E[e“'(‘)]

furthermore, there exists a choice of A [14] such that

Pl -
_D[c ‘j,] < c-v”(c)/?
eli+7)Alte) —

Similar to Section 2.3, assigning v = 2 '-;’ﬁ)ﬂ, results in

sy 11
Prob[i(e) > I(e) + 2y/1(e) logn} < =<3

which finally yields
Prob[Ve, {{c) < I(e) + 24/1(c) log n} > %
as was claimed.

Having established that there exists a good set of paths
we now show how to find this good set deterministically in
polynomial time by the method of conditional probabilitics
{15),(16). This method was introduced by Spencer [15] with
the intention of converting probabilistic proofs of existence
of combinatorial structures into efficient deterministic algo-
rithms for actually constructing these structures. The idea
is to perform a binary search of the sample space associated
with the random variables so as to find a good set. At each
step of the binary search, the current sample space ia split
into two halves and the conditional probability of obtaining
a good set is computed for each half. The search is then re-
stricted to the half having a higher conditional probability.
The search terminates when only one sample point remains
in the subspace, which must belong to a good set.

To apply this method to our case for finding a good set
of paths, we will consider the indicator variables one-by-
one. In a typical step of the algorithm, the value of some
of the indicator variables has already been set, one variable
is currently being considered, and the rest are chosen in
tandom. (By choosing in random we mean that for the pair
of vertices which is now being considered, the remainder of
the path is chosen uniformly in random.) At each step we
will compute the (conditional) probability of finding a good
set if the variable considered is sel to 0 and il it is set to 1.

We denote by P; the probability of finding a bad set of
paths after the variable considered at step j has already
been assigned a value and by P,-" the probability of obtaining
a bad set of paths by assigning the value ¢, for i = G, 1, to
the variable considered at step j. Initially, it follows from
the existence proof that the probability of choosing a good
set of paths is positive; we inductively maintain that P; < 1
for j > 1, and hence, either p’P < 1lor Pj' <l

For the sake of simplicity, assume the following on the order '
in which the variables are considered:

e For a pair of vertices u and v, for all edges ¢, the
variables z¥¥ are considered consecutively.

o For a pair of vertices u and v, the edges are considered
according to their distance from u. (Ties are broken
arbitrarily).

. -
For example, suppose that we are considering the variable
=¥ where ¢ = (g, b) and assume that vertex a is closer to u
than b. Notice that by assigning a value to z¢",

o The probability Py"* may change for edges f for which
z}* has not been determined yet. (These changes
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