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then the one seeking computer can share that it has searched to a depth of e ght with another

seeking computer. If that other seeking computer has searched to a depth. of, for example,

only four, it can skip searching through depths five through eight and at other seeking

computer can advance its searching to a depth of nine.

5 In one embodiment, each computer may have a differeiixt set of portal
computers and a different maximum search depth. In such a situation, it ma be possible that

two disjoint broadcast channels are formed because a seeking computer carilot locate a fully
connected port computer at a higher depth. Similarly, if the set of por1Tl computers are
disjoint, then two separate broadcast channels would be formed.

10 Identiflg Neigl_1bors for a Seeking Computer

As described above, the neighbors of a newly connectirig computer are

preferably selected randomly from the set of currently connected computers One advantage

of the broadcast channel, however, is that no computer has global owledge of the

broadcast channel. Rather, each computer has local knowledge of itself d its neighbors.

15 This limited local knowledge has the advantage that all the connected co puters are peers

(as far as the broadcasting is concerned) and the failure of any one comp ter (actually any

three computers when in the 4-regular and 4-connect fonn) will not ea c the broadcast

charmel to fail. This local knowledge makes it difiicult for a portal comp ter to randomly

select four neighbors for a seeking computer.

20 To select the four computers, a portal computer sends an edge connection

request message through one of its internal connections that is randornl selected. The

 

 
 

 

 

receiving computer again sends the edge connection request message ough one of its

internal connections that is randomly selected. This sending of the message corresponds to a

random walk through the graph that represents the broadcast channel. Eventually, a

25 receiving computer will decide that the message has traveled far enou to represent a

randomly selected computer. That receiving computer will offer the in ma] connection

upon which it received the edge connection request message to the see ' g computer for

edge pinning. Of course, if either of the computers at the end of the ofiered internal

connection are already neighbors of the seeking computer, then the seeking computer carmot

30 connect through that internal connection. The computer that decided that the message has
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traveled far enough will detect this condition of already being a neigh or and send the

message to a randomly selected neighbor.

In one embodiment, the distance that the edge connection request message

travels is established by the portal computer to be approximately twi e the estimated

5 diameter of the broadcast channel. The message includes an indication of e distance that it

is to travel. Each receiving computer decrements that distance to travel b fore sending the

message on. The computer that receives a message with a distance to tra el that is zero is

considered to be the randomly selected computer. If that randomly selected computer cannot

connect to the seeking computer (e.g., because it is already connected to it), then that

10 randomly selected computer forwards the edge connection request to one of its neighbors

with a new distance to travel. In one embodiment, the forwarding compute toggles the new

distance to navel between zero and one to help prevent two computers om sending the

message back and forth between each other.

Because of the local nature of the information maintained each computer

15 connected to the broadcast channel, the computers need not generally e aware of the

diameter of the broadcast charmel. In one embodiment, each message sent through the

broadcast channel has a distance traveled field. Each computer that fo ards a message

increments the distance traveled field. Each computer also maintains an e timated diameter

of the broadcast charmel. When a computer receives a message that has tr veled a distance

20 that indicates that the estimated diameter is too small, it updates its estim ed diameter and

broadcasts an estimated diameter message. When a computer receives an e timated diameter

Iter, it updates its
own estimated diameter. This estimated diameter is used to establish th distance that an

message that indicates a diameter that is larger than its own estimated diam

edge connection request message should travel.

25 External Data Representation

The computers connected to the broadcast charmel may int ally store their

data in different formats. For example, one computer may use 32-bit inte ers, and another

computer may use 64-bit integers. As another example, one computer ay use ASCII to

represent text and another computer may use Unicode. To allow comm cations between

30 heterogeneous computers, the messages sent over the broadcast channel ay use the XDR

(“extemal Data Representation”) format.

[O3004-8001/SL003733. I07) -20- 7/31/00

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1101 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1102 of 1442

The underlying peer-to-peer communications protocol send multiple

messages in a single message stream. The traditional technique for retrieving messages from

a stream has been to repeatedly invoke an operating system routine to retrieve the next

message in the stream. The retrieval of each message may require two calls to the operating

5 system: one to retrieve the size of the next message and the other to retrieve the number of

bytes indicated by the retrieved size. Such calls to the operating system an, however, be

very slow in comparison to the invocations of local routines. To overcome e inefiiciencies

of such repeated calls, the broadcast technique in one embodiment, uses XIfR to identify the
ue may request themessage boundaries in a stream of messages. The broadcast techniq

10 operating system to provide the next, for example, 1,024 bytes from c stream. The

broadcast technique can then repeatedly invoke the XDR routines to retri ve the messages

and use the success or failure of each invocation to determine whether ano er block of 1,024

bytes needs to be retrieved from the operating system. The invocation of R routines do

not involve system calls and are thus more efiicient than repeated system c ls.

15 M-Regglar  

 

 

In the embodiment described above, each fully connected c mputer has four

internal connections. The broadcast technique can be used with other 11 bers of internal

connections. For example, each computer could have 6, 8, or any even n ber of internal

connections. As the number of internal connections increase, the diamete of the broadcast

20 charmel tends to decrease, and thus propagation time for a message tends 0 decrease. The

time that it takes to connect a seeking computer to the broadcast chann 1 may, however,

increase as the number of internal connections increases. When the n ber of internal

connectors is even, then the broadcast channel can be maintained m-regular and

m-connected (in the steady state). If the number of internal connections i odd, then when

25 the broadcast channel has an odd number of computers connected, one of e computers will

have less than that odd number of internal connections. In such a situati n, the broadcast

network is neither m-regular nor m-connected. When the next comput connects to the

broadcast charmel, it can again become m-regular and m-connected. us, with an odd

number of internal connections, the broadcast channel toggles between he g and not being
30 m-regular and m-connected.

[03004-8001/SLOO3733.lO7] -21-
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Components

Figure 6 is a block diagram illustrating components of a omputer that is

connected to a broadcast charmel. The above description generally assum d that there was

only one broadcast channel and that each computer had only one connectio to that broadcast

5 channel. More generally, a network of computers may have multiple br adcast channels,

each computer may be connected to more than one broadcast channel, d each computer 

 

can have multiple connections to the same broadcast channel. The broadc t channel is well

suited for computer processes (e.g., application programs) that execute col boratively, such

as network meeting programs. Each computer process can connect to one r more broadcast

10 channels. The broadcast charmels can be identified by channel type e.g., application
program name) and channel instance that represents separate broadcast hannels for that

charmel type. When a process attempts to connect tova broadcast charmel, t seeks a process

computer. The

seeking process identifies the broadcast channel by channel type and charm instance.

15 Computer 600 includes multiple application programs 6 l executing as

separate processes. Each application program interfaces with a broadcaste component 602

for each broadcast channel to which it is connected. The broadcaster co ponent may be

implement as an object that is instantiated within the process space oi the application
program. Alternatively, the broadcaster component may execute as a se arate process or

20 thread from the application program. In one embodiment, the broad ster component

provides functions (e.g., methods of class) that can be invoked by the app cation programs.

The primary functions provided may include a connect function that an ap lication program

invokes passing an indication of the broadcast channel to which the ap lication program

wants to connect. The application program may provide a callback routine that the

25 broadcaster component invokes to notify the application program that th connection has

been completed, that is the process enters the fully connected state. The broadcaster

component may also provide an acquire message function that the applica 'on program can

invoke to retrieve the next message that is broadcast on the broadcastgcharm 1. Alternatively,
the application program may provide a callback routine (which may be virtual ftmction

30 provided by the application program) that the broadcaster component inv kes to notify the

application program that a broadcast message has been received. ach broadcaster

component allocates a call-in port using the hashing algorithm. When call are answered at
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the call-in port they are transferred to other ports that serve as the exte l and internal

ports. _

The computers connecting to the broadcast channel may ' clude a central

processing unit, memory, input devices (e.g., keyboard and pointing devic , output devices

5 (e.g., display devices), and storage devices (e.g., disk drives). The in cry and storage

devices are computer-readable medium that may contain computer tructions that

implement the broadcaster component. In addition, the data stmc s and message

structures may be stored or transmitted via a signal transmitted on a c mputer-readable

media, such as a communications link.

10 Figure 7 is a block diagram illustrating the sub-components the broadcaster

component in one embodiment. The broadcaster component includes a co ect component

701, an external dispatcher 702, an internal dispatcher 703 for each intern connection, an

acquire message component 704 and a broadcast component 712. The ap lication program

may provide a connect callback component 710 and a receive response co ponent 711 that

15 are invoked by the broadcaster component. The application program inv kes the connect

component to establish a connection to a designated broadcast chann . The connect

component identifies the external port and installs the external dispatc‘ er for handling
messages that are received on the external port. The connect component ' 

vokes the seek

portal computer component 705 to identify a portal computer that is nnected to the

20 broadcast channel and invokes the connect request component 706 to ask th portal computer

(if fully connected) to select neighbor processes for the newly connec' g process. The

external dispatcher receives external messages, identifies the type of mess ge,'and invokes

the appropriate handling routine 707. The internal dispatcher receives the ' temal messages,

identifies the type of message, and invokes the appropriate handling r tine 708. The

25 received broadcast messages are stored in the broadcast message queue 7 9. The acquire

message component is invoked to retrieve messages from the broadc st queue. The

broadcast component is invoked by the‘ application program to broadcast messages in the
broadcast channel.

A Distributed Game Enviromnent

30 In one embodiment, a game environment is implemented using broadcast

charmels. The game environment is provided by a game application pro executing on
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each player’s computer that interacts with a broadcaster component. Ea h player joins a

game (e.g., a first person shooter game) by connecting to the broadcast c el on which the

game is played. Each time a player takes an action in the game a message representing that

action is broadcast on the game’s broadcast charmel. In addition, a layer may send

5 messages (e.g., strategy information) to one or more other players bi broadcasting a

message. When the game application program receives an indication oflan action, either
received on the broadcast channel or generated by the player at this comp er, it updates its

current state of the game. The game may terminate when one of the players reaches a certain

score, defeats all other players, all players leave the game, and so on.

10 To facilitate the creation of games for the game environme t, an application

programming interface (“API”) is provided to assist game developers. The I may provide

high-level game functions that would be used by most types of first perso shooter games.

For example, the API may include functions for indicating that a player ha moved to a new

position, for shooting in a certain direction, for reporting a score, for anno cing the arrival

15 and departure ofplayers, for sending a message to another player, and so on

The game environment may provide a game web site throu which players

can view the state of current games and register new games. The game eb server would

include a mapping between each game and the broadcast channel on which e game is to be

played. When joining a game, the user would download the broadcaster c mponent and the

20 game application program from the web server. The user would al 0 download the

description of the game, which may include the graphics for the game. The web server

would also provide the channel type and channel instance associated with e game and the

identification of the portal computers for the game. The game environment may also have a

game monitor computer that connects to each game, monitors the activity of the game, and

b 25 reports the activity to the web server. With this activity information, th web server can

provide information on the current state (e.g., number of players) of each g e.

The game environment may also be used for games other an first person

shooter games. For example, a variation of a society simulation game can be played where

players sign up for different roles. If a role is unfulfilled or a player ' that role is not

30 playing, then an automated player can take over the role.

The following tables list messages sent by the broadcaster co ponents.
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EXTERNAL MESSAGES

Message Type _
seeking_connection_call Indicates that a seeking process would like to a W Whether fhé

receiving process is fully connected to the broa ast channel

Indicates that the sending process would like th receiving

process to initiate a connection of the sending p ocess to the
broadcast charmel

  

  
  

  
 

connection_request_call

  
  

  
 
 

 

 Indicates that the sending process is proposing = edge through

which the receiving process can connect to the n oadcast

channel (i.e., edge pinning)

edge_proposal_cal1

 

  Indicates that the sending process is proposing a port through
which the receiving process can connect to the b oadcast
charmel

connected__stmt Indicates that the sending process is connected «» the broadcast
channel

condition_repair_stmt Indicates that the receiving process should disco ect fiom one

of its neighbors and connect to one of the proceses involved in
the neighbors with empty port condition

port__connection_call
 
 

 
   

 
 

 

INTERNAL MESSAGES

Message me -
broadcast_stmt Indicates a message that is being broadcast ough the

broadcast charmel for the application pro 2 5

Indicates that the designated process is 1ool'p'ng for a port
 

  
 

 
 

 

 

  through which it can connect to the broadcast charmel

connection_edge_search_call Indicates that the requesting process is loo ' g for an edge
through which it can connect to the broadc t charmel

 

  
 

    connection edge search resp Indicates whether the edge between this pr «- cess and the
equesfingsending neighbor has been accepted by the

Pan)’

diameter_estimate_stmt Indicates an estimated diameter of the broa cast charmel

diameter_reset_stmt Indicates to reset the estimated diameter to '
diameter

disconnect_stmt Indicates that the sending neighbor is disco ecting from
the broadcast channel

condition_check_stmt Indicates that neighbors with empty port c-
[03004-800l/SU)03733.l07| -2 5-
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   _been de“=°*ed

condition_double_check_snnt Indicates that the neighbors with empty po s have the
same set of neighbors

Indicates that the broadcast charmel isbein 

Flow»Diag;arns

Figures 8-34 are flow diagrams illustrating the processing 0

 
 
 

 

 

  
the broadcaster

component in one embodiment. Figure 8 is a flow diagram illustrating the rocessing of the

5 connect routine in one embodiment. This routine is passed a channel type e.g., application

name) and channel instance (e.g., session identifier), that identifies the bro dcast channel to

which this process wants to connect. The routine is also passed auxiliary information that

includes the list of portal computers and a connection callback routine. Whn the connection

is established, the connection callback routine is invoked to notify the app ication program.

10 When this process invokes this routine, it is in the seeking connection state When a portal

Le neighbor, this

process enters the partially connected state, and when the process eventually] connects to four

computer is located that is connected and this routine connects to at least 0

neighbors, it enters the fully connected state. When in the small regime, frilly connected

process may have less than four neighbors. In block 801, the routine opcnh the call-in port

15 through which the process is to communicate with other processes when esliilishing external
ing the hashingand internal connections. The port is selected as the first available port

algorithm described above. In block 802, the routine sets the connect '

 

 
time. The connect time is used to identify the instance of the process

«E3. 5
In (D3PL '6

o:1 O53
'9.

o83 E
‘<

OoBCD9. 8 tn 3'o9:a.OQE 0=r

20 channel type and charmel instance using one call-in port and then disconn cts, and another

process may then connect to that same broadcast charmel using the same

53.0 §.9the other process becomes fully connected, another process may try to co

thinking it is the fully connected old process. In such a case, the connect '

25 passing the channel type and channel instance. The seek portal computer to tine attempts to
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successful in locating a fully connected process on that portal computer, then the routine

continues at block 805, else the routine returns an unsuccessful indication. decision block

805, if no portal computer other than the portal computer on which the pro ss is executing

was located, then this is the first process to fully connect to broadcast channel and the

5 routine continues at block 806, else the routine continues at block 808. block 806, the

routine invokes the achieve connection routine to change the state of this process to fully

connected. In block 807, the routine installs the external dispatcher for pro essing messages

received through this process’ external port for the passed charmel type and harmel instance.

When a message is received through that external port, the external dispafcher is invoked.
10 The routine then returns. In block 808, the routine installs an external dis atcher. In block

809, the routine invokes the connect request routine to initiate the proce s of identifying

 

 

neighbors for the seeking computer. The routine then returns.

' Figure 9 is a flow diagram illustrating the processing of the seek portal

computer routine in one embodiment. This routine is passed the charmel e and charmel

15 instance of the broadcast channel to which this process wishes to connect. This routine, for

each search depth (e.g., port number), checks the portal computers at that s arch depth. If a

portal computer is located at that search depth with a process that is fully connected to the

broadcast channel, then the routine returns an indication of success. In bl ks 902-911, the

routine loops selecting each search depth until a process is located. In bloc 902, the routine

20 selects the next search depth using a port number ordering algorithm. In de ision block 903,

and determining whether a process of that portal computer is connected to or attempting to

25 connect to) the broadcast charmel with the passed charmel type and ch el instance. In

905, if all the

portal computers have already been selected, then the routine loops to block 902 to select the

next search depth, else the routine continues at block 906. In block 906, th routine dials the

selected portal computer through the port represented by the search depth.

30 907, if the dialing was successful, then the routine continues at block 908 else the routine

loops to block 904 to select the next portal computer. The dialing will be successful if the

dialed port is the call-in port of the broadcast channel of the passed channel
[03004-8001/SLOO3733. 107] -27-
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instance of a process executing on that portal computer. In block 908, the outine invokes a

contact process routine, which contacts the answering process of the portal omputer through

the dialed port and determines whether that process is fully connected to the broadcast

channel. In block 909, the routine hangs up on the selected portal cornp ter. In decision

5 block 910, if the answering process is fully connected to the broadcast hannel, then the

routine returns a success indicator, else the routine continues at block 911. In block 911, the

routine invokes the check for external call routine to determine whether an external call has

been made to this process as a portal computer and processes that call. e routine then

loops to block 904 to select the next portal computer.

to Figure 10 is a flow diagram illustrating the processing of th contact process

routine in one embodiment. This routine determines whether the proces of the selected

portal computer that answered the call-in to the selected port is fully onnected to the

broadcast charmel. In block 1001, the routine sends an extema message (i.e.,

seeking_connection_call) to the answering process indicating that a seeking process wants to

el. In block

' g process. In

:2

§E‘39$
S

5%eaO§-‘-1"n»% H8%2230wego:
'6

«>33",0asamas "13:'8‘<:30isSo{£2‘£3“£8 3%90‘3-3“'3gr)«.3
1'0

£0
received (i. e. ,

routine returns.

decision block 1003, if the external response message is successful]

seeking_connection_resp), then the routine continues at block 1004, else

Wherever the broadcast component requests to receive an external message, it sets a time out

20 period. If the external message is not received within that time out perio the broadcaster

component checks its own call-in port to see if another process is calling it. In particular, the

dialed process may be calling the dialing process, which may result in a d adlock situation.

The broadcaster component may repeat the receive request several times. If the expected

message is not received, then the broadcaster component handles the error 5 appropriate. In

25 decision block 1004, if the answering process indicates in its response mes ge that it is fully

connected to the broadcast channel, then the routine continues at block 100 , else the routine

continues at block 1006. In block 1005, the routine adds the selected po al computer to a

list of connected portal computers and then returns. In block 1006, the routine adds the

answering process to a list of fellow seeking processes and then returns.

30 Figure 11 is a flow diagram illustrating the processing of th connect request

routine in one embodiment. This routine requests a process of a portal c mputer that was
identified as being fully connected to the broadcast charmel to initiate the

[osaouzooi/suoo3733.io7| -28-
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process to the broadcast channel. In decision block 1101, if at least one p ocess of a portal

computer was located that is fully connected to the broadcast channel, then the routine

continues at block 1103, else the routine continues at block 1102. A pro ess of the portal

computer may no longer be in the list if it recently disconnected from the b oadcast channel.

5 In one embodiment, a seeking computer may always search its entire sear h depth and find

armel. In block

1102, the routine restarts the process of connecting to the broadcast charm I and returns. In

block 1103, the routine dials the process of one of the found portal com ters through the

call-in port. In decision block 1104, if the dialing is successful, then the ro tine continues at

to block 1105, else the routine continues at block 1113. The dialing may be

 

 

 

 
 
 

 

multiple portal computers through which it can connect to the broadcast

successful if, for

example, the dialed process recently disconnected from the broadcast c armel. In block

1105, the routine sends an external message to the dialed process reques ' a connection to

the broadcast channel (i. e., connection__request_call). ln block I 106, the ro tine receives the

response message (i.e., connection_request_resp). In decision block 110 , if the response

15 message is successfully received, then the routine continues at block 110 , else the routine

continues at block 1113. In block 1108, the routine sets the expected n er of holes (i. e.,

empty internal connections) for this process based on the received respo c. When in the

large regime, the expected number of holes is zero. When in the small re e, the expected

number of holes varies from one to three. In block ll09, the routine s ts the estimated

20 diameter of the broadcast channel based on the received response. In decis on block 1111, if

the dialed process is ready to connect to this process as indicated by the r sponse message,

then the routine continues at block lll2, else the routine continues at bloc 1113. In block

 

 

5''‘ III‘ Ii _N c? ‘'1Eo B5;G U! 9‘0 tn:2.o. :15.’."€-Cr9. 3§0 F.‘o ca0.o. 5"to U1Q(3
g process as a

neighbor to this process. This adding of the answering process typically occurs when the

25 broadcast channel is in the small regime. When in the large regime, the r dom walk search

for a neighbor is performed. In block 1113, the routine hangs up the ex emal connection

with the answering process computer and then returns.

Figure 12 is a flow diagram of the processing of the check for external call

routine in one embodiment. This routine is invoked to identify whether a fellow seeking

30 process is attempting to establish a connection to the broadcast charmel thr ugh this process.

In block 1201, the routine attempts to answer a call on the call-in port.

1202, if the answer is successful, then the routine continues at block 120

[0300-1-8001!SL003733.l07] .29.
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returns. In block 1203, the routine receives the external message fi’om the |extemal port. In

decision block 1204, if the type of the message indicates that a seeking process is calling
(i.e., seeking_connection_ca1l), then the routine continues at block 1205, else the routine

returns. In block 1205, the routine sends an external message (i.e., seeking_i:onnection_resp)
to the other seeking process indicating that this process is also is seeking connection. In

decision block 1206, if the sending of the external message is successful, then the routine

continues at block 1207, else the routine returns. In block 1207, the rou ' e adds the other

seeking process to a list of fellow seeking processes and then returns. This list may be used

if this process can find no process that is fully connected to the broadcast channel. In which

case, this process may check to see if any fellow seeking process

connecting to the broadcast channel. For example, a fellow seeking proces

first process fiilly connected to the broadcast charmel.

wjre successful in
may become the

Figure 13 is a flow diagram of the processing of the achieve cpnnection routine
in one embodiment. This routine sets the state of this process to fully

broadcast channel and invokes a callback routine to notify the application

In

routine sets the connection state of this process to fully connected. In

process is now fully connected to the requested broadcast channel.

ponnected to the
program that the

block 1301, the

block 1302, the

routine notifies fellow seeking processes that it is fully connected by seniling a connected

external message to them (i.e., connected_stmt). In block 1303, the IOITILIDC invokes the
20 connect callback routine to notify the application program and then returns.

Figure 14 is a flow diagram illustrating the processing
Lpf the externaldispatcher routine in one embodiment. This routine is invoked when e external port

receives a message. This routine retrieves the message, identifies the exte al message type,

and invokes the appropriate routine to handle that message. This routine loops processing

25 each message until all the received messages have been handled. In block 1401, the routine

answers (e.g., picks up) the external port and retrieves an external mess ge. In decision

block 1402, if a message was retrieved, then the routine continues at blo k I403, else the

routine hangs up on the external port in block 1415 and returns. In decisi n block 1403, if

ction_call), then

the routine invokes the handle seeking connection call routine in block 140 , else the routine

continues at block 1405. In decision block 1405, if the message type is for a connection 
the message type is for a process seeking a connection (i.e., seeking__conn

30

request call (i.e., connection_request_caIl), then the routine invokes the

-30-

dle connection
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request call routine in block 1406, else the routine continues at block l4b7. In decision

block 1407, if the message type is edge proposal call (i. e., edge_proposail_call), then the
roufine invokes the handle edge proposal call routine in block 1408, else the routine

continues at block 1409. In decision block 1409, if the message type is port connect call

5 (i. e., port_connect_call), then the routine invokes the handle port connection call routine in

block 1410, else the routine continues at block 1411. In decision block 141ll, if the message
type is a connected statement (i. e., connected_stmt), the routine invokes the handle

connected statement in block 1112, else the routine continues at block 1212. In decision

block 1412, if the message type is a condition repair statement (i. e., condition__repair_stmt),

10 then the routine invokes the handle condition repair routine in block 1413, else the routine

loops to block 1414 to process the next message. After each handling rou ' e is invoked, the

routine loops to block 1414. In block 1414, the routine hangs up on the external port and

continues at block 1401 to receive the next message.

Figure 15 is a flow diagram illustrating the processing of the handle seeking

15 connection call routine in one embodiment. This routine is invoked when d seeking process

is calling to identify a portal computer through which it can connect to the broadcast charmel.

In decision block 1501, if this process is currently fully connected to the broadcast channel

identified in the ‘message, then the routine continues at block 1502, else the routine continues

at block 1503. In block 1502, the routine sets a message to indicate that this process is fully

20 connected to the broadcast channel and continues at block 1505. In block I503, the routine

sets a message to indicate that this process is not fully connected. In block '1504, the routine

adds the identification of the seeking process to a list of fellow seeking piocesses. If this

process is not fully connected, then it is attempting to connect to the broadcast channel. In

block 1505, the routine sends the external message response (i. e., seeking onnection_resp)

25 to the seeking process and then retums.

Figure 16 is a flow diagram illustrating processing of the h dle connection

request call routine in one embodiment. This routine is invoked when th calling process

wants this process to initiate the connection of the process to the broadca t channel. This

routine either allows the calling process to establish an internal connection 'th this process

30 (e.g., if in the small regime) or starts the process of identifying a process to hich the calling

process can connect. In decision block 1601, if this process is currently lly connected to

the broadcast charmel, then the routine continues at block 1603, else the ro tine hangs up on
(03004-soot/sLoo3733.1o7| -3 1- 7,, W0
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the external port in block 1602 and returns. In block 1603, the routine s the number of

block 1604, theholes that the calling process should expect in the response message.

routine sets the estimated diameter in the response message. In block 605, the routine

indicates whether this process is ready to connect to the calling process. This process is

5 ready to connect when the number of its holes is greater than zero and the alling process is

not a neighbor of this process. In block 1606, the routine sends to the c ling process an

external message that is responsive to the connection req est call (i.e.,

 

 
 

 
 

 
 

 

connection_request_resp). In block 1607, the routine notes the number f holes that the

calling process needs to fill as indicated in the request message. In decisi n block 1608, if

10 this process is ready to connect to the calling process, then the routine _c ntinues at block

1609, else the routine continues at block 1611. In block 1609, the routin invokes the add

neighbor routine to add the calling process as a neighbor. In block 1610, the routine

decrements the number of holes that the calling process needs to fill and c ntinues at block

1611. In block 1611, the routine hangs up on the external port. In decisi 1) block 1612, if

15 this process has no holes or the estimated diameter is greater than one i.e., in the large

regime), then the routine continues at block 1613, else the routine continu s at block 1616.

In blocks 1613-1615, the routine loops forwarding a request for an edge

connect to the calling process to the broadcast channel. One request is fo arded for each

pair of holes of the calling process that needs to be filled. ln decision b ock 1613, if the

20 number of holes of the calling process to be filled is greater than or eq to two, then the

block 1614, the

routine invokes the forward connection edge search routine. The invoked routine is passed

routine continues at block 1614, else the routine continues at block 1616.

to an indication of the calling process and the random walk distance. In on embodiment, the

block 1614, the

n decision block

distance is twice in the estimated diameter of the broadcast channel.

25 routine decrements the holes left to fill by two and loops to block 1613.

1616, if there is still a hole to fill, then the routine continues at block 161 , else theroutine

returns. In block 1617, the routine invokes the fill hole routine passing th identification of

the calling process. The fill hole routine broadcasts a connection port sear h statement (i.e.,

connection_J)Ol't_SCaI‘Ch_SUnt) for a hole of a connected process through hich the calling

30 process can connect to the broadcast charmel. The routine then returns.

Figure 17 is a flow diagram illustrating the processing of e add neighbor

routine in one embodiment. This routine adds the process calling on the xtemal port as a

[03004-800lISl.n03733.l07] -32- 731,00
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neighbor to this process. In block 1701, the routine identifies the callin process on the

external port. In block 1702, the routine sets a flag to indicate that the nei

received the broadcast messages from this process. This flag is used to ens e that there are

no gaps in the messages initially sent to the new neighbor. The external ort becomes the

5 internal port for this connection. In decision block 1703, if this process 5 in the seeking

connection state, then this process is connecting to its first neighbor and the routine

continues at block 1704, else the routine continues at block 1705. In block 1704, the routine

sets the connection state of.this process to partially connected. In block 705, the routine

c‘o"1 U‘3 :3oF. ‘<Q

adds the calling process to the list of neighbors of this process. In block 706, the routine

10 installs an intemal dispatcher for the new neighbor. The internal dispatcher is invoked when

a message is received from that new neighbor through the internal port of at new neighbor.

In decision block 1707, if this process buffered up messages while not full connected, then

1709. In one

embodiment, a process that is partially connected may buffer the messag that it receives

the routine continues at block 1708, else the routine continues at bloc

15 through an internal connection so that it can send these messages as it onnects to new

neighbors. In block 1708, the routine sends the bufiered messages to e new neighbor

through the internal port. In decision block 1709, if the number of hole of this process

equals the expected number of holes, then this process is fully connecte and the routine

continues at block l7l0, else the routine continues at block 1711. In block 710, the routine

20 invokes the achieve connected routine to indicate that this process is ful connected. In

decision block 1711, if the number of holes for this process is zero, en the routine

continues at block 1712, else the routine returns. In block 1712, the ro tine deletes any

pending edges and then returns. A pending edge is an edge that has been proposed to this

process for edge pinning, which in this case is no longer needed.

25 Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment. This routine is respo sible for passing

along a request to connect a requesting process to a randomly selected neighbor of this

process through the intemal port of the selected neighbor, that is part of the andom walk. In

decision block 1801, if the forwarding distance remaining is greater th zero, then the

30 routine continues at block 1804, else the routine continues at block 1802. decision block

1802, if the number of neighbors of this process is greater than one, en the routine

continues at block 1804, else this broadcast channel is in the small regim- and the routine
[03004-8001/SlD03733.l07] -33 - -"3100
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20

25

30

804. In blocks

ch call intemal

continues at block 1803. In decision block 1803, if the requesting processLis a neighbor ofthis process, then the routine returns, else the routine continues at block

1804-1807, the routine loops attempting to send a connection edge se

message (i. e., connection_edge_search_call) to a randomly selected neighbo . In block 1804,

the routine randomly selects a neighbor of this process. In decision blocli 1805, if all the

neighbors of this process have already been selected, then the routine c ot forward the

message and the routine returns, else the routine continues at block 1806. block 1806, the

routine sends a connection edge search call internal message to the selec ed neighbor. In

decision block 1807, if the sending of the message is successful, then the roiltine continues at

block 1808, else the routine loops to block 1804 to select the next nei bor. When the

sending of an internal message is unsuccessful, then the neighbor may have disconnected

from the broadcast charmel in an unplanned manner. Whenever such a situation is detected

by the broadcaster component, it attempts to find another neighbor by invo ' g the fill holes

routine to fill a single hole or the forward connecting edge search routine to‘Fil1l two holes. In
block 1808, the routine notes that the recently sent connection edge search call has not yet

been acknowledged and indicates that the edge to this neighbor is reserved if the remaining

forwarding distance is less than or equal to one. It is reserved because the selected neighbor

may offer this edge to the requesting process for edge pinning. The routine tlhen returns.
Figure 19 is a flow diagram illustrating the processing of the handle edge

proposal call routine. This routine is invoked when a message is received from a proposing

process that proposes to connect an edge between the proposing proces and one of its

neighbors to this process for edge pinning. In decision block 1901, if the it her of holes of

this process minus the number of pending edges is greater than or equal to one, then this

process still has holes to be filled and the routine continues at block 19021 else the routine
continues at block 1911. In decision block 1902, if the proposing process 0 its neighbor is a

neighbor of this process, then the routine continues at block 1911, else the 1
at block 1903. In block 1903, the routine indicates that the edge is pen g between this

process and the proposing process. In decision block 1904, if a proposed 11 'ghbor is already

outine continues

pending as a proposed neighbor, then the routine continues at block 1911 else the routine

continues at block 1907. In block 1907, the routine sends an edge propos response as an

extemal message to the proposing process (i. e., edgeJ)roposal__resp) in eating that the

proposed edge is accepted. In decision block 1908, if the sending of e message was
[o3oo4—sooi/sI.oo3733.Io7] -34- 7,3,“,
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successful, then the routine continues at block 1909, else the routine returns. In block 1909,

the routine adds the edge as a pending edge. In block 1910, the routine invokes the add

neighbor routine to add the proposing process on the external port as a neighbor. The routine

then returns. In block 1911, the routine sends an external message (i. e., edge_proposal_resp)

5 indicating that this proposed edge is not accepted. In decision block 1912, if the number of

holes is odd, then the routine continues at block 1913, else the routine r turns. In block

1913, the routine invokes the fill hole routine and then returns.  

 

 

Figure 20 is a flow diagram illustrating the processing of the handle port

connection call routine in one embodiment. This routine is invoked hen an external

to message is received then indicates that the sending process wants to conne t to one hole of

this process. In decision block 2001, if the number of holes of this proce s is greater than

zero, then the routine continues at block 2002, else the routine continues a block 2003. In

indicates that it is not okay to connect to this process. The routine then turns. In block

2004, the routine sends a port connection response external message to th sending process

that indicates that is okay to connect this process. In decision block 2005, 'f the sending of

the message was successful, then the routine continues at block 2006, else the routine

20 continues at block 2007. In block 2006, the routine invokes the add neighb r routine to add

the sending process as a neighbor of this process and then returns. In block 007, the routine

hangs up the external connection. In block 2008, the routine invokes th connect request

routine to request that a process connect to one of the holes of this process. The routine then
returns.

25 Figure 21 is a flow diagram illustrating the processing of the 11 hole routine in '

one embodiment. This routine is passed an indication of the requesting process. If this

 
process is requesting to fill a hole, then this routine sends an internal essage to other

processes. If another process is requesting to fill a hole, then this routine in okes the routine

to handle a connection port search request. In block 2101, the rou' e initializes a

30 connection port search statement internal message (i.e., connection_port_ earch_strnt). In

[03004-8001/SU)0J733. 1071 -35-
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the message to the neighbors of this process through the internal ports and then returns. In

block 2104, the routine invokes the handle connection port search routine then returns.

Figure 22 is a flow diagram illustrating the processing of the ' temal dispatcher

routine in one embodiment. This routine is passed an indication of the nei bor who sent the

5 internal message. In block 2201, the routine receives the internal mess e. This routine

 identifies the message type and invokes the appropriate routine to handle e message. In

block 2202, the routine assesses whether to change the estimated diameter of the broadcast

channel based on the information in the received message. In decision bl k 2203, if this

process is the originating process of the message or the message has alrea y been received

10 (i. e., a duplicate), then the routine ignores the message and continues at blo R 2208, else the

routine continues at block 2203A. In decision block 2203A, if the pr cess is partially

connected, then the routine continues at block 2203B, else the routine c ntinues at block

2204. In block 2203B, the routine adds the message to the pending conn _ction buffer and

continues at block 2204. In decision blocks 2204-2207, the routine deccides the message

15 type and invokes the appropriate routine to handle the message. For exa+p1e, in decision
block 2204, if the type of the message is broadcast statement (i.e., broadca t_strnt), then the

routine invokes the handle broadcast message routine in block 2205. Alter invoking the
appropriate handling routine, the routine continues at block 2208. In decisiim block 2208, if

the partially connected bufler is full, then the routine continues at bloc 2209, else the

20 routine continues at block 2210. The broadcaster component collects all its internal

messages in a buffer while partially connected so that it can forward tl+ messages as it
connects to new neighbors. If, however, that buffer becomes full, then the process assumes

is was too high,
routine invokes

25 the achieve connection routine and then continues in block 2210. In decisi n block 2210, if

 
 

routine of the application program.

30 Figure 23 is a flow diagram illustrating the processing of the

process, an indication of the neighbor who sent the broadcast message,
[03004—800l/SL003733.l07] -36-
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message. The broadcaster component queues messages from each origina ' g process until it

can send them in sequence number order to the application program. In block 2302, the

routine invokes the distribute broadcast message routine to forward the message to the

5 neighbors of this process. In decision block 2303, if a newly connected neighbor is waiting
to receive messages, then the routine continues at block 2304, else the to tine returns. In

block 2304, the routine sends the messages in the correct order if  ss1ble for each

message itself. In block 2301, the routine performs the out of order %cesstng for this
originating process and then returns.

Figure 24 is a flow diagram illustrating the processing f the distribute

10 broadcast message routine in one embodiment. This routine sends the bro cast message to

each of the neighbors of this process, except for the neighbor who sent th message to this

process. In block 2401, the routine selects the next neighbor other than e neighbor who

sent the message. In decision block 2402, if all such neighbors have alrea y been selected,

then the routine returns. In block 2403, the routine sends the messag to the selected

15 neighbor and then loops to block 2401 to select the next neighbor.

Figure 26 is a flow diagram illustrating the processing of the tile connection

port search statement routine in one embodiment. This routine is passed an indication of the

neighbor that sent the message and the message itself. In block 2601, the ro tine invokes the

distribute internal message which sends the message to each of its neighb 5 other than the

20 sending neighbor. In decision block 2602, if the number of holes of this rocess is greater

5. In decision 

 

than zero, then the routine continues at block 2603, else the routine re

block 2603, if the requesting process is a neighbor, then the routine continu s at block 2605,

else the routine continues at block 2604. In block 2604, the routine ' vokes the court

neighbor routine and then returns. The court neighbor routine connects '5 process to the

25 requesting process if possible. In block 2605, if this process has one hole, en the neighbors

with empty ports condition exists and the routine continues at block 2606 else the routine

sends the message to the requesting neighbor.

30 Figure 27 is a flow diagram illustrating the processing of

[03004-8001/SLO03731107] -3 7-
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connection call external message to the prospective neighbor and ad the prospective

neighbor as a neighbor. In decision block 2701, if the prospective nei bor is already a

neighbor, then the routine returns, else the routine continues at block 270 . In block 2702,

the routine dials the prospective neighbor. In decision block 2703, if the n ber of holes of

5 this process is greater than zero, then the routine continues at block 2704 else the routine

continues at block 2706. In block 2704, the routine sends a port connec 'on call external

message (i.e., port__connection_call) to the prospective neighbor and rec ives its response

(i.e., pon_connection_resp). Assuming the response is successfully receiv d, in block 2705,

the routine adds the prospective neighbor as a neighbor of this process by invoking the add

10 neighbor routine. In block 2706, the routine hangs up with the prospect and then retums.

Figure 28 is a flow diagram illustrating the processing of the Iiandleconnection
edge search call routine in one embodiment. This routine is passed a indication of the

neighbor who sent the message and the message itself. This routine ei er forwards the

message to a neighbor or proposes the edge between this process and the se ding neighbor to

IS the requesting process for edge pinning. In decision block 2801, if this rocess is not the

requesting process or the number of holes of the requesting process is sti l greater than or

equal to two, then the routine continues at block 2802, else the routine c ntinues at block

2813. In decision block 2802, if the forwarding distance is greater th zero, then the

random walk is not complete and the routine continues at block 2803, else the routine

20 continues at block 2804. In block 2803, the routine invokes the forward connection edge

search routine passing the identification of the requesting process and the decremented

forwarding distance. The routine then continues at block 2815. In decisi n block 2804, if

the requesting process is a neighbor or the edge between this process and the sending

neighbor is reserved because it has already been offered to a process, then the routine

25 continues at block 2805, else the routine continues at block 2806. In block 2805, the routine

invokes the forward connection edge search routine passing an indication of the requesting
party and a toggle indicator that alternatively indicates to confinue the ran om walk for one

or two more computers. The routine then continues at block 2815. In block 2806, the

routine dials the requesting process via the call-in port. In block 2807, th routine sends an

30 edge proposal call external message (i. e., edge_proposal_call) and receives e response (i.e.,

cdgeJ)roposal_resp). Assuming that the response is successfully rece ved, the routine

continues at block 2808. In decision block 2808, if the response indicate that the edge is
[D3004-800!/SL003733.l07] -3 8- 701,00
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acceptable to the requesting process, then the routine continues at bloc 2809, else the

routine continues at block 2812. In block 2809, the routine reserves the e ge between this

process and the sending neighbor. In block 2810, the routine adds the req esting process as

a neighbor by invoking the add neighbor routine. In block 2811, the ro 'ne removes the

5 sending neighbor as a neighbor. In block 2812, the routine hangs up the xtemal port and

continues at block 2815. In decision block 2813, if this process is the reque ting process and

the number of holes of this process equals one, then the routine continues a block 2814, else

the routine continues at block 2815. In block 2814, the routine invokes the fill hole routine.

In block 2815, the roufinc sends an connection edge search respons message (i. e.,

10 connection_edge_search_response) to the sending neighbor indicating ackn wledgement and

then returns. The graphs are sensitive to parity. That is, all possible pa 5 starting from a

node and ending at that node will have an even length unless the graph h s a cycle whose

length is odd. The broadcaster component uses a toggle indicator to vary

 

 

 

distance between even and odd distances.

15 Figure 29 is a flow diagram illustrating the processing» of the andle connection

edge search response routine in one embodiment. This routine is passed as indication of the

requesting process, the sending neighbor, and the message. In block 2901, the routine notes

that the connection edge search response (i. e., connection_edge_searc resp) has been

. received and if the forwarding distance is less than or equal to one unr serves the edge

20 between this process and the sending neighbor. In decision block 2902, if the requesting

process indicates that the edge is acceptable as indicated in the message, then the routine

continues at block 2903, else the routine returns. In block 2903, the routine eserves the edge

between this process and the sending neighbor. In block 2904, the to

sending neighbor as a neighbor. In block 2905, the routine invokes th court neighbor

' e removes the

25 routine to connect to the requesting process. In decision block 2906, if th invoked routine

was unsuccessful, then the routine continues at block 2907, else the ro tine returns. In

decision block 2907, if the number of holes of this process is greater th zero, then the

routine continues at block 2908, else the routine retums. In block 2908, th routine invokes

the fill hole routine and then returns.

30 Figure 30 is a flow diagram illustrating the processing of the roadcast routine

in one embodiment. This routine is invoked by the application pro to broadcast a

message on the broadcast channel. This routine is passed the message to e broadcast. In

[D3004-8001/Sl.D03733.lO7] .3 9. 7,3,”,
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20

decision block 3001, if this process has at least one neighbor, then the roultine continues at
block 3002, else the routine returns since it is the only process connected to be broadcast

channel. In block 3002, the routine generates an internal message of the broadcast statement

type (i.e., broadcast _stmt). In block 3003, the routine sets the sequence number of the

message. In block 3004, the routine invokes the distribute intemal mTsage routine tobroadcast the message on the broadcast channel. The routine returns.

Figure 31 is a flow diagram illustrating the processing of the acquire message 
 

 

routine in one embodiment. The acquire message routine may be invoked the application

program or by a callback routine provided by the application program. This routine returns a

message. In block 3101, the routine pops the message from the mess e queue of the

broadcast channel. In decision block 3102, if a message was retrieved, then the routine

returns an indication of success, else the routine retums indication of failure.

Figures 32-34 are flow diagrams illustrating the process’ g of messages

associated with the neighbors with empty ports condition. Figure 32 is a flow diagram

[03004-8001/SLD03733. 107] .40-
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block 3302, the routine selects a neighbor that is not involved in the nei bors with empty

ports condition. In block 3303, the routine removes the selected neighbor as a neighbor of

this process. Thus, this process that is executing the routine now has at llast one hole. In
block 3304, the routine invokes the add neighbor routine to add the pro ess that sent the

 

 

 

5 message as a neighbor of this process. The routine then returns.

Figure 34 is a flow diagram illustrating the processing of the handle condition

double check routine. This routine determines whether the neighbors 'th empty ports

condition really is a problem or whether the broadcast channel is in the mall regime. In

decision block 3401, if this process has one hole, then the routine continu s at block 3402,

10 else the routine continues at block 3403. If this process does not have one ole, then the set

of neighbors of this process is not the same as the set of neighbors of the se ding process. In

decision block 3402, if this process and the sending process have the same set of neighbors,

then the broadcast channel is not in the small regime and the routine contin es at block 3403,

else the routine continues at block 3406. In decision block 3403, if this pro ess has no holes,

15 then the routine retums, else the routine continues at block 3404. In block 3404, the routine

sets the estimated diameter for this process to one. In block 3405, the ro tine broadcasts a

diameter reset internal message (i.e., diameter_reset) indicating that the es ° ated diameter is

one and then returns. In block 3406, the routine creates a list of neighbors this process. In

block 3407, the routine sends the condition check message (i. e., condition heck__stInt) with

20 the list of neighbors to the neighbor who sent the condition double check essage and then
returns.

From the above description, it will be appreciated that though specific

embodiments of the technology have been described, various modiflcati s may be made

without deviating from the spirit and scope of the invention. F r example, the

25 communications on the broadcast channel may be encrypted. Also, the c armel instance or

session identifier may be a very large number (e.g., 128 bits) to help preve an unauthorized

user to maliciously tap into a broadcast chaimel. The portal computer ay also enforce

security and not allow an tmauthorized user to connect to the br adcast channel.

Accordingly, the invention is not limited except by the claims.

[o3oo4.sooi/sLoo3733.io7] -41- 751,00
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CLAIMS

 

 

 

1 1. A computer network for providing a game environment for a plurality of

2 participants, each participant having connections to at least three nei or participants,

3 wherein an originating participant sends data to the other participants by sending the data

4 through each of its connections to its neighbor participants and wherein each participant

5 sends data that it receives from a neighbor participant to its other neighbor p 'cipants.

1 2. The computer network of claim 1 wherein each partici ant is connected

2 to 4 other participants.

1 ' 3. The computernetwork of claim 1 wherein each partici ant is connected

2 to an even number of other participants.

1 4. The computer network of claim 1 wherein the netw rk is m-regular,

2 where m is the number of neighbor participants of each participant.

1 5. The computer network of claim I wherein the networ is m-connected,

2 where m is the number of neighbor participants of each participant.

1 6. The computer network of claim 1 wherein the network is m-regular and

2 m-connected, where m is the number of neighbor participants of each partic pant.

1 7. The computer network of claim 1 wherein all the partic pants are peers.

1 8. The computer network of claim 1 wherein the connec ions are peer-to-

2 peer connections.

103004-sao1:s1.oo3733.1o7) -42- muoo
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1 9. The computer network of claim 1 wherein the connec "cm are TCP/IP

2 connections.

1 10. The computer network of claim 1 wherein each partici ant is a process

2 executing on a computer.

1 11. The computer network of claim 1 wherein a computer hosts more than

2 one participant.

1 12. The computer network of claim 1 wherein each particip‘ 1 sends to each

2 of its neighbors only one copy of the data.

1 13. The computer network of claim 1 wherein the int rconnections of

2 participants form a broadcast channel for a game of interest.

1 14. A distributed game system comprising: I

2 a plurality of broadcast charmels, each broadcast ch el for playing a

3 game;

4 means for identifying a broadcast channel for a game 0 interest; and

5 means for connecting to the identified broadcast chann l.

1 15. The distributed game system of claim 14 wherein mea.+s for identifying
2 a game of interest includes accessing a web server that maps games 0 corresponding

3 broadcast channel.

1 16. The distributed game system of claim 14 wherein a br dcast channel is

2 formed by player computers that are each interconnected to at least three 0 er computers.

(osooa-soon/s1,oo3733.|o71 .43. 7,3,“
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Gnutella: Alive, Well, and Changing Fast

01/25/2001

Gnutella, an open peer-to-peer search system primarily used for file R°'at°d A"“°'°53

sharing, was released in March. Within four months, developer

activity had substantially diminished, although usage continued to

surge due to Napster-driven media attention on peer-to-peer file-

sharing systems. Afier five months, the strain of an increasing

number of users on a weak technical infrastructure resulted in a Mo-,0 Nation Resgonds
quasi-collapse of the Gnutella network. Late irithe year, however, a
second wave of more sophisticated development began to emerge,

informed by experience. Defying reports of its demise, Gnutella is

evolving and usage is growing in response, although significant

In Praise of Freeloaders

EZEDir_es:10I¥BesiAvoilobleCopy
 

. . I 1

technical challenges remain. Reguresen, me e
I_e.<_:.hn.<.>.!99.i.9a.,l.n_n_gy§ti9n

What problems have been overcome and how? What problems Remaking the Peer-to—Peer

 
e Gnutella network and closely followed related Mm. .-M, cipmpzgacan, 5

application development. Here, we cover some representative issues
to provide insight into Gnutella's evolution.

The origins and technical significance of Gnutella have been described elsewhere. Some notable

points:

a Gnutella's creators released an executable application and published neither its source code

nor the communications protocol. Extant protocol publications made by third parties trace

their primary sources to reverse-engineerings of the original application.

0 It is generally acknowledged that Gnutella was not designed to support an unlimited user

A population, but instead a few hundred to perhaps a few thousand users.

0 The Gnutella protocol defines five message types, the data carried by each type, the

transmission rules for each type and the mechanics of connection between hosts.

0 Pings and queries used to discover hosts and files, respectively, are broadcast; other

message types, including responses, are routed. Messages are supposed to be dropped after

a predefined number of relays.

0 Gnutella is not a file-transfer protocol. The protocol is designed for finding hosts and their

files. File transfer is handled directly between serving and requesting hosts via HTTP.

Gnutella applications that serve files contain mini Web servers.

0 The protocol does not specify how many connections a given host may initiate, accept or

simultaneously maintain. It does not dictate conditions under which a host should maintain

or drop a given connection.

a Many independent developers have produced a number of Gnutella-speaking applications.

lt is not hard to imagine from the foregoing that Gnutella is susceptible to a number of problems.
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l Non-compliance

Non-compliant implementations are problematic not just for their users, who may not be able to

effectively communicate with others, but they are also trouble for the network at large. Because

Gnutella messages are relayed from host to host, the impact of a non-compliant application can

easily extend beyond its installed base and be magnified out of proportion.

But, what does "non-compliant" mean for a protocol without a blessed standard? In the open
world of Gnutella, free from central authority, compliance means being able to effectively

communicate with the bulk of the installed base. It is not unlike the situation with languages such

as English that have no formal codification. Protocol specification documents in this

environment then become analogous to dictionaries that reflect popular usage instead of dictating
usage.

Of course, non-compliance can arise out of the purposeful invention of new words or simply out

of poor grammar and pronunciation. Among the many ways an application can go wrong on the

latter front: It can malform messages it originates, it can corrupt messages it forwards and it can

improperly route messages. Proper handling of the routed message types by creating and

maintaining a routing table is a feature that, when short-shrifted by a developer, results in

substantial costs to users, including increased traffic and lost responses. The low barriers to entry

to Gnutella programming have encouraged less experienced developers to try their hands, often

exacerbating matters.

Non-compliant implementations have been kept in check by, among other things, the availability

of quality protocol specification documents, and the strict filtering implemented in popular

applications in order to not propagate deviant messages. They represent a continued problem.

Connectivity

Connectivity was a big headache for users. Just as a Web browser needs a start page, a Gnutella

application needs a start host. Unfortunately, early programs did not come preset with one

because host addresses generally have short shelf lives. This sent users searching across Web

sites, message boards and chat rooms for active host addresses. Developer Bob Schmidt came to

the rescue with gnuCache, an open-source application that automatically began doling out

addresses from several enthusiast-run servers. Not long after, Clip2 began reliably serving lists

of well connected, verified active hosts through a service that could be accessed at

Gnutellahosts.com via Gnutella and the Web. By fall, developers had begun providing an "auto—

connect" feature in Gnutella applications that relied upon host list services for start hosts,

relieving users of the need to bother with this matter. Technically, these services are sufficiently

uniform in the way they operate so as to be interchangeable to the developer, although the

quality of addresses returned varies. The connectivity problem has thus been addressed in a

manner that is not susceptible to a single point of failure.

Lack of Search Results

A lack of search results was a substantial issue following the quasi-collapse of the network in

August. As the traffic carried by an average host grew, it eventually exceeded the capacity of

hosts on the slowest physical links -- dial—up modems. These hosts became bottlenecks in the

network, effectively severing communication lines running through them. Fragmentation into

smaller sub-networks effectively resulted, with the upshot that users saw fewer search results.

Responses to the issue followed a common theme: move users on slower connections to the edge
of the network.

In October, Clip2 introduced the _l1e_fl,e_cto_r, a special Gnutella server designed to run on a high-
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speed connection and act as a proxy for users on slower links. In so doing it conserves the user's

bandwidth and situates slower hosts at the edge of the network. Via a Reflector, a network of

users can use Gnutella with far less aggregate bandwidth than would otherwise be required. Most

Reflectors are run on behalf of a particular user population and not publicly advertised, although

a handful of public-access ones are available at any given time.

9..

November and December saw the introduction of two significant new Gnutella applications.
First, Lime Wire LLC introduced LimeWire, then Free Peers Inc. released BearShare. Both

programs apply connection-preferencing rules that decide whether a given connection will be

maintained. One common example: connections to unresponsive hosts are dropped. The

consistent repeated application of this simple rule to a series of connections will tend to drive

slower hosts to have fewer connections and sit at the edge of the network, a bit like a poor

conversationalist might find himself marginalized at a party.

 

Coincident with these developments and the uptake in adoption of these applications, Clip2 has

seen a steady increase in the number of responsive hosts active ‘at any given time on the network,

rising from a typical figure of 500 in October to more than 1500 in early January 2001. The

quantity of search results has increased as well. According to Clip2 estimates, the number of

Gnutella users per day has risen from 10,000 to 30,000 in November to between 20,000 and

50,000 in January.

Download Failure

Download failure looms as one of the most serious problems according to many. Although

attractive search results may come back, they are useless if the associated files cannot be

downloaded. Quantitative study of the problem is complicated since users have preferences in

the files they download and upload. Since all files are not equal, there is much room for

inaccuracy in the results of any test that assumes otherwise. Nonetheless, there is a

preponderance of perception that downloads fail too often, particularly relative to other peer-to-

peer file-sharing systems.

Spurred by an A_ugu_s_t_,2,Q_Q_Q__pap_er_ by Eytan Adar and Bernardo Huberrnan of Xerox PARC, there

is belief that "freeloading" - users downloading much more than they upload - is a major source

of the download failure problem, although the critical ratio of supply and demand is anyone's

guess. The response to commentator Clay Shirky's counterpoint that "bandwidth over time is

__i_n_f1__n_i__t_e_'f_ is that the server bandwidth available to users who want to download a file right now is
too finite.

Developers are taking two major actions:

1. removing as much friction as possible from the upload process, such as defaulting a user's
upload directory to be his download directory; and

2. blocking uploads to users who are not themselves uploading.

Web sites such as Gnute and Gnutella.it allow users to search and download from the Gnutella

network without providing a direct means of contributing files back into the network. Seizing on

this asymmetry, recent versions of Limewire and BearShare have taken the offensive of denying

download requests from Web site users. Instead of the file, the user finds a suggestion to
download LimeWire or BearShare. The next step in this evolution may be to prioritize download

requests even among users of these applications based on how much they have uploaded or made

available for upload. The situation begins to resemble the model of Mojo Nation, in which

downloading has a cost that is payable by providing resources back into the community. An

alternative approach that might potentially be effective would be to not advertise a file -- not

respond to a query for it -— so long as there is no bandwidth available to serve the file.
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4. "Busy signals" are not the only possible cause for download failure. Hosts may be unreachable

due to firewalls or intervening network address translation devices, applications may be buggy or
incompatible, hosts may go offline or change their content between the point of advertising a file

and the point of receiving a download request, and so on. A mechanism that enabled hosts to

verify each other's ability to upload any file would address some of these issues.

What Next?

"What next?" is a fitting conclusion, for it is a problem that looms over Gnutella's future. Non-

compliant implementations, connectivity, a lack of search results, download failure - these are all

nuts-and—bolts problems with Gnutella. Sorting them out is necessary for Gnutella to meet

commonly held basic expectations of it as a usable, public, decentralized file-sharing system.

What happens when these core issues are sufficiently resolved?

The answer is that users spur developers to push on to new features. But which features? The

trouble of "What's next?" is the contentious issue of agreeing on what problems need to be

solved. Some aspire to see Gnutella be more scalable or more secure. Some want the system to

be more anonymous, some want it to be less. Some hope it becomes a more generalized

distributed search medium and grow beyond its file-sharing origins. Some imagine other

applications riding upon it, even commerce. It seems there is no end to the expectations.

Unfortunately, Gnutella has a history of aborted, failed or poorly supported attempts to unite

developers; the analogy of herding cats has rarely been so apt. One of the most notable efforts --

Gnutella Next Generation -- never significantly advanced beyond the proposal stage. Media

reports have confused a spin-off effort known as gPulp as a Gnutella organization, but as the

principal behind it has recently stated, "We are nota working group on Gnutella."

As of this writing, then, there is no clear leader in terms of a working group or other form of

organization. There is, however, one arbiter of innovations: the market. Gnutella developers who

have experimented with "improvements" that run counter to, outsid, or in between the lines of

the de facto protocol have been kept in check by the fact that their applications must be able to

communicate with those produced by other developers.

 When the developer of an application known as __l_a wanted to place more infonnation in

search-response messages than existing protocol sp fications called‘ for, he made sure he did it

in a way that could still be passed on by the original Gnutella application, which was dominant

in terms of user base at the time. Some other applications regarded Gnotella's search responses as

noncompliant and dropped or otherwise "mishandled" the messages. The ability of Gnotella

users to respond to queries was impaired, but the degree of impainnent depended on the

popularity of applications that regarded Gnotella as noncompliant. This story is being repeated

with BearShare, which has recently released a version that also places extra information in

search responses.

Will this market-driven pattern continue, so that Gnutella evolves in a competitive, Darwinian,

decentralized and bottom-up manner? Or will it "grow up" and follow the trajectory of many

other protocols, evolving through top—down committee processes? Only time will tell.

Kelly Truelove is thefounder and CE0 ofC1ip2, where he has led the company's efforts on P2P

systems, distributed search, and Gnutella. He is a speaker at the upcoming
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As today's source/destination~based networks cannot offer the required functionality or accommodate
increased traffic, system capabilities and productivity improvements are restricted Consequently, a new
network model - one that provides more functionality, makes more eflicient use of bandwidth, and
increases information flow, all while reducing traffic on the wire - is needed.
In a discussion of what is needed in the new network model regarding diagnostics, explicit and I/O
messaging and throughput, the producer/consumer network model is revealed as the only model avail-
able today that can meet the control environments demanding requirements and allow for future migra-
tion. The paper concludes with a discussion of the benefits of the producer/consumer network model,
including Mu/ticast and two one-way l/0 trigger mechanisms: change-of-state and cyclic I/0 produc-
tion.

INI'RODUC'I1ON

f there's one thing we've all learned over the past
decade, it's that users are demanding more from
their control systems. and consequently, from the

networks that tie the system together. Users want bet-
ter diagnostics available over the network. less down-
time, and reduced installation and maintenance costs.

At the same time, they are demanding improved
throughput.

With increased functionality comes more traffic and
data on the wire. Today's networks, which are
source/destination based, cannot offer the required
functionality and accommodate increased traffic, thus
restricting system capabilities and productivity
improvements.
Increased demands on networks have forced the evo-

lution of a new network model - one that provides
more functionality, makes more efficient use of band-
width, and increases information flow, all while reduc-

ing traffic on the wire.

Unlonunately, much of the discussion to date about
networks has focused on baud rates, protocol efficien-
cy, and physical characteristics fie. type of wire used).
In reality, it's more complex than that Available diag-
nostics, messaging types and throughput must all be
considered when evaluating a network

The most important factor affecting these capabilities
in the control environment is the network model

The source/destination model used for the past two
decades can no longer meet todays network needs.
The only model available today that can meet these
demanding requirements and allows for future migra-
tion is the producerlconsumer network model. Here's
why:

DIAGNOSTICS

Networks provide a convenient way to retrieve diag-
nostics from devices. Device-specific information,

such as detection of a photoelectric sensors low mar-
gin due to a dirty lens can be communicated over the
network to the control system during run time. The net-
work delivers the diagnostic to the system operator
interface, alerting plant personnel to the problem. The
lens can be cleaned at a convenient time before there

is a glitch in the process. Trouble-shooting a device,
reading its fault codes, updating data logs -- all while
not impacting the remote I/O control data exchange
among other nodes -- is a must

LIOIT AND I/O MESSAGING

Explicit messages, used for device configuration and
diagnostics, are extremely flexible, with the data field
carrying protocol information and instructions for ser-
vice performance. For example. a message would be
able to write new presets to five timers in a controller,
or to execute a self-test Explicit messages are used
for uploading and downing programs, modifying
device configurations, and data logging trending and
diagnostic functions. Nodes must interpret each mes-
sage, perform the requested task, and generate
responses. These types of messages are highly vari-
able in both size and frequency.

I/O messages on the other hand are implicit in nature.
The data field contains no protocol information. only
real-time llO control data. The meaning of the data
has been predefined and processing time in the node
is minimized. An example of an I/0 message is a con-
troller sending output data to an |lO block. and the V0
block responding with its input data. Such messages
are low overhead, short vary frequently and require
high performance.

In the past. manufacturers have had separate networks
to deal with the very different requirements of these two
messaging types A network used for U0 control can-
not tolerate the variability introduced by explicit mes-
saging. Allen-Bradleys blue-hose duo, DH+/RIO and
Siemens‘ Profibus FMSI Profibus DP are examples of
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this situation

Todays users are demanding both functions on the
same wire. And today's smarter devices need the
functionality provided by both messaging types
Yesterday's source/destination networks cannot deal
with these modern demands

THROUGHPUT

Ultimately it's the throughput required by the applica-
tion that determines what type of network model is
required. Throughput is the rate at which input data
from devices can be delivered to all nodes that need it

and the resulting output data (decisions) can be deliv-
ered to all the devices that need it. Nodes include sen-

 

 
cally limited to that function alone to obtain the neces-
sary repeatability and throughput for control.

Peer-to-peer networking goes beyond master/slave,
providing considerably more flexibility. But as a result
most networks that support peer-to-peer use explicit
messaging.

PC-based programming _and configuration of con-
trollers uses explicit peer-to-peer messaging. PC-
based MMI also use explicit peer-topeer messaging.
As additional MMI units are added. the network load

increases dramatically as each unit typically will read
all the same variables out of each controller as does

the prior units so an operator can get the same alarms,
trends and graphics from multiple locations

Figure 1.

sors, operator interfaces, controllers, data loggers.
alarm monitors, actuators, etc. It is determined by
baud rate, protocol efficiency, and most important of all,
the network model, or delivery method. Let's briefly dis-
cuss each

Baud rate is raw speed It's unfortunate that this is
often the most used measure of performance because
it's the most misleading. Not only that. but with todays
new networks, it's the least important of the three
throughput factors.

Protocol efficiency - data bytes (the payload) versus
the total bytes in the packet ~ typically expressed as a
percent, is a measure of the network protocol over-
head. While important, it is not nearly as significant as
the data delivery and exchange method (network
model) used. If a particular information exchange
takes two or more packets on the wire as compared to
one, the fact the one protocol has 25 percent greater
efficiency becomes meaningless.

 

To keep nodes from dominating the wire, most peer-
to-peer networks use some sort of token rotation algo-
rithm. While these algorithms have been enhanced
over the years to be more "fair. the basic flexibility that
makes it attractive makes its use for peer-to-peer inter-
locking between controllers very problematic.
Response times vary considerably for any given mes-
sage, depending on load and on how ‘far away” one
is from the token holder when there is a need to speak

Frequently low-end electronic operator interface (EOI)
units will be found on I/0 networks, basically replacing
simple push button, pilot light and meters. But as
each EOI device is added, an additional load of typi-
cally the same data new node with a different destina-
tion address is added to the network While variability
isn't a factor because of the fixed nature of such loads,

the increase in data load slows response time for all
nodes, including the real I/0. it's not just E0l that's
causing excess network loading. As I/O devices get

Figure 2.

Network model. Every control vendor has its own
favorite networks whether it be Data Highway Plus,
Remote l/O, Profibus FMS, Profrbus DP. lnterbus-S, ASI,
Modbus Plus GeniusLan or Lonworks. All these net-

working options have the same thing in common
They follow the legacy source/destination network
model. A typical packet is shown below.

In master/slave implementations of this model, the
source field is usually not present. as the master is the
only source and all responses from slaves are for the
master. This master/slave polling is inherently a one-
to-one data exchange. It is typically used for the
exchange of real time control data (I/O messaging).
When used for I/O exchange. such networks are typi-

smarter. the extra diagnostic and configuration data
can absorb considerable bandwidth.

Whether master/slave or peer-to-peer, destination-ori-
ented networks waste considerable bandwidth send-

ing the same data set to multiple nodes. Trying to do
coordinated control like sending a new setpoint to dif-
ferent drives in a synchronized manner is very difficult
as data anives at each drive at a different time.

The now network paradigm: mo pro-
ducer/oonsumor network model

To manage the growing need for data, smarter devices
and better control, new networks that simply increase
the baud rate or number of nodes only postpones the
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inevitable. What is needed is a whole new network

model that is designed to manage today's control
issues.

That new model is producer/consumer. with produc-
er/consumer networks, messages are identified by
content If a node needs data, it will “accept” that iden-
tifier and consume it

Multicast Because data is identified by its content; if
a node needs that data. multiple nodes can consume
the same data at the same time from a single produc-
er. Nodes may be synchronized more precisely while
achieving more efficient bandwidth usage. The source
of data has to produce the information only once.
Additional EOI and MMI can be added without

increasing network traffic, since they can consume
these same messages. And nodes can produce more
than one data set, each using a unique identifier.

Multicast is inherently impossible with sourceldestina-
tion networks, although attempts have been made.
Some have added a third field for a group destination
and then reserved node numbers for group destina-
tion. Others allow a node to cany more than one node
number. But these are all band-aid approaches. des-
perately trying to extend the exhausted legacy
sourceldestination model.

Producer/consumer also allows for two new powerful
I/O triggers, in addition to traditional polling. Polling is
born out of the sourceldestination model, and is inher-

ently a two message bi-directional transaction (origina-
tor sends output data, and receiving node responds
with input data). This transaction is repeated as rapid-
ly as possible to minimize latency from when an input
occurs and is delivered to the controller. Most polling
cycles are filled with the same outputs and inputs,
wasting bandwidth.

With the producer/consumer model, two more efficient
and eflective one-way I/O trigger mechanisms are
available: change-of-state and cyclic l/O production.

Change-of-state (event-based) data production
Nodes produce data only when that data changes.
There is no ‘network polling cycle delay,‘ and, as a
result. the data is delivered to all consumers when it

changes. A background heanbeat is produced cycli-
cally so that consumers can tell if a device hasn't
changed from one that is no longer online. Change-
of-state can dramatically reduce network traffic and the
load-on typically needed to repeatedly receive, process
and generate the same data.

Cyclic (time-based) data production. Cyclic data
production involves nodes producing data at a user-
configured rate. Data is updated at a rate appropriate
to the node and the application Data can be sampled
and produced by sensors at precise intervals for better
PID control. Controllers can collect a stock of data for

operator interfaces and produce it a couple times a
second, plenty fast for human consumption; thereby
preserving bandwidth for nodes with rapidly changing
I/O.

Both peer-to-peer and controller-to-device exchanges
can be handled more efficiently with cyclic and
change-of-state data production of producer/con-

sumer networks. Operator interface needs can be lay-
ered on top of I/O traffic with minimal increases to net-
work load.

At the same time, producer/consumer networks can
accommodate the flexible explicit messaging, point-to-
point needs for device configuration and program-
ming. Certain identifiers are typically specified for such
traffic and nodes know they contain destination and
other protocol information These identifiers, coupled
with the network access method, combine to insure

that explicit messages, with their assorted larger over-
head are much lower priority on the network than the
l/O messages. Large uploads and downloads adjust-
ments to configurations parameters, and diagnostic
activities by users with their S/W tools are relegated to
background traffic, fitted between the higher priority I/O
messages.
No need for users to run both an I/O network and

explicit message network through the plant And no
need for vendors to put an I/O pen and an explicit
message network port on devices. Is it any wonder
that the newest open control networks - DeviceNet.
Contro|Net. and FOUNDATION Fieldbus ~- are all

based on the producer/consumer model?

Will the source/destination model «is-

appear?
Source/destination is a “hand me down‘ from the com-

puter and data processing industry. While limited,
source/destination systems are still well-suited for a
variety of applications which do not require complex
coordination and sharing of data. The flexibility and
eificiency of the producer/consumer network model
will allow for the expanded functionality demanded by
today's applications and is well suited for tomorrow's
smarter devices. in this day in age where users are
demanding more (functionality, diagnostics) with less
(one wire, not two), both users and vendors need a
control networking strategy that works smaner — and,
consequently, a network model that works smaner and
accomodates the future  

Patricia A. Murphy is manager for Emerging
Technology and Standards at Rockwell Automation
Control Systems.
Murphy's responsibilities include:
~ Integrating advanced technology into Rockwell

Automation Control System's Communications
Business

Coordinating advanced technology projects.
Participating in industry consortia such as
Fieldbus Foundation, ODVA and ControlNet
lntemational

Leading business standards activity and partici-
pating in international standards committees as
appropriate.

Murphy has many years of marketing and product
management experience in technology driven indus-
tries including automation, with Rockwell Automation
Control Systems, and telecommunications, with
Ericsson and GE.

Copyright 2000 by Dedicated Systems Magazine - 2000 01 (Mop://vr\vw.dedica|ed-£ysOemu.¢om}

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1170 of 1442

4.....~.*.



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1171 of 1442

Colvvop , ~‘ 1‘
0Rl®lNALt§A§l%gi§ '24-, ‘27 ( g;’)f E '
 §‘ Attorney Docket No. 0300«t,3;GO2UE§" > .3

 
IN RE APPLlCATlON or=: 4, ART UNIT No. 2744

FRED B. HOLT AND V|RGlL E. BOURASSA

Appuczmou No.: 09/629,570 ‘ , RECEWED
FILED: Jun 31, 2000 JUN 2 7 2002

FoR: JOINING A BROADCAST CHANNEL Technology gamer M9
 

Sunrgggllemelrntall llnnlforrmmatfiorm lD)fiscll0sunrre Statement Witllnfinn Three Months oil‘

Aprgflficmtfionn IF‘l'1lli'1nng orr Ifilelforre IF‘firrst Action — 37 (CFR ]1.97gM '

Commissioner for Patents

Washington, D.C. 20231

Sir:

1. Timing of Submission

This information disclosure is being filed within three months of the filing date of this

application or date of entry into the national stage of an international application or

before the mailing date of a first Office action on the merits, whichever occurs last

[37 CFR 1.97(b)]. The references listed on the enclosed Foml PTO/SB/08A

(modified) may be material to the examination of this application; the Examiner is
requested to make them of record in the application.

2. Cited Information

E Copies of the following references are enclosed:

8 All cited references

1:] References marked by asterisks

E] The following:

[:1 Copies of the following references can be found in parent application Ser. No.

lj All cited references

El References marked by asterisks

C1 The following:

[1 The following references are not in English. For each such reference, the

undersigned has enclosed (i) a translation of the reference; (ii) a copy of a

communication from a foreign patent office or lntemational Searching

Authority citing the reference, (iii) a copy of a reference which appears to be

an English-language counterpart, or (iv) an English-language abstract for the

reference prepared by a third party. Applicant has not verified that the

[/Supplemental IDS-NO 0-A - JAN2002.DOC]

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1171 of 1442

 



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1172 of 1442

oaieiNALLV F‘ _,»_; \'

translation, English-language counterpart or third-party abstract is an

accurate representation of the teachings of the non-English reference,
though, and reserves the right to demonstrate othenlvise.

I] All cited references

El References marked by ampersands

I3 The following:

3. Effect of Information Disclosure Statement 37 CFR 1.97 h

This lnforrnation Disclosure Statement is not to be construed as a representation

that: (i) a search has been made; (ii) additional information material to the

examination of this application does not exist; (iii) the information, protocols, results

and the like reported by third parties are accurate or enabling; or (iv) the cited

infonnation is, or is considered to be, material to patentability. In addition, applicant

does not admit that any enclosed item of information constitutes prior art to the

subject invention and specifically reserves the right to demonstrate that any such

reference is not prior art.

4. Fee Payment

No fees are believed due. However, should the Commissioner determine that fees

are due in order for this lnforrnation Disclosure Statement to be considered, the

Commissioner is hereby authorized to charge such fees to Deposit Account No. 50-
0665.

5. Patent Term Adjustment (37 CFR 1.704(d))

E The undersigned states that each item of information submitted herewith was

cited in a communication from a foreign patent office in a counterpart

application and that this communication was not received by any individual

designated in 37 C.F.R. § 1.56(c) more than thirty days prior to the filing of

this statement. 37 C.F.R. § 1.704(d).

Respectfully submitted,
Perkins Coie LLP

Date: X I S I 1 L \ o
i aun'ce J. Pirio

Registration No. 33,273

 
 

C0lI'lI'eSlQ0lil1d<BIIIlCe Adldliress:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 981 1 1-1247

Phone: (206) 583-8888

[/Supplemental IDS-NO O-A - JAN2002.DOC] 2

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1172 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1173 of 1442

_is

RELIABLE BROADCAST IN MOBILE VVIRELIESS NETWORKS‘
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ABSTRACT

This paper presents prrelirnirtaryresults of our research on

wireless networking that supports reliable communications
between nomadic hosts engaged in distributed computing and

collaborative confaertcing. Our network model consists ofa

set of low-power, radio frequency (RB transceivers which

. move relative to each other across an irregular terrain subject
to RIF propagation impairments. The low transmitter power
defines a radio coverage which limits the probability of
imercspt and the rnnnba of neighbors but optimizes frequency
reuse. The combination of low power and propagation

environment produces a network characterized by stochastic

link failures. The rapidity of these failures and perturbations
to the network topology defeats the use of routing policies

timed on maintaining routing tables or determining least cost
paths. With these conditions as the background, our work
addresses the need to provide reliable information exchange,

mitigate bottlenecks, avoid excessive traffic, and offer scalable
services without the benefit of static base station or fixed

backbone support. Meaing such challenges demands a robust,
flexible information transport system that delivers all required
information for diverse operational scenarios. The approach

emphasizes the importance of achieving guaranteed delivery

across a network of limited size operating in a hostile
environment rather than obtaining a high throughput per unit
area, typical of commercial enterprises.

The basic premise of the protocol is that host mobility and
terrain prevents a priori knowledge of any host location and

optimum path. Message broadcasting, or flood routing,
provides the means for reliable delivery of infomiation in the
presence of uncertain connectivity and node locations.
Knowledge of the network results, instead, from a measure of
transmitted and received message traffic. Central to the
protocol is the provision for each mobile host to retain a
HISTORY of messages broadcast to and received from its
neighbor(s). A host which receives a message broadcasts an

acknowledgment to the sender, updates its local HISTORY, and
then retransmits the message if it is not a duplicate message.

Duplimted messages are discarded. If a sending host does not
receive an acknowledgmem from a neighbor within a certain

time. it timeouts and resends the message. If a host does not

receive an wtnowlalgrnent aha’ sevaal retries, it assumes that
the link disconnection is not u-ansient and stops sending the
message. When a host detects a new neighbor, a handshake
procedure results in the exchange of active messages not
common to the respective HISTORY of each host. Once the
handshake procedure terminates, the conrentsof the HISTORY

for each host are Thus. using handshake procedures,

mobile hosts receive messages that they did not receive
previously due to link dlsconnections. ldle hosts will

periodically broadcast a sounding message to maintain their
network presence. « - '

1. lIN'11'R0lDlUC'll‘ION. Winning the information war with

complete and up-to-date intelligence is vital to the entire
spectrum of possible operational requirements, whether
engaged in war or corporate strategic planning. Military
commanders engaged in rapid force projection, as well as
public safety officers, medical staff, and corporate managers,
demand accurate information regardless of location or

situation. Each requires a clear and accurate picture of a
changing situation to reach well-informed decisions and

successful conclusion. Information must flow throughout the
network toward the users at each level of the management
hierarchy whether at the sustaining base or at the forward most
part ofthe mission staff must have the capability

to acquire or send accurate infomration that defines their space

and situation. The information transport network must extend
reliable voice. data. video. and imagery transmissions to
nomadic users at any location. The availability of assured
communications directly relates to mission success through
computing, confa-encing, and synchronized tasking while fixed
or on-the—rnove. invariably, this critical information is required
whencommunications services normally provided by a reliable,

‘This resarch was supported in part by NSF under Grant N . CRR-9110177, by the Terms Advanced Technology Program under Grant No.
974I-O36, and by a grant from Electrospace Systems, Inc., a Chrysler Company. .
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fixed infrastructure are unavailable or severely degraded.

The wireless networking of mobile (i .e., nomadic) subscribers

is an emerging paradigm in the field of distributed command.

control. and computing, with the potential to improve
command and control responsivenms. In our context, the
phrase “mobile wirelss network“ means that the network does

not contain any static support stations. This network model

supports the needs of subscribers to mobile command posts

and mobile satellite ground entry points. In this role, the

network must provide reliable information transfer, mitigate
bottlenecks, avoid excessive traffic, offer scalable services,

and, above all, adapt to dynamic topologies. The RF coverage
area should conform as closely as possible to the arm over

which subscribers move, thereby offering a low probability of
detection and improving frequency re-use. Low—cost
implementation and operation are critical.

Nomadic wireless networks currently are characterized by

limited bandwidth and frequent changes in link connectivity.
The clnllenge is to allow updates from multiple users

simultaneously, but only for those users that require the
sa-vice. The major requirements include the capability to:

updates, provide fault-tolerant service, provide
service scalability, and communication and

computation overhead. Many of the algorithms that assume

static hosts or well-defined point-to-point links cannot be
directlyused for mobile systems due to the changes in physical

connaotivityand limited bandwidth of the wireless links. This

has spawned considerable research in mobile computing:
designing communication protocols [1, 2, 3. 4], file system
operations [5, 6]. managing data efficiently [7, 8], and
providing fault tolerance [9]. Most research on these topics is
based on a model in which the mobile hosts are supported by
static base stations such as cellular telephony or personal

cornrrmnicatiors systems (PCS). A typical PCS topology takes

the form of a single-hop network in which each host is within
radio range of the base station or all other hosts. In this paper,
we consider the problem of providing reliable broadcast in
mobile wireless networks where single-hop and known

topologies may not exist. Applications include disaster relief
operations, highly mobile military or law enforcement
operations, and rapid response contingency operations where
it is not economical to place support stations.

2. WIRELESS NETWORK MODEL. The model of the
mobile wireless network consists of several mobile hosts

distributed over an irregular terrain (Figure 1). The mobile

hosts use low-powar transmitters and novel, efficiem receivers
[10] to communicate. Emerging technologies and products for

PCS applications that operate in the ISM bands with a

transmitter power of IW [11] provide the basis for practical

implementation. In this network concept, the cell of a mobile

host is the geographical area within which the mobile hosts can
directly communicate with other mobile hosts. Note that the
cell of a host does not remain fixed, but moves with each

attached host. The nominal cell size (R) is determined by a
path loss rnodel that denotes the local average received signal
power relative to the transmit power. A general path loss (PL)
model that has been demonstrated through measurement uses

a parameter 2st: s5 [12] to denote the power law relati nship
between distance and received power. Based on both analysis

and measured results, n =4 for the microcell propagation
environment beyond a characteristic distance R,,. The power
law model takes the form [I3]:

PL(R) =' PL(R°) + l0|.11og(R/Rg)+Xo (11)

whee PL(R,) gives the powa loss at the characteristic distance

R, and X, denotes a zero mean Gaussian random variable that

neflects the fluctnations in average received power. Nelson and
Kleinrock [14] show that for a slotted ALOHA network

protocol, the optimum throughput occurs with a cell size
defined by a range that includes an average of six nearest

neighbors. Their results are reproduced in Figure 2. These
results assume a random distribution of nodes across the

terrain and a perfect capture condition. Perfect capture occurs
when a node will always receive and detect the strongest of

several simultaneous transmissions within its hearing range.

The weaka signals appmr as noise to the detection process. A
non-caputre condition occurs if simultaneous transmissions
always result in collisions. The reduced power supports
frequency reuse, as well as low probability of detection. Their
analysis also shows that mobile hosts with sufficiem

 
Figure l.

experiences link failures due to range limitations and terrain
impairments.

Model of a wireless computer network that
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lfignmre 2. Normalized throughput for perfect capture with the

- slotted ALOHA protocol vasus the average number of nearest
neiytbors for different probabilities that a node is busy.

transmitter power to reach all other hosts (i.e., a single-hop
network) support a significantly lower throughput.

mnhlsishbnrs. Neighbors are detected by 3 strategy
common to a general class of survivable and adaptive network
protocols that use sounding procedures [15, 16]. Two mobile
hosts are neighbors if they can “hear” each other. Each host
detects its neighbors by periodically broadcasting a probe

CONNECTED

SEGMENTED

I 
ll-‘lgunne 3. Examples of (a) a fully connected mobile wireless
network and (b) a decomposed network due to mobility of

hosts c andf. The shaded region indicates the common area
within the range of hosts c andfand the rest of th network.
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message. A host that hears a probe message sends an

acknowledgment to the probing host. Every host maintains a
list of neighbors and periodically updates the list based on

acknowledgments received. When two hosts become
neighbors, a wireless link is established between them, and they
execute a handshake procedure. As part of the handshake
procedtne, they each update their list of neighbors.

The wireless link between two neighbors
is unreliable due to RF propagation efiects such as loss of line-

of-sight (LOS), moving out of range, multipath fading, or
inclernent wather. ‘mac are two types of link disconnections:

(1) ttansiem and (2) pemtanent. In the transient case. a host is

unable to communicate briefly with a neighbor due to: (a) the

neighbor moving out of sight; (b) multipath fading; or (c)
inclement weather- Multipath fading has a time dependence

that varies from microseconds to seconds, depending on the
tarain and the host velocity [17]. Fade depths range up to 20 _
dB. The stochastic behavior of such transient link

disconnections is very similar to that encountered for high
frequency radio networks [18]. in the permanent case, a host
is unable to communicate with a neighbor because their

separation exceeds the range described by the cell geometry.
We assume that each mobile host can cornrnunicate with an

arbitrary mobile host in its cell without any interference (from
other mobile hosts in the same cell) using techniques such as
TDMA or code division multiple access (CDMA) spread
spectrum signaling. One such technique is presented in [16].

3. BROADCAST CONSIDERATIONS. Terrestrial

networks provide the means to manage RF spectrum utilizati n
to the inherent latency for transmission. the

probability ofdetection. and the cost of utilization not afforded
by satellite services. Reliable broadcast in a mobile wireless

network is not easy due to the following reasons: (1) it may be

diflicult to maintain a convenient structure (spanning tree,
virtual ring) for broadcasting because of the mobility of hosts
and the absence ofan established backbone network. While an

adaptive algorithm can be used to maintain the structure, the

small cell size leads to cases where two neighbors may

frequently move out of each others‘ range leading to the
invocation of the adaptive algorithm frequently. (2) The
wireless network itself may not be connected always (see
Figure 3). They may be decomposed into several connected

components for a while and merge after some time (we assume
“quite often”). We also assume that pemtanent disconnections
do not occur. In the next section we present a preliminary
solution for reliable broadast in mobile wireless network. Our

solution is based on simple (restricted) flooding and
handshaking.

Flooding ultirmtely involves transmitting the message to every
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node in the network, which is a disadvantage, particularly for

large networks. The main advantage of flooding is that there
is little explicit overhead and network management. As a
consequence. no provisions are made to store or maintain

routing or management data. Instead, hosts keep track of
individual messages received and determine whether or not to
retrarsmit the message. lt is well suited to network

requirements for highly mobile user groups on the digitized
battlefield or in disaster relief operations where there is a need

for reliable delivery in the presence of uncertain connectivity
and rapid topology changes [19].

4. BROADCAST PROTOCOL. To broadcast a message,
a mobile host tramtnits the message to all of its neighbors. On
receiving a broadcast message, an intemiediate mobile host

raransmits the message to all of its neighbors. The technique
would suffice if the network remained connected forever.

Additional steps are necessary to cope with network link
disconnections.

For example, mobile host It, maintains a sequence counter,

CN'l‘,. At any instant. the value of CNT, denotes the number of
messages broadcast by host I:,. CNT, is incremented when It,

is about to broadcast a new message. In addition, host h,
maintains a history of messages (HISTORY,) it has broadcast

as well as received from other hosts. The j"' component of
HISTORY, contains information about messages broadcast

frotn h, and received from It}. A rebroadcast count and a time
stamp provide the means to limit the propagation of the
message in a large network.

A sample pictorial representation of HISTORY, is shown in

Figure 4. Host It, has received messages 1 and 4, but not

22 22

23 23

24 24

O DENOTES messaee RECEIVED

E DENOTE8 MESSAGE NOT RECEIVED

Figure 4. A snapshot of the status of the HISTORY, showing
messages stored in h. h. and It,1']

 

messages 2 and 3. Similarly, It, has received messages 2 and

4 from h,, but not messages 1 and 3. It is easy to maintain
HISTORY, for each h, as an array of lists. We now describe
our solution for reliable broadcast.

 . Let us assume that host It, wants to
broadcast message rn. The following occurs;

~ Host )1, first increments CN1; and then transmits message
(m , h,, CNT-,) to all neighbors. It also stores (tn , h, , CN'I‘,)
in a buffer locally.

c When host It’. receives message (m , h, , CN'l§), it sends an
aclcnowledgment to the sender, updates the 1”“ component of

HISTORY, and buffers the message lomlly. l-lost,h then
reuansmits the message (m , h, , CNT,-) to its neighbors.

o If It, receives another copy of (m , h, , CNT,), it discards the
message, but sends an acknowledgment to the sender.

- A mobile host It. after sending a message (m . h, , CNT-,) to

its neighbors, waits for acknowledgments from all of its
neighbors. If h does not receive acknowledgment from a
neighbor within a certain time, h timeouts and resends the
message (with a hope that link disconnection is transient). If
It does not receive aclcnowledgrnent after several retries, h

assumes that the link disconnection is not transient and stops
sending the message.

During periods of heavy message exchange activity, this

strategy substitutes for the polling or sounding procedure
described in Section 2.

 When host It, detects a new neighbor,
h,, a handshake procedure is executed by hosts h_, and h,:

v Ir, sends HISTORY, to h, and receives HISTORY, from hr

° hjcornparus HISTORY, with HISTOR}; to identify messages

available in HISTORY, but not in HISTORY, and broadcasts
those messages. Host 1:, does likewise.

- h, then receives the “new” messages send by h, and updates
HISTORY, h,does the same for messages received from h,.
also sends these "new" messages to other neighbors.

At the conclusion of the handshake procedure, the contents of

HISTORY, and HISTORY, are equal. Thus, using handshake
procedure, mobile hosts receive messages that they did not
receive due to link disconnections. The size of HISTORY

stored at each It can bereduced as follows. If the first message

received by h, from h, is CNT,,=t then it is sufficient for the k“‘
component of HISTORY, to start from r. Storage for entry of

mmsages l to 'r ~ 1 need not be provided. Further optimization
can be done by storing either the HISTORY of messag s

received or the HISTORY messages not received depending on
which list is smaller.

8.]-4239
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5. CONCLUSIONS ANID FUTUIRJE VVORK. We have

presented a protocol model designed to achieve assured
delivery of information in a multi-hop nomadic wireless
network. To rnitigatea handicap of flood routing, the protocol
includes a mechanism to restrict the retransmission of

messages. The protocol accounts for the temporary separation
of a node, or node segments, front other network members.
Our continued resmrch is devoted to methods which improve

the protocol efficiency given the limitation of flood routing. In
order to reduce the size of the buffer at each mobile host. a

buffered message can be deleted after it is received by all the
hosts. For each message a host receives, the host sends an

acknowledgment to the sender of the message. Once
acknowledgments front all hosts have reached the originator,
the originator can direct the hosts to delete the message from
the buffer [2]. To this end, we may have to broadcast and
buffer acknowledgments also. which will increase the overhead.

_ One ofour objectives is to design an efficient acknowledgment
policy that does not adversely increase the congestion and

storage required at each host. Another option in deleting the
buffered messages is to use timeouts, but this may not be

suitable in critical applications where messages cannot be lost.
Also the timeout period has to be chosen carefully
( the mobility and link disconnections) so that the

probability ofmassage loss is very low. Some related research
issues are: (1) deriving the necessary conditions, with respect
to the host mobility pattern for our protocol to work; (2)

identifying structures that are easy to maintain and are suitable
for broadcasting; and (3) designing efficient routing schemes
for unicasting messages. ‘ ‘

We are investigating the efficiency and performance
characteristics of survivable and adaptive network protocols

with compute‘ simulation techniques. Preliminary results will

be reported on the evaluation of the algorithm in terms of
message delay and acknowledgment overhead for different
naworksizm androuting restrictions. Our preliminary results

indicate the viability of the message management protocol for

collaborative computing in a dynamic computer network

topology when the reliability of infomtation is paramount.
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It may not contain any disparaging comments on the international search report or the relevance ol citations
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ll, at the time of filing any amendments under Article 19, a demand for international preliminary examination
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