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[out] CORBA_TypeCodeExceptions ** ppflsernxceptions);
KRESULT member_eount(

[out] unsigned long * pu1R8tVa1,

[out] CORBA_TypeCodeExeeptions ** ppflserkxceptionsl;
HRESULT member_name(

[in] unsigned long ullndexl
[out] Identifier * pszRetVa1,

[out] CORBA_TypeCodeBxceptions ** ppvaerflxceptions );
HRESULT member_type(

[in] unsigned long u1Index,

[out] ICORBA_TypeCode ** ppRBtVa1.
[out] CORBA_TypeCodeExceptions ** ppUserExeeptions );

HRBSULT member_1abel(
[in] unsigned long u1Index,

[out] ICORBA_Any ‘* ppRetVa1.
[out] CORBA_TypeCodeExceptions ** ppUserExeeptions )7

HRESULT discriminator_type(
[out] ICORBA_TypeCode ** ppketval,
[out] CoRBA_'ry-pecodexxceptions ** ppUserExceptions );

HRESULT default_index(
[out] long * plRetVal,

[out] CORBA_TypeCodeExceptions ** ppUserExceptions);
HRESULT length(

[out] unsigned long * pu1RetVal,

[out] CORBA_TypeCodeExeeptions ** ppuserfixceptionsl;

_ HRESULT eontent_type( -
[out] ICORBA_TypeCode ** ppRetVal,
[out] CORBA_TypeCodeExceptions ** ppflserxxceptionsl;

HRESULT param_count(
[out] long * plRetVa1,

[out] CORBA_TypeCodeExeeptions ** ppUserExceptions);
HRESULT parameter(

[in] long llndex,

[out] ICORBA_Any ** ppRetVa1,

[out] CORBA_TypeCodeExeeptions ** ppflserfixeeptions
);

Note — Use of the methods param_count () and parameter () is deprecated.

18.2.12.2 Mappingfor contextpseudo-object

This specification provides no mapping for CORBA’s Context pseudo-object into

COM. Implementations that choose to provide support for Context could do so in the

following way. Context pseudo-objects should be accessed through the ICORBA
Context interface. This would allow clients (if they are aware that the object they

are dealing with is a CORBA object) to set a single Context pseudo-object to be used

for all subsequent invocations on the CORBA object from the client process space until

such time as the ICORBA_Context interface is released.

// Microsoft IDL and ODL

typedef struct:
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{
unsigned long cbnaxsize;

unsigned long cbLengthUaed;

[size_is(cbMaxSize) , 1ength_is(cbLengthUsed) , unique]
LPTSTR * pszvalue;

} Context:PropertyVa1ue;

[ object, uuid(74105F51-3C68-11cf«9588-AAOO04004A09).

pointer_defau1t(unique) 1
interface ICORBA_Context: Itlnknown

{
HRESULT GetProperty( [in] LPTSTR Name,

[out] ContextPropertyVa1ue

** pvalues );

I-{RESULT SetProperty( [in] LPTSTR,

[in] ContextPropertyVa1ue

* pvaluesl ;

};

If a COM client application knows it is using a CORBA object, the client application

can use QueryInter face to obtain an interface pointer to the

ICORBA_Context interface. Obtaining the interface pointer results in a CORBA
context pseudo-object being created in the View, which is used with any CORBA

request operation that requires a reference to a CORBA context object. The context

pseudo-object should be destroyed when the reference count on the

ICORBA_Context interface reaches zero.

This interface should only be generated for CORBA interfaces that have operations
defined with the context clause.

18.2. 12. 3 Mappingforprincipalpseudo-object

The CORBA Principal is not currently mapped into COM. As both the COM and

CORBA security mechanisms solidify, security interworking will need to be defined

between the two object models.

18.2.13 Interface Repository Mapping

Name spaces within the CORBA interface repository are conceptually similar to COM

type libraries. However, the CORBA interface repository looks, to the client, to be one

unified service. Type libraries, on the other hand, are each stored in a separate file.

Clients do not have a unified, hierarchical interface to type libraries.

Table l8-6 defines the mapping between equivalent CORBA and COM interface

description concepts. Where there is no equivalent, the field is left bla.nk.
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Table 18-6 CORBA Interface Repository to OLE Type Library Mappings

TypeCode TYPEDESC

_
ModuleDef lTypeLib

lnterfaceDef lTypelnfo

   

  

 
 

 

—

Using this mapping, implementations must provide the ability to call

object: :get_interface on CORBA object references to COM objects to
retrieve an lnterfaceDef. When CORBA objects are accessed from COM,

implementations may provide the ability to retrieve the lTypelnfo for a CORBA object
interface using the lProvideC1asslnfo COM interface.

 

  

18.3 COMt0 CORBA Data Type_Mapping

18.3.1 Mappingfor Basic Data Types

The basic data types available in Microsoft IDL and ODL map to the corresponding

data types available in OMG lDL as shown in Table 18-7.

Table 18-7 Microsoft IDL and ODL to OMG IDL Intrinsic Data Type Mappings

Microsoft Microsoft OMG IDL

IDL ODL

 Signed integer with a range of -23'...23l -l
Unsigned integer with a range of 0...216 -1

M
M%%
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18.3.2 Mappingfor Constants

Table 18-7 Microsoft IDL and ODL to OMG IDL Intrinsic Data Type Mappings (Continued)

8-bit quantity limited to the ISO Latin-l character
set 

 

 
 
 

8-bit opaque data type, guaranteed to not undergo

any conversion during transfer between systems

The mapping of the Microsoft IDL keyword const to OMG IDL const is almost exactly

the same. The following Microsoft IDL definitions for constants:

// Microsoft IDL
const short S .;

const long L = ...;

const unsigned short Us =

const unsigned long UL = ...;

7

const float F = ...;

const double D = ...;

const char C = .. ;

const boolean B = ...;

const string STR = “...";

map to the following OMG IDL definitions for constants.

ll OMG IDL

const short S =

const long L = ...;

const unsigned short US = ...;

const unsigned long UL = ...;
const float F = ...;

const double D_=
const char C = ...;

const boolean B = ...;

const string STR = “...";

18.3.3 Mappingfor Enumerators

COM enumerations can have enumerators explicitly tagged with values. When COM

enumerations are mapped into CORBA, the enumerators are presented in CORBA in

increasing order according to their tagged values.

The Microsoft IDL or ODL specification:
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// Microsoft IDL or ODL

typedef [v1_enum] enum t:agA_or_B_orC { A = 0. B. C }
A_or_B_or_C ; ’

would be represented as the following statements in OMG lDL:

/I OMG IDL

enum A_or_B_or_C (B, C, A};

In this manner, the precedence relationship is maintained in the OMG system such that
B is less than C is less than A.

OMG lDL does not support enumerators defined with explicit tagged values. The

CORBA view of a COM object, therefore, is responsible for maintaining the correct

tagged value of the mapped enumerators as they cross the view.

18.3.4 Mappingfor String Types

COM support for strings includes the concepts of bounded and unbounded strings.

Bounded strings are defined as strings that have a maximum length specified, whereas

unbounded strings do not have a maximum length specified. COM also supports

Unicode strings where the characters are wider than 8 bits. As in OMG lDL, non-

Unicode strings in COM are NULL-terminated. The mapping of COM definitions for

bounded and unbounded strings differs from that specified in OMG lDL.

Table 18-8 illustrates how to map the string data types in OMG lDL to their

corresponding data types in both Microsoft lDL and ODL.

Table 18-8 Microsoft IDL/ODL to OMG IDL String Mappings '

Microsoft IDL Microsoft ODL OMGIDL

LPSTR LPSTR, Null-terminated 8-bit character string[string,unique]

BSTR BSTR Null-terminated 16-bit character string

char *

LPWSTR LPWSTR Null-terminated Unicode string[string,unique]
char *

lf a COM Server returns a BSTR containing embedded nulls to a CORBA client, a
E_DATA_CONVERSlON exception will be raised.

    
 

 

 
  

 

18.3.4.1 Mappingfor unbounded string types

The definition of an unbounded string in Microsoft lDL and ODL denotes the

unbounded string as a stringified unique pointer to a character. The following
Microsoft lDL statement
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// Microsoft IDL

typedef [string, unique] char * UNBOUNDED_STRING;

is mapped to the following syntax in OMG IDL.

ll OMG IDL

typedef string UNBOUNDED_STR|NG;

In other words, a value of type UNBOUNDED__STR|NG is a non-NULL pointer to a

one-dimensional null-terminated character array whose extent and number of valid

elements can vary at run-time.

18.3.4.2 Mappingfor bounded string types

Bounded strings have a slightly different mapping between OMG IDL and Microsoft

IDL. Bounded strings are expressed in Microsoft IDL as a “stringified nonconformant

array.” The following Microsoft IDL and ODL definition for a bounded string:

// Microsoft IDL and ODL

const long N = ...;

typedef Istring, unique] char (* BOUNDED_S'1‘RING) [N];

maps to the following syntax in OMG lDL.

/I OMG IDL

const long N = ...; _

typedef string<N> BOUNDED_STR|NG;

ln other words, the encoding for a value of type BOUNDED_STR|NG is that of a

null-terminated array of characters whose extent is known at compile time, and whose

number of valid characters can vary at run-time.

18.3.4.3 Mappingfor Unicode Unbounded String Types

The mapping for a Unicode unbounded string type in Microsoft IDL or ODL is no

different from that used for ANSI string types. The following Microsoft IDL and ODL
statement

// Microsoft IDL arid ODL
typedef [string, unique] LPWSTR

UNBOUNDED_UNICODE_S TRING;

is mapped to the following syntax in OMG lDL.

II OMG IDL

typedef wstring UNBOUNDED_UN|CODE_STR|NG;

It is the responsibility of the mapping implementation to perform the conversions

between ANSI and Unicode formats when dealing with strings.
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18.3.4.4 Mappingfor unicode bound string types

The mapping for a Unicode bounded string type in Microsoft lDL or ODL is no

different from that used for ANSI string types. The following Microsoft IDL and ODL
statements

// Microsoft IDL and ODL

const long N = ...;

typedef lstring, unique] wchar t(*

BOUNDED_UNICODE_STRING) [N];

map to the following syntax in OMG lDL.

/I OMG IDL

const long N = ...;

typedef wstring<N> BOUNDED_UNlCODE_STRlNG;

It is the responsibility of the mapping implementation to perform the conversions

between AN S1 and Unicode formats when dealing with strings.

18.3.5 Mappingfor Structure Ijzpes

Support for structures in Microsoft lDL and ODL maps bidirectionally to OMG IDL.

Each structure member is mapped according to the mapping rules for that data type.
The structure definition in Microsoft lDL or ODL is as follows.

// Microsoft IDL and ODL

typedef . . . T0;

typedef . . . T1;

typedef . . .TN;
typedef struct

{
T0 m0;

T1 ml;

TN m.N;

} STRUCTURE;

The structure has an equivalent mapping in OMG IDL, as follows:
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// OMG IDL

typedef T0
typedef T1;

t-yiipedef TN;
struct STRUCTURE

{
T0 m0;

T1 ml;

Tn mm;

};

18.3.6 Mappingfor Union Types

ODL unions are not discriminated unions and must be custom marshaled in any

interfaces that use them. For this reason, this specification does not provide any

mapping for ODL unions to CORBA unions.

MIDL unions, while always discriminated, are not required to be encapsulated. The

discriminator for a nonencapsulated MIDL union could, for example, be another

argument to the operation. The discriminants for MIDI. unions are not required to be

constant expressions.

18.3.6.1 Mappingfor Encapsulated Unions

When mapping from Microsoft IDL to OMG IDL, Microsoft IDL encapsulated unions

having constant discriminators are mapped to OMG IDL unions as shown next.

// Microsoft IDL

typedef enum

{
dchar,

dshort,

dLong,
dF1oat,
dnouble

} UNION_DI SCRIMINATOR;

typedef union switch (UNION_DISCRIMINA'1‘OR _d)
{
case dChar: char c;

case dshort: short 3;

case dLong: long 1;
case dF1oat: float f;

case dDoub1e: double d;

default: byte v[8];

}UNION_OF_CHAR_AND_ARITHME'1'IC ;

The OMG IDL definition is as follows.
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ll OMG IDL

enum UN|0N_D|SCRlM|NATOR

(
dchan

dshort,

dLong,
dF|oat,
dDoub|e

};

union UNION_OF_CHAR_AND_ARlTHMETlC

switch(UN|ON_D|SCR|MINATOR)

{
case dChar: char c;

case dShort: short s;

case dLong: long I;
case dFloat:. float f;

case dDouble:. double d;

default: octet v[8];

};

18.3.6.2 Mappingfor nonencapsulated unions

Microsoft IDL nonencapsulated unions and Microsoft IDL encapsulated unions with

nonconstant discriminators are mapped to an any in OMG IDL. The type of the any is

determined at run-time during conversion of the Microsofi IDL union.

// Microsoft IDL

typedef [switch_type( short )1 union
tagUNIoN_oF_cHAR_ANn_ARI'rmn:'r1c

{
[case(0)] char c;

[case(1)] short 3;

[case(2)] long 1;
[case(3)] float f;

[case(4)] double d;

[default] byte v[8];

} UNION_0F_CHAR_AND_ARI'1'H.ME'1‘IC;

The corresponding OMG IDL syntax is as follows.

/I OMG IDL

typedef any UN|ON_0F_CHAR_AND_AR|THMET|C;
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18.3. 7 Mappingfor Array Types

18.3.7.1

18.3.7.2

COM supports fixed-length arrays, just as in CORBA. As in the mapping from OMG

IDL to Microsoft lDL, the arrays can be mapped bidirectionally. The type of the array

elements is mapped according to the data type mapping rules. The following

statements in Microsoft IDL and ODL describe a nonconformant and nonvarying array
of U.

// Microsoft IDL for T

const long N =. ...;
typedef . . . U;

typedef U ARRAY_OF_N [N];
typedef float D’l'.‘YPE[O..l0]; // Equivalent to [11]

The value N can be of any integral type, and const means (as in OMG lDL) that the

value of N is fixed and known at compilation time. The generalization to

multidimensional arrays follows the obvious trivial mapping of syntax.

The corresponding OMG IDL syntax is as follows.

// OMG IDL for T

const long N = ...;

typedef T;

typedef T ARRAY_OF_N[N];
typedef float DTYPE[11];

Mappingfor nonfixed arrays

ln addition to fixed length arrays, as well as conformant arrays, COM supports varying

arrays, and conformant varying arrays. These are arrays whose bounds and size can be
determined at run-time. Nonfixed length arrays in Microsofi lDL and ODL are mapped

to sequence in OMG IDL, as shown in the following-statements.

// Microsoft IDL

typedef short BTYPEU;

typedef char C'I‘YPE["'] ;
// Equivalent to [i];

The corresponding OMG IDL syntax is as follows.

ll OMG IDL

typedef sequence<short> BTYPE;

typedef sequence<char> CTYPE;

Mappingfor SAFEARRAY

Microsoft ODL also defines SAFEARRAY as a variable length, variable dimension
array. Both the number of dimensions and the bounds of the dimensions are determined

at run-time. Only the element type is predefined. A SAFEARRAY in Microsoft ODL is

mapped to a CORBA sequence, as shown in the following statements.

Cnmmnn Object Request Broker A rchitecture (CORBA). v2. 6 December 2001

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1003 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1004 of 1442

I8 

December 2001

// Microsoft ODL

SAFEARRAY (el ement - type) * Arrayname ;

ll OMG IDL

typedef sequence<eIement-type> SequenceName;

If a COM server returns a multidimensional SAFEARRAY to a CORBA client, an

E_DATA_CONVERSlON exception will be raised.

18.3.8 Mappingfor VARIANT

The COM VARIANT provides semantically similar functionality to the CORBA any.

However, its allowable set of data types are currently limited to the data types _

supported by Automation. VARTYPE is an enumeration type used in the VARIANT

structure. The structure member vt is defined using the data type VARTYPE. Its value

acts as the discriminator for the embedded union and governs the interpretation of the

union. The list of valid values for the data type VARTYPE are listed in Table 18-9,

along with a description of how to use them to represent the OMG IDL any data type.

Table 18-9 Valid OLE VARIANT Data Types

VT_EMPTY  No value was specified. If an argument is left blank, you should not

return VT_EMPTY for the argument. Instead, you should return the
VT_ERROR value: DISP_E_MEMBERNOTl-“OUND.

 

 

 
 

 
 VT_Ull An unsigned l-byte character is stored in bVaI.

VT_Ull I A reference to an unsigned l-byte character was passed; a pointer to

VT_BYREF the value is in pb Val.

VT_l2 ‘A 2-byte integer value is stored in iVaI.

I VT 12 I VT_BYREF A reference to a 2-byte integer was passed a pointer to the value IS
in [)1 Val 

 
 

 

VT_I4 A 4-byte integer value is stored in [Val

VT_l4 | VT BYREF A reference to a 4 byte integer was passed; a pointer to the value is

in pl Val

VT R4 An IEEE 4-byte real value IS stored in fltVal

VT_R4 | A reference to an IEEE 4 byte real was passed; a pointer to the

VT_BYREF value is in pflt Val

An 8-byte IEEE real value IS stored in dbIVal
VT_R8 | A reference to an 8-byte IEEE real was passed, a pointer to its value
VT_BYREF is in pdbIVaI.
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Table 18-9 Valid OLE VARIANT Data Types (Continued)

VT_CY A currency value was specified. A currency number is stored as an

8-byte, two’s complement integer, scaled by 10,000 to give a fixed-

point number with 15 digits to the left of the decimal point and 4

digits to the right. The value is in cyVal.

VT_CY | A reference to a currency value was passed; a pointer to the value is

VT_BYREF in pcyVa1.

VT_BSTR A string was passed; it is stored in bstrVal. This pointer must be
obtained and freed via the BSTR functions.

VT_BSTR | A reference to a string was passed. A BSTR‘, which points to a

VT_BYREF BSTR, is in pbstrVaI. The referenced pointer must be obtained or
freed via the BSTR functions.

VT_NULL A propagating NULL value was specified. This should not be

confused with the NULL pointer. The NULL value is used for tri-

state logic as with SQL.

VT_NULL [ lllegal.
V'1‘_BYREF

\/T_ERROR' An SCODE was specified. The type of error is specified in code.
Generally, operations on error values should raise an exception or

propagate the error to the return value, as appropriate.

VT_ERROR I A reference to an SCODE was passed. A pointer to the value is in

VT_BYREF pscode. . ‘

VT_BOOL ' A Boolean (True/False) value was specified. A value of 0xFFFF (all

bits one) indicates True; a value of 0 (all bits zero) indicates False.

No other values are legal.

VT_BOOL 1 A reference to a Boolean value. A pointer to the Boolean value is in

VT_BYREF pbool.

VT_DATE A value denoting a date and time was specified. Dates are

represented as double-precision numbers, where midnight, January

1, 1900 is 2.0, January 2, 1900 is 3.0, and so on. The value is passed
in date.

  
 

 
 

  

 
 

 

   
 

 

 

 
 

  

   
  

  
 

 

  

 

 This is the same numbering system used by most spreadsheet

programs, although some incorrectly believe that February 29, 1900

existed, and thus set January 1, 1900 to 1.0. The date can be

convened to and from an MS-DOS representation using
VariantTimcToDosDateTime.

VT_DATE I A reference to a date was passed. A pointer to the value is in pdate.
VT_BYREF

Common Object Request Broker /1 rch[lecture (CORE/1). v2. 6 December 200]

  

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1005 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1006 of 1442

18 

Table 18-9 Valid OLE VARIANT Data Types (Continued)

VT_DlSPATCl-l A pointer to an object was specified. The pointer is in pdispVaI. This

object is only known to implement lDispatch; the object can be

queried as to whether it supports any other desired interface by

calling Querylnterface on the object. Objects that do not implement

lDispatch should be passed using VT_UNl(NOWN.

VT_DlSPATCH | A pointer to a pointer to an object was specified. The pointer to the

VT_BYREF object is stored in the location referred to by ppdisp Val.

VT_VARlANT lllegal. VARIANTARGS must be passed by reference.

VT_VARlANT I A pointer to another VARJANTARG is passed in pvarVaI. This
VT_BYREF referenced VARIANTARG will never have the VT_BYREF bit set

in vt, so only one level of indirection can ever be present. This value

can be used to support languages that allow functions to change the

types of variables passed by reference.

VT_UNl(NOWN A pointer to an object that implements the lUnknown interface is

passed in punkVal.

VT_UNl(NOWN | A pointer to a pointer to the lUnknown interface is passed in
VT_BYREF ppunkVaI. The pointer to the interface is stored in the location

referred to by ppunkVa1.

VT_ARRAY | An array of data type <anything> was passed. (VT_EMPTY and

<anything> VT_NULL are illegal types to combine with VT_ARRAY.) The

pointer in pByrejVaI points to an array descriptor, which describes

the dimensions, size, and in-memory location of the array. The array

descriptor is never accessed directly, but instead is readand

modified using functions.

A COM VARIANT is mapped to the CORBA any without loss. lf at run-time a

CORBA client passes an inconvertible any to a COM server, a

DATA_CONVE RSION exception is raised.

18.3.9 Mappingfor Pointers

MIDL supports three types of pointers:

' Reference pointer; a non-null pointer to a single item. The pointer cannot represent

a data stmcture with cycles or aliasing (two pointers to the same address).

Unique pointer; a (possibly null) pointer to a single item. The pointer cannot

represent a data structure with cycles or aliasing.

Full pointer; a (possibly null) pointer to a single item. Full pointers can be used for

data structures, which form cycles or have aliases.
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A reference pointer is mapped to a CORBA sequence containing one element. Unique

pointers and full pointers with no aliases or cycles are mapped to a CORBA sequence

containing zero or one elements. If at run-time a COM client passes a full pointer

containing aliases or cycles to a CORBA server, E_DATA_CONVERSlON is returned

to the COM client. lf a COM server attempts to return a full pointer containing aliases

or cycles to a CORBA client, a DATA_CONVERS|ON exception is raised.

18.3.10 Interface Mapping

18.3.I0.1

I8.3.10.2

COM is a binary standard based upon standard machine calling conventions. Although

interfaces can be expressed in Microsoft lDL, Microsoft ODL, or C++, the following

interface mappings between COM and CORBA will use Microsoft ODL as the

language of expression for COM constructs.

COM interface pointers bidirectionally map to CORBA Object references with the

appropriate mapping of Microsoft lDL and ODL interfaces to OMG lDL interfaces.

Mappingfor Interface Identifiers

Interface identifiers are used in both CORBA and COM to uniquely identify interfaces.

These allow the client code to retrieve information about, or to inquire about other

interfaces of an object.

COM identifies interfaces using a structure similar to the DCE UUID (in fact, identical
to a DCE UUlD on Win32) known as an llD. As with CORBA, COM specifies that the

textual names of interfaces are only for convenience and need not be globally unique.

The COM interface identifier (llD and CLSID) are bidirectionally mapped to the

CORBA Repositoryld.

Mappingfor COM Errors

COM will provide error information to clients only if an operation uses a return result
of type HRESULT. The COM HRESULT, if zero, indicates success. The HRESULT, if

nonzero, can be converted into an SCODE (the SCODE is explicitly specified as being
the same as the HRESULT on Win32). The SCODE can then be examined to

determine whether the call succeeded or failed. The error or success code, also

contained within the SCODE, is composed of a “facility” major code (13 bits on

Win32 and 4 bits on Win16) and a 16-bit minor code.

COM object developers are expected to use one of the predefined SCODE values, or
use the facility FAClLlTY_lTF and an interface-specific minor code. SCODE values

can indicate either success codes or error codes. A typical use is to overload the

SCODE with a boolean value, using S_OK and S_FALSE success codes to indicate a

true or false return. If the COM server returns S_OK or S_FALSE, a CORBA

exception will not be raised and the value of the SCODE will be mapped as the return
value. This is because COM operations, which are defined to return an HRESULT, are

mapped to CORBA as returning an HRESULT.
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Unlike CORBA, COM provides no standard way to return user-defined exception data

to the client. Also, there is no standard mechanism in COM to specify the completion

status of an invocation. In addition, it is not possible to predeterrnine what set of errors

a COM interface might return. Although the set of success codes that can be returned

from a COM operation must be fixed when the operation is defined, there is currently

no machine-readable way to discover what the set of valid success codes are.

COM exceptions have a straightforward mapping into CORBA. COM system error

codes are mapped to the CORBA standard exceptions. COM user-defined error codes

are mapped to CORBA user exceptions.

COM system error codes are defined with the FAClLlTY_NULL and FAClLlTY_RPC

facility codes. All FAClLlTY_NULL and FAClLlTY_RPC COM errors are mapped to

CORBA standard exceptions. Table 18-10 lists the mapping from COM

FAClLlTY_NULL exceptions to CORBA standard exceptions.

Table 18-10Mapping from COM FACILITY_NULL Error Codes to
CORBA Standard (System) Exceptions

a

Table l8-ll lists the mapping from COM FAClLlTY_RPC exceptions to CORBA

standard exceptions. All FAClLlTY_RPC exceptions not listed in this table are mapped
to the new CORBA standard exception COM.

 

 
  

  

  
  
  
  

  

 

 

Table 18-] 1 Mapping from COM FAClLlTY_RPC Error Codes to CORBA Standard
(System) Exceptions
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Table 18-11 Mapping fiom COM FAClLI'I'Y_RPC Error Codes to CORBA Standard
(System) Exceptions (Continued)

COM SCODES, other than those previously listed, are mapped into CORBA user

exceptions and will require the use of the raises clause in OMG IDL. Since the OMG

IDL mapping from the Microsoft IDL and ODL is likely to be generated, this is not a

burden to the average programmer. The following OMG lDL illustrates such a user

exception.

 

 
 
 

 
 
 
 
 
 

 

 

// OMG IDL

exception COM_ERROREX

( .

long hresult;

Any info;

l: '

The COM_ERROREX extension is designed to allow exposure of exceptions passed
using the per-thread ErrorObjcct. The Any contained in the COM_ERROREX is

defined to hold a CORBA object reference that supports the OMG IDL mapping for
the lError|nfo interface. ‘
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18. 3. 10. 3 Mapping 0fNested Data Types

Microsoft MIDL (and ODL) consider all definitions to be at global (or library) scope

regardless of position in the file. This can lead to name collisions in datatypes across

interfaces. Operations or types later in the file can refer to a datatype without fully

qualifying the name even if the type is nested within another interface.

For purposes of mapping MlDL/ODL to OMG lDL, we treat nested datatypes as if

they had been prepended with the name of the scoping level. Thus:

interface IA : IUnknown

{
typedef enum {ONE, TWO, THREE} Count;
HRESULT f( [in] Count val);

}

is mapped as if it were defined as:

typedef enum {A_ONE, A_TWO, A_THREE} A_Count;
interface IA : Iunknown

{

}

HRESULT f( [in] A_Count val);

18.3. 10. 4 Mapping 0fNames

Microsoft MIDI. and ODL support prefixing types/names with leading underscores.

When mapping from Microsoft MIDL or ODL to OMG lDL, the leading underscores .
are removed.

Note — This simple rule is not sufficient to avoid all name collisions (such as MIDL

types that clash with OMG lDL reserved names or situations where two operation

names differ only in the leading underscore). However, this rule will cover many

common cases and leads to a more natural mapping than prepending a character before
the underscore. '

18. 3. 10. 5 Mappingfor Operations

Operations defined for an interface are defined in Microsoft lDL and ODL within

interface definitions. The definition of an operation constitutes the operations

signature. An operation signature consists of the operation’s name, parameters (if any),
and return value. Unlike OMG lDL, Microsoft lDL and ODL does not allow the

operation definition to indicate the error information that can be returned.

Microsoft IDL and ODL parameter directional attributes (|in|, loutl, lin, out:|) map
directly to OMG lDL (in, out, inout). Operation request parameters are represented as

the values of [in] or |inout| parameters in Microsoft lDL, and operation response

parameters are represented as the values of |inout| or |out] parameters. An
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18.3.10.6

operation return result can be any type that can be defined in Microsoft lDL/ODL, or
void if a result is not returned. By convention, most operations are defined to retum an

HRESULT. This provides a consistent way to return operation status information.

When Microsoft ODL methods are mapped to OMG lDL, they undergo the following

transformations. First, if the last parameter is tagged with the Microsoft ODL keyword

retval, that argument will be used as the return type of the operation. If the last

parameter is not tagged with retval, then the signature is mapped directly to OMG lDL

following the mapping rules for the data types of the arguments. Some example

mappings from COM methods to OMG lDL operations are shown in the following
code.

// Microsoft ODL
interface IFoo: IUnknown

{
HRESULT st:ringi£y( [in] VARIANT value,

[out, retvall LPSTR * pszVa1ue) ;

HRESULT permute( [inout] short * value);

HRESUL'I‘.tryPermute( [inout] short * value,

[out] long newvaluel;

};

ln OMG lDL this becomes:

typedef long HRESULT;

interface |Foo: CORBA::Composite, CosLifeCycle::LifeCyc|eObject
{

string stringify(in any value) raises (COM_ERROR),
COM_ERROREX);

HRESULT permute(inout shortvalue);

HRESULT tryPermute(inout short value, out long newValue)
};

Mappingfor Properties

ln COM, only Microsoft ODL and OLE Type Libraries provide support for describing

properties. Microsoft IDL does not support this capability. Any operations that can be

determined to be either a put/set or get accessor are mapped to an attribute in OMG

IDL. Because Microsoft IDL does not provide a means to indicate that something is a

property, a mapping from Microsoft lDL to OMG IDL will not contain mappings to
the attribute statement in OMG IDL.

When mapping between Microsoft ODL or OLE Type Libraries, properties in COM

are mapped in a similar fashion to that used to map attributes in OMG lDL to COM.
For example, the following Microsoft ODL statements define the attribute Profile for
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the lCustomer interface and the read-only attribute Balance for the lAccount interface.

The keywords [propput] and [propget] are used by Microsoft ODL to indicate

thatethe statement is defining a property of an interface.

// Microsoft ODL
interface IAccount

{
[propget] HRESULT Ba1a.nce([out, retva1] float

* pfBa.1ance );

if

interface Icus tomer

{
[propget] HRESULT Profi1e([out] Customernata * Profile) ;
[propput] HRESULT Profi1e([in] Customernata * Profile);

};

The definition of attributes in OMG IDL are restricted from raising any user-defined

exceptions. Because of this, the implementation of an attribute’s accessor function is

limited to raising system exceptions. The value of the l-{RESULT is determined by a

mapping of the CORBA exception, if any, that was raised.

18.3.11 Mappingfor Read-Only Attributes

In Microsoft ODL, an attribute preceded by the keyword [propget] is interpreted as

only supporting an accessor function, which is used to retrieve the value of the

attribute. ln the example above, the mapping of the attribute Balance is mapped to the

following statements in OMG lDL.

ll OMG IDL
interface Account

{

readonly attribute float Balance;

ii

18.3.12 Mappingfor Read- Write Attributes

In Microsoft ODL, an attribute preceded by the keyword [propput] is interpreted as

only supporting an accessor function that is used to set the value of the attribute. In the

previous example, the attribute Profile is mapped to the following statements in OMG
lDL.

// OMG IDL

struct CustomerData

(
Customerld Id;

string Name;
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string SurName;

};

interface Customer

(
attribute CustomerData Profile;

};

Since CORBA does not have the concept of write-only attributes, the mapping must

assume that a property that has thekeyword [propput] is mapped to a single read-

write attribute, even if there is no associated [propget] method defined.

18.3.12.1 Inheritance Mapping

Both CORBA and COM have similar models for individual interfaces. However, the

models for inheritance and multiple interfaces are different.

in CORBA, an interface can singly or multiply inherit from other interfaces, and in

language bindings supporting typed object references, widening and narrowing support

convert object references as allowed by the true type of that object.

However, there is no built-in mechanism in CORBA to access interfaces without an

inheritance relationship. The run-time_ interfaces of an object (for example,

CORBA: zobj ect : : is_a, CORBA: :Obj ect: : :get_int:erface) use a

description of the object’s principle type, which is defined in OMG lDL. in terms of

implementation, CORBA allows many ways in which implementations of interfaces

can be structured, including using implementation inheritance.

in COM V2.0, interfaces can have single inheritance. However, as opposed to CORBA,

there is a standard mechanism by which an object can have multiple interfaces

(without an inheritance relationship between those interfaces) and by which clients can

query for these at run-time. (lt defines no common way to determine if two interface

references refer to the same object, or to enumerate all the interfaces supported by an
entity.)

An observation about COM is that some COM objects have a required minimum set of

interfaces that they must support. This type of statically-defined interface relation is

conceptually equivalent to multiple inheritance; however, discovering this relationship

is only possible if ODL or type libraries are always available for an object.

COM describes two main implementation techniques: aggregation and delegation. C++

style implementation inheritance is not possible.

When COM interfaces are mapped into CORBA, their inheritance hierarchy (which

can only consist of single inheritance) is directly mapped into the equivalent OMG

IDL inheritance hierarehyz

2. This mapping fails in some cases, for example, if operation names are the same.

Common Object Request Broker/irehilecture (CORBA). V2.6 December 2001

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1013 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1014 of 1442

I8 

Note that although it is possible, using Microsoft ODL to map multiple COM

interfaces in a class to OMG lDL multiple inheritance, the necessary information is not

available for interfaces defined in Microsoft IDL. As such, this specification does not

define a multiple COM interface to OMG IDL multiple inheritance mapping. It is

assumed that future versions of COM will merge Microsoft ODL and Microsoft IDL,

at which time the mapping can be extended to allow for multiple COM interfaces to be

mapped to OMG lDL multiple inheritance.

CORBA: : Composite is a general-purpose interface used to provide a standard

mechanism for accessing multiple interfaces from a client, even though those

interfaces are not related by inheritance. Any existing ORB can support this interface,

although in some cases a specialized implementation framework may be desired to take

advantage of this interface.

module CORBA // PIDL

{

interface Composite
{

Object query_interface(in Repositoryld whichOne);

};

interface Composable:Composite
{

Composite primary_interface0;
};

};

The root of a COM interface inheritance tree, when mapped to CORBA, is multiply-

inherited from CORBA: :Composab1e and

CosLi£eCyc1e : :LifeCyc1eObj ect. Note that the IUnknown interface is not

surfaced in OMG lDl.. Any COM method parameters that require IUnknown

interfaces as arguments are mapped, in OMG IDL, to object references of type
CORBA: : Object.

// Microsoft IDL or ODL
interface IFoo: IUnknown

{
HRESULT inquire([in] Iunknown *obj);

};

ln OMG lDL, this becomes:

interface |Foo: CORBA::Composable, CosLifeCyc|e::LifeCyc|eObject
{

void inquire(in Object obj);
};
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18.3.12.2 Type Library Mapping

Name spaces within the OLE Type Library are conceptually similar to CORBA

interface repositories. However, the CORBA interface repository looks, to the client, to

be one unified service. Type libraries, on the other hand, are each stored in a separate

file. Clients do not have a unified, hierarchical interface to type libraries.

The following table defines the mapping between equivalent CORBA and COM

interface description concepts. Where there is no equivalent, the field is left blank.

Table 18-IZCORBA Interface Repository to OLE Type Library Mappings

 

 

—

AttributeDef VARDESC

OperationDef FUNCDESC

ParameterDef ELEMDESC

  
  

 

 

  

 lTypelnfo

  
Using this mapping, implementations must provide the ability to call

Object : :get_int:erface on CORBA object references to COM objects to
retrieve an InterfaceDef. When CORBA objects are accessed from COM,

implementations may provide the ability to retrieve the l'1‘ypeInfo for CORBA

object interface using the IProvideC1assInfo COM interface.
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20.1 Introduction

The primary goal of this specification is to allow effective access to CORBA sewers

through DCOM and the reverse. To reduce the total cost of ownership of CORBA
applications that are built with COM or Automation clients for CORBA servers, COM

or Automation clients on machines with no ORB or interworking mechanism should be

able to act as clients to CORBA servers through DCOM. In addition, a CORBA client
could, through a CORBA view, access a DCOM server that is not co-located with the
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view with no additional interworking support on the DCOM server’s machine. These

scenarios help to reduce installation and maintenance costs through the lifetime of

— applications, which span multiple object systems.-
 

Note — This specification refers to COM/CORBA Part A and COM/CORBA Pan B.

The lnterworking Architecture, Mapping: COM and CORBA, and Mapping

Automation and CORBA chapters comprise the COM/CORBA Part A and this

specification comprises the COM/CORBA Part B.

Converting a COM or Automation client to contact a server through DCOM is

relatively easy and requires no application changes to the server. Thus, applications

that use existing Part A compliant solutions could, today, have remote DCOM clients
access the COM or Automation views of the CORBA servers and CORBA clients

could access (through a view) DCOM or DCOM Automation sewers. However,

allowing CORBA access to CORBA views that are not co-located with the COM or

Automation servers or allowing DCOM access to remote views of CORBA servers

introduces a number of issues in terms of performance and scalability that will be
discussed below.

20.1.1 COM/CORBA Part A

The COM/CORBA Part A specifications (see the lnterworking Architecture chapter,

Mapping; COM and CORBA chapter, and Mapping Automation and CORBA chapter)

address most of the requirements of this Part B specification. The basic architecture

and approach is sound. And, in general DCOM requiresfew changes to existing COM

programs. With appropriate changes in the COM Registry, legacy COM client and

server applications can operate unchanged in a DCOM environment. However, due to
limitations of DCOM and DCOM Automation, a number of performance and

scalability issues arise when interworking with CORBA using only the COM/CORBA

Part A specification. The primary purpose of this specification is to address these

issues; in particular this specification focuses on addressing the issues related to using
native DCOM and DCOM Automation clients with CORBA servers. Note that readers

are expected to be familiar with the terminology used in the other COM/CORBA

specifications.

20.2 Conformance Issues

20-2

This specification, as a whole, is optional and is not required for COM/CORBA

interworking compliance.

Solutions that choose to implement this specification must, in order to be confonnant,

implement the DCOM extent and all defined interfaces. There are no optional

compliance points. Solutions that confonn to this specification may label themselves as

supporting “Advanced DCOM lnterworking."
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20. 2. 1 Performance Issues

When accessing DCOM views of CORBA servers through DCOM (i.e., the DCOM
client and DCOM view are not co-located), major performance issues arise for two

primary reasons:

1. Pseudo‘ objects are specific to CORBA and are thus not available in DCOM.

2. Automation does not support complex types such as structs and unions.

The COM/CORBA Part A specification maps CORBA pseudo objects into regular

COM and Automation objects since there is no equivalent to pseudo objects in COM

or Automation. In the Automation mapping, structs and unions are also mapped to

objects since there is no Automation equivalent construct (essentially structs and

unions are also handled as pseudo objects). When these pseudo objects are passed to a

remote DCOM client that uses standard DCOM marshaling, all access to all members

require a remote call. For example, a DCOM Automation client accessing the members
of a structure would make one remote call for each get or set of a structure member.

This, of course, introduces a significant performance bottleneck.

. 20.2.2 Scalability Issues

December 2001

A scalability issue known as proxy explosion arises when passing object references

among clients and servers across object systems. For example, an object reference is

received from a CORBA server and is encapsulated in a DCOM view. This view is ‘

passed to a different DCOM server. This server then attempts to pass the object to a

CORBA server. Without prior knowledge that the object was originally a CORBA

object, a CORBA view would be built for what appeared to be a DCOM object (but

which was really a view). This means that when the CORBA server attempts to call an

operation on this object, it passes through a chain of views until the request is

delivered to the real implementation instead of the call being direct CORBA to

CORBA. In order to resolve the proxy explosion view chain problem, an efficient

mechanism must be provided for interworking solutions to determine whether any

object is a view or a native object and, if the object is a view, what is the original

object behind the view. The problem or proxy explosion is not specific to .

COM/CORBA interworking. Instead, it can occur between CORBA and any other

system where bidirectional interworking is supported.

The COM/CORBA Part A specification defines a mechanism to help avoid proxy

chains using IForeignObj ect: :GetForeignRe£erence. However, calling

this operation remotely on each object reference to avoid proxy chains would have

introduced a significant performance problem.

20.2.3 CORBA Clients for DCOM Servers

In cases where CORBA clients need to access DCOM servers, the performance issues

that occur in the other direction are not applicable since native DCOM servers do not

have pseudo objects (since there is no such concept in COM or Automation) and since
native Automation servers do not use structures or unions (since these constructs do

not exist). However, the scalability issue remains.
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20.3 Locality ofthe Bridge

The COM/CORBA Part A specification states that the interworking be performed local

to the COM or Automation client or server since, at the time, COM objects could only

communicate within the same machine. Thus, the possibility for the location of the

View was limited to those in Figure 20-1.

com Client -

20-4

%

CORBA Client

? 
   

    

Figure 20-1 COM/CORBA Part A Configurations

The addition of support for DCOM removes the requirement that the interworking

occur in the COM environment. The use of DCOM adds four possibilities for the

location of the view (see Figure 20-2 on page 20-5). Note that the communications

between the view and the CORBA server or client is still performed as per existing

OMG specifications.

The performance issues described above relate, in particular, to the first and third

configuration shown in Figure 20-2. The scalability issues can affect any of these

configurations provided that objects are being passed through multiple difierent

bridges or through an intermediate object system.
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Figure 20-2 COM/CORBA Part B Additional Configurations

The ideal solution to the performance issues would be to have DCOM able to pass

CORBA pseudo objects with similar semantics to CORBA, and to have Automation

support structs and unions natively. However, this is not likely to occur and cannot be
implemented adequately using DCOM standard marshaling. In addition, since Part B is

not required to be implemented, COM/CORBA Part A compliant solutions must still

interoperate with solutions that also support the COM/CORBA Part B extensions.

Thus, another mechanism needs to be defined in order to avoid the performance and

scalability problems while still maintaining compatibility.

To handle all of these cases using a standard mechanism, a category of DCOM objects

called “DCOM value objects” was defined. DCOM value objects are DCOM objects

that have little or no behavior other than accessors for their underlying data. Proxies

for DCOM value objects act as local caches for the information in the original object.

The Automation and COM views of CORBA pseudo objects, as well as the

Automation views of CORBA structs and unions, are all DCOM value objects.

Note — CORBA objects-by-value will be able to be viewed in DCOM as DCOM value

December 2001

objects.

When DCOM value objects are passed across DCOM systems the data of the DCOM

value object (called the “value data”) is also passed. Systems that support DCOM

value objects can use the passed data to improve performance. However, when a
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20-6

DCOM value object is passed to a system that does not support it as a value object,

then the DCOM value object is accessed remotely just as any other DCOM object

would be. There are two types of DCOM value objects to support these semantics:

' A “primary DCOM value object," which is the real; that is, original instance of the

value object, and

' “Local DCOM value objects," which are the local proxies for the primary value

object and caches for the values data of the primary value object.

Note that the local DCOM Value objects are essentially DCOM proxies with some

methods (the ones that access the value data) implemented locally.

To implement DCOM value objects while still providing compatibility with systems

that do not support DCOM value objects, the value data needs to be passed as,

essentially “out-of-band” data. DCOM allows out-of-band data to be passed with

requests in DCOM extents. DCOM extents are a standard DCOM feature used to pass

additional data with a request. On the receiving end, if a handler is not available for the

extent, it is ignored. Extents are similar to CORBA service contexts except that they

are not propagated through a chain of calls.

DCOM value objects are passed in a DCOM extent. Receivers that recognize the extent

can take advantage of the data it provides. Receivers that do not recognize the extend

safely ignore it. This occurs with no changes at all to the standard marshaling packet.

This allows DCOM developers to use standard DCOM tools and services instead of

entirely custom special purpose solutions. '

20. 4.1 Marshaling Constraints
The layout of the marshaling packet is significant in matching marshaled data to a

proxy on the receiving side. If the receiving side supports DCOM value objects for all

passed value data, then the unmarshal process is simple: the first subset of value data

goes to the first proxy (local DCOM value object) created by standard marshaling and ,

so on. DCOM, however, allows for proxies in any given client process to be provided

by different vendors. Thus. no assurance can be made that all DCOM value objects

marshaled into the extent can have their value data unmarshaled on the receiving end.

Thus, the value data in the extent is organized in a tree structure in order to be able to

skip information that cannot be decoded.

20.4.2 Marshaling Key

The interface lD corresponds to the interface used to encapsulate the unmarshaled data.

It must provide acccssors for all the members that are being marshaled, in the order

that they are marshaled. This interface ID may be different than the interface lD

actually marshaled in the call, since it reflects the content of an object rather than the
interface through which it is used at the time of the call. For instance, a class

encapsulating a structure may be marshaled as an Iunknown, which will be the class

ID in the standard marshaling packet. but this is of no help in unmarshaling the
structure. Thus, this identifier is used to describe the marshaled members.
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If the object is standard marshaled, the unmarshal class [D field should be

CLSID__NULL. However, if an interface pointer is custom marshaled, its marshaling
data does not contain a standard OBJREF, which could be used by the proxy to recover

the marshaled data (since nothing can be presumed about the way that the proxy will

be communicating with its server). In that case, the object’s proxy will be different

than the regular proxy for this interface, so the correct custom marshaler must be
loaded if correct unmarshaling is to be achieved.

20.4. 3 Extent Format

8 truet DVO_EXTEN'l‘

The marshaling format of the extent is best described using the following C-1-+
structures. Note that the size of the extent is encoded in the extent header maintained

by DCOM, so it does not have to be repeated here.

//

{
HRESULT statuscode; //

DVO_IFACE interfaces[]; //

};

struct DVO__IFACE
//

{
unsigned long dataLen; //
IID remotedIID; //

CLSID unmarsha1CLSID;

unsigned short cImpl; //

DVO_IMPLDATA implnata [] ;

}7 ‘

struct DVO_IMPLDATA

{
unsigned long dataLen; //
IID iid; //

DVO_BLOB data; //

DVO_IFACE interfaces[]; //

} :

struct DVO_BLOB //
//

{
unsigned long dataLen; //

} byte data [l; //

CORBA, v2.6: Exten!Defini1inn
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20.4.3.1 DVO_EXTENT

This structure contains the entire DCOM value object information for a given DCOM

call. The size and ID of the extent are specified in the ORPC_EXTENT (DCOM

defined) structure. The statusCode is used to pass error information, which cannot

be returned normally between the client and server extent. The interfaces array,

interfaces, contains the value data for each DCOM value object for the DCOM
call.

The DCOM value object extent will be identified with the following GUID:

{1o6454co-14b2—11d1-aa22-oo6o97cco44d}

20.4.3.2 DVO_IFACE

This structure contains value data for a single DCOM value object. The datalien

member makes it easy to skip this structure; in doing so, one automatically skips any

recursively marshaled interfaces. The remotedI ID member identifies the most

derived interface of the DCOM value object itself. The member unmarsha1CLSID

indicates the unmarshal class used in custom marshaling, if any.

The cImp1 member indicates how many interface DCOM value object interfaces are

marshaled. Normally, this member has a value of l, but it may be necessary to send
value data for more than one interface.

The imp1Data array contains the blocks of marshaled value data.

20. 4. 3. 3 DVO_IMPLDA TA

This structure contains the value data of a DCOM value object. The value data

corresponds to the DCOM value object identified by the iid member of the

DVO_IMPLDATA structure. The value data is written to the data blob. If any
marshaled data is itself a DCOM value object, its marshaling data will be added as an

entry in the interfaces array.

20.4.3.4 DVO_BLOB

This contains the actual value data for the DCOM value object. The data has been

marshaled using standard DCOM (NDR) marshaling.

20.5 Request/Reply Extent Semantics

Clients, which support the extent, add the extent to outgoing requests that have DCOM

value objects, which should have their value data nansmitted. The atatuscode

member of the extent should be NO_ERROR. Even when the outgoing request does

not contain any DCOM value objects, the client must still add the extent (consisting of
just the statuscode member in this case) if it supports the extent at all.
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20.6 Consistency

December 2001

Servers, which support the extent, can retrieve the information from the extent during

unmarshaling to get the value data for the local DCOM value objects (DCOM proxies).

if the unmarshaling of the data within the extent fails with an error, this error is

returned in a corresponding reply extent containing the error that occurred. If the

unmarshaling is successful, the request is processed and an extent is added to the reply.

Any out parameter or retum DCOM value objects are included in the reply extent. The

s tatuscode member should be N0__ERROR. Even when the outgoing request does
not contain any DCOM value objects, the callee must still add the extent (consisting of

just the statuscode member in this case).

If the receiver of a DCOM value object passes a reference to the object to another

client/server, the object reference of the primary DCOM value object should be

marshaled in the request, not the object reference for the local DCOM value object.

If the client supports the DCOM value object semantics for a given object reference,

then an in-process copy of the value data is created using the data from the extent, and

all read accesses are performed with no network calls.

When all clients and servers support the DCOM value object semantics, changes made

to a local copy of the object can then be passed to other clients or servers. However,

since the implementation of this specification is optional, it cannot be assumed that all

clients and servers support this feature.

If the client of a DCOM value object does not support the extent, or the appropriate

support for a given DCOM value object to be unmarshaled locally, then all reads or

writes to members of the object are transmitted over the network to the server, which

originally provided the object reference.

in cases where the receiver modifies the local copy of the object, these changes must

be propagated back to the server to maintain consistency between systems that support

the DCOM value object and those that do not.

The interfaces used to manage consistency were designed so that applications on

homogenous networks (where every interworking solution supports Part B) can ‘disable

the synchronization used to maintain consistency. Applications running on

heterogeneous networks can control the synchronization behavior to best suit the needs

of the application.

ln cases where the receiver modifies the local DCOM value object, these changes must

be propagated back to the server to maintain consistency between systems that support

DCOM value objects and those that do not. To maintain consistency, three additional
DCOM interfaces are defined:

object,

pointer_defau1t(unique),
uuid(c9362b80—14bd-11d1-8a22-00609'7ccO44d)

]

interface Ivalueobject : Iunknown
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{
HRESULT Get:Va1ue( [out] unsigned long *length,

[out, size_is(,*1ength)] byte**data);

HRESULT PutVa1ue( [in] unsigned long length,
[in. size_is(1ength)] byte *data);

};

typedef enum tagSyncronizeMode

{
kNeverSync,

ksynconsend,

ksynconchange

} Syncronizemode;

[

object,

pointer_defau1t(unique),
uuid (c82fb800—14bd- lldl-83.22 - 006097ccO44d)

1

interface Isynchronize : IUnknown

{

HRESULT get_Mode([out, retvall Syncronizenode *mode);

HRESULT put_Mode([in] Syncronizemode mode);
HRESULT SyncNow();

HRESULT ReCopy();

odl,

dual,

oleautomation,
uuid(c8c84e80—14bd—l1d1—8a22—0O6097cc044d)-

]

interface DISynchronize : Ibispatch

{
[propget] HRESULT Mode([out, retva1] SyncronizeMode

*mode);

[propput] HRESULT Mode([in] SyncronizeMode mode);
HRESULT SyncNow()7

HRESULT ReCopy();

};

20. 6. 1 IValue0bject

This interface is implemented on the primary DCOM value object. The purpose of this

interface is to allow batch updates of the value data of the object. The data contained
within the data array for the Ge tVa1ue and Putvalue methods is a DVO IFACE

marshaled according to Section 20.4, “Extent Definition," on page 20-5. —
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Local DCOM value objects that are not primary DCOM value objects are not required

to support this interface.

20.6.2 ISynchr0nize and DISync/zronize

20.6.2.1

20.6.2.2

20.6.2.3

These interfaces are implemented on local DCOM value objects (lsynchronize is

found on COM proxies, DISynchronize is found on Automation proxies). lf the

interface is available, it means that this is a local DCOM value object, not a regular

object or a primary DCOM value object.

Mode Property

The property Mode is used to control when synchronization is done. A value of

kNeverSync means that the local and the primary value objects are never

synchronized.

A value of kSyncOnS end means that, if the local value object has been changed,

the primary value object will be synchronized with the local value object when the

local value object is sent to another client/server, which cannot be reliably determined

to support the required DCOM value object. lmplementations can choose to

synchronize using either batch synchronization through a call to IVa.1ueObject, or

through calls for each changed member through the regular remote interface.

A value of ksynconchange means that, as a member is changed, the update of the

member should be propagated to the primary value object as a regular remote call.

SyncN0w Method

The SyncNow method can be called by application code to force the changes to the

local value object to be propagated to the primary value object. Implementations can

choose to synchronize using either batch synchronization through a call to

IValue0bj ect, or through calls for each changed member through the regular
remote interface.

ReCopy Method

The Recopy method can be called by application code to retrieve the current value of

the_ primary value object and update the local value object.

20.7 DCOM Value Objects

December 2001

20. 7.1 Passing Automation Compound Types as DCOM Value Objects

Compound types such as structures and unions are encapsulated in Automation classes

so they may be used by Automation applications. These are DCOM value objects.

When a DCOM value object representing a compound type is passed to a remote

CORBA, v2.6: DCOM Value Objects 20-1]
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client, its interface pointer is marshaled using standard marshaling (as with any DCOM

value object), and its value data is forwarded simultaneously using the extent described
in Section 20.4, “Extent Definition,” on page 20-5.

20. 7.2 Passing CORBA-Defined Pseudo-Objects as DCOM Value Objects

To handle the DCOM views of CORBA pseudo objects as DCOM value objects, the

memory representation of these data types must be defined. The following sections

detail the value data that will be passed in the extent.

20. 7.3 IForeign0bject

Supporting IForeignObj ect’s as a DCOM value object is required to avoid

proxy explosion. The marshaled data for value objects of type IForeignObj ect is

described in Section 20.8.2, “COM Chain Avoidance," on page 20-17.

20.7.4 DIFOreignC0mplexType

The value data for DCOM value objects of type DIForeignComp1ex'1‘y'pe can

be represented by the following structure (note that this also includes the state for

DIObjectInfo):

struct FOREIGN_COMPLEX

{
LPSTR name; // Name of type

LPSTR scopedName; // scoped name (if available)

LPSTR repositoryld; // Repository ID of type

}: '

20. 7.5 DIForeignException

The value data for DCOM value objects of type DIForeignException can be

represented by the following structure:

S true 1: FORE I GN_EXCEPTION

{

FOREIGN__COMPLEX base;
long maj orcode ,-

};

20. 7. 6 DISystemException

The value data for DCOM value objects of type DISyatemException can be

represented by the following structure:

5 true t CORBA_SYS'I‘EM_EXCEP'1‘ION
{

FORE I GN_EXCEP'I'ION baa e ,-

Cnmmrm Object Request Broker/irchilecture (CORBA), v2. 6 December 2001

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1027 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1028 of 1442

 

December 2001

20

long minorcode;

long completionstatus;

};

20. 7. 7 DICORBA UserException

The value data for DICORBAUserException is identical to that of

DIForeignException. Value objects deriving from

DICORBAUserException are passed as DCOM value objects according to the

previously defined format. The value data of exception members must be preceded by

the value data of DIForeignException.

20.7.8 DICORBAStruct

The value data for DICORBAStruct is identical to that of

DIForeignComp1ex'I'ype. Value objects deriving from DICORBAStruct are

passed as DCOM value objects according to the previously defined format. The value

data of struct members must be preceded by the value data of

DIForeignComplex'I'ype.

20.7.9 DICORBA Union

The value data for DICORBAUnion is identical to that of

DIForeignComplexType. Value objects deriving from DICORB1-\Union are

passed as DCOM value objects according to the previously defined format. The value

data of a union must be preceded by the value data of DI ForeignComp1exType. -

The value data for the union itself is the discriminant followed by the selected member,

if any.

20.7.10 DICORBATypeC0de and ICORBATypeC0de

The value data for type code DCOM value objects can be represented by the following
struct: ' A

S t ruc t CORBA_'1'YPECODE

{

FOREIGN_COMPLEx base ;

'I‘CKind kind; // rypecode kind

"union Typespecific swit:ch(kind)

{

case tk_objref:
LPSTR id;

.LPS'rR name;

case tk_st:ruct:

case t:k_except:
LPSTR id;

CORBA, v2.6: DCOM Value Objects 20-13
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}

LPSTR name;

long member_count;

[size_is(member_count,)] LPSTR *member_names;

[size_is(member_count,)] IUnknown**member_types;

case tk_union:
LPSTR id;
LPSTR name;

long member_count;

LPSTR member_names[];
[size_is(member_count,)] IUnknown**member_types;

[size_is(member_count)] VARIANT *member_labels;

Iunknown *discriminator_type;

long defau1t_index;

case tk_enum:

long member_count;

[size_is(member_count.)] LPSTR *member_names;

[size_is(member_count,)] IUnknown**member_typea;

case tk_string:
long length;

case tk_array:

case tk_sequence:
long length;

IUnknown *content_type;

case tk_a1ias:
LPSTR id;
LPSTR name;

long length;

Iunknown *content_type;

Note that members of type IUnknown will actually be ICORBATypeCode

instances for COM and DICORBATypeCode instances for Automation.

20. 7.11 DICORBAAny

The valuc data for DCOM value objects of type DICORBAAny can be represented by
the following structure:

struct

{
FOR

VAR

DIC
—a

20-14
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20.7.12 ICORBAAny

The value data for DCOM value objects of type ICORBAAny can be represented by a

CORBAAnyDataUnion as defined in COM/CORBA Part A.

20.7.13 User Exceptions In COM

ln COM, all CORBA user exceptions used in an interface are represented by another

interface, which contains one method per user exception. The value data for one of

these exception interfaces is an encapsulated DCOM union where each member of the

union is one of the exception definition structures. The discriminant values are the

indices of the corresponding structure retrieval method from the user exception
interface.

module Bank

{

exception lnsufFunds {float balance; );
exception lnva|idAmount { float amount; };

interface Account

l

exception NotAuthorized 0;

float Deposit(in float amount)

raises(lnva|idAmount);

float Withdraw(in float amount)

raises(lnvalidAmount, NotAuthorized);
}:

}:

Per the COM/CORBA Part A specification, the above lDL results in the following

interface used for user exceptions:

struct Bank_InsufI-‘unds { float balance; };

struct Bank_Inva1idAmount { float amount; };

struct Bank_Account_NotAuthorized

interface IBank_AccountUserExceptions : Ivnknown

{

HRESULT get_Ir1sufFunds( [out] Bank_Insufl-‘unds *);
HRESULT get_Inva1idAmount( [out] Bank_Inva1idAmount *);

HRESULT get_NotAuthorized( [out] Bank_Account_NotAuthorized *) ;
};

When this DCOM value object is passed, the value data is marshaled as the following
data structure:
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union Bank_AccountUserExceptionsData switchmnsigned short)

{
case 0: Bank_InsufFunds mo;

case 1: Bank_Inva1idAmount 1111;

case 2: Bank__Account_NotAuthorized m2;

20.8 Chain Avoidance

To avoid view chaining (and thus proxy explosion), we define a general mechanism to

carry chain information along with object references. This mechanism is defined in
both COM and in CORBA to allow for bidirectional chain avoidance. Views in either

system carry this information along with their object references. For example, the

information carried in the object reference to a CORBA view of an Automation object

would describe the object referred to by the view; that is, information about the

Automation object.

20.8.1 CORBA Chain Avoidance

ln CORBA, the chain avoidance information is carried as an lOP profile in an object

reference that is part of a chain.

module Cosflridging

{
typedef sequence<octet> OpaqueRe£;

typedef sequence<octet> Opaquenata;

typedef unsigned long ObjectSystemID,-

interface Resolver

{
OpaqueRef Resolve(in ObjectSystemID objSysID,

in unsigned long chainDataFormat,
in octet chainnataversion,

in Opaquenata chainnata);

.};

struct ResolvableRef

{
Resolver resolver;

ObjectSystemID objSysID;

unsigned long chainDataFormat;
octet chainnataversion;

Opaquenata chainData;

};

typedef sequence<ResolvableRe£> Resolvablechain;

struct BridgingProfi1e

{
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Resolvablechainchain;

The content of the profile is defined as a single BridgingProfile structure. The

1D for this profile will be allocated by the OMG. The profile structure contains a

sequence of Re so lvab1eRef structures, potentially one for each object system in
the chain. ‘

The Re so 1va.b1eRef structure contains a resolver CORBA object reference

that can be called at runtime through its Resolve method to return an opaque

(because it is not CORBA) object reference for the specified link in the chain. The link

in the chain is identified by the object system lD, objsys ID.

Currently defined object system IDs are: 1 for CORBA, 2 for Automation, and 3 for
COM. lDs in the range from 0 through 100000 are reserved for use by the OMG for -
future standardization.

The Re so lvab leRef structure also contains information that can be used by the

resolver as context to find the appropriate information to return. While this chain

data is opaque, it is also tagged with a format identifier so that bridges that understand

the format can directly interpret the contents of chainData instead of making a

remote call to Resolve. The only currently defined format tag is 0, which is

currently defined as “private." That is, chainData tagged as private cannot be

directly interpreted and must be passed to the resolver for interpretation. All other

format tags are specific to each object system. Format tags in the range of l to 100000

are reserved for allocation by the OMG.

The result of calling the Resolve method on a COM or Automation

Re solvableRef is an NDR marshaled DCOM object reference with at least one

strong reference.

20.8.2 COM Chain Avoidance

A similar approach is adopted to resolve the same chain avoidance issues‘ in COM;

however, since DCOM does not support profiles, the implementation is different. The

information for chain avoidance (also used by IForeignObject and

IForeignObj ec t2) is provided as DCOM value data associated with each passed
view object. This information is represented by a Reso1vab1eRefChain.

struct Opaquekef

{
unsigned long len;

unsigned long maxlen;

BYTE [size_is(1en)l ‘data;
} ;

struct Opaquebata

{
unsigned long len;

unsigned long maxlen;
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BYTE [size_is(len)] ‘data:
};

typedef unsigned long ObjectSystemID;

struct Resolvab1eRef

IResolver resolver;

ObjectSystemID objSysID:
unsigned long chainDataFormat;
BYTE ' chainnataversion;

Opaquenata chainnata;

};

struct Resolvablenefchain

unsigned long len;

unsigned long maxlen;

Resolvab1eRef [size_is(1en,)]**data;

};

[

object,

pointer_defau1t(unique),
uuid(5473e440—20ac—11d1-8a22-006097cc044d)

]
interface Ikesolver : Iunknown

{
0paqueRef Reso1ve([in] ObjectSystemID objSysID,

' [in] unsigned long chainDataFormat,
[in] BYTE chainnataversion,

[in] Opaquenata . chainData);

} 7

object,’

pointer_de£ault(unique),
uuid(60674760-20ac-lldl-Ba22—0O6097cc044d)

1

interface IForeign0bject2 : IForeignObject

{
Resolvedkefchain ChainInfo();

};

The use semantics of the resolver is identical to the use semantics described in

Section 20.8.1, “CORBA Chain Avoidance,” on page 20-16. One format tag with value

1 is defined for a Resolvablenef with objsys ID 1 (CORBA). lfthe format tag
Sl,mechainDataVersionrmmtbeOandmechainDatacomnmsa(CDR

marshalcd) byte defining the byte ordering for the rest of the chainDa.ta (the byte

value is identical to that used to encode GIOP messages) followed by a CDR
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marshaled object reference. lf Resolve were called for this Reso1vab1eRe£,
the same value as contained in the chainnata would be returned by Resolve

(i.e., a CDR-marshaled object reference).

ln addition to this mechanism, the interface IForeignObject2 is defined on
COM or Automation views to return the Reso1va.b1eRefChain in cases where

this information has been lost.

Using the chain avoidance technique defined in this specification, the formation of
view chains can be avoided. However, there are cases where the chain avoidance

information carried with the object references may have been discarded (for instance,

as the object reference is passed through a firewall). In this case, chaining of views

cannot be avoided without an explicit performance hit, which was deemed

unacceptable. However, at the point when the first invocation is performed, information
about the current chain can be returned as out-of-band data. This information can then

be used on subsequent invocations to bypass as many views as possible in order to

avoid the performance hit of multiple view translations.

CORBA Client C8i§f,3,A CORBA Server

CORBA Client CORBA Server

Figure 20-3 lnvocation With and Without Chain Bypass

   

Figure 20-3 shows an example of a call that does not perform chain bypass followed

by one "that does. Note that chain bypass cannot eliminate all unnecessary calls since

the client already has a reference to the view (not to the original object) and thus

invokes an operation on the view. It is the responsibility of the view to perform the
chain bypass if it so chooses -- in this case the view essentially becomes a rebindable
stub.

20.9.1 CORBA Chain Bypass

December 2001

For views to discover the chain information, two service contexts are defined as
follows:

ChainBypassCheck = 2
Chairmypasslnfo = 3

module Cosaridging

{
struct Reso1vedRef

CORBA, v2. 6: Chain Bypass 20-19
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Resolver resolver;

ObjectSystemID objSysID;
unsigned long chainDa.ta1'-‘ormat;
octet chainnataversion;

Opaquenata chainData.;

opaqueRef reference;

typedef sequence<Reso1vedRe£> Resolvednefchain;

struct ChainBypassCheck // Outgoing service context

{
Obj ect objectToCheck;

}:

struct ChainBypassInfo // Reply service context

{
Reso1vedRefChain chain;

}:
} ;

The ChainBypassCheck service context is sent out with the first outgoing (non-

oneway) request. Since the service context is propagated automatically to subsequent

calls, an object is provided in the service context to avoid returning chain information

for an incorrect object. For a reply service context to be generated, the object in the

service context must match the object (a view) being invoked.

If a reply service context, ChainBypassInfo, is received with the reply message,
then a view has been detected. The information in the Reso1vedRefC'ha.in can be

used to bypass intermediate views. Each Reso1vedRef is identical to a

Re so lvab1eRef except that it also contains the result of the resolution -- the
reference member contains the data that would be returned if Resolve were

called on the included resolver. if the reference field of Reso1vedRef is an empty
sequence, then the marshaled object reference is assumed to be identical to the
chainnata. '

20.9.2 COM Chain Bypass

The technique used for COM chain bypass is very similar to the technique used in
CORBA. The only difference is the result of the fact that DCOM extents are not

propagated into subsequent calls unlike CORBA service contexts.

struct Resolvednef

{
IReso1ver resolver;

Obj ectSystemID objSysID;
unsigned long chainnatal-‘orrnat;
BYTE chainnataversion;

Opaquenata chainbata;

20-20 Common Object Request Broker/irchitecture (CORBA). v2.6 December 200]
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OpaqueRef reference;

};

struct Reso1vab1eRe£Chain

{
unsigned long len;

unsigned long maxlen;

Reso1vab1eRef [size_is(1en,)]**data;

};

struct Chainnypasscheck // Outgoing extent body

{

};

struct ChainBypassInfo // Reply extent body

{
Reso1vab1eRefChain chain;

};

The Chainliypasscheck extent is sent out with the first outgoing request. If a

reply extent, ChainBypassInfo, is received with the reply message, then a view
has been detected. The information in the Reso1vedRe fchain can be used to

bypass intermediate views. Each Reso1vedRef is identical to a

Resolvab1eRef except that it also contains the result of the resolution -- the
reference member contains the data that would be returned if Resolve were

called on the included resolver. lf the reference field of ResolVedRef is an empty

sequence, then the marshaled object reference is assumed to be identical to the
chainnata.

The UUID for the request and reply extents are both:

leba96aO -2 0bl- lldl-8a22 - 006097cc044d

20.1 0 Thread Iderttz’/‘ication

To correlate incoming requests with previous outgoing requests, DCOM requires a

causality ID. The identifier is essentially a logical thread lD used to determine whether

an incoming request is from an existing logical thread or is a different logical thread of

execution. CORBA, on the other hand, does not strictly require a logical thread lD. To

maintain the logical thread lD as requests pass through both DCOM and CORBA, we

define a general purpose service context, which can be used to maintain logical thread

identifiers for any system a thread of execution passes through.

module CosBridging

{
struct OneThreadID

{
Obj ectsys texnID obj Sya ID ;
Opaquebata th.rea.dID ;

December 2001 CORE/1. v2. 6: Thread Identification 20-21
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};

typedef sequence<OneThreadID> 'I‘hreadIDs;

struct Logica1'I‘hreadID // Service context

{
ThreadIDs IDs;

};

} ;

The logical thread ID information is propagated through a CORBA call chain using a

service context (lDs to be assigned by the OMG) containing the

Logica1ThreadID structure.

For future use, a DCOM extent is defined to allow the same logical thread

identification information to be passed through a DCOM call chain. If the OMG

chooses to standardize a logical thread ID format for CORBA, this can be passed

through a DCOM call chain using this extent.

5 truct One'.l'.‘hreadID

{ ObjectSystemID objSysID;
Opaquenata threadID;

};

struct ThreadIDs

{
unsigned long len;
unsigned long maxlen;

oneThreadID [size_is(1en)] ‘data;

};

struct Logica1ThreadID // DCOM extent

{
ThreadIDs IDs;

};

This extent, used for passing logical thread IDs, is identified by the following UUID:

f81f4e20—2234-lldl-8a22-006097cc044d

20-22 Common Object Request Broker Architecture (CORBA). v2.6 December 200]
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The Random Walk For Dummies

RICHARD A. MONTE

Abstract. We look at the principles governing the onedimensional discrete random walk.
First we review five basic concepts of probability theory. Then we consider the Bernoulli
process and the Catalan numbers in greater depth. Finally we detennine the probability
that, if a. drunk is found again at the bar, then this is his first return visit.

1. Introduction. The random walk has been a topic of interest in many disciplines,

but it has been of particular interest in probability theory. Indeed, every student of
probability theory has heard of the random walk, especially in the form of a drunk
leaving a bar and wandering aimlessly up and down the street.

Among other issues, the following four have been investigagqi in one, two, and threedimensions:

0 The expected position 2: of the drunk after n steps.

0 The maximum position m that the drunk has reached after 11 steps.
0 The expected time of the drunk’s last visit to 0.

0 The probability that the drunk hasn’t stumbled upon his own path after n steps.

These issues are discussed, for example, in Rota’s book on probability
The one-dimensional discrete case is most widely known because it is simple, yet

illustrates many interesting and important features. In this paper, we treat this case of

the first issue above. Thus we answer a basic question: What is the probability that
the drunk is at a certain distance 2:, from the bar, after 17. steps‘?

In Section 2, we review five basic topics: the sample space, the binomial coeflicient,
random variables, the Bernoulli process, and Catalan numbers. In Section 3, we find
the probability distribution for the position of the drunk after 11 steps. In Section 4, we
proceed to calculate the probability that the drunk arrives at the bar for the first time

after n steps. Finally, in Section 5, we determine the conditional probability that the
drunl<"s first return occurs on the nth step given that he is indeed at the bar then; the
formula is surprisingly simple.

2. The Basics. In this section, we review five concepts of probability theory, which
we will use to study the random walk of the drunk.

First, a sample space 9 is defined to be the set of all possible outcomes of an

experiment. Consider the coin toss as an example. A single toss has two possible

outcomes: heads H, or tails T; thus 9 = (H, T}. If we toss the coin twice, then there

are 22 different. possibilities; now 9 = {TT, TH, HT, HH}.

Second, the binomial coefficient is defined to be the number of k-combinations
of an n.-element set. ln other words, it is the number of different ways to pick .1: elements
out of 17.. The binomial coefficient is given by the formula,

143 _
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This formula is proved in [1, p. 61].
Third, a random variable is defined to be a function X that to each element

c, in the sample space of an experiment, one and only one real number X The

sample space Q of X is the set of real numbers :2: such that :17 = X for some r: in the
sample space of the experiment. This definition is found in [2, p. 28].

Fourth, a Bernoulli process is defined to be a sequence of random variables X1,
X2, X3, . . .. Each X, records the outcome of an experiment modeled by the toss of a

coin. Let 1) equal the probability of getting a head, and q the probability of getting a
tail. Since these are the only possible outcomes, 11 + q = 1. Let X, be 1 if the nth trial
yields a head, and be -1 if a tail. Thus, the sample space 9 of a Bernoulli process is
the set of all possible sequences of 1 and -1.

Fifth and finally, the nth Catalan number an counts certain arrangements of 2n

parentheses. A well-formed arrangement is a list of 2n parentheses where each open
parenthesis can be paired with a corresponding closed parenthesis to its right. The nth

Catalan number is the number of such well-formed arrangements. For example, when
n = 3, the possible well-formed arrangements are

000, 0(0), (0)0. (00), ((()))-

According to [1, p. 253], the nth Catalan number an is given by the formula,

_ 1 2n
c"_n+1 n‘

Thus, for example, the first six Catalan numbers are 1, 1,2, 5, 14, and 42.

3. How It All Ties In. Suppose a drunk leaves a bar and walks aimlessly up and
down the street, totally disoriented. We model the street as a line with the bar at the

origin, and assume that the drunk takes unit steps, so we may record his position with
an integer. Thus, for example, if he takes 5 steps to the left, he will be at position -5.

VVe now calculate the probability that the drunk is at position :1: after n steps.

Assume that the drunk’s walk can be modeled by a Bernoulli process. Say that the ith
step is represented by the random variable X,~. A value of ‘-1’ indicates a step to the
left; a value of ‘1’, a step to the right, so that

G,,=X1+X2+...+X,,

gives the position of the drunk after 11. steps. We want to know the distribution of the
random variable G”.

Denote the value of G" by 2:. Denote the number of steps taken to the right by r,
the number to the left by I. Then

m=r—landn=r+l.

It follows that

1": %(:I:+n)andl=%(n—a:).

Now, there are ways that l given steps can occur among 11 total steps. This is also
the number of ways of arriving at the point 1., and each way has probability p’q’. Note
that n and 2: must have the same parity because 17. — 2: = 2l. We can therefore conclude

that the probability distribution at point :1: is given by the formula,
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__ _ (”)p’q', if z = n mod 2;P(G" _» 3) — { 0: otherwise.
Consider for example the case p = q = this is the case of the symmetric random
walk. The probability P(G,, = z) of being at position 2: after it steps is given in Table
3-1. This table is simply a pascal triangle interspersed with Os.

Table 3-1

The Symmetric Random Walk

 
The probability distribution in this particular case is given by

<;>"=<:>/2»
Since every path is equally likely in the symmetric random walk, the probability can be
interpreted purely combinatorially. The probability is the number of different ways of
arriving at .7.‘ divided by the size of the sample space. The sample space is the set of all

the possible paths of length 11. Since the drunk has two choices at each point, and he
takes a total of n steps, the total number of possibilities is 2".

4. Taking a Step Further. From now on, we assume that the random walk is sym-

metric; that is, p = What is the probability that the drunk’s first return is at the
211th step‘! Here is where Catalan numbers enter. Observe that there is a one-to-one

correspondence between paths and arrangements of parentheses. First, let an open

parenthesis represent a step to the left, and a closed parenthesis a step to the right. For
now, we consider only the case where the drunk’s first step is towards the left, since the
case to the right is clearly symmetric to it.

From Section 2, recall the definition of the Catalan number r:,,: it is the number of

217. well-formed arrangements of parentheses. Note that, for well-formed arrangements,

the number of" open parentheses is always at least that of closed parentheses, regardless
of" what first Ir. parenthesis we pick. Because of the correspondence between paths and
arrangements, the Catalan numbers count the number of paths that the drunk can take,

which start and end at the bar, without ever crossing to the right side of the bar.
We now adapt our correspondence to the problem of the drunk’s first return. The

drunk takes his first step to the left. On the next 2n-2 steps, we insist that the drunk’s

path corresponds to a well-formed arrangement so that at step 2n — 1 he is at position

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1040 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1041 of 1442

.4!

146 MIT UNDERGRADUATE JOURNAL 01-‘ IVIATHEMATICS

-1 without ever crossing to the right of -1. Then the final step brings the drunk back

into the bar. This counts the total number of different paths that the drunk can take
given the condition that the first return be at the 2nth step.

Summarizing, we have the following sequence of steps: '

0 Step 1. The drunk takes one step to the left.
o The next 2n-2 steps. The drunk follows a path, which corresponds to a 211,- 2

well—formed arrangement, that restricts the drunk to be either at point -1 or to

the left of it, and that forces him to be at -1 after the (Zn — 1)st step.
0 Step 2n. The dr11nk’s first return visit occurs when he takes one step to the

right and into the bar.

Hence, the number of paths the drunk can take is simply the Catalan number r;,,_1,

since the well-ordered restriction applies only to the middle 2n -— 2 steps.
We know that the nth Catalan number is equal to

1 2n

n+1 n '

So the (n - 1)st Catalan number is simply

1 2n — 2
n n — 1 '

Allowing the drunk to take his first step to the right will double the total number of
paths that the drunk can take. So the total is

'1 2 —

2- ( " 2).n n — 1

To compute the probability of first return, we need only divide this quantity by the
size of the total sample space. The latter was seen at the end of Section 3 to be 22"
since there are 2n steps. Therefore, the probability that the drunk reaches the bar for
the first time after 271 steps is

21 <27), — 2) / 22,,’11. n — 1

So, for example, consider the probability that the first return is at Step 21:. = 6; this
probablity is given by

1 4 1
2- 2“ = —.3(2)/ 16

5. Conditional Probability and the First Return. We now consider a variant of
the problem studied in the previous section: Given that the drunk is at the bar at Step

211., what is the probability that this is his first return visit‘? This problem is like the

previous One. The only difference is that the sample space has been reduced. Instead of
considering all of the possible paths, we now consider the total number of paths given

that, in the end, the drunk will be at the bar, which he may or may not have passed by
earlier.
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To find the probability that the drunk will be at the bar after 217. steps, we use the
conclusions from Section 3 to obtain

2 .

P(G2” : : < n>p%(2n7q%(211)_71

Since 17 = q = %, this expression becomes

<2:>/22»
The numerator in this expression represents the number of paths the drimk can take
provided he is at the bar at the 2nth step. This is sa.mple space we need for the
conditional probability.

From Section 4, recall that, if the drunk’s first return visit is on the 2nth step, then
the number of paths that the drunk can take is

21 (271 -— 2> _n 11. —- 1

On the other hand, in Section 3, we found the number of paths that the drunk can take
that put him back at the bar on Step 2n; this number is simply

(25)-
Finally we divide these two numbers, getting

23:(3Z‘if>/
which simplifies to

2 / 2n(2n. — 1) 211. 111, 11.2 : 2n(2n- 1) : 2n- 1.

The final simplicity is amazing! The formula is just

1

#-(steps) — 1’

and is unexpectedly simple!
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By the summer of 2000, it looked like the Internet had fallen into Related Artmes:
predictable patterns. Retail outlets had turned the Web into the newest 096,, some Rounmable.
mail order channel, while entertainment firms used it to rally fans. O'Reil|y's Peer-to-Peer

Portals and search engines presented a small slice of Internet offerings *3
in the desperate struggle to win eyes for banner ads. The average user,

stuck behind a firewall at work or burdened with usage restrictions on

a home connection, settled down to sending e-mail and passive

viewing.

 

In a word, boredom. Nothing much to write about, or for creative

souls to look forward to. An Olympic sports ceremony that would go
on forever. \\\

At that moment a number of shocks exploded upon the public. The technologies-were not

precisely new, but a number of people realized for the first time that they were having a wide

social impact. First, Napster (preceded by Scour) caused a ruckus over its demands on campus

bandwidth, as well as its famous legal problems. A new generation of distributed file servers like

Freenet and Gnutella were widely reported. The founders of a new chat service called Jabber

declared that XML was more than a tool for B2B transaction processing, and in fact could

structure information chosen by ordinary users. Shortly after that, Microsofl announced they

were betting the house on the .NET initiative, in which Web clients and servers divide jobs

among themselves.

Analysts trying to find the source of inspiration among these developments also noted that the

computing model of the SETI@Home project, which exploited processing power that had gone

to waste for years, was being commercialized by a number of ventures. And that a new world of

sporadically connected Internet nodes was emerging in laptops, handhelds, and cell phones, with

more such nodes promised for the future in the form of household devices.

What thread winds itself around all these developments? In various ways they return content,

choice, and control to ordinary users. Tiny end points on the Internet, sometimes without even

knowing each other, exchange information and fomi communities. There are no more clients and

servers -- or at least, the servers retract themselves discreetly. Instead, the significant

communication takes place between cooperating peers. And thus, starting around early July

2000, the new lntemet model was dubbed peer-to-peer.

Mapping the terrain at the summit

in August, Tim O'Reilly sumiised that peer-to-peer technology could evolve faster if key leaders,

each of whom "had a hand on a piece of the elephant," started talking intensively to each other.

Furthermore, he hoped they could emerge from a summit with a message to help the public
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V understand the potential of peer-to-peer. In particular, he wanted to counteract the negative
image often attached to the movement and its most visible expressions, such as Napster and
Gnutella.

Organized by numerous departments across O'Reilly & Associates, the summit on September 18
in San Francisco was attended by some 2“Q__p,e”gpl,,e whose expertise ranged across the computer

field. (See list in accompanying Web page.) They included technologists from major companies,
visionary heads of startups, journalists, leaders of academic and experimental projects, and

people who have just done a variety of interesting things in the information processing field and
are always looking for the next interesting thing.

The meeting took place in a modest conference room in the Lone Mountain Center of the
University of San Francisco, located atop a hill that offered gorgeous views in every direction.

The day went fast, even though most participants looked tired at the end. Several expressed

pleasure at being in the same room with such an aggressively innovative bunch of people. Our
agenda broke down pretty much as follows:

o Define peer-to-peer. Decide what we want from it and why we're in it.

o Describethe opportunities for the use of peer-to-peer. For what problems is it a good

candidate? What key memes characterize it?

- Come up with a message to offer the public.

The energy in the day rose and fell in a kind of bell curve. At first we were getting to know each

other and setting the groundwork for discussion. It was notable how often someone would state

what he felt to be a defining characteristic of peer-to-peer (such as "it can't do searches for poorly

understood items") only to be vigorously contradicted by somone from another project. Being

geeks to some extent, the group could become highly animated over minor technical points, such

as whether instant messaging passes text through a central server (the answer is sometimes)

where a snoop could theoretically monitor content. We also got incensed over the threat of

software patents.

But in the descending rays of afternoon sun, when we tried to extract a simple set of principles

from our experience, we found out how new and unforrned the field is. Simple generalities

couldn't hold up to dispassionate observation. At the end of the day, literally, we had to be

content with listing the early successes of peer-to-peer and suggesting a vision that many of us

are fashioning.

Still, some themes emerge from a number of peer-to-peer projects.

Making galaxies out of dark matter

Clay Shirky, a partner at The Accelerator Group and a writer for Business 2.0, who came up with

many of the catchy epigrams of the day, pointed out that peer-to-peer exploits the "dark matter of

the lntemet." Just as interstellar space contains huge amounts of inert dust that we can't track or
measur -- but that may be forming galaxies all the time -- personal

"With pccr-to- computers offer enormous amounts of cycles consumed by busy
peer the eemputer waits, along with disk space waitingto be filled and communication
is no mnger just 3 lines that lie idle in between keystrokes. Peer-to-peer creates
life-support constellations of cooperating users out of these wasted resources. As
system for your explained by Dave Stutz, a software architect at Microsoft, these three
browser-_" key resources -- CPU power, storage, and communications capacity --

are the prerequisites for each new leap in computer applications. Or,
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-.A to quote again from Shirky, "With peer-to-peer the computer is no
-- Clay Shlrky longer just a life-support system for your browser."

Performance concerns many observers. Does peer-to-peer cause unnecessary processing and

Internet traffic? Napster is not valid evidence for these concerns, because exchanging large files
would stress networks regardless of the technology used to administer the transaction. Many

expect peer-to-peer to actually conserve bandwidth when used appropriately.

One such observer is Bob Knighten, peer-to-peer evangelist for Intel.

[me] hopes that His company hopes that they can avoid the crippling effect of users
they eah avoid the downloading training videos by letting files relocate near groups of
eripphhg effect of systems that request them. Comparable to caching by Internet hubs or
users downloading multicasting, this technique is distinguished by its use of regular,
training videos by underutilized computers instead of specialized, expensive file servers.
letting files The model of shifting content to where it's wanted is also the basis of
relocate near Ffeenet

groups of systems

that request them, But there's no doubt that peer-to-peer will challenge the architecture
of current Internet services. Nelson Minar, cofounder of a distributed

computing startup named Popular Power, says that peer-to-peer

- redefines the assumptions behind asymmetric service (like ADSL and cable modems). Michael

Tiemann, CTO of Red Hat, adopts a positive attitude and goes so far as to say, "Peer-to-peer may

be the critical enabling technology that makes broadband possible."

Flexibility offers a key opportunity

Traditional search services may offer a variety of advanced options, but you can't tell the service

how to organize its data. Napster is child's play for finding pop songs, but its rigid classification
service doesn't accommodate classical music well.

Peer-to-peer raises the possibility for people interested in a topic to create their own language for

talking about it. While different communities may all share an underlying infrastructure, like

Jabber's chat service or Gnutella file sharing, the structure of the users‘ data can emerge directly
from the users.

Metadata, which describes each file and the elements within it, holds the key to self-

organization. XML is a good foundation —- but only a foundation, because it just offers a syntax.

Building on the XML foundation, schemas hold some promise for structuring both content and

users‘ reactions to the content. One slogan we considered was, "Publish my taste, not just my
music files."

Schemas can be handed down by standards committees, but they can also be thrown out on the

Net by individuals or communities for widespread consideration. Each community will settle on

the ones it likes. We called this principle "schema agnosticism."

While we all paid homage to the glories of metadata, we remained skeptical that people would
understand the need for it and take the trouble to contribute information. Rael Domfest, creator

of the RSS-based Meerkat service for the O'Reilly Network, said that a little metadata goes a

long way, adding logarithmically to the value and uses of the data it describes.

Any service or tool that provides either automated or manual access to reading and writing

metadata offers an opening for an intrepid explorer to map the data and thus create an innovative
service for other users. (Invisible Worlds is promoting a generalized approach to such APIs

through the Simple Exchange Protocol, currently an Internet Draft.) This is a good reason to ask
services to expose their data schemas and publish open APIs to their services. It's also a reason to
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v deplore attempts to shut off innovation through bans on deep linking, restrictions on the amount

of data one user can retrieve, or forcing developers to resort to "screen-scraping" and other
fragile data—retrieval tricks.

The message

Peer-to-peer is so new that we have trouble attaching categorical statements to it. Yet it is also

the oldest model in the world of communications. Telephones are peer-to-peer, as are Fidonet

and the old—style UUCP implementation of Usenet. IP routing, the basis of the Internet, is peer-
to—peer, even now when the largest access points raise themselves above the rest.

Up until the past decade, every Intemet-connected system hosted both servers and clients. Aside

from dial-up users, the second-class status of today's PC browser set didn't exist. One of our

messages, therefore, is:

Peer-to-peer is fundamental to the architecture of the Internet.

Another element of our message is that peer-to-peer brings people together; it builds

communities in a way that eludes all the portals that so earnestly try to build them from the top
down. Jabber, by providing chatters with an easy way to categorize their content, hopes to help
them organize themselves. Weblogs, Wiki, and Meerkat let people follow and comment on the

goings-on of other people who interest them. Even a passive sharing of resources, like Popular

Power or SETI@Home, makes people feel they're part of something big -— and they like the

feeling, according to Minar.

When people collaborate, each has the opportunity -— though not the requirement -- of being a
producer as well as a consumer. Those who produce may be relatively few: For instance, a recent

study found that only 2% of Gnutella users contribute content,'and even on Usenet News the '

ratio of posters to total readers is only about 7%. But that is enough to keep the system afloat.

The important thing is to give everybody the opportunity. Thus our slogans:

Peer-to-peer is the end of the read-only Web.

Peer-to-peer allows you to participate in the Internet again.

Peer-to-peer: steering the Internet away from TV.

Since each peer represents a person (and in fact, a person can appear in many different guises on

one or more peer—to—peer systems), these systems can lead to emerging, self-organizing
communities. '

Some peer-to-peer systems deal in fungible resources, such as the use of idle computing power

by SETI@Home or Popular Power. In these systems, resources are valuable because they're

interchangeable. But in many systems, where the goal is to share files or metadata, the diversity

of the peers is what makes the system valuable. Resources like disk space may start out fungible

but then develop differences as users add unique content.

Limitations

Ray Ozzie, the developer of Lotus Notes and more recently the founder of Groove Networks,

asked us to come up with a clear marketing slogan that would let a busy system designer decide

whether peer-to-peer was right for his system. We didn't succeed at finding a pithy summary, but

we did make a list of applications that raise a warning flag. There are situations where peer-to-‘
peer is counterindicated.
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v Peer-to-peer is probably not appropriate when it's important for everybody to know all the
current data at the same time. You probably can't run a stock market with peer-to-peer, for

instance, because fair pricing fundamentally depends on everybody knowing the asking price and
seeing the impact of all bids. An airline reservation system wouldn't be appropriate either, unless

each buyer is willing to sit on somebody else's lap. We did not achieve consensus on whether

peer-to—peer applications are good for rapidly changing data.

Peer-to—peer systems seem to contain an inherent fuzziness. Gnutella, for instance, doesn't

promise you'll find a file that's hosted on its system; it has a "horizon" beyond which you can't
see what's there. Knighten said, "There are a lot of things in the peer-to-peer world that we can

take advantage of only if we give up certitude." Most computers come and go on the Internet, so

that the host for a particular resource’ may be there one minute and gone the next.

Furthermore, peer-to—peer seems to reward large communities. If very few people ask for a file

on Freenet, it might drop off the caches of the various participating systems. Steve Burbeck, a

Senior Technical Staff Member at IBM, pointed out that self-organizing file sharing systems like

Napster, Gnutella and Freenet are affected by the popularity of files, and hence may be

susceptible to the tyranny of the majority.

Some participants suggested that peer-to-peer is good if you have a strong idea what you're

looking for (an author, for instance) but have no idea where it is. A centralized system like

Yahoo! is better if you have only a vague idea what you're looking for, but possess some

confidence that you can find it at a particular site.

Darren New of Invisible Worlds explained that the value ofknowing what you want in advance

gives the advantage to peer-to-peer systems where a lot of information is available to potential

users out-of-band. This rather abstract statement becomes meaningful when one considers

Napster. No one would be able to find much on Napster if they couldn't obtain the name of a

band and its songs beforehand. Ironically, many people depend on traditional sales channels like

Amazon.com to obtain names of songs before they troop over to Napster and download them.

Thus, Napster requires a pre-existing, outside infrastructure.

Furthennore, data is easy to find if it's easy to categorize. Tim O'Reilly pointed out that people

would have an easier time searching a peer-to-peer system for a pop song than for a particular

combination of perfonners singing an opera number -- and they'd have even more trouble

searching for a chapter in an O'Reilly book. Metadata, once again, proves key to the fiiture of

peer-to-peer.

Peer—to—peer does offer an alternative strength, though: connecting

Even if you don't people. Even if you don't know what you want, you might be able to
know what you find it by contacting a knowledgeable member of your online cohort.
want, you might You might even find your request met by an infobot (which records
be able to find it frequently asked questions along with their answers, and spits back

by contacting 3 answers to newsgroup users), which is a functioning application
know1odgoab1o developed by Kevin Lenzo of Camegie Mellon University.
member of your

online cohort, Historically, the balance between centralized systems and peer-to-

peer shifts back and forth. Many systems, like Usenet and IP routing,

started off as pure peer-to-peer but developed some degree of

hierarchy as they got bigger. Other systems started out centralized but got too big for it, like the

Domain Name System (which had to give up single hosts files). Because of peer-to-peer's

scalability, some systems are clearly going to require it. To quote IBM's Burbeck, "When you get

up to a billion cellular phones and other devices, you have to be decentralized."

Barriers to peer-to-peer
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As with any new technology, peer-to-peer has to grapple with old assumptions, which have been
embodied in policies ranging in size from a site administrator's firewall configuration to acts of
Congress.

Bandwidth limitations

These have already been mentioned. Low-cost technologies can deliver high bandwidth

downstream, but cheat the user who wants to publish as well as read. License restrictions such as

bans on running a service out of the home, while justifiable from the viewpoint of maintaining
adequate throughput on multiple systems, also amputate the possibilities of peer-to-peer.

Firewalls and address translation

When it comes to IP addresses, IPv6 may eliminate the scarcity but not the scares. Most firewall

administrators keep their users from getting fixed IP addresses out of fear that they make

intrusion easier. The sense of security may be illusory (because people monitoring their own

ports have reported intrusion attempts within a few minutes of bringing up their network

software), but the practice makes it much harder for an end user's system to host a service.

Even if each user gets a fixed IP address, the Domain Name System is a barrier to end-to—end

addressing. Domain names have become a significant expense over the years, and ICANN is not

improving the situation. (For instance, they require anyone who wants a new top level domain to
pay $50,000 just for the privilege of having the request considered.) For that reason, new

services like AOL Instant Messenger and Napster bypass DNS and use their own addressing.

Unfortunately, such ad-hoc addressing solutions lead to problems of their own. AOL tries to shut

out competitors by denying them its addresses. Systems that use proprietary systems of
addressing can't interoperate. Most ad-hoc namespaces are flat and crude.

Finally, packet filtering, while it plays an important role in securing a LAN, also leads to "port

80 pollution" as everybody tries to use the Web for services that would be more appropriate with

a different protocol. The solution to this problem, unfortunately, will not be in sight until
operating systems become more secure and IP security can be set up with a few mouse clicks (or
vocal commands).

Regulation

Government restrictions have not yet affected peer-to-peer technologies, but could have a

chilling effect in the fixture. Scott Miller, lead U.S. developer for Freenet, pointed out that early

peer-to-peer systems happen to be associated with violations of intellectual property (at least in

the minds of the copyright holders) but that such activities were neither the purpose of peer-to-

peer nor the most likely types of mature applications to emerge. Nevertheless, a couple of

participants reported that peer-to-peer has been branded with a scarlet I for Infringement in the

minds of investors, courts, and the general public.

Software patents could also stifle technology. We spent some time discussing ways to use prior
art searches of patents defensively.

Barriers to entry

Finally, things that currently make it hard for users to start a peer-to-peer service need to be

attacked by the peer-to-peer developers themselves. If every new peer-to-peer service requires

the user to download, install, and configure a new program, it will remain a craft shop for
tinkerers. Shirky pointed out that Java was supposed to provide the universal client that allowed

everything else to run seamlessly, but Java on the client didn't pan out. We need something as
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9 easy as the update service offered by Windows and some other products.

Even after users install a client, they may abort their involvement if they are forced to learn a

system of metadata and apply a lot of tags. Jon Udell, programming consultant and Byte
Magazine columnist, said, "When everybody's a publisher, responsibility goes along with that."
Domfest called for local vocabularies to provide just the right depth of metadata, combined with

clients that allow its application with just a mouse click, a keystroke, or automagically.

Napster made the registration of users‘ MP3 files nearly automatic. Janelle Brown, senior writer
at Salon, reminded us of the sad history of Hotline, a service similar to Napster that appeared

much earlier but never took off. Among the various diagnoses the group offered in post mortem,

it was pointed out that prospective users had to upload material before doing any downloads.
That restriction may have turned them off. Nevertheless, another quid-pro-quo system -- where

you have to provide a resource in order to use a resource -- is being tried by the new venture

MojoNation.

Trust

The ability to trust the system and other users is critical. Balancing the privacy of the individual

with the need to authenticate users and kick malicious disrupters off the system is a difficult feat.

Future developments

In this article I've tried to summarize the most interesting themes from the September 2000 peer-

to-peer summit. Leaders in the field are exploring more such themes in the book Peer-to-Peer, to

be released by O'Reilly & Associates in February, and at the O'Reilly Peer-To-Peer Conference

in San Francisco, which takes place February 14-16. I hope you'll stick around -— and don't be

afraid to participate.

is an editor at O'Reilly & Associates specializing in books on Linux and

programming. Most recently, he edited !..’.e..ea.r.:..t.Q:.Eeemligmeasing..the..EQneex._9£Qis.zy121iye

Technologies.
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Chapter Goals

- Explain IP multicast addressing.

- Learn the basics of Internet Group Management Protocol (IGMP).

- Explain how multicast in Layer 2 switching works.

- Define multicast distribution trees.

- Learn how multicast forwarding works.

- Explain the basics of protocol-independent multicast (PIMl.
- Define niultiprotocol BGP.

- Learn h w Multicast Source Discovery Protocol (MSDP) works.

- Expla' reliable multicast: PGM.

Internet Protocol Multicast
\'$$$   \ R&\\&§$‘%.\\%.§KV&&‘§'.&%$‘.\‘&°3 \ ‘S.‘&o.‘&\%§a% &Wi%\\%W~§§Ra.‘§\&X§W&W£338KW

Background

lnternetworlting Technologies Handbook

l 1-58705-001-3 I

Internet Protocol (IP) multicast is a bandwidth-conserving technology that reduces traffic by

simultaneously delivering a single stream of information to thousands of corporate recipients and homes.

Applications that take advantage of multicast include videoconferencing, corporate communications,
distance learning, and distribution of software, stock quotes, and news.

IP Multicast delivers source traffic to multiple receivers without adding any additional burden on the

source or the receivers while using the least network bandwidth of any competing technology. Multicast
packets are replicated in the network by Cisco routers enabled with Protocol Independent Multicast
(PIM) and other supporting multicast protocols resulting in the most efficient delivery ofdata to multiple

receivers possible. All alternatives require the source to send more than one copy of the data. Some even
require the source to send an individual copy to each receiver. If there are thousands of receivers, even

low-bandwidth applications benefit from using Cisco IP Multicast. High-bandwidth applications, such

as MPEG video, may require a large portion of the available network bandwidth for a single stream. In
these applications, the only way to send to more than one receiver simultaneously is by using IP

Multicast. Figure 43-1 demonstrates how data from one source is delivered to several interested
recipients using IP multicast.
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Flyura 43- 7 Multicast Transmission Send: a Single Multicast Paaket Addressed to All Intended
Recipients

Multicast Group Concept

Multicast is based on the concept of a group. An arbitrary group of receivers expresses an interest in
receiving a particular data stream. This group does not have any physical or geographical

boundaries—the hosts can be located anywhere on the Internet. Hosts that are interested in receiving
data flowing to a particular group must join the group using IGMP. Hosts must be a member of the group
to receive the data stream.

IP Multicast Addresses

Multicast addresses specify an arbitrary group of IP hosts that have joined the group and want to receive
traffie sent to this group.

IP Class D Addresses

The Internet Assigned Numbers Authority (IANA) controls the assignment of IP multicast addresses. It
has assigned the old Class D address space to be used for II’ multicast. This means that all IP multicast

group addresses will fall in the range of224.0.0.0 to 239.255.255.255.

%.

Note This address range is only for the group address or destination address of IP multicast

traffic. The source address for multicast datagrams is always the unicast source address.

lntemetworking Technologies Handbook
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Reserved Link Local Addresses

The IANA has reserved addresses in the 224.0.0.0 through 224.0.0.255 to be used by network protocols

on a local network segment. Packets with these addresses should never be forwarded by a router; they
remain local on a particular LAN segment. They are always transmitted with a time—to-live (TTL) of 1.

Network protocols use these addresses for automatic router discovery and to communicate important

routing information. For example, OSPF uses 224.0.0.5 and 224.0.0.6 to exchange link state
information. Table 43-] lists some of the well-known addresses.

7511':/e 43- 7 link LocalAddresses
 

Address Usage

224.0.0.l All systems on this subnet

224.0.0.2 All routers on this subnet

224.0.0.5 OSPF routers

224.0.0.6 OSPF designated routers

224.0.0. 12 DHCP server/relay agent 

Globally Scoped Address

The range of addresses from 224.0.l.0 through 238.255.255.255 are called globally scoped addresses.
They can be used to multicast data between organizations and across the Internet.

Some of these addresses have been reserved for use by multicast applications through IANA. For

example, 224.0.l.l has been reserved for Network Time Protocol (NTP).

More information about reserved multicast addresses can be found at

http://www.isi.edu/in-notes/iana/assignments/multicast-addresses.

Limited Scope Addresses

The range of addresses from 239.0.0.0 through 239.255.255.255 contains limited scope addresses or
administratively scoped addresses. These are defined by RFC 2365 to be constrained to a local group or

organization. Routers are typically configured with filters to prevent multicast traffic in this address
range from flowing outside an autonomous system (AS) or any user-defined domain. Within an
autonomous system or domain, the limited scope address range can be further subdivided so those local
multicast boundaries can be defined. This also allows for address reuse among these smaller domains.

Glop Addressing

RFC 2770 proposes that the 233.0.0.0/8 address range be reserved for statically defined addresses by

organizations that already have an AS number reserved. The AS number of the domain is embedded into
the second and third octets of the 233.0.0.0/8 range.

For example, the AS 62010 is written in hex as F23A. Separating out the two octets F2 and 3A, we get

242 and 58 in decimal. This would give us a subnet of 233.242.58.0 that would be globally reserved for
AS 62010 to use.

lntemetworlting Technologies Handbook
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Layer 2 Multicast Addresses

Normally, network interface cards (NICS) on a LAN segment will receive only packets destined for their

bumed-in MAC address or the broadcast MAC address. Some means had to be devised so that multiple

hosts could receive the same packet and still be capable of differentiating among multicast groups.

Fortunately, the IEEE LAN specifications made provisions for the transmission of broadcast and/or
multicast packets. In the 802.3 standard, bit 0 of the first octet is used to indicate a broadcast and/or

multicast frame. Figure 43-2 shows the location of the broadcast/multicast bit in an Ethernet frame.

I-'/yune 43-2 IEEE802.3MAC‘Address Fom1at

Octet 0 Octet 1 Octet 2 Octet 3 Octet 4 Octet 5
7 0 7 0 7 0 7 0 7 0 7 0

xxmm @@@@®

T—- Broadcast/multicast bit
Locally administrated address bit

This bit indicates that the frame is destined for an arbitrary group ofhosts or all hosts on the network (in
the case of the broadcast address, 0xFFFF.FFFF.FFFF).

IP multicast makes use of this capability to transmit IP packets to a group of hosts on a LAN segment.

Ethernet MAC Address Mapping

The IANA owns a block of Ethernet MAC addresses that start with 0l:00:5E in hexadecimal. Half of

this block is allocated for multicast addresses. This creates the range of available Ethernet MAC
addresses to be 0l00.5e00.0000 through 0l00.5e7f.ffiT.

This allocation allows for 23 bits in the Ethernet address to correspond to the IP multicast group address.
The mapping places the lower 23 bits of the IP multicast group address into these available 23 bits in the
Ethernet address (shown in Figure 43-3).

Inlernetworking Technologies Handbook -
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Figure 43-3 Mapping afIPMulticast to Ethernet/FDDI/WAC/lddness
32 bits

28 bits

1110 Mcast addr

 
 

IP multicast address
5 bits
Lost

 MAC address

(Ethemet/FDDI)

25-bit 23 bits

prefix
<——-——-T»

48 bits

Because the upper 5 bits of the IP multicast address are dropped in this mapping, the resulting address

is not unique. In fact, 32 difierent multicast group IDs all map to the same Ethernet address (see Figure
43 -4).

Figure 4.?-4 MAL‘Addims Amblyuities

32 - IP multicast addresses

224.1.1.1
224.129.1.1
225.1.1.1
225.129.1.1

  
  
  
 
 

 

:=Mu|ticast MAC addresses

' Ox0100.5E01.0101

 238.1.1.1
238.129.1.1
239.1.1.1
239.129.1.1  
 

Internet Group Management Protocol

IGMP is used to dynamically register individual hosts in a multicast group on a particular LAN. Hosts

identify group memberships by sending IGMP messagesto their local multicast router. Under IGMP,
routers listen to IGMP messages and periodically send out queries to discover which groups are active
or inactive on a particular subnet.

IGMP Version 1

RFC l I I2 defines the specification for IGMP Version I. A diagram of the packet format is found in

Figure 43-5.

Intemetworking Technologies Handbook
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F/yune 4.7-5 IGMP Version I Paaket Format

0 4 7 15 23 31

Version Type Unused R Checksum
Group address

In Version 1, there are just two different types of IGMP messages:

  
  

- Membership query

- Membership report

Hosts send out IGMP membership reports corresponding to a particular multicast group to indicate that

they are interested in joining that group. The router periodically sends out an IGMP membership query
to verify that at least one host on the subnet is still interested in receiving traffic directed to that group.
When there is no reply to three consecutive IGMP membership queries, the router times out the group

and stops forwarding traffic directed toward that group.

IGMP Version 2

RFC 2236 defines the specification for IGMP Version 2.

A diagram of the packet format follows in Figure 43-6.

Flyune 4.?-6 IGMPVZ Mwsage Fannat

Maximum
response time

Group address 
In Version 2, there are four types ofIGMP messages:

- Membership query

- Version 1 membership report

- Version 2 membership report

- Leave group

IGMP Version 2 works basically the same as Version 1. The main difference is that there is a leave group
message. The hosts now can actively communicate to the local multicast router their intention to leave

the group. The router then sends out a group-specific query and determines whether there are any
remaining hosts interested in receiving the traffic. If there are no replies, the router times out the group

and stops forwarding the traffic. This can greatly reduce the leave latency compared to IGMP Version 1.
Unwanted and unnecessary traffic can be stopped much sooner.

Multicast in the Layer 2 Switching Environment
The default behavior for a Layer 2 switch is to forward all multicast traffic to every port that belongs to
the destination LAN on the switch. This would defeat the purpose of the switch, which is to limit traffic

to the ports that need to receive the data.

Intemetworking Technologies Handbook
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Two methods exist by which to deal with multicast in a Layer 2 switching environment

efficiently—Cisco Group Management Protocol (CGMP) and IGMP snooping.

Cisco Group Management Protocol

CGMP is a Cisco-developed protocol that allows Catalyst switches to leverage IGMP information on

Cisco routers to make Layer 2 forwarding decisions. CGMP must be configured both on the multicast
routers and on the Layer 2 switches. The net result is that with CGMP, IP multicast traffic is delivered

only to those Catalyst switch ports that are interested in the traffic. All other ports that have not explicitly
requested the traffic will not receive it.

The basic concept of CGMP is shown in Figure 43-7. When a host joins a multicast group (part A), it
multicasts an unsolicited IGMP membership report message to the target group (224. 1.2.3, in this

example). The IGMP report is passed through the switch to the router for the normal IGMP processing.
The router (which must have CGMP enabled on this interface) receives this IGMP report and processes

it as it normally would, but in addition it creates a CGMP join message and sends it to the switch.

The switch receives this CGMP join message and then adds the port to its content addressable memory

(CAM) table for that multicast group. Subsequent traffic directed to this multicast group will be
forwarded out the port for that host. The router port is also added to the entry for the multicast group.
Multicast routers must listen to all multicast traflic for every group because the IGMP control messages
are also sentas multicast traffic. With CGMP, the switch must listen only to CGMPjoin and CGMP leave

messages from the router. The rest of the multicast traffic is forwarded using its CAM table exactly the
way the switch was designed.

Flyure 43-7 Basic (IGMP Operation

lGMP report CGMP join

USA = 0080.C7a2.1093
GDA = O100.5e01.0203

Dst MAC = O100.5e01.0203
Src MAC = 0080.c7a2.1093
Dst IP = 224.1.2.3
Src IP =192.1.1.1

IGMPgroup = 224.1.2.3 
(3) (D)

IGMP Snooping

IGMP snooping requires the LAN switch to examine, or snoop, some Layer 3 information in the IGMP

packets sent between the hosts and the router. When the switch hears the IGMP host report from a host
for a particular multicast group, the switch adds the host's port number to the associated multicast table

entry. When the switch hears the IGMP leave group message from a host, it removes the host’s port from
the table entry.

Because IGMP control messages are transmitted as multicast packets, they are indistinguishable from
multicast data at Layer 2. A switch running IGMP snooping examine every multicast data packet to
check whether it contains any pertinent IGMP must control information. lflGMl’ snooping has been

implemented on a low-end switch with a slow CPU, this could have a severe performance impact when
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data is transmitted at high rates. The solution is to implement IGMP snooping on high-end switches with

special ASICS that can perform the IGMP checks in hardware. CGMP is ideal for low-end switches
without special hardware.

Multicast Distribution Trees

Multicast-capable routers create distribution trees that control the path that IP multicast traffic takes

through the network to deliver traffic to all receivers. The two basic types of multicast distribution trees
are source trees and shared trees.

Source Trees

The simplest form of a multicast distribution tree is a source tree whose root is the source of the multicast
tree and whose branches form a spanning tree through the network to the receivers. Because this tree
uses the shortest path through the network, it is also referred to as a shortest path tree (SPT).

Figure 43-8 shows an example of an SPT for group 224.l.l.l rooted at the source, Host A, and
connecting two receivers, hosts B and C.

Figure 43-8 Host A Shortest Path Tree

 
 

Source

l 192.1.1.1 Notation: (s. G)S = Source

, G = Group

E

 
224.1.1.1 Traffic

Receiver  

The special notation of(S,G), pronounced “S comma G," enumerates an SPT in which S is the II’ address

ofthe source and G is the multicast group address. Using this notation, the SPT for the example in Figure
43-7 would be (l92.l.l.l, 224.l.l.l).

The (S,G) notation implies that a separate SPT exists for each individual sourcc sending to each group,
which is correct. For example, if Host B is also sending traffic to group 224.] .l .l and hosts A and C are
receivers, then a separate (S,G) SPT would exist with a notation of(l92.2.2.2,224. l.l.l).
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Shared Trees

Unlike source trees that have their root at the source, shared trees use a single common root placed at

some chosen point in the network. This shared root is called the rendezvous point (RP).

Figure 43-9 shows a shared tree for the group 224.2.2.2 with the root located at Router D. When using
a shared tree, sources must send their traffic to the root, and then the traffic is forwarded down the shared
tree to reach all receivers.

F/yum 4.?-9 SharedDistribution Tree

 

  
 
 
 

19211-1 Notation: ('. G)
" = All sources

(Shared root)

224.2.2.2 Traffic

1922.22 192.3.3.3

Receiver Receiver

 

In this example, multicast traffic from the source hosts A and D travels to the root (Router D) and then
down the shared tree to the two receivers, hosts B and C. Because all sources in the multicast group use

a common shared tree, a wildcard notation written as (“, G), pronounced “star comma G,” represents the

tree. In this case, "‘ means all sources, and the G represents the multicast group. Therefore, the shared
tree shown in Figure 43-8 would be written as (*, 224.2.2.2).

Both SPT and shared trees are loop-free. Messages are replicated only where the tree branches.

Members of multicast groups can join or leave at any time, so the distribution trees must be dynamically
updated. When all the active receivers on a particular branch stop requesting the trafiic for a particular
multicast group, the routers prune that branch from the distribution tree and stop forwarding traffic down
that branch. If one receiver on that branch becomes active and requests the multicast traffic, the router

dynamically modifies the distribution tree and starts forwarding trafiic again.

Shortest path trees have the advantage ofcreating the optimal path between the source and the receivers.

This guarantees the minimum amount of network latency for forwarding multicast traffic. This

optimization does come with a price, though: The routers must maintain path information for each
source. In a network that has thousands of sources and thousands of groups, this can quickly become a

resource issue on the routers. Memory consumption from the size of the multicast routing table is a factor
that network designers must take into consideration.
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Shared trees have the advantage of requiring the minimum amount of state in each router. This lowers
the overall memory requirements for a network that allows only shared trees. The disadvantage ofshared

trees is that, under certain circumstances, the paths between the source and receivers might not be the

optimal paths—which might introduce some latency in packet delivery. Network designers must

carefully consider the placement of the RP when implementing an environment with only shared trees.

Multicast Forwarding

In unicast routing, traffic is routed through the network along a single path from the source to the
destination host. A unicast router does not really care about the source address——it only cares about the

destination address and how to forward the traffic towards that destination. The router scans through its
routing table and then forwards a single copy of the unicast packet out the correct interface in the
direction of the destination.

In multicast routing, the source is sending traffic to an arbitrary group ofhosts represented by a multicast
group address. The multicast router must determine which direction is upstream (toward the source) and
which direction (or directions) is downstream. If there are multiple downstream paths, the router
replicates the packet and forwards the tratfic down the appropriate downstream paths—which is not

necessarily all paths. This concept of forwarding multicast traffic away from the source, rather than to
the receiver, is called reverse path forwarding.

Reverse Path Forwarding

Reverse path forwarding (RPF) is a fundamental concept in multicast routing that enables routers to

correctly forward multicast traffic down the distribution tree. RPF makes use of the existing unicast
routing table to determine the upstream and downstream neighbors. A router forwards a multicast packet
only if it is received on the upstream interface. This RPF check helps to guarantee that the distribution
tree will be loop-free.

RPF Check

When a multicast packet arrives at a router, the router performs an RPF check on the packet. If the RPF

check is successful, the packet is forwarded. Otherwise, it is dropped.

For traffic flowing down a source tree, the RPF check procedure works as follows:
  

Step 1 Router looks up the source address in the unicast routing table to detennine whether it has arrived on the
interface that is on the reverse path back to the source.

Step 2 If packet has arrived on the interface leading back to the source, the RPF check is successful and the
packet is forwarded. '

Step 3 lfthc RPF check in Step 2 fails, the pa_cket is dropped.

Figure 43-10 shows an example of an unsuccessful RPF check.
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Figure 43- 10 RPFCheck Fails

Multicast packet from
source 151.10.3.21

RPF check fails! $ 30

Packet arrived on

wrong interface!
Discard packet.  

A multicast packet from source l51.l0.3.21 is received on interface S0. A check of the unicast route
table shows that the interface that this router would use to forward unicast data to 15 1.10.321 is S].

Because the packet has arrived on S0, the packet will be discarded.

Figure 43-1 1 shows an example of a successful RPF check.

F/guns 43- 77 RPF Cheek Succeed:

Multicast packet from
source 151 .10.3.21

 
 

RPF check succeeds!

Packet arrived on
correct interface! 

This time the multicast packet has arrived on S1. The router checks the unicast routing table and finds
that Sl is the correct interface. The RPF check passes and the packet is forwarded. ‘

Protocol-Independent Multicast

Protocol-independen! multicast (PIM) gets its name from the fact that it is IP routing

protocol-independent. PIM can leverage whichever unicast routing protocols are used to populate the
unicast routing table, including EIGRP, OSPF, BGP, or static routes. PIM uses this unicast routing

information to perform the multicast forwarding function, so it is IP protocol-independent. Although
PIM is called a multicast routing protocol, it actually uses the unicast routing table to perform the reverse
path forwarding (RPF) check function instead of building up a completely independent multicast routing
table. PIM does not send and receive multicast routing updates between routers like other routing

protocols do.

PIM Dense Mode

PIM Dense Mode (PIM-DM) uses a push model to flood multicast traffic to every comer of the network.
This is a brute-forcc method for delivering data to the receivers, but in certain applications, this might
be an cfiicient mechanism if there are active receivers on every subnet in the network.
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PIM-DM initially floods multicast traffic throughout the network. Routers that do not have any
downstream neighbors prune back the unwanted traffic. This process repeats every 3 minutes.

The flood and prune mechanism is how the routers accumulate their state‘information—by receiving the
data stream. These data streams contain the source and group information so that downstream routers

can build up their multicast forwarding tables. PIM-DM can support only source trees—(S,G) entries. It
cannot be used to build a shared distribution tree.

" PIM Sparse Mode

PIM Sparse Mode (PIM-SM) uses a pull model to deliver multicast traffic. Only networks that have
active receivers that have explicitly requested the data will be forwarded the trafiic. PIM-SM is defined
in RFC 2362.

PIM-SM uses a shared tree to distribute the information about active sources. Depending on the

configuration options, the traffic can remain on the shared tree or switch over to an optimized source
distribution tree. The latter is the default behavior for PIM-SM on Cisco routers. The traffic starts to flow

down the shared tree, and then routers along the path determine whether there is a better path to the

source. If a better, more direct path exists, the designated router (the router closest to the receiver) will
send a join message toward the source and then reroute the traffic along this path.

PIM-SM has the concept of an RP, since it uses shared trees—at least initially. The RP must be

administratively configured in the network. Sources register with the RP, and then data is forwarded
down the shared tree to the receivers. If the shared tree is not an optimal path between the source and

the receiver, the routers dynamically create a source tree and stop traffic from flowing down the shared
tree. This is the default behavior in IOS. Network administrators can force traffic to stay on the shared

tree by using a configuration option (lp pim spt-threshold infinity).

PIM-SM scales well to a network of any size, including those with WAN links. Theexplicitjoin
mechanism prevents unwanted traffic from flooding the WAN links.

Sparse-Dense Mode

Cisco has implemented an alternative to choosing just dense mode or just sparse mode on a router
interface new IP. This was necessitated by a change in the paradigm for forwarding multicast-traffic via

PIM that became apparent during its development. It turned out that it was more efficient to choose

sparse or dense on a per group basis rather than a per router interface basis. Sparse-dense mode
facilitates this ability.

Network administrators can also configure sparse-dense mode. This configuration option allows

individual groups to be run in either sparse or dense mode, depending on whether RP information is
available for that group. If the router learns RP information for a particular group,- it will be treated as

sparse mode; otherwise, that group will be treated as dense mode.

Multiprotocol Border Gateway Protocol

Multiprotocol Border Gateway Protocol (MBGP) gives a method for providers to distinguish which

route prefixes they will use for performing multicast RPF checks. The RPF check is the fundamental
mechanism that routers use to detennine the paths that multicast forwarding trees will follow and

successfully deliver multicast content from sources to receivers.
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MBGP is described in RFC 2283, Multiprotocol Extensions for BGP-4. Since MBGP is an extension of

BGP, it brings along all the administrative machinery that providers and customers like in their

interdomain routing environment. Including all the inter-AS tools to filter and control routing (e.g., route

maps). Therefore, by using MBGP, any network utilizing internal or external BGP can apply the multiple
policy control knobs familiar in BGP to specify routing (and thereby forwarding) policy for multicast.

Two path attributes, MP_REACH_NLRI and MP_UNREACH_NI.Rl have been introduced in BGP4+.

These new attributes create a simple way to carry two sets of routing information-—one for unicast

routing and one for multicast routing. The routes associated with multicast routing are used to build the
multicast distribution trees.

The main advantage of MBGP is that an intemet can support noncongruent unicast and multicast
topologies. When the unicast and multicast topologies are congruent, MBGP can support different

policies for each. MBGP provides a scalable policy based interdomain routing protocol.

Multicast Source Discovery Protocol
In the PIM Sparse mode model, multicast sources and receivers must register with their local

Rendezvous Point (RP). Actually, the closest router to the sources or receivers registers with the RP but

the point is that the RP knows about all the sources and receivers for any particular group. RPs in other

domains have no way of knowing about sources located in other domains. MSDP is an elegant way to
solve this problem. MSDP is a mechanism that connects PIM-SM domains and allows RPS to share

information about active sources. When RPS in remote domains know about active sources they can pass
on that information to their local receivers and multicast data can be forwarded between the domains. A

nice feature of MSDP is that it allows each domain to maintain an independent RP which does not rely
on other domains, but it does enable RPS to forward traffic between domains.

The RF in each domain establishes an MSDP peering session using a TCP connection with the RPS in
other domains or with border routers leading to the other domains. When the RP learns about a new
multicast source within its own domain (through the normal PIM register mechanism), the RP

encapsulates the first data packet in a Source Active (SA) message and sends the SA to all MSDP peers.
The SA is forwarded by each receiving peer using a modified RPF check, until it reaches every MSDP
router in the interconnected networks—theoretically the entire multicast intemet. If the receiving MSDP

peer is an RP, and the RP has a (*,G) entry for the group in the SA (there is an interested receiver), the

RP will create (S,G) state for the source and join to the shortest path tree for the state of the source. The
encapsulated data is decapsulated and forwarded down that RP’s shared tree. When the packet is received

by a receiver’s last hop router, the last—hop may also join the shortest path tree to the source. The source's
RP periodically sends SAs, which include all sources within that RP's own domain. Figure 43-l2 shows
how data would flow between a source in domain A to a receiver in domain E.
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Figure 43- IZMSDP Erampla

MSDP peers RP

 
192.1.1.1. 224.2.2.2

MDSP was developed for peering between Internet Service Providers (ISPS). ISPs did not want to rely
on an RP maintained by a competing ISP to service their customers. MSDP allows each ISP to have their
own local RP and still forward and receive multicast traffic to the Internet.

Anycast RP-Logical RP

A very useful application of MSDP is called anycast RP. This is a technique for configuring a multicast
sparse-mode network to provide for fault tolerance and load sharing within a single multicast domain.

Two or more RPS are configured with the same IP address on loopback interfaces———say, 10.0.0.1, for
example (refer to Figure 43-13). The loopback address should be configured as a 32 bit address. All the

downstream routers are configured so that they know that their local RP’s address is 10.0.0.1. IP routing
automatically selects the topologically closest RP for each source and receiver. Because some sources

might end up using one RP and some receivers a difierent RP, there needs to be some way for the RPS

to exchange information about active sources. This is done with MSDP. All the RPS are configured to be

’ MSDP peers ofeach other. Each RP will know about the active sources in the other RP’s area. If any of
the RPS fail, IP routing will converge and one of the RPS will become the active RP in both areas.

Note The Anycast RP example above uses IP addresses from RFC 1918. These IP addresses are
normally blocked at interdomain borders and therefore are not accessible to other lSPs. You

must use valid IP addresses if you want the RPS to be reachable from other domains.
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%.

Note The RPS are used only to set up the initial connection between sources and receivers. After

the last-hop routers join the shortest path tree, the RP is no longer necessary.

Multicast Address Dynamic Client Allocation Protocol

The Multicast Address Dynamic Client Allocation Protocol (MADCAP) is defined in RFC 2730 as a

protocol that allows hosts to request a multicast address allocation dynamically from a MADCAP

server. The concept is very similar to the way DHCP works today and is built on a client/server model.

Multicast-Scope Zone Announcement Protocol

Multicast-Scope Zone Ann0uncementProtoc0I (MZAP) is defined in RFC 2776 as a protocol that allows
networks to automatically discover administratively scoped zones relative to a particular location.

Reliable Multicast-Pragmatic General Multicast

Pragmatic General Multicast (PGM) is a reliable multicast transport protocol for applications that
require ordered, duplicate-free, multicast data delivery from multiple sources to multiple receivers. PGM

guarantees that a receiver in a multicast group either receives all data packets from transmissions and
retransmissions, or can detect unrecoverable data packet loss.

The PGM Reliable Transport Protocol itself is implemented on the sources and the receivers. The source

maintains a transmit window of outgoing-data packets and retransmits individual packets when it
receives a negative acknowledgment (NAK). The network elements (routers) assist in suppressing an
implosion of NAKs (when a failure does occur) and aids in eflicient forwarding ofthe retransmitted data
just to the networks that need it.

PGM is intended as a solution for multicast applications with basic reliability requirements. The
specification for PGM is network layer-independent. The Cisco implementation of PGM Router Assist
supports PGM over IP.

Today, the specification for PGM is an Internet draft that can be found on the IETF web site
(http://www.ietf.org) under the name “PGM Reliable Transport Protocol."

Review Questions

Q—What is the range afavailable IP multicast addresses?
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A—224.0.0.0 to 239.255.255.255.

Q— What is the purpose ofIGMP?

A—lGMP is used between the hosts and their local multicast router to join and leave multicast groups.

Q— What is an advantage ofIGMPv2 over IGMPVI ? V

A—lGMPv2 has a leave group message that can greatly reduce the latency of unwanted traffic on a LAN.

Q—What is a potential disadvantage ofIGMP snooping over CGMP on a low-end Layer 2 switch?

A—IGMP snooping requires the switch to examine every multicast packet for an IGMP control message.
On a low-end switch, this might have a severe performance impact.

Q—What is an advantage ofshortest path (or source) trees compared to shared trees?

A—Source trees guarantee an optimal path between each source and each receiver, which will minimize
network latency.

Q— What is an advantage ofusing shared trees?

A-—Shared trees require very little state to be kept in the routers, which requires less memory.

Q—What information does the router use to do an RPF check?

A—The unicast routing table. I

Q— Why is protocol-independent multicast called "independent"?

A—PlM works with any underlying IP unicast routing protocol——RlP, EIGRP, OSPF, BGP or static
routes.

Q—What is the main advantage 0fMBGP?

A—Providers can have noncongruent unicast and multicast routing topologies.

Q—How do RPs learn about sources from other RPs with MSDP?

A—RPs are configured to be MSDP peers with other RPS. Each RP forwards source active (SA)
messages to each other.

Q— What is the purpose of the anycast RP?

A—Load balancing and fault tolerance.

For More Information

Williamson, Beau. Developing [P Multicast Networks. Indianapolis: Cisco Press, 2000.

Multicast Quick Start Configuration Guide (http://www.cisco.com/warp/customer/105/48.html)

Inter-networking ‘lechnologies Handbook

1-58105-001-3 I

IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR,
Ex. 1102, p. 1066 of 1442



IPR2016-00726 -ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, 
Ex. 1102, p.  1067 of 1442

http://www.oreillynet.com/lpt... 01/29/2002--page 1

 
 

mazsromfidiar:-“E .
cO1..%DFl.lSl0M‘$

"Get there faster.‘-:=== 1 - if -  
Published on The 0'ReIII1 Network {httg:[[www.orel||ynet.com[)
mp.;lmwica9tellIMiiex...gem[nut21a1netysi9.t|sl.Z£1QQlQ.5[;Zl.ma9§z!.ne/9.ny.te.llaihtml
See this if ou‘re havln trouble rintin code examles

Gnutella and; Freenet

I Represent True Technoiagica! innovation 
by A.i_1_.t.1y....Q..r..a_r..I.1
05/1 2/2000

8
(D:

The computer technologies that have incurred the most condemnation Rem“ Articles: 4
recently -- .I..\.la.p._s.t.c.:..r., and ...F...r..e.9ne_t. —— are also the most N,,,,,_.,,e,a,,,, MP3, La 9
interesting from a technological standpoint. I'm not saying this to be ..... 6
perverse. I have examined these systems‘ architecture and protocols, U
and I find them to be fascinating. Freenet emerged from a bona fide, Music Industry Tums Heat on ;
academically solid research project, and all three sites are worth NEE (D
serious attention from anyone interested in the future of the Internet. '

Why the RIAA is Fighting a O
. . . .

In writing this essay, I want to take the hype and hysteria out of 0
current reports about Gnutella and Freenet so the Internet community NaggtgflgBgpgum-Emg@_m ‘O
can evaluate them on their meqtts. This is a largely technical article; I Raises Deyinsri ssuesaddress the policy debates direc ly\ig,a,c6mpanion article, T_l1e_V_alu_e__
of Gnutella and Freenet. I will not cover Napster here because its  mfl
operation has received more press. It's covered in "Napster: Popular Chi

by Erik Nil-Sson. and frankly, it is

less interesting and far—reaching technically than the other two systems.

In essence, Gnutella and Freenet represent a new step in distributed information systems. Each is

a system for searching for information; each returns information without telling you where it

came from. They are innovative in the areas of distributed information storage, information

retrieval, and network architecture. But they differ significantly in both goals and

implementation, so I'll examine them separately from this point on.

Gnutella basics

Each piece of Gnutella software is both a server and a client in one, because it supports

bidirectional information transfer. The Gnutella developers call the software a "servent," but

since that term looks odd I'll stick to "client." You can be a fiilly functional Gnutella site by

installing any of several available clients; lots of different operating systems are supported. Next

you have to find a few sites that are willing to communicate with you: some may be friends,

while others may be advertised Gnutella sites. People with large computers and high bandwidth

will encourage many others to connect to them.

You will communicate directly only with the handful of sites you ve Ev" or Just
agreed to contact. Any material of interest to other sites will pass controverslalm
along from one site to another in store-and-forward fashion. Does this

sound familiar, all you grizzled, old UUCP and Fidonet users out gpen some sofiwam Such
there? The architecture is essentially the same as those unruly, 35 Gnutella and Freeware

interconnected systems that succeeded in passing Net News and e- :3 a
mail around the world for decades before the Internet became popular. unhealthy? Andy Oram points

out the advantages—and
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. ,, But there are some important differences. Because Gnutella runs over
the Internet, you can connect directly with someone who's

geographically far away just as easily as with your neighbor. This
introduces robustness and makes the system virtually failsafe, as we'll

01/29/2002--page 2

disadvantages-oi
controversial technologies in
this week's edition of
Platfom Independent on
Web Review.

see in a minute.

Second, the protocol for obtaining information over Gnutella is a kind of call-and-response that's
more complex than simply pushing news or e-mail. Figure 1 shows the operation of the protocol.

Suppose site A asks site B for data matching "MP3." Afier passing back anything that might be
of interest, site B passes the request on to its colleague at site C - but unlike mail or news, site B

keeps a record that site A has made the request. If site C has something matching the request, it
gives the information to site B, which remembers that it is meant for site A and passes it through
to that site.

 
Figure 1. How Gnutella retrieves infonnation

I am tempted to rush on and describe the great significance of this simple system, but I'll pause to

answer a few questions for those who are curious. '

1. How are requests kept separate?

Each request has a unique number, generated from random numbers or semi—randomly

from something unique to the originating site like an Ethernet MAC address. If a request
goes through site C on to site D and then to site B, site B can recognize from the identifier
that it's been seen already and quietly drop the repeat request. On the other hand, different

sites can request the same material and have their requests satisfied because each has a
unique identifier, Each site lets requests time out, simply by placing them on a queue of a
predetermined size and letting old requests drop off the bottom as new ones are added.

What form does the returned data take?

It could be an entire file of music or other requested material, but Gnutella is not limited to
shipping around files. The return could just as well be a URL, or anything else that could

be of value." Thus, people are likely to use Gnutella for sophisticated searches, ending up
with a URL just as they would with a traditional search engine. (More on this exciting

possibility later.)
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, 3. What protocol is used?

Gnutella runs over HTTP (a sign of Gnutella's simplicity). A major advantage ofusing

HTTP is that two sites can communicate even if one is behind a typical organization's

firewall, assuming that this firewall allows traffic out to standard Web servers on port 80.

There is a slight difficulty if a client behind a firewall is asked to serve up a file, but it can

get by the firewall by issuing an output command called GIV to port 80 on its

correspondent. The only show-stopper comes when a firewall screens out all Web traffic,

or when both correspondents are behind typical firewalls.

4. How does the system stop searching?

Like IP packets, each Gnutella request has a time-to-live, which is normally decremented

by each site until it reaches zero. A site can also drastically reduce a time-to-live that it

decides is ridiculously high. As we will see in a moment, the time-to-live limits the reach
of each site, but that can be a benefit as well as a limitation.

5. How is a search string like "MP3" interpreted?

That is the $64,000 question, and leads us to Gnutella's greatest contribution.

The Holy Grail: searching for dynamically generated data

Gnutella is a fairly simple protocol. It defines only how a string is passed from one site to

another, not how each site interprets the string. One site might handle the string by simply

running fgrep on a bunch of files, while another might insert it into an SQL query, and yet

another might assume that it's a set of Japanese words and return rough English equivalents,

which the original requester may then use for further searching. This flexibility allows each site

to contribute to a distributed search in the most sophisticated way it can. Would it be pompous to

suggest that Gnutella could become the medium through which search engines operate in the

2 lst century?

Status of Gnutella

Gnutella was started by a division of America Online called Nullsoft. America Online cut off

support when it heard about the project, afraid of its potential use for copyright infringement. But

a programmer named Brian Mayland reverse engineered the protocol and started a new project to

develop clients. None of the developers of current software have looked at code from Nullsoft.

Gnutella is an open source project with clients registered under the GNU License.

Limitations and risks of Gnutella

Early experiments with Gnutella suggest it is efficient and useful, but has problems scaling. If

you send out a request with a time-to-live of 10, for instance, and each site contacts six other

sites, up to 106 or 1 million messages could be exchanged.

The exponential spread of requests opens up the most likely source of disruption: denial-of-

service attacks caused by flooding the system with requests. The developers have no solution at

present, but suggest that clients keep track of the frequency of requests so that they can recognize

bursts and refuse further contact with offending nodes.

Furthermore, the time-to-live imposes a horizon on each user. I may repeatedly search a few

hundred sites near me, butl will never find files stored a step beyond my horizon. In practice,
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information may still get around. After all, Europeans in the Middle Ages enjoyed spices from
China even though they knew nothing except the vaguest myths about China. All they had to
know was some sites in Asia Minor, who traded with sites in Central Asia, who traded with
China.

http://www.oreillynet.com/lpt...

Spencer Kimball, a developer of the Linux client for Gnutella, says this subnetting can serve to '
protect Gnutella from attack. Gnutella has already suffered service disruptions, mostly because
of bugs in clients, and in the future it is certain to be attacked with vicious and sophisticated
attempts to bring it down. While some groups of sites have slowed down temporarily or become
severed from other groups, the system has never actually come down.

People may misuse Gnutella for other reasons besides denial of service, of course. One site was

recently reported to use it for a sting: The site advertised file names that appeared to offer child

pornography, then logged the IP address and domain name of every download request. The
reason such information was available is that Gnutella uses HTTP; there is no difference between

the user information Gnutella offers and that offered by any Web browser.

A final limitation of Gnutella worth mentioning is the difficulty authenticating the source of the
data returned. You really have no idea where the data came from -— but that's true of e-mail and

news right now too. Clients don't have to choose anonymity; they can identify themselves as

strongly as they want. If a Gnutella client chooses to return a URL, that's just as trustworthy as a

URL retrieved in any other manner. If a digital signature infrastructure becomes widespread,
clients could use that too. I examine reliability and related policy issues in the article The Value
of Gnutella and Freenet. I

Freenet basics

The goals of Gnutella and Freenet are very different. Those of Freenet are more explicitly socio-
political and, to many people, deliciously subversive:

o To allow people to distribute material anonymously.

0 To allow people to retrieve material anonymously.

c To make the removal of material almost insuperably difficult.

o To operate without central control.

The latter feature characterizes both Freenet and Gnutella, and differentiates them from Napster.

A court order can shut down Napster (and any mirror site), but shutting down Freenet or

Gnutella would be just as hard as prosecuting all those 317,000 Internet users who allegedly
exchanged Metallica songs. ’

Another technical goal of Freenet proves particularly interesting: it spreads data randomly among
sites, where the data can appear and disappear unpredictably. In addition to serving the social
goals listed above, Freenet offers an intriguing possible solution to the problem of Internet

congestion, because popular infonnation automatically propagates to many sites.

Freenet bears no relation to the community networks with similar names of the 1980s and early

1990s. It grew out of a research project launched in 1997 by Ian Clarke at the Division of

Informatics at the University of Edinburgh. He has made a {mgr from that project available
online. (Warning: It's a PDF and I had trouble both viewing and printing it from a couple
different PDF viewers.)
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The Freenet architecture and protocol is similar to Gnutella in many ways. Each cooperating

person downloads a client and sends requests to a few other known clients. Requests are
uniquely marked, are handed from one site to another, are temporarily stored on a stack so that

data can be returned, and are dropped after each one's time-to-live expires.

The game of find-the-data

The main difference between the two systems is that when a Freenet client satisfies a request, it
passes the entire data to the requester. This is an option in Gnutella but is not required. Even

more important, as the data passes back along a chain of Freenet clients to the original requester,

each client keeps a copy (unless it is a huge amount ofdata and the client decides that keeping it

is not worth the disk space). The client keeps the data so long as other people keep asking for it,

but discards the data after some period of time when no one seems to want it.

What is accomplished by this practice, apparently so inefficient compared to the Internet? Ian

Clarke tells me it is not all that inefficien -- for large amounts of data its efficiency is

comparable to that of the Web -- and that in fact it accomplishes quite a number of things:

- It allows the transience required to meet the goals of anonymity and persistence.

o It lets small sites distribute large, popular documents without suffering bandwidth

problems. You don't have run out and get a 16-processor UltraSPARC, or rent space on

someone else's, just because you put out an exciting video that lots ofpeople want to
download.

- It rewards popular material and allows unpopular material to disappear quietly. In this

regard, Freenet is definitely different from the Eternity Service (a model proposed a few

years ago but never implemented). Its goal is not to proliferate any kind of garbage people

want, but to prevent material from being taken down if a lot of people think it's valuable.

o It tends to bring data close to those who want it. (Like Gnutella, "closeness" in Freenet has

no geographical meaning, but refers only to the number of hops between Internet sites.)

This is because the first request from node A to node B may have to pass through many

other nodes, but the second and subsequent requests can be satisfied by node B directly.

Furthermore, nodes A and B are likely to be one or two hops away from many nodes

operated by similar people who like the same kinds of content. All those people will be

pleased to find the content coming back quickly after the first request is satisfied.

The last item is particularly interesting architecturally, because the popularity of each site's

material causes the Freenet system to actually alter its topology. When a site discovers that it is

getting a lot of material routinely from one of its partners, it tends to favor that partner for future

requests. Bandwidth increases where it benefits the end users. Building on my Europe/China Silk

Road analogy, Clarke says, "Freenet is like bringing China closer to Europe as more and more

Europeans ask to trade with it."

Other unique features of Freenet

Freenet is more restrained in the traffic generated than Gnutella, perhaps because it expects to

transfer a complete file of data for each successful request. When a Freenet client receives a
request it cannot satisfy, it sends the request on to a single peer; it does not multicast to all peers

as Gnutella does. If the client receives a failure notice because no further systems are known

down the line, or if the client fails to get a response because the time-to-live timed out, it tries
another one of its peers. In brief, searching is done depth-first and not in parallel. Nevertheless,

Clarke says searches are reasonably fast; each takes a couple seconds as with a traditional search
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,, engine. The simple caching system used in Freenet also seems to produce just as good results as
the more deliberate caching used by ISPs for Web pages.

Freenet is being developed in Java and requires the Java Runtime Enviromnent to run. It uses its

own port and protocol, rather than running over HTTP as Gnutella does.

Limitations and risks of Freenet

Freenet seems more scalable than Gnutella. One would imagine that it could be impaired by

flooding with irrelevant material (writing a script that dumped the contents of your 8-gig disk

into it once every hour, for instance) but that kind of attack actually has little impact. So long as

nobody asks for material, it doesn't go anywhere.

Furthermore, once someone puts up material, no one can overwrite it with a bogus replacement.

Each item is identified by a unique identifier. If a malicious censor tries to put up his own

material with the same identifier, the system checks for anexisting version and says, "We

already have the material!" The only effect is to make the original material stay up longer,

because a request for it was made by the would—be censor.

The searching problem

The unique identifier is Freenet's current weak point. Although someone posting material can

assign any string as an identifier, Freenet chooses for security reasons to hash the string. Two

search strings that differ by a single character (like "HumanRights" and Human-Rights") will

hash to very different values, as with any hashing algorithm. This means that a prosecuting

agency that is trying to locate offending material will have great difficulty identifying the
material from a casual scan of each site.

But the hashing also renders Freenet unusable for random searches. If you know exactly what

you're looking for on Freenet -— because someone has used another channel to say, for instance,

"Search for HumanRights on Freenet" -- you can achieve success. But you can't do free text
searches.

One intriguing use of Freenet is to offer sites with hyperlinks. Take people interested in bird-

watching as an example. Just as an avid aviarist can offer a Web page with links to all kinds of

Web sites, she can offer links that generate Freenet requests using known strings that retrieve

data about birds over Freenet. Already, for people who want to try out Freenet without installing

the client, a gateway to the Web exists under the name fproxy.

Another area for research is a client that accepts a string and changes it slightly in the hope of

producing a more accurate string, then passes it on. The most important task in the Freenet

project currently, according to Clarke, is to resolve the search problem.

Letting go

Once again, I refer readers to The Value of Gnutella and Freenet for a discussion of these

systems‘ policy and social implications. I'll end this technical article by suggesting that the
Gnutella and Freenet continue to loosen the virtual from the physical, a theme that characterizes

network evolution. DNS decoupled names from physical systems; URNs will allow users to

retrieve documents without domain names; virtual hosting and replicated servers change the one-

to-one relationship of names to systems. Perhaps it is time for another major conceptual leap,

where we let go of the notion of location. Welcome to the Heisenberg Principle, as applied to the
Internet. Information just became free.

Gnutella and Freenet, in different ways, make the location of documents irrelevant; the search
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string becomes the location. To achieve this goal, they add a new layer of routing on top of the

familiar routing done at the IP level. The new layer may appear at first to introduce numerous

problems in efficiency and scaling, but in practice these turn out to be negligible or least
tolerable. I think readers should take a close look at these systems; even if Gnutella and Freenet

themselves turn out not to be good enough solutions for a new Internet era, they'll teach us some

lessons when it's time for yet another leap.

Andy Oram is an editor at 0'ReiIly & Associates specializing in books on Linux and

programming. Most recently, he edited .1.?_e_er:.t.<.>.-l..’.e:eL.:..11gm_essing..z1ze..!iQi1Lex..9,[Qis.ru121i1ae
Technologies.
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First-Person Shooters

General

There are many different varieties of computer games on the market today. From

flight simulators to real-time strategy, all of these varieties have created niche

markets within the huge population of computer gamers. One of the fastest

growing game—types is the First-Person Shooter. This subcatagory of action games,

also called over-the-shoulder shooters and other names, is based upon a relatively

simple premise: You see the world through the eyes of your character. The goal of

such games also tend to be very simple: You run down darkened hallways and kill

anything that gets in your way. However, reducing the genre to simplistic elements

fails to appreciate the reasons that these games are so popular. First-person shooters

have lead the industry in implementing the latest technology, providing the greatest

support for multi—player gaming, and generating the greatest amount of praise and
condemnation.

History

The birth of the first-person shooter can be traced back to id Software's Wolfenstein

3-D, released in shareware on May 5, 1992. Using a very strong graphics engine

developed in-house, this game allowed players to see an amazing landscape through

the eyes of the main character. The graphics may appear dated now afier less than a

decade, but the ability to move along the x and y axis in a graphically rendered

hallway was a revelation. So was the feeling that the perspective gave the game.

Players who were used to seeing small, animated characters jump up and down in

side-scrolling games were amazed at the immersive feel of Wolfenstein. You could

see the weapon that you were carrying and could see it fire. Life-like Nazis and

vicious dogs attacked you from every comer.

If Wolfenstein is the father of the first-person shooter, then Doom would be his most

popular desccndent. Doom, also by id Software, moved the action from the

darkened hallways of a German castle during World War II to futuristic, although
still darkened, hallways with a score of alien monsters. The game was an immediate

success. This can be attributed to both the technical and aesthetic improvements in

the game as well as the timing of its release. Doom, released on December 10,

l993, entered the scene just as modern speeds and awareness of the intemet were
increasing and the corporate and academic worlds were embracing the Local Area
Network (LAN) . Its ability to support convincing multi—player games catapulted it

into the forefront of the gaming community.
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Other software companies were quick to recognize the appeal of Doom and the first-

person shooters. Many licensed the graphics engine from id and began creating their
own games. These "Doom clones" enjoyed great success. Games such as Rise of the
Triad and LucasArt's Dark Forces created worlds that rivaled the world of Doom.

This competition encouraged companies to find new ways to exploit the Doom

engine. One result was beautifully rendered games with innovative ideas, like Raven

Software's Heretic. The other result was increasingly graphic violence and a move

towards parental ratings. Apogee, and its subsidiary 3D Realms, have ironically

been at the forefront ofboth controversial content and moves to inform parents of
the content.

Doom was followed by the highly successful Doom H. This game is viewed by

many as the ultimate development of the Doom engine. However, the game still

lacked true 3D. id Software then announced the development of Quake, a true 3D

game. Development of Quake lasted 18 months, giving competitors an opportunity

to develop competing technology. 3D Realms took this opportunity. Using the Build

graphics engine, created by the amazing Ken Silverman, 3D Realms developed

Duke Nukem 3D. This game wasn't really a 3D game, but the graphics engine was

versatile enough to make the illusion of 3D almost seamless. Duke was released

several months before Quake and quickly garnered a huge following. Many of the

innovations contained in this game are currently being used by other software

companies.

The release of Quake marked the true beginning of the 3D age of first-person

shooters, at least in the traditional sense that we use the terms 3D and first-person

shooter. Descent was the first title to actually use 3D successfully, with impressive

and popular results, but Quake was the first title that used 3D in the traditional first-

person shooter. With its superb graphics engine, quality levels and monsters, and

multi-player support for 16 players, Quake allowed id Software to regain its crown

as the king of the first-person shooter. Amazingly, Quake remained the technology

leader for a year and a half. This has as much to do with the appeal of the game as

with id's decision to release enough tools and information to allow users to modify

Quake. Using a language called Quake C, programmers could alter virtually every
element of the game. The creation of powerful level editors and a host of utilities, all

by the growing "Quake community," paved the way for spectacular new games, new
levels, and new ideas. '

LucasArts’ Jedi Knight was a revolutionary game on many levels. Until this title

was released in mid l997, it was laughable to talk about the "storyline" in a first-

shooter. Jedi Knight took advantage of the rich Star Wars history to create a unique

and entertaining game. Through the use of cutscenes and a non-linear story,

LucasArts provided a game that compelled a player to finish.

The release of Quake H in December 1997 pushed the technology envelop even

further. Many of the features that had been pioneered during Quake‘s ongoing

development, such as OpenGL support, transparent water, and the client prediction

of Quakeworld, were included in this new game. Quake II also added nifty visual

effects, like 16 bit textures in GL mode and colored lighting, but was also the first id

title to have a strong storyline. Granted, the storyline still involved you running

around killing everything, but the player was provided with specific tasks for each
level.

Just as Duke Nukem 3D and Jedi Knight had done previously, the release of Unreal

has had a profound impact on a community that had been entirely focused upon

titles from id. Unrea|'s strength lies not in its storyline, which tended to disappear in
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the middle of the game, but in the power of its graphics engine. The engine adds

many visual improvements, allowed for incredibly large levels, and is still very easy

to modify. A wide range of titles, from hunting games to adventure games, are

currently being developed with the Unreal engine. Many have seen this as a real

threat to the empire of id.

Fans of the Quake series are looking forward to the release of Quake III Arena. This

game has gone through a few profound changes since it was first proposed, but the

many new visual effects and gameplay elements that have been proposed for the

game are very impressive.

1999 will undoubtedly see a continued evolution of the first-person shooter. Several

companies are currently developing games utilizing the graphics engine from id

Software's Quake 2. Several other companies are using the popular engine from

Unreal to design their games. Still others have created, or are creating, their own

graphics engine. It is impossible to determine how successful these efforts will be in

an increasingly crowded field. Regardless, it is clear that the first-person shooter will

remain a large and powerful genre in computer gaming.

Technology

As a group, first-person shooters tend to be driving forces in accelerating the

development of computer software and hardware. Other types of games are now

trying to keep up, but FPSs have a clear lead in the technology race. The rise of the

3D graphics accelerator cannot be accredited to business applications; it is rooted

firmly in computer games. It could be argued that 3Dfx, the company that created

the Voodoo chipset used by several graphics cards, owes much of its success to GL

Quake.

First-person shooters have also pioneered the mutli-player gaming experience.

Artificial intelligence with games continue to increase, but many players find

' monsters a poor substitute for playing against real people.

- Controversy

Just as FPSs lead the way in technology, they also have cornered the market in

controversy. Very few games contain as much graphic violence as a first-person

shooter. Many first-person shooters have also. received criticism for their sexist

portrayal of women, satanic overtones, and racial stereotypes. Many voices have

been raised in defense, and in condemnation, of these controversial games. The

course of first-person shooters in this area remains uncertain. id Sofiware removed

all Satanic references from Quake 2, but the program was banned for sale in

Germany for its violent content. 3D Realms created a "parental lock" for Duke

Nukem 3D, an effort to allow parents to monitor a child's use of the game, but their

is little doubt that the strippers and prostitutes will return for Duke Nukem Forever.

Some software companies appear to be concerned about reducing controversy.

Others appear to go out of their way to generate controversy. This division will

likely remain as long segments of the gaming community are drawn towards each

approach. In the end, the actual playability of a game will generate more interest,

and more sales, than controversy alone.

  [Basics] [Servers] [Beyond basics] [Other versions of Quake] [Sources of information] [Citizenship] [Quake
C] [Level editing] [Mods] [Quake derivatives] [Operating Systems] [Guide News] 
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Demonstration on the Problems ofDistributed Systems

Introduction

This demonstration is intended to be representative of the material studied by our students in

modules on programming and software engineering. As such we hope to stimulate your curiosity

in some of the many fascinating areas and challenging problems facing today's sofiware
engineers. Of particular interest at the moment is the subject of distributed systems where we

want one computer to pass information to another. The intemet is a topical example of a global

distributed system where, for example, I might want to send an e-mail I've just written on my

computer to your computer where you can read it. Or perhaps, by using your world wide web

browser, you might want to download from America a document to your own computer. The
methods used to transfer data from one computer to another are usually hidden from users,

however, there are many fascinating challenges facing the software engineer who has to ensure

that information is sent in the fastest and most efficient way possible.

In today's demonstration we consider a typical problem of how to transfer data, one which

regularly faces our second year software engineering students.

The Producer-Consumer Problem

Let's suppose we have two computers labelled Producer and Consumer. Producer spends its time

grinding away processing its data, but every now and again it wishes to send the fruits of its

labour to Consumer. Meanwhile Consumer grinds away processing data recevied from Producer.

transfer

data
——-III-  

So, what is the problem here ? Producer sends data to Consumer, so what ? Well, Producer can

only send each datum when Consumer is ready to receive it, and so the former has to wait doing

nothing until the latter is ready to receive. Similarly, Consumer may have to wait for Producer to

send a datum before it can continue with its own processing. All in all, as the following diagram

shows, both Producer and Consumer may waste as much time do nothing as they actually spend
processing.
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