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The Token Grid Network

Terence D. Todd, Member, IEEE

Abstract— An overwhelming majority of Local and Metropoli-

tan Area Network products (LAN’s and MAN's) are based
upon linear topologies such as buses and rings 1], [2], [4], [9].
Such networks are economical for high speed operation since
the station interfaces are simple and require very little transit
bulfering. However because of their linear structure, the total
throughput is restricted by the transmission rate of the media
access channels,
In this paper, a token grid network is introduced where media
access is performed over a two-dimensional mesh, In the resulting
system, each station is two-connected and has the same transmis-
sion hardware and small station latency as in a dual token ring
[3). (4). In the token grid however, the total system throughput
may be many factors larger than that which is possible in a
dual token ring. In a large V'V x /N network, the uniform
load capacity is approximately \./_T/Q times that ol an .V station
dual token ring. In addition, the token grid can take advantage
of communities-of-interest amongst the stations. It is possible to
implement the system in such a way as to achieve robust operation
in the presence of station and link failures.

[. INTRODUCTION

OST existing LAN/MAN products and standards are

based upon linear shared media designs such as buses
(e.g.. [EEE 802.3 [1]} and rings (e.g.. IEEE 802.5 and FDDI
[2). [4]). These topologies are popular because it is possible
to build a very simple and economical station attachment unit,
In Ethernet for example, stations passively tap a broadcast bus
medium and thus no high speed transit buffering is needed at
the station. Similarly in a ring, the station interface need only
buffer a small number of bits clocked at the network rate.
These simple designs, coupled with the ease of controlling a
linear network has led to the proliferation of many inexpensive
products.

Due to the linear topology of rings and buses, the maximum
throughput is severely restricted by the data rate of the
shared channel. In a conventional token ring such as IEEE
§02.5 |2], for example, the total throughput of the network
is upper bounded by the channel data rate regardless of
the number of stations. In principle, this problem may be
addressed using a network topelogy which permits multiple
concurrent packet transmissions. However, in many proposed
designs the station simplicity of a bus or ring network must be
sacrificed to achieve the improved performance properties. For
example, in multihop or bridged networks 5], [8]. high speed
fransit buffering and routing must be provided at each station.
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Although deflection routing [6] may be used to limit the
buffering component, resequencing buffers are then required
to recover from packet misordering due to deflections. In both
cases the required station resources may be much higher than
that in typical ring and bus networks.

In this paper, a network referred to as the token grid is
introduced. The token grid is a multidimensional extension
of the token ring [2], [4] where stations share access to a
mesh formed by a set of overlapping rings. Media access is
performed by having a station capture one out of a number of
tokens circulating within the network. Couplings between the
rings are implemented by the user stations in a very simple
fashion and under token control. As in a token ring. the
network supports the transmission of variable length packets.
In the results presented. a dual token ring is used as a hasis for
performance comparisons with the token grid. This is because
unlike other proposed networks, the station transmission hard-
ware requirements for the token grid are identical to that of a
dual ring network such as FDDI [4]. [3]. Each station in both
networks has exactly two transmitters and two receivers. Also,
both networks may be implemented with a very small station
latency where only a few bits per station need be buffered.
Thus it is expected that the token grid design may be very
cost-effective. In addition, the total throughput of the token
grid may be many factors higher than that associated with a
conventional dual ring or bus network [4], [9].

The paper is organized as [ollows. Section I provides an
introduction to the network topology. This is followed by a
discussion of the basic token grid protocel in Section HI. In
Section 1V the performance of the token grid is considered.
We include a brief discussion of network maintenance and re-
liability in Section V. In Section VI some concluding remarks
are made.

[1. THE TOKEN GRID NETWORK

The token grid is a two dimensional network structure
arranged in R rows and C columns. An example for R =
¢ = 4 is shown in Fig. 1. Each station is identified by its
row/column index as shown in the diagram. Also, associated
with each row and column is a unidirectional ring which passes
through all stations in the given row or column. Note that
the same network topology has been used in a bridged-ring
design [8]. The nngs will be identified by their respective row
or column IDs. For example, the top row ring is referred to
as row-ring 0 and 1s abbreviated by RR0O. Similarly, the right-
most column ring in Fig. | is identified as column-ring 3 or
CR3. Note that to simplify the description of the network, all
of the row ring directions point to the right and the column
rings point towards the bottom of the figure. The direction

1994 |EEE

Find authenticated court documents without watermarks at docketalarm.com.

Ex. 1019



dkumar
Typewritten Text
Ex. 1019

dkumar
Typewritten Text

https://www.docketalarm.com/

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 2. NO. 3, JUNE |3

o) Oard e
D R SO N et

—QTJ
)
A
ra
&)

|
' et el o
| o 109

v

Fig. 1. The token prid {4 x 4 example). \q—

of ring rotation is arbitrary and all subsequent discussion
applies for Manhattan Street [6] reference directions also. It i
should also be noted that arbitrary numbers of stations can be ()
accommodated simply by growing the network one row (or
|{ column) at a time. The new ring need not be fully populated.
In this expository paper however, we consider only square
networks (i.e., A = C).
‘ In an implementation of the token grid, Fig. 1 represents an ] YA Sy
|( i example of the virtual topology. The actual physical topology Ny 6.1 L~ e b

Fig. 2. Suwtion configurations.

Sy e

would more likely consist of a wiring concentrator with station
fibres terminating at one or more centralized hubs [2], [4]. At il i
' the hub, passive connections are made between the fibres. It B Sl g 1
|

can be seen from Fig. 1 that each station in the token grid
has both two transmitters and two receivers. This is the same ¥ ] N
as @ dual ring network such as FDDI [4]. Thus in a wiring 17 i [ el
concentrator layout, the total amount ot transmission hardware
and fiber is identical for the two networks. Note that as in VAR T\ o 1 -

| a typical ring, no transit packet buffering is provided in the Ny P /‘ '
stations except for the usual few bits of station latency. 4.1
Access to the various rings is determined by tokens which
circulate throughout the network. Before an exact mechanism  Fig 3. The token grid (all stations in DR state).
i is discussed. we first consider the basic station configurations
shown in Fig. 2. Note that the two configurations may be
implemented by a pair of 2 x 1 selectors at the station.
Fig. 2(a) shows the double-ring (DR) connection. When in
this configuration, the rings passing through the station are
decoupled and it has access to each one independently. Fig.
3 shows a token grid where all stations are in the DR
configuration. In this case, independent communication is
possible on all of the row and column rings. To transmit on a . i 4 :
given row or column ring, a row-token (RT) or column-token stations which are simultaneously merged, provided that they

(CT) must be seized in a manner identical to the operation of 9@ ot share any of the same rows or columns. This resiriction
a conventional token ring [2,4]. 18 en_forced b)_/ a two-dimensional token passing algorithm @

When a station is in the single-ring (SR) configuration be dlsc_ussed in the nex'l sec‘tion. It should ;11_»;0.bc n.olcdl at
of Fig. 2(b), the corresponding row and column rings have extra bits are added to identify the tokens as being either RI,
been concatenated into z single row/column ring. This ring is CT, RCT or CRT. [n the row/column and column/row tokens

referred to as either a row/column ring (RCR) or a column/row the connected colunn or row is also identified.
ring (CRR). When this happens. the two rings are said to
have been merged. An example is shown in Fig. 4 where
station (1.2) has merged row ring 1 and column ring 2 thus A basic version of the token passing mechanism is na

forming RCR(1.2) (or CRR(1,2)). When a row/column ring introduced. As discussed above, each row and column gk

~

L

P
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first is referred to as a row/column token {or RCT) and the
second is a column/row token (or CRT). In Fig. 4, the RCT ’
is captured by stations on row | that transmit to stations on 88
column 2. Similarly the CRT is used by stations on columnd
to transmil to stations on row 1, A protocol is used to ensure
that at any time there is only one token active on any merged’
or unmerged ring. However note that there may be a numberuf

is formed, two special tokens control media access to it. The ’l

III. PROTOCOL OPERATION
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Fig. 4. The token grid (station {1,2) in SR state).

has an associated tcken. In Fig. [, for example, station (1,2)
could access row ring | (RRI) by capturing row-token |
(RT1) and column ring 2 (CR2) by capturing column-token
2 (CT2). Transmission to a station on a different row and
column can only be accomplished when a ring merge has
occurred. The merging process is identical for all stations and
is now described. A formal description of the basic algorithm
is shown in Protocol 1.

Consider a column token j arriving to a particular station
{4, 7). When this happens. the token is always captured even
though the station may have nothing to transmit. In the event
that the station does have a packet for column ring j, it is
permitted to transmit one packet at this time. The station
continues 1o hold the column token until the row token appears.
These actions are shown in the first section of Protocol 1.

When a row token arrives to a station which is not holding
a column token, the station is free to capture it and transmit
onto the ring in question. Aflerwards, the token is released in
the usual way.

When a row token ¢ arrives at a station (2, j) which is
currently holding a column token, the row token is always
captured, At this time, the station may transmit a packet onto
row ring 4 if desired. The station is now holding both row
and column tokens and switches (o the SR configuration thus
merging its two rings. This is shown in the second section of
Protocol 1. The station then issues @ row/column token onto
the merged ring through its row ring output fibre. Stations on
this row are now able to capture this token and transmit to
stations on the connected column. Note that this mechanism is
similar to that used in the bridge design discussed in [7]. Any
non-merged station that sees a row/column token is free 10
capture it and transmit onto the merged ring. Following this,
the token is released.

Once the row/column token returns to station (z, 7). it is
caplured. At this time, the merging station is free 10 transmit a
packet onlo the merged ring. This action is shown in section 3
of the algorithm description. The token is then converted into
a column/row token and circulated onto the station’s column
output fibre. This allows stations on the column to transmit
packets to the connected row. As in the row/column case. any

25l
ProToCoL 1:
Basic Token GRID PROTOCOGL
Column Token j Arives To Station (i.7)
A Capture the token.
2. If a packet is available, transmit ento Column Ring j.
b Hold Column Token ;. Wait for Row Token i.
4, Done.
Row Token ¢ Armives To Station (1. ) :
1. Capture the token if a packet is available for Row Ring  or if
Column Token ; is being held.
s Transmit onto Row Ring ¢ il a packet is available.
3 If the station is not holding Column Token ; then release Row
Token ¢ and go to 5.
4. Enter the SR state. Generate and release Row/Column Token i, j.
&= Dane.

Row/Column Token ¢, ; Arrives To Station {1 &) :

1% Capture the token if a packet is avalable for Row/Column Ring ¢, }
orifk = 3.

If a packel is available then transmit onto Row/Column Ring i, 7.
If k # j then release the token and go to 5.

Generate and release Column/Row Token i, j.

Done.

u!urnnfRnw Token ¢, ; Arrives To Station (k. j) ¢
Capture the token if a packet is available for Column/Row Ring i, j
or if b = 1.

reliCyiin i B3

2 If a packel is available then transmit onto Column/Row Ring ¢, j.

% If & 2t i then release the token and go to 5.

4. Enter the DR state. Regenerate and release Column Token § and
Row Token 1.

5. Done.

non-merged station that sees a column/row token is free to
capture it and transmit. The token is released afierwards.

Eventually the column/row token will return to the merging
station, At this time the token is captured and the station may
again transmit a packet onto the merged ring, Following this,
the station switches to the DR state and releases the original
row and column tokens onto their respective rings. This is
shown in the last section of the protocol description.

Using the algorithm described above, full network connec-
tivity is achieved and governed by the rotation of the row
and column tokens. However, it is apparent that transmissions
on a given row or column ring do not necessarily occur in
a contiguous fashion, that is, with the ring in an unmerged
state for the duration of all transmitted column or row ring
packets. Instead, individual transmissions may be interspersed
with packets transmitted during ring mergings. In the resulting
network, CT's rotate about each column, generating ring
merges. Similarly, at each row, CT’s are serviced by the row
token, by creating merges in a fair and round-robin tashion.

In addition, it can be seen thal if a station is permitted
1o capture a RT whenever it appears, then row-to-row traffic
may be preferred over all others since column tokens must
wail as parl of the merging procedure. This advantage may
be easily overcome by either restricting all transmissions
to RCT and CRT captures, or by permitting only one RT
capture each time a CT is observed. It is clear that this
restriction may unnecessarily reduce the total throughput in
certain nonuniform load situations. For example, consider the
case where n stations on a given column are the only ones
active, with packets to be sent on that column only. The above
restriction will prevent any of these stations from using the full
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bandwidth of its row ring. If a given station is using only a
fraction 1 /n of the available column ring capacity, then at most
it can achieve the same throughput on its row ring. Although
the system is fair in this case, the total throughput has been
reduced over that which is possible without this restriction.

In the scheme described above, a station passively waits
for the appropriate token in order to transmit to a particular
destination, However, it is pointless to merge a pair of rings
if there are no stations on them wishing to communicate. A
more efficient mechanism which also reduces delay under light
loading may be used in this case. Each station is equipped
with two state variables known as the Column Reservation
Variable or CRV and the Row Reservation Variable or RRV,
When CRV (or RRV} is set at a station, it indicates that some
station on the associated row (or column) ring would like to
acquire the column (or row) ring of the station. For example,
if station (1,0) in Fig. 1 has a packet queued for station (3,2), it
would set the CRV in station (1,2). This information is used by
station (1,2) to determine whether a RCT (or CRT) is needed
at the next merge opportunity. When a column token arrives
at a station, the station checks both CRV and RRYV. If either of
CRV or RRV are set, then the station holds the token and waits
for the arrival of the row token. When the row token arrives,
the station generates either a CRT (if CRY=0 and RRV=1} or
a RCT (if CR¥=] and RRV=0). Note that if CRV=RRV=1,
the station generates a RCT first and then a CRT after the
RCT returns.

The mechanism whereby a station sets the CRV (or RRV)
bit in another station is very simple. Each row {column) token
has a reservation flag bit for each column {row). Whenever
a row (column) token passes a station, it checks to see if it
has packets queued for any other column (row). If it does and
has not yet made a reservation, it sets the corresponding bit(s)
for the destination column (row) associated with the packets
to be transmitted. When this token arrives at a station, the
reservation flag bit for that column (row) is inspected. If the
flag is set, then the station sets CRV=1 (RRV=1) and resets
the reservation flag in the token. The same reservation flags
are also included in the header of each packet. This allows a
station to set the CRV (RRV) bit in the station at the beginning
of each packet transmission.

It can be seen that transmission activity in the token grid
has properties unlike conventional LAN’s. As in other mesh
networks, contention for various sets of links (ie., rings)
will be different depending upon destination traffic patterns.
Naturally. stations contending for more bottlenecked rings
will experience higher delays than others. Such a situation
is unlike that in LAN’s where a single channel must be
shared by all transmitted packets, regardless of destination
flows. It will be seen that because of the added transmission
concurrency, station performance is much better in many
common situations.

Throughout this paper, it will be assumed that a station may
transmit at most one packet whenever a token is captured. In
addition, the early token release mechanism used in FDDI
[4] is employed. Thus, whenever a token is to be released
following a packet transmission, it is done immediately after
the transmission is completed. Versions using delayed token
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release {2] are also possible, but are much more sensitive to
propagation delay [10].

IV. NETWORK PERFORMANCE

In this section, we discuss the performance of the token grid
network. As a benchmark, the performance of a dual ring is
used for comparison. In a dual ring (such as FDDI [4]), the
transmission hardware requirements are identical to that of the
token grid. Each station is equipped with two transmitters and
two receivers. In addition, each station in both networks may
be implemented with a very short station latency. In order
to ensure a valid comparison, it is assumed that only one
packet may be transmitted per token seizure in both networks.
Since the token grid topology allows concurrent transmission
of packets on disjoint routes, it is assumed that in the station
implementation, separate packet queues are maintained for
each column and row. This simple functicn would typically be
implemented by a set of pointers in a low level device driver or
VLSI DMA controller. For comparison purposes, we assume
a wiring hub layout for both networks. It is assumed that the
distance from each station to the wiring center is the satne for
all stations. The token ring consists of N stations with a total
ring latency defined to be 7 seconds. The station-to-station
latency is thus /N seconds. In the results, our attention is
restricted to square token grids with # = C and a total of
N = R - C stations.

The maximum thronghput or capacity performance of the
token grid is considered first. Since the token passing mech-
anism yields complex cycle patterns, exact simulation resulls
for network capacity are first given. Subsequently, a simple
capacity approximation will be described.

In Fig. 5, the normalized network capacity is shown plotted
against the normalized total ring latency a = 7/7 where T
is the packet transmission time in seconds. Results are given
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for 4 x 4, 6 x 6 and 10 x 10 networks. All stations were
assumed to be permanently backlogged and transmitting fixed-
length packets into the network uniformly distributed across
all destinations. The capacities of the corresponding 16, 36 and
100 station dual token rings are also included in the graphs
and are given by

2
1+ a/N + tioken /T

CDTR = (D
where fi5ken i the token transmission time. Equation (1) is
easily obtained by observing that at capacity, the time between
successive packet transmissions is given by 7'+t ken +7/N
seconds. Note that the factor of 2 results because of the two
rings. In the curves it was assumed that . /T = 0.1.

In Fig. 5 the capacity for the token rings drops off from
a value slightly less than 2 in the usual fashion. However,
the total throughput for the token grid is much higher. In the
16 station example, the capacity is more than 100% higher
for small values of a. Also it is important to note that unlike
conventional LAN’s [4], the total capacity of the token grid is
an increasing function of the network size. In the 100 station
case, the total throughput is more than 5 times that of the token
ring at small values of a. These improvements result from
the transmission concurrency obtained by using a network
topology which supports multiple concurrent transmissions.

Under the conditions shown, a simple and accurate ap-
proximation is given for the uniform traffic capacity. The
approximation is obtained hy assuming that network activity
15 cyclic and that the column tokens are never idle. To
generate this behaviour, assume that the packet lengths are
fixed and that all row/column transmission modes are exactly
synchronized. In Fig. 1 for example, assume that at some time
instant stations (3,0), (2,1), (1,2) and {0.3) have all created
row/column tekens. Since all stations are busy, transmission
activities and timing on the 4 row/column rings will be
identical and a series of simultaneous transmissions occur.
After the RCT and CRT rounds are completed, each row and
column token are also used by the following stations at the
same time. This results in 8 concurrent row and column ring
transmissions followed by a new set of four ring mergings. We
denote a cycle to be the time between these merging instants.
It can be seen that in this example, four cycles identical in
duration occur before the same set of stations merge again.
Employing a usual cycle analysis, the capacity can be shown
o be

\/F+1
CTG =
{1+ tioken/ TN + 577) + 22+ 1/VN)’
ar
VN(VN +1
i YL )CDTR (3)

VN +1

In deriving the above equation, the total normalized through-
put per cycle is given by U = R . 2(R + 1)T. In this
cycle, R stations simultaneously release row/column tokens.
For each of these concurrent cycles, there are a total of 2R +2
packets transmitted. One is associated with each of the row
and column tokens, and the other 2R are for the stations

283

which transmit uvsing the RCT and CRT tokens. This gives
the value for I/. To obtain the final result, U is divided by
the average time per cycle L. This is ecasily shown 10 be
L =T+ 2R(T +7/R*+ tigken) + tioken + 7/ R In Fig. 5,
results are shown for this capacity approximation. As expected,
it tends to slightly overestimate the true capacity since in a real
system, column tokens would have a nonzero waiting time. It
can be seen however that the approximation is a very good one.
Also, it can be seen that when N is large, C'rg = LPDTR

It is also interesting to consider a comparison of the token
grid to a dual ring under light load conditions. We will assume
that the merge reservation mechanism discussed in Section
IIT is used and that tokens are received entirely before being
relayed. In this case the worst-case delay for a square token
grid is easily shown to be (57 — 2)(t; ke + 7/N) + T +
(2R —1)7/N. The corresponding expression for a dual ring is
R*(tioken + 7/N)+ T + R%r /N_ Thus the light load delay is
proportional to N for a dual ring and to +/N for the token grid.
A similar analysis for mean delay under light load results in
the same conclusion. The above result shows that when B > 4,
the token grid delay is always better. When this is not the case,
the dual ring delay may be better depending upon the relative
magnitudes of ¢ 1., and 7.

A. Mean Delay Bound

In this section. a lower bound is derived for the mean wait-
ing time of packets under uniform symmetric traffic conditions,
In the token grid protocol, it is readily apparent that there are
many variations in the how stations transmit packets to a given
destination. For example, station (0,0) can transmit to station
(0,3) upon capturing either row token O or any of the RC
tokens generated by stations on row 0. To simplify the analysis,
we will assume that all fraffic in the network is transmitied
using only RC and CR token captures. Stations thus transmit
to others on the same row or column after capturing the
appropriate RC and CR tokens generated by other stations on
the same row or column. Accordingly, each station maintains
a set of 2{ R — 1} queues, corresponding to the identities of
the RC and CR tokens it captures for transmission.

Consider a cycle which consists of the total excursion time
of a particular column token around its column. For simplicity,
we will suppress all time indices and view the rotation of the
token in cycle 0. Also for convenience we will consider the
column O token (C'T0) starting its cycle at station (0,0), Note
that this cycle comprises It subcycles each consisting of the
time spent at each of the It rows before returning to row . At
any particular row r, the time delay incurred by the column
token is given by the sum of three terms, namely

Wir + The + Tcn (4)
where r € {0,. — 1} where
Wehr = w.mmg tlme for the row token r to arrive at station
(r,0)
Th~ =total duration of the RC token rotation cycle at row r

1¢.p =total duration of the CR token rotation cycle at row r
The two token rotation cycles are associated with the
merging of station {r, 0} once the row token arrives. Note that
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