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3.6 Reverse Path Forwarding

We now describe another broadcast routing algorithm that forwards
packets based on their source of broadcast. The simple version of the
algorithm does not use a forwarding table like Table 3.2, but only the
routing table that a node would normally use to route packets. This
simple scheme 1s suboptimal in the number of packet copies transmitted,
and so we extend it to use a table similar to Table 3.2. This table is
constructed dynamically and therefore the algorithm 1s adaptive to
changing network conditions. Note that even the suboptimal algorithm
would be adaptive since it makes use of the routing table, which in most
communicgtion networks 1s dynamically updated. We will describe the
algorithm in context of the routing algorithl'il and tables wused by the

IMPs in the ARPANET. Appendix C briefly reviews this routing algorithm.

The idea behind the algorithm was first proposed by Metcalfe (in a
private communication to the author). The broadcast packets are not
forwarded along the tree of shortest paths that connect the source to
the destinations, but rather the tree of shortest paths that connect the
destinations to the source. Hence, the name reverse path forwarding.
In the event that communication costs in either direction of an edge are

same, the two trees will be identical.

3.6.1 The Simple Scheme

When a broadcast packet from a particular source (with destination

"all") arrives on a particular communication link, the node determines
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from its routing table whether it would route a packet to that source
along the same link. If so, the packet 1is delivered to all hosts
connected to the node, and forwarded along all links except the one on
which it arrived. The node does this because it concludes that it lies
on the éhortest path that connects some of the destinations to the
source. If the packet did not arrive on the correct link, then it is

discarded.

This simple algorithm guarantees prevention of network flooding,
because the paths along which packets are accepted £for delivery and
forwarding are cycle free. We -show why this is so. A packet is
accepted on a link if the link is part of the paths that connect the
destinations to the source by the shortest paths as determined by the
normal routing algorithm. If the normal routing algorithm creates, at
any time, a unigque route between two nodes, then the shortest paths from
the destinations to the source will be a tree that is cycle free. These
paths will also be cycle free if the normal routing algorithm creates
cycle free routes between any two nodes. Routing algorithms, in

general, satisfy both these properties.,

This scheme requires no modification to the packet format currently
used in the ARPANET. The IMP code would, however, ﬁave to be enhanced
to perform the forwarding function. Abstractly, in an ALGOL-like

language, the program in the IMP would be:
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if PACKET.DEST = ALL
then begin
if INCOMING_LINK = ROUTING TABLE(PACKET.SOURCE)
then [deliver to all hosts, and forward along all other edges]
else [discard the packet]
end
egin
-[route this normal packet];
end;

o

else

-

The number of packets transmitted 1is, however, larger than the
minimum. The delay for propagating the packets may be larger than the
optimal value if the reverse path tree 1s very much different from the
shortest path tree. Figure 3.4 illustrates how packets would be
forwarded along the reverse paths from node 8. The notation for
labelling packets is identical to that used in section 3.4. Note,
again, that the packets that are accepted by the nodes for delivery to
the hosts connected to them, arrive on branches of a tree that connect

the destinations to the source by the shortest path.

3.6.2 The Optimal Scheme

Notice from figure 3.4 that the total number of packet copies
transmitted is 22, while the minimum number is N-1=8., The total number
is equal to the sum of the connectivities of éaéh node minus (N-1),
since each node forwards a packet along all but one link incident to 1it,
except for the source which transmits the packet on all 1links incident

to 1it. For most network topologies this number is much larger than the

minimum.

af
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Figure 3.4.

{Note:

DOCKET
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host addressing synonymous with node addressing.)
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If each node knew along which 1links to forward the packet (as
determined by columns of Table 3.2), then the number of packet copies
transmitted would be equal to N-l. Such a BROADCAST FORWARDING TABLE at

node 6, of the network in figure 3.2, is illustrated in figure 3.5

-

In terms of tﬁe reverse path forwarding model, 1in order to
construct such a forwarding table, a node must know to which
destinations a given link will be used by its neighboring nodes to
transmit a packet. Hence, 1f a broadcast packet arrived from one of
those "déstination", then the node will know along which 1links to
forward 1it. Periodically, each node will transmit to its neighbors a
LINK USAGE TABLE indicating to which destinations the node will use this
link for transmitting packets, When a node receives such a table, it is
written over the appropriate column of its BROADCAST_ROUTING TABLE. The
row to be written over is the row corresponding to the 1link that the
arriving LINK USAGE_TABLE came in on. The LINK USAGE_TABLE can easily
be derived from the ROUTING TABLE at a node. The LINK USAGE_TABLEs are
the inverse of the ROUTING TABLE, i.e. they indicate for which
destinations a particular 1link will be used. Figure 3.5 also

illustrates the ROUTING TABLE from which the LINK USAGE_TABLE for link d

was derived. This LINK USAGE TABLE will be transmitted to node 5.

The LINK USAGE TABLE could be transmitted every 2/3 of a second
along with the MINIMUM DELAY TABLE. The BROADCAST ROUTING TABLE and

LINK USAGE TABLEs could be stored as bit maps since their entries are

logical values,
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