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2.6.1 The Basic Model

Recall the abstracf parallel MST algorithm described in section
2.3. Fragments (subtrees of the MST) connect to other fragments to
create larger fragments until the one remaining fragment spans the
entire set of nodes. Various implementations of this algorithm impose
constraints on which fragments can connect to other fragments, the node
within a fragment that makes the decision to connect to another
fragment, and the form of internode communication and transfer of
control. The algorithm described in section 2.4 transferred master
control from node to node, while the one in section 2.5 determined which
node should become the root when two fragments were connected to one

another by the minimum cost edge, to form a larger fragment.

The algorithm to be described in this section uses the old
spanning tree to systematically pass control around so as to transform
this spanning tree into the MST. A tree spanning a network with N
nodes, has N-1 branches. The algorithm requires that each node (save
one) change one of these N-1 branches (one that is incident to it) into
a branch of the new MST, thereby completing the transformation. The
terminology used to describe ﬁhe algorithm is similar to that wused in

section 2.4. We will repeat definitions when appropriate.

A node 1s said to be the leaf of the old spanning tree if it is
connected to the old spanning tree by only one branch. In figure 2.4b
A, C, F, H, K, M N and P are the leaf nodes of an old spanning tree for

the network in figure 2.4a. A node is said to be master if it decides
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from which node of the new-fragment a branch should be created to a node
lying outside the- fragment, The node that actually makes the
construction will become active. When a node becomes a leaf, it must
remove the old-branch connecting it (and the fragment of the new MST) to
the old spanning tree, and replace it with a new~branch that connects
the new-fragment to its nearest neighbor. In this way the old spanning

tree 1s converted into a new MST.

A node becomes master when it becomes a leaf node. The last branch
of the old spanning tree is removed and a new one found. The master
node may transfer master control to- some other node in the fragment in
search of the edge that connects this fragment to its nearest neighbor.
This may recur till a node becomes active., A new-branch is created and
master control disappears. However, if two active nodes convert the
same edge into a branch, then one of them must unambiguously become
master again. This is because a master node and therefore an active
node was the result of removing an old-branch and replacing it with a
new one. Each active node must create a branch, and so 1f two of them
create the same branch, there is one less new-branch and one of the two

active nodes must becomes master again.

Initially, the only fragments that can compute are those that
consist of single nodes that are leaves of the old spanning tree. These
nodes, asynchronously and concurrently, remove the branch that connects
them to the old spanning tree and create a new-branch that connects them
to their nearest neighbors. As a conmsequence of such an action by leaf

nodes, other nodes in the network will become leaf nodes and the process
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of replacing old branches continues, until all N-1 branches of the old
spanning tree have been replaced by new ones. This results in an MST.
In figure 2.4c, B, G and O are the newly created leaves after nodes A,
.F, KX, H, M, N and P have replaced the old-branches incident to them.
Signals that transfer master control or create a branch contain
information about the fragment as seen by the originator of the signal.
Note that if a leaf and therefore a master node wishes to make an
old-branch into a new one, it need not remove the old one and then
create the new one in two separate signals, The node could just create

the new one, thereby implicitly removing the old one.

All N nodes in the network will eventually become master, but there
are only N-1 branches to be replaced. Some node will be the last one to
become master. It will upon examining its fragment state realize that
there are no nodes lying outside the fragment, and therefore conclude
that the fragment spans all the nodes. Therefore the MST has been
constructed. Note that it is not necessary for each node to know the
names of all the nodes in the network, or even the total number to make
this decision. Hence, new nodes can easily be added to the network. We
prove in section 2.6.3 that there is only one node that discovers this
fact (unlike the algorithm of section 2.4.3). This node could then
broadcast a “done’ signal to all Ather nodes along the branches of the
MST. Upon receiving a ‘done” signal a node knows that the last
computation phase is over and that it can ‘reinitialize its state
information -~ for example, the new MST now becomes the old spanning

tree, and edge costs must be reestablished. Once a node has
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reinitialized itself, 1t can proceed with the next computation phase
when it becomes a leaf without having to wait for all other nodes to
have got the “done” signal. We examine how a computation phase

terminates and the next one initialized in detail in section 2.6.3.

2.6.2 Statement of the Algorithm

We now describe the algorithm formally. We assume that the only
change between two phases 1s the edge costs changing. We assume that
nodes and edges do not come up or go down. The algorithm accounts for

these variations, but we leave it for section 2.6.5 to explicitly show

this.

2.6.2.1 State Information at Each Node

The statement of the algorithm will assume that each node has a set

of state variables. These consist of:

(i) The state of the node with respect to the construction of the new
MST; i.e. whether it is inactive, active, master, or done, and the state
of the node with respect to the old spanning tree; i.e. whether it is a
leaf or not. The state determines what the node should do when it gets

a message from another node.

(11) Information about each of the edges the node is connected to. The
information contains source and destination node identities of the edge,
its cost, whether the edge is an old-~branch or a new-branch, and 1f a

new-branch whether this node and/or the node at the other end made it
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