UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

Activision Blizzard, Inc.
Electronic Arts Inc.
Take-Two Interactive Software, Inc.
2K Sports, Inc.

Rockstar Games, Inc.

Petitioners
V.

Acceleration Bay, LLC
Alleged Patent Owner

DECLARATION OF SCOTT BENNETT, Ph.D.

9 March 2016

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1004, p. 1 of 787

Ex. 1004


dkumar
Typewritten Text
Ex. 1004

dkumar
Typewritten Text

dkumar
Typewritten Text

dkumar
Typewritten Text


1. I, Scott Bennett, hereby declare as follows:
2. I am a retired academic librarian working as a Managing Partner of
the firm Prior Art Documentation LLC at 711 South Race Street, Urbana, IL,

61801-4132. I was previously employed as follows:

University Librarian, Yale University, New Haven, CT., 1994-2001
Director, The Milton S. Eisenhower Library, The Johns Hopkins University,
Baltimore, MD, 1989-1994
Assistant University Librarian for Collection Management, Northwestern
University, Evanston, IL, 1981-1989
Instructor, Assistant, and Associate Professor of Library Administration,
University of Illinois at Urbana-Champaign, Urbana, IL, 1974-1981
Assistant Professor of English, University of Illinois at Urbana-Champaign,
1967-1974
3. Over the course of my work as a librarian, professor of English,
researcher, and author of nearly fifty scholarly papers and other publications, I
have had extensive experience with cataloging records and online library
management systems built around Machine-Readable Cataloging (MARC)

standards. I also have substantial experience in authenticating printed documents
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and establishing the date when they were accessible to ordinarily skilled
researchers.
4. Exhibit A 1s my full resume. Further information about my firm is

available at www.priorartdocumentation.com.

5. I have been retained by Winston & Strawn LLP to authenticate and
establish the dates of public accessibility of certain documents in inter partes
review proceedings for U.S. Patent Nos.6,829,634, 6,732,147, 6,910,069, and
6,920,497. For this service, I am being paid my usual hourly fee of $85/hour. My
compensation in no way depends on the substance of my testimony or the outcome
of this proceeding.

PRELIMINARIES

6. Conference papers. Conference papers enter the realm of public
discourse at the time they are presented at the conference. The circumstances of
such presentation vary substantially, especially as regards the prominence of the
conference, the number of conference participants, and the organization of the
conference. Formal publication of papers presented at conferences also varies
widely. Sometimes, the papers are published before the conference so as to be
available to conference participants. Sometimes, papers are published only after

the conference, and in some cases only abstracts of the papers are published.
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7. Because of this variability, detailed information about the conference
may often be required to establish the public accessibility of conference papers.
The availability of such information, especially for long past conferences, varies
substantially.

8. Library catalog records. Libraries world-wide use the MARC format
for catalog records; this machine readable format was developed at the Library of
Congress in the 1960s. The MARC 040a Field identifies the library or other entity
that created the original catalog record for a given document and transcribed it into
machine readable form. The MARC 008 Field identifies the date when this first
catalog record was entered on the file. This date persists in all subsequent uses of
the first catalog record, although newly created records for the same document will
show a new date.

0. WorldCat is the world’s largest public online catalog, maintained by
the Online Computer Library Center, Inc., or OCLC (see

https://en.wikipedia.org/wiki/OCLC). Its records appear in many different catalogs,

including the Statewide Illinois Library Catalog. WorldCat records use the MARC
format, and the date a given catalog record was created (corresponding to the

MARC 008 Field) appears in some detailed WorldCat records as the Date of Entry.
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10.  When a book has been cataloged, it will normally be made available
to readers soon thereafter—normally within a few days or (at most) within a few
weeks of cataloging.

11.  The public availability of MARC-formatted catalog records and
detailed WorldCat records showing the Date of Entry varies greatly.

12.  Publications in series. A library typically creates a MARC catalog
record for a series of publications, such as the proceedings of an annual
conference, when the library receives its first issue. When the institution receives
subsequent issues/volumes of the series, the issues/volumes are checked in
(sometimes using a date stamp), added to the institution’s holdings records, and
made available very soon thereafter—mnormally within a few days of receipt or (at
most) within a few weeks of receipt.

13.  The initial serials record will often not reflect all of the subsequent
changes in publication details (including minor variations in title, etc.).

14.  When a library does not intend systematically to acquire a series, but
adds individual volumes of a series to its collections, the library will typically treat
each such volume as an individual book, or monograph. In this case, the 080
MARC field will record the date when the record for that individual volume, not

the series, was created.
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15. It is therefore sometimes possible to find both a series and a
monograph library catalog record for the same publication.

16.  Periodical publications. A library typically creates a MARC catalog
record for a periodical publication when the library receives its first issue. When
the institution receives subsequent issues/volumes of the periodical, the
issues/volumes are checked in (often using a date stamp), added to the institution’s
holdings records, and made available very soon thereafter—normally within a few
days of receipt or (at most) within a few weeks of receipt.

17.  Internet Archive. The Internet Archive is a non-profit digital library
founded in 1996 with the mission of providing universal access to all knowledge

(see https://en.wikipedia.org/wiki/Internet_Archive).

18.  The Internet Archive maintains an archive of webpages collected from
the Internet using software called a crawler. Crawlers automatically create a
snapshot of webpages as they existed at a certain point in time. The WayBack
Machine is an application created by the Internet Archive to search its archive of

Web pages and to represent, graphically, the date of each crawler capture.

19. The Internet Archive, now with about 50 petabytes of data,
collects only Web material that is publicly available. This means that some sites
are “not archived because they were password protected, blocked by robots.txt, or

otherwise inaccessible to our automated systems. Site owners might have also
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requested that their sites be excluded from the WayBack Machine” (see the
WayBack Machine FAQ,

https://archive.org/about/fags.php#The Wayback Machine).

20. Indexing. An ordinarily skilled researcher will typically begin his or
her search for relevant information in an index of periodical and other publications.
Having found relevant material, the researcher will then obtain it online, look for it
in libraries, or purchase it from the publisher, a bookstore, or other provider.
Often, the date of a document’s public accessibility will involve both indexing and
library date information. Date information for indexing entries is, however, often
unavailable. This is especially true for online indexes.

21. Indexing services, including Google Scholar, commonly also provide
lists of publications that cite a given document. A citation of a document is
evidence that that document was publicly available and in use by researchers as of
the publication date of the citing document.

REVIEW OF INDIVIDUAL DOCUMENTS

22. Document 1. Shoubridge, Peter, and Dadej, Arek. “Hybrid Routing
in Dynamic Networks” in /997 IEEE International Conference on
Communications: Toward the Knowledge Millennium. ICC 97, 8-12 June 1997
Montréal, Québec, Canada. Vol. 3 (Piscataway, NJ: Institute of Electrical and

Electronics Engineers, 1997), 1381-1386.
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Authentication

23.  Document 1 is a research paper given at an IEEE sponsored
conference in Montréal in 1997 and published in the conference proceedings.
Attachment 1a is a copy of Document 1 from the Northwestern University Library.
Attachment 1b is a copy of that library’s catalog record for the proceedings of the
1997 IEEE International Conference on Communications. Document 1 is also
available online. Attachment 1c is a copy of Document 1from the IEEE Xplore
Digital Library, a common source of engineering literature.

Public accessibility

24.  Document 1 entered the public realm of discourse when it was
presented at the 1997 IEEE International Conference on Communications, held on
8-12 June 1997 in Montréal.

25. Attachment 1d is a copy of the Statewide Illinois Library Catalog
monograph record for the proceedings of 1997 IEEE International Conference on
Communications. It shows the proceedings are held by 70 libraries world-wide. It
shows a date of Entry of 24 September 1997.

26. Attachment le is a copy of the Statewide Illinois Library Catalog
series record for the proceedings of 1997 IEEFE International Conference on

Communications. It shows the proceedings are held by 65 libraries world-wide.
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27. Attachment 1fis a copy of the IEEE Xplore Digital Library index
record for Document 1. It has a digital object identified (DOI) suggesting the
record was created in 1997.

28. Based on the evidence presented here—conference presentation
and publication, library cataloging, and indexing—it is my opinion that
Document 1 was accessible to an ordinarily skilled researcher at least by early
October 1997.

29. Document 2. Shoubridge, Peter John. Adaptive Strategies for
Routing in Dynamic Networks. Ph.D. Thesis, University of South Aukstralia,
1996.

Authentication

30. Document 2 is a Ph.D. thesis completed in 1996 at the University of
South Australia and held there as archival material. Attachment 2a is a copy of
the Statewide Illinois Library Catalog record for this thesis.

Public accessibility

31. Attachment 2a, a catalog record, shows that Document 2 is held at 1
library world-wide, as one would expect with a thesis. This catalog record has a
date of Entry of 26 May 1998. The record has two subject headings—
Telecommunication-Switching systems and Computer algorithms—that a person

with skill in the art would use to find relevant material.
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32. Based on the evidence presented here—a thesis completed in 1996
and cataloged in 1998—it is my opinion that Document 2 was accessible to an
ordinarily skilled research at least by June 1998.

33. Document 3. Obraczka, Katia, et al. “A Tool of Massively
Replicating Internet Archives: Design, Implementation, and Experience,” in
Proceedings of the 16" International Conference on Distributed Computing
Systems, 27-30 May 1996, Hong Kong (New York, NY: IEEE, 1996), 657-664.

Authentication

34.  Document 3 is a research paper given at an IEEE sponsored
conference in 1996 and published in the conference proceedings. Attachment 3a is
a copy of Document 3, along with the Proceedings’ cover, title page, table of
contents, and other preliminary matter, from the University of Illinois at Urbana-
Champaign Library. Attachment 3b is a copy of that library’s series catalog record
for the Proceedings of the 16™ International Conference on Distributed Computing
Systems, showing the holding for the 1996 volume. Document 3 is also available
online. Attachment 3¢ is a copy of Document from the IEEE Xplore Digital
Library, a common source of engineering literature.

Public accessibility

10
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35. Document 3 entered the public realm of discourse when it was
presented at the 16" International Conference on Distributed Computing Systems,
held on 27-30 May 1996 in Hong Kong

36. Attachment 3d is a copy of the Statewide Illinois Library Catalog
monograph record for the proceedings of 1997 IEEE International Conference on
Communications. It shows the proceedings, considered as a monograph, are held
by 61 libraries world-wide. It shows a date of Entry of 29 July 1996.

37. Attachment 3e is a copy of the Statewide Illinois Library Catalog
series record for the proceedings of 1997 IEEE International Conference on
Communications. It shows the proceedings, considered as a series, are held by 133
libraries world-wide.

38.  Attachment 3fis a copy of the IEEE Xplore Digital Library index
record for Document 3. It has a digital object identified (DOI) suggesting the
record was created in 1996.

39. Attachment 3g is a list of 8 publications, identified by Google
Scholar, that cite Document 3. These documents were published between 1996
and 1999.

40. Based on the evidence presented here—conference presentation

and publication, library cataloging, indexing, and citation—it is my opinion

11
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that Document 3 was accessible to an ordinarily skilled researcher by mid-
August 1996 and in actual use by researchers by 1996.

41. Document 4. Obraczka, Katia. Massively Replicating Services in
Wide-Area Internetworks. Ph.D. Thesis, University of Southern California, 1994.

Authentication

42.  Document 4 is a Ph.D. thesis completed in 1994 at the University of
Southern California and held there as archival material. Attachment 4a is a copy
of the Statewide Illinois Library Catalog record for this thesis. Document 4 is also
available online. Attachment 4b is a copy of Document 4, available from
ProQuest, a major full-text service. Document 4c¢ is the ProQuest index record for
Document 4.

Public accessibility

43.  Attachment 4a, a catalog record, shows that Document 4 is held at 1
library world-wide, as one would expect with a thesis. This catalog record has a
date of Entry of 4 June 1998.

44.  Attachment 4b shows, on the cover page of the thesis, a December
1994 date for the thesis and a copyright date of 1995.

45.  Attachment 4d is a list of 20 publications citing Document 4 identified
by Google Scholar. These publications appeared between 1995 and 1999.

Attachment 4e is a copy of the University of Twente Publications index record for

12
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one of these publications: Maria Eva M. Ljiding et al., “Object Distribution
Networks for World-Wide Document Circulation,” in the proceedings of the 3
CYTED-RITOS International Workshop in Groupware. CRIWG 1997. October 1-3
1997, Madrid, Spain.

46. Based on the evidence presented here—a thesis completed in 1994
and cataloged in 1998 and citations beginning in 1995—it is my opinion that
Document 4 was accessible to and in actual use by ordinarily skilled
researchers by 1995.

47. Document 5. Rufino, José, and Verissimo, Paulo. “A Study on the
Inaccessibility Characteristics of [ISO 8802/4 Token-Bus LANs,” in /[EEE
INFOCOM °92: The Conference on Computer Communications. One World
through Communications. Eleventh Annual Joint Conference of the IEEE
Computer and Communication Societies, Florence, Italy, Vol. 2 (Piscataway, NJ:
IEEE Service Center, 1992), 0958-0967.

Authentication

48. Document 5 is a research paper given at an IEEE sponsored
conference in 1992 and published in the conference proceedings. Attachment 5a is
a copy of Document 3, along with the proceedings’ title page, table of contents,
and other preliminary matter, from the University of Illinois at Urbana-Champaign

Library. Attachment 5b is a copy of that library’s series catalog record for the

13
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IEEE INFOCOM proceedings, showing the holdings for Volume 2. Document 5 is
also available online. Attachment 5c is a copy of Document from the IEEE Xplore
Digital Library, a common source of engineering literature.

Public accessibility

49. Document 5 entered the public realm of discourse when it was
presented at IEEE INFOCOM ’92: The Conference on Computer Communications
held on 4-8 May 1992 in Florence, Italy. The Message from the Technical Chairs
in the published proceedings (Attachment 5a) affirms that “since its establishment
eleven years ago, the INFOCOM conference has served as a premier form for the
exchange of technical ideas and research results in the area of computer
communications.” Almost 400 papers were submitted for peer review, and 176
were accepted for presentation at the conference in 44 sessions.

50.  Attachment 5d is a copy of the Statewide Illinois Library Catalog
record for IEEE INFOCOM ’92: The Conference on Computer Communications.
It shows the proceedings are held by 223 libraries world-wide.

51.  Attachment 5Se is a copy of the IEEE Xplore Digital Library index
record for Document 5. It has a digital object identified (DOI) suggesting the

record was created in 1992.

14
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52.  Attachment 5fis a list of 5 IEEE publications, identified by the IEEE
Xplore Digital Library, that cite Document 5. These documents were published
between 1995 and 1999.

53. Based on the evidence presented here—presentation at a
prominent conference, publication, indexing, and citations—it is my opinion
that Document 5 was accessible to an ordinarily skilled researcher by mid-
year 1992 and in active use by researchers no later than 1995.

54. Document 7. Dénes, Tamés. “The ‘Evolution’ of Regular Graphs of
Even Order by their Vertices” [in Hungarian]. Matematikai Lapok, 27, 3-4
(1976/1979): 365-377.

Authentication

55.  Document 7 is a research paper published in a Hungarian mathematics
journal. Attachment 7a is a copy of Document 7 from the University of Illinois at
Urbana-Champaign Library. Attachment 7b is that library’s catalog record for
Matematikai Lapok, showing the holdings for Volume 27. Attachment 7c¢ is the
index record for Document 7 from MathSciNet, published by Mathematical
Reviews, a common source for mathematical literature.

Public Accessibility

15
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56.  Attachment 7d is a copy of the Statewide Illinois Library Catalog
record for Matematikai Lapok, showing this periodical is held by 97 libraries
world-wide.

57.  Attachment 7a shows that the issue of Matematikai Lapok has two
date stamps. The first, 1 April 1980, is presumably the date when the periodical
was received by the University of Illinois at Urbana-Champaign Library. The
second date, 28 April 1980, is presumably the date it was added to the collections
in the departmental Mathematics Library.

58. Based on the evidence presented here—periodical publication and
library processing—it is my opinion that Document 7 was accessible to an
ordinarily skilled researcher by May 1980.

59.  NOTE: Document 7 has been translated from Hungarian to English.
See Document 21, below, for my attestation regarding this translation.

60. Document 8. Toida, S. “Construction of Quartic Graphs.” Journal of
Combinatorial Theory, Series B, 16.2 (April 1974): 124-133.

Authentication

61. Document 8 is a research paper published in a scholarly journal.
Attachment 8a is a copy of Document 8, with its journal cover, from the University
of Illinois at Urbana-Champaign Library. Attachment 8b is a copy of that library’s

catalog record for the Journal of Combinatorial Theory, Series B, showing the

16
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holding for Volume 16. Attachment 8c is the index record for Document 8 from
MathSciNet, published by Mathematical Reviews, a common source for
mathematical literature.

62. Document 8 is also available online. Attachment 8d is the index entry
for Document 8 from ScienceDirect, a major index, abstract, and full-text service.
Attachment 8e is a copy of Document 8 from ScienceDirect.

Public Accessibility

63. Attachment 8fis a copy of the Statewide Illinois Library Catalog
record for the Journal of Combinatorial Theory, Series B, showing this journal is
held by 463 libraries world-wide.

64.  Attachment 8a shows a library processing date stamp of 15 April
1974.

65. Attachment 8g is a list of 9 publications citing Document 8 identified
by Google Scholar. The earliest of these is by Francette Bories and Jean-Loup
Jolivet, “Construction of 4-Regular Graphs,” Annals of Discrete Mathematics, 17
(1983):99-118.

66. Based on the evidence presented here—publication in a widely
held periodical, library processing, and citation—it is my opinion that
Document 8 was accessible to an ordinarily skilled researcher by May 1974

and in actual use by researchers by no later than 1983.

17
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67. Document 9. Bargen, Bradley and Donnelly, Peter. Inside DirectX.
In-Depth Techniques for Developing High-Performance Multimedia Applications.
Redmond, WA: Microsoft Press, 1998.

Authentication

68. Document 9 is a book published in 1998. Attachment 9a is a copy of
the book’s cover, title page, table of contents, other preliminary matter, and
Chapter 1 from the Southern Illinois University Library. Attachment 9b is a copy
of that library’s catalog record for Document 9.

Public accessibility

69. Attachment 9c is a copy of the Statewide Illinois Library catalog
record for Document 9, showing the book is held by 85 libraries world-wide. The
date of Entry for this record is 22 September 1997.

70.  Attachment 9d is a list of 2 publications citing Document 9 in 1998
identified by Google Scholar.

71. Based on the evidence presented here—book publication, library
cataloging, and citations—it is my opinion that Document 9 was accessible to
ordinarily skilled researchers by early October 1997 and in actual use by
researchers in 1998.

72.  Document 10. Bolding, Kevin, and Yost, William. “The Express

Broadcast Network: A Network for Low-Latency Broadcast of Control Messages,”

18
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in ICAPP 95. IEEE First ICA’PP. IEEE First International Conference on
Algorithms and Architectures for Parallel Processing. Brisbane, Australia, 19-21
April, 1995, ed. V. L. Narasimhan, Vol. 1 (Piscataway, NJ: IEEE, 1995), 93-102.
Authentication

73.  Document 10 is a paper presented at a conference in 1995 and
published in the conference proceedings. Attachment 10a is a copy of Document
10, with the cover, title page, table of contents, and other preliminary matter of the
conference proceedings, from the University of Illinois at Urbana-Champaign
Library. Attachment 10b is a copy of that library’s catalog record of the
proceedings of the /EEE First International Conference on Algorithms and
Architectures for Parallel Processing. Attachment 10c is the Scopus index record
for Document 10. Scopus is a widely used index and abstract service in the
sciences.

Public accessibility

74.  Document 10 entered the public realm of discourse when it was
presented at IEEE INFOCOM Conference on Computer Communications held on
4-8 May 1992 in Florence, Italy.

75.  Attachment 10d is a copy of the Statewide Illinois Library Catalog
monograph record for the proceedings of the IEEE First International Conference

on Algorithms and Architectures for Parallel Processing. It shows that 3 libraries

19
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world-wide hold these proceedings (treated as a monograph rather than a series).
The date of Entry for this record is 27 November 1995.

76.  Attachment 10e is a list of 3 publications citing Document 10
identified by Google Scholar. The publication not involving self-citation appeared
in 1997.

77. It is my opinion based the information presented here—
presentation at a conference and publication in the conference proceedings,
library cataloging, indexing, and a citing document—that Document 10 was
accessible to an ordinarily skilled researcher by mid-December 1995 and in
actual use by researchers by 1997.

78. Document 11. Valiant, L. G. “Optimality of a Two-Phase Strategy
for Routing in Interconnection Networks.” [EEE Transactions on Computers, C-
32.9 (September 1983): 861-863.

Authentication

79. Document 11 is a research paper published in 1983. Attachment 11a
is a copy of Document 11 from the University of Illinois at Urbana-Champaign
Library. Attachment 11b is a copy of that library’s catalog record for /EEE
Transactions on Computers, showing the holdings for Vol. 32. Attachment 11c is
the IEEE Xplore Digital Library index record for Document 11.

Public Accessibility

20
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80. Document 11d is a copy of the Statewide Illinois Library Catalog
record for IEEE Transactions on Computers, showing that 661 libraries hold this
periodical world-wide.

81.  Attachment 11a shows a date stamp indicating that Document 11 was
processed by the University of Illinois at Urbana-Champaign Library on 22
November 1983.

82.  Attachment 11c, the IEEE Xplore Digital Library index record, has a
digital object identifier (DOI) that suggests a 1983 date.

83.  Attachment 11e is a list of 7 publications citing Document 11
identified in the IEEE Xplore Digital Library. These publications were issued
between 1984 and 1995.

84. Based on the evidence presented here—publication in a widely
held periodical, library processing, indexing, and citations—it is my opinion
that Document 11 was accessible to an ordinarily skilled researcher by early
December 1983 and in active use by researchers no later than 1984.

85. Document 12. Birman, Kenneth P., et al. “Bimodal Multicast.” ACM
Transactions on Computer Systems, 17.2 (May 1999): 41-88.

Authentication
86. Document 12 is a research paper published in 1999. Attachment 12a

is a copy of Document 12, with its journal cover and table of contents, from the

21
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University of Illinois at Urbana-Champaign Library. Attachment 12b is a copy of
that library’s catalog record for ACM Transactions on Computer Systems, showing
the holdings for Volume 17.

87. Document 12 is also available online. Attachment 12c is a copy of
Document 12 from the ACM Digital Library, a major source for computing
literature. Attachment 12d is a copy of the ACM Digital Library index record for
Document 12.

Public Accessibility

88.  Attachment 12e¢ is a copy of the Statewide Illinois Library Catalog
record for ACM Transactions on Computer Systems, showing this journal is held
by 634 libraries world-wide.

89.  Attachment 12a shows a date stamp indicating that Document 12 was
processed by the University of Illinois at Urbana-Champaign Library on 27 August
1999.

90. Attachment 12fis a list of 8 publications citing Document 12
identified by Google Scholar. All of these publications were issued in 1999. The
earliest of these is by Suchitra Raman and Steven McCanne, “A Model, Analysis,
and Protocol Framework for Soft State-Based Communication,” in SIGCOMM '99
Proceedings of the Conference on Applications, Technologies, Architectures, and

Protocols for Computer Communication, 29.4 (October 1999): 15-25.

22

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1004, p. 22 of 787



91. Based on the evidence presented here—publication in a widely
held periodical, library processing, and citations—it is my opinion that
Document 12 was accessible to an ordinarily skilled researcher by early
September 1999 and in actual use by researchers by no later than October
1999.

92.  Document 13. Van Leeuwen, J. and Tan, R. B. “Interval Routing.”
The Computer Journal, 30.4 (August 1987): 298-307.

Authentication

93. Document 13 is a research paper published in 1987. Attachment 13a
is a copy of Document 13, with its journal cover and table of contents, from the
University of Illinois at Urbana-Champaign Library. Attachment 13b is a copy of
that library’s catalog record for The Computer Journal, showing the holdings for
Volume 30.

94.  Document 13 is also available online. Attachment 13c is a copy of
Document 13 from Oxford Journals, the publisher of The Computer Journal.
Attachment 13d is a copy of the Oxford Journals index record for Document 13.

Public Accessibility

95.  Attachment 13e is a copy of the Statewide Illinois Library Catalog

record for The Computer Journal, showing this journal is held by 597 libraries

world-wide.

23
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96. Attachment 13a shows a date stamp indicating that Document 13 was
processed by the University of Illinois at Urbana-Champaign Library on 24 August
1987.

97.  Attachment 13f is a copy of the first two pages of a list of 160
publications citing Document 13 identified by Google Scholar. All of these
publications were issued between 1987 and 1998

98. Based on the evidence presented here—publication in a widely
held periodical, library processing, and citations—it is my opinion that
Document 12 was accessible to an ordinarily skilled researcher by early
September 1987 and in active use by researchers as early as 1987.

99. Document 14. Vadapalli, P. “Two Different Families of Fixed
Degree Regular Cayley Networks,” in Conference Proceedings of the 1995 IEEE
Fourteenth Annual International Phoenix Conference on Computers and
Communication, Scottsdale, Arizona, U.S.A., March 28-31 1995 (Piscataway, NJ:
Institute of Electrical and Electronics Engineers, 1995), 263-269.

Authentication

100. Document 14 is a research paper given at a conference and published
in the conference proceedings. Attachment 14a is a copy of Document 14, with its
journal cover and table of contents, from the University of Illinois at Urbana-

Champaign Library. Document 14b is a copy of the University of Illinois at
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Urbana-Champaign Library series catalog record for the Conference Proceedings
of the 1995 IEEE Fourteenth Annual International Phoenix Conference on
Computers and Communication, showing the 1995 volume.

Public Accessibility

101. Document 14 entered the public realm of discourse when it was
presented at the 1995 International Phoenix Conference of Computers and
Communication, on 28-31 March 1995. The Conference Chair’s Message
(Attachment 1a) describes the conference as having a two-day technical program
that “offers five parallel tracts . . .. In total, there will be 114 papers describing
the latest results and development experiments including several special sessions
and three panel sessions on topics of current interest.”

102. Attachment 14c is a copy of the Statewide Illinois Library Catalog
monograph record for the Conference Proceedings of the 1995 IEEE Fourteenth
Annual International Phoenix Conference on Computers and Communication,
showing this volume is held by 63 libraries worldwide. This record has an Entry
date of 3 July 1995.

103. Attachment 14d is a copy of the IEEE Xplore Digital Library index
record for Document 13. It has a digital object identifier (DOI) that suggests the

record was created in 1995.
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104. Document 14 was cited in a paper by Marcelo Moraes de Azevedo
given at an IEEE 1996 symposium. Attachment 14e is the [IEEE Xplore Digital
Library record for Document 14 identifying the Moraes de Azevedo paper as a
citing document.

105. Based on the evidence presented here—conference presentation,
publication, library cataloging, indexing, and citation—it is my opinion that
Document 14 was publicly accessible to an ordinarily skilled researcher by
August 1995 and in active use by a researcher no later than 1996.

106. Document 15. Lee, Sunggu, and Shin, Kang G. “Interleaved All-to-
All Reliable Broadcast on Meshes and Hypercubes.” Transactions on Parallel and
Distributed Systems, 5.5 (May 1994): 449-458

Authentication

107. Document 15 is a research paper published in 1994. Attachment 15a
is a copy of Document 15, with its journal cover, from the University of Illinois at
Urbana-Champaign Library. Attachment 15b is a copy of that library’s catalog
record for Transactions on Parallel and Distributed Systems, showing the holdings
for Volume 5.

Public Accessibility
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108. Attachment 15c is a copy of the Statewide Illinois Library Catalog
record for Transactions on Parallel and Distributed Systems, showing this journal
is held by 423 libraries world-wide.

109. Attachment 15a shows a date stamp indicating that Document 15 was
processed by the University of Illinois at Urbana-Champaign Library on 17 May
1994.

110. Attachment 15d is the IEEE Xplore Digital Library index record for
Document 15.

111. Attachment 15¢ is a list of 38 documents citing Document 15
identified by the IEEE Xplore Digital Library. Four of the non-patent documents
(numbers 3-6) were published between 1996 and 1997.

112. Based on the evidence presented here—publication in a widely
held periodical, library processing, indexing, and citations—it is my opinion
that Document 15 was publicly available to ordinarily skilled researchers by
June 1994 and in active use by researchers by at least 1996.

113. Document 16. Yoshikawa, Chad, et al. “Using Smart Clients to
Build Scalable Services,” in Proceedings of the USENIX 1997 Annual Technical
Conference. January 6-10 1997. Anaheim, California, USA (Berkeley, CA:
USENIX Association, 1997), 105-117.

Authentication
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114. Document 16 is a research paper present at a conference and
published in the conference proceedings. Attachment 16a is a copy of Document
16, along with the cover and contents pages of the Proceedings, from the Rutgers
University Library. Attachment 16b is a copy of that library’s catalog record for
the Proceedings of the USENIX 1997 Annual Technical Conference.

Public Accessibility

115. Document 16 entered the public realm of discourse when it was
presented on 8 January 1997 in a one-hour session featuring two papers at
USENIX 1997 Conference held on 6-10 January 1997 in Anaheim, CA, as
indicated in Attachment 16c¢, an Internet Archive capture of information about the
USENIX 1997 Annual Technical Conference.

116. Attachment 16d is a copy of the Statewide Illinois Library Catalog
record for the Proceedings of the USENIX 1997 Annual Technical Conference,
showing this publication is held by 15 libraries world-wide.

117. Attachment 16e¢ is a copy of the ACM Digital Library index record for
Document 16.

118. Attachment 16fis a list of 51 documents citing Document 16
identified by the ACM Digital Library. Seven of these documents were published
between 1997 and 1999. One of them is by Yatin Chawathe and Eric A. Brewer,

“System Support for Scalable and Fault Tolerant Internet Services,” in Middleware
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'98. Proceedings of the IFIP International Conference on Distributed Systems
Platforms and Open Distributed Processing, September 1998, ed. Jochen Seitz
(London: Springer, 1998), 71-88. Attachment 16g is the ACM Digital Library
index record for the Chawathe paper, showing the citation to Document 16.

119. Based on the evidence presented here—conference presentation,
publication in the conference proceedings, indexing, and citations—it is my
opinion that Document 16 was accessible to an ordinarily skilled researcher in

1997 and in actual use by researches no later than September 1998.

120. Document 17. Naugle, Matthew. Network Protocol Handbook.
McGraw-Hill Series on Computer Communications. New York, NY: McGraw-
Hill, 1994.

Authentication

121. Document 17 is a book published late in 1993. Attachment 17ais a
copy of the cover, title page, table of contents, preliminary matter, and Chapter 6
of Document 17 from the University of Illinois at Urbana-Champaign Library.
Attachment 17b is that library’s catalog record, in MARC format, for Document
17.

Public Accessibility
122. Attachment 17c is a copy of the Statewide Illinois Library Catalog

record for Document 17, showing it is held by 268 libraries world-wide.
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123. Attachment 17d is a copy of the United States Copyright Office
registration information for Document 17. It shows that Document 17 was
published on1 October 1993 and its copyright registered on 27 October 1993.
Books published in the last quarter of the year often bear a printed publication date
of the following year, as is the case with Document 17.

124. Attachment 17b, a library catalog record, shows in the 040 MARC
Field that the catalog record for Document 17 was created at the Library of
Congress (OCLC code DLC). The 008 MARC Field indicates this record was
entered on 3 May 1993. Attachment 17a shows, on the verso of the title page, that
this 1s a cataloging-in-publication record.

125. Attachment 17e is a copy of the list of 11 documents citing Document
17 identified by Google Scholar. These documents were published between 1994
and 1998.

126. Based on the evidence presented here—a widely held book,
Copyright Office registration, catalog record, citations—it is my opinion that
Document 17 was accessible by an ordinarily skilled researcher by no later
than November 1993 and in actual use by researchers by 1994.

127. Document 18. Todd, Terence D. “The Token Grid Network.”
IEEE/ACM Transactions on Networking, 2.3 (June 1994): 279-287.

Authentication
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128. Document 18 is a research paper published in in a periodical.
Attachment 18a is a copy of Document 18 from the University of Illinois at
Urbana-Champaign Library. Attachment 18b is a copy of that library’s catalog
record for the IEEE/ACM Transactions on Networking, showing the holdings for
Volume 2.

Public Accessibility

129. Attachment 18c is a copy of the Statewide Illinois Library Catalog
record for the IEEE/ACM Transactions on Networking, showing this periodical is
held by 581 libraries world-wide.

130. Attachment 18a has a date stamp indicating the periodical containing
Document 18 was processed by the University of Illinois at Urbana-Champaign
Library on 7 September 1994.

131. Attachment 18d is the Scopus index record for Document 18.

132. Attachment 18e is a list of 12 documents citing Document 18
identified by Scopus. Five of these documents were published in 1996 and 1997.

133. Based on the evidence presented here—publication in a widely
held periodical, library processing, indexing, and citations—it is my opinion
that Document 18 was accessible to an ordinarily skilled research by October

1994 and in actual use by researchers by 1996.
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134. Document 19. Damani, Om P. et al. “ONE-IP: techniques for
hosting a service on a cluster of machines.” Computer Networks and ISDN
Systems, 29.8-13 (September 1997): 1019-1027.

Authentication

135. Document 19 is a research paper published in a periodical.
Attachment 19a is a copy of Document 19 from the DePaul University Library.
Attachment 19b is a copy of that library’s catalog record for the Computer
Networks and ISDN Systems, showing the library holdings for the print Volume 29.

Public Accessibility

136. Attachment 19c is a copy of the Statewide Illinois Library Catalog
record for the Computer Networks and ISDN Systems, showing this periodical is
held by 309 libraries world-wide.

137. Attachment 19a has a library date stamp indicated that this volume of
the Computer Networks and ISDN Systems was received on 2 January 1998.

138. Attachment 19d is the Engineering Village index record for Document
19, with a 1997 copyright date.

139. Attachment 19¢ is a list of 4 documents citing Document 19 identified
by Scopus. These documents were published in 1998 and 1999.

140. Based on the evidence presented here—publication in a widely

held periodical, indexing, and citations—it is my opinion that Document 19
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was accessible to an ordinarily skilled researcher by early 1998 and in actual
use by researchers by 1998.

141. Document 20. Vahdat, Amin M. et al. “WebFS: A Global Cache
Coherent File System.” Available at

https://users.cs.duke.edu/~vahdat/webfs/webfs.html .

Authentication

142. Document 20 is a research paper available at a Web site maintained
by the Computer Science department at Duke University. Attachment 20a is a
copy of Document 20 from this Web site.

Public Accessibility

143. Attachment 20b is a copy of the Internet Archive capture, of 29
January 1999, of an index page including an HTML link to Document 20. This
HTML document is substantively the same as the Attachment 20a PDF.

144. Attachment 20c is a copy of the list of 12 documents citing Document
20 identified by Google Scholar. These documents were published between 1996
and 1998. Document 20d is a copy of the IEEE Xplore Digital Library record for
one of these papers, by J. Carter, “Khazana: An Infrastructure for Building
Distributed Services,” in the Proceedings of the 18" International Conference on

Distributed Computing Systems, Amsterdam, 1998.

33

ACTIVISION, EA, TAKE-TWO, 2K, ROCKSTAR, Ex. 1004, p. 33 of 787



145. Based on the evidence presented here—Web site publication,
Internet Archive capture, and citations—it is my opinion that Document 20
was demonstrably accessible to an ordinarily skilled researcher by no later 29
January 1999 and in actual use by researchers by no later than 1998.

146. Document 21. Copy of a translation of Document 7, with an affidavit
by Stephen Matthew Grimes.

147. Attachment 21a is a copy of an English translation of Document 7 by
Stephen Grimes; it is provided by counsel. I have compared the copy of Document
7 included with this translation to Attachment 7a of this declaration, which is a
copy of Document 7 from the University of Illinois at Urbana-Champaign Library.
I find them to be the same document.

ATTACHMENTS

148. The following attachments are true and accurate representations of
library material and online documents and records, as they are identified above.

All attachments were created on 29 February — 7 March 2016, and all URLs

referenced 1n this declaration were available & March 2016.

Attachment 1a: Copy of Document 1 from the Northwestern University Library
Attachment 1b: Northwestern University Library catalog record for the
proceedings of 1997 IEEE International Conference on Communications

Attachment 1c: Copy of Document 1 from the IEEE Xplore Digital Library
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Attachment 1d: Statewide Illinois Library Catalog monograph record for the
proceedings of 1997 IEEE International Conference on Communications

Attachment le: Statewide Illinois Library Catalog series record for the
proceedings of 1997 IEEE International Conference on Communications

Attachment 1f: IEEE Xplore Digital Library index record for Document 1

Attachment 2a: Statewide Illinois Library Catalog record for Document 2

Attachment 3a: Copy of Document 1 from the University of Illinois at Urbana-
Champaign Library

Attachment 3b: University of Illinois at Urbana-Champaign Library catalog
record for the Proceedings of the 16™ International Conference on
Distributed Computing Systems

Attachment 3¢: Copy of Document 3 from the IEEE Xplore Digital Library

Attachment 3d: Statewide Illinois Library Catalog monograph record for the
Proceedings of the 16" International Conference on Distributed Computing
Systems

Attachment 3e: Statewide Illinois Library Catalog series record for the
Proceedings of the 16" International Conference on Distributed Computing
Systems

Attachment 3f: IEEE Xplore Digital Library index record for Document 3
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Attachment 3g: List of publications citing Document 3 identified by Google
Scholar

Attachment 4a: Statewide Illinois Library Catalog record for Document 4

Attachment 4b: Copy of the Document 4 from ProQuest

Attachment 4¢: ProQuest index record for Document 4

Attachment 4d: List of publications citing Document 4 identified by Google
Scholar

Attachment 4e: University of Twente Publications index record for a
publication citing Document 4.

Attachment 5a: Copy of Document 5 from the University of Illinois at Urbana-
Champaign Library

Attachment 5b: University of Illinois at Urbana-Champaign Library catalog
series record for IEEE INFOCOM ’92: The Conference on Computer
Communications

Attachment 5c¢: Copy of Document 5 from the IEEE Xplore Digital Library

Attachment 5d: Statewide Illinois Library Catalog series record for /EEE
INFOCOM °92: The Conference on Computer Communications

Attachment 5e: IEEE Xplore Digital Library index record for Document 5

Attachment 5f: List of publications citing Document 5 identified by the IEEE

Xplore Digital Library
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Attachment 7a: Copy of Document 7 from the University of Illinois at Urbana-
Champaign Library

Attachment 7b: University of Illinois at Urbana-Champaign Library catalog
record for Matematikai Lapok

Attachment 7c: MathSciNet index record for Document 7

Attachment 7d: Statewide Illinois Library Catalog record for Matematikai
Lapok

Attachment 8a: Copy of Document 8 from the University of Illinois at Urbana-
Champaign Library

Attachment 8b: University of Illinois at Urbana-Champaign Library catalog
record for the Journal of Combinatorial Theory, Series B

Attachment 8c: MathSciNet index record for Document 8

Attachment 8d: ScienceDirect index record for Document 8

Attachment 8e: Copy of Document 8 from ScienceDirect

Attachment 8f: Statewide Illinois Library Catalog record for the Journal of
Combinatorial Theory, Series B

Attachment 8g: List of publications citing Document 8 identified by Google
Scholar

Attachment 9a: Copy of Document 9 from the Southern Illinois University

Library
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Attachment 9b: Southern Illinois University Library catalog record for
Document 9

Attachment 9c: Statewide Illinois Library Catalog record for Document 9

Attachment 9d: List of publications citing Document 9 identified by Google
Scholar

Attachment 10a: Copy of Document 10 from the University of Illinois at
Urbana-Champaign Library

Attachment 10b: University of Illinois at Urbana-Champaign Library catalog
record of the proceedings of the IEEE First International Conference on
Algorithms and Architectures for Parallel Processing

Attachment 10c: Scopus index record for Document 10

Attachment 10d: Statewide Illinois Library Catalog record for the proceedings
of the IEEE First International Conference on Algorithms and Architectures
for Parallel Processing

Attachment 10e: List of publications citing Document 10 identified by Google
Scholar

Attachment 10f: ProQuest index record for a thesis citing Document 10

Attachment 11a: Copy of Document 11 from the University of Illinois at

Urbana-Champaign Library
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Attachment 11b: University of Illinois at Urbana-Champaign Library catalog
record for IEEE Transactions on Computers

Attachment 11c: IEEE Xplore Digital Library index record for Document 11

Attachment 11d: Statewide Illinois Library Catalog record for /EEE
Transactions on Computers

Attachment 11e: List of publications citing Document 11 identified by IEEE
Xplore Digital Library

Attachment 12a: Copy of Document 12 from the University of Illinois at
Urbana-Champaign Library

Attachment 12b: University of Illinois at Urbana-Champaign Library catalog
record for ACM Transactions on Computer Systems

Attachment 12c: Copy of Document 12 from the ACM Digital Library

Attachment 12d: ACM Digital Library index record for Document 12

Attachment 12e: Statewide Illinois Library Catalog record for ACM
Transactions on Computer Systems

Attachment 12f: List of publications citing Document 12 identified by Google
Scholar

Attachment 13a: Copy of Document 13 from the University of Illinois at

Urbana-Champaign Library
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Attachment 13b: University of Illinois at Urbana-Champaign Library catalog
record for The Computer Journal

Attachment 13c: Copy of Document 13 from Oxford Journals

Attachment 13d: Oxford Journals index record for Document 13

Attachment 13e: Statewide Illinois Library Catalog record for The Computer
Journal

Attachment 13f: List of publications citing Document 13 identified by Google
Scholar

Attachment 14a: Copy of Document 14, with cover, title page, table of
contents, and preliminary matter, from the University of Illinois at Urbana-
Champaign Library

Attachment 14b: University of Illinois at Urbana-Champaign Library catalog
record for Conference Proceedings of the 1995 IEEE Fourteenth Annual
International Phoenix Conference on Computers and Communication

Attachment 14c: Statewide Illinois Library Catalog record for Conference
Proceedings of the 1995 IEEE Fourteenth Annual International Phoenix
Conference on Computers and Communication

Attachment 14d: IEEE Xplore Digital Library index record for Document 14

Attachment 14e: Publication citing Document 14 identified by IEEE Xplore

Digital Library
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Attachment 15a: Copy of Document 15 from the University of Illinois at
Urbana-Champaign Library

Attachment 15b: University of Illinois at Urbana-Champaign Library catalog
record for IEEE Transactions on Parallel and Distributed Systems

Attachment 15c: Statewide Illinois Library Catalog record for Transactions on
Parallel and Distributed Systems

Attachment 15d: IEEE Xplore Digital Library index record for Document 15

Attachment 15e: List of publications citing Document 15 identified by the IEEE
Xplore Digital Library

Attachment 16a: Copy of Document 16 from the Rutgers University Library

Attachment 16b: Rutgers University Library catalog record for the Proceedings
of the USENIX 1997 Annual Technical Conference

Attachment 16c: Internet Archive capture of a description of the USENIX 1997
Annual Technical Conference

Attachment 16d: Statewide Illinois Library Catalog record for the Proceedings
of the USENIX 1997 Annual Technical Conference

Attachment 16e: ACM Digital Library index record for Document 16

Attachment 16f: List of publications citing Document 16 identified by the ACM

Digital Library
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Attachment 16g: ACM Digital Library index record for a publication citing
Document 16

Attachment 17a: Copy of Document 17 from the University of Illinois at
Urbana-Champaign Library

Attachment 17b: University of Illinois at Urbana-Champaign Library catalog
record for Document 17

Attachment 17c: Statewide Illinois Library Catalog record for Document 17

Attachment 17d: United States Copyright Office registration information for
Document 17

Attachment 17e: List of publications citing Document 17 identified by Google
Scholar

Attachment 18a: Copy of Document 18 from the University of Illinois at
Urbana-Champaign Library

Attachment 18b: University of Illinois at Urbana-Champaign Library catalog
record for Transactions on Networking

Attachment 18c: Statewide Illinois Library Catalog record for Transactions on
Networking

Attachment 18d: Scopus index record for Document 18

Attachment 18e: List of publications citing Document 18 identified by Scopus

Attachment 19a: Copy of Document 19 from the DePaul University Library
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Attachment 19b: DePaul University Library catalog record for the print format
of Computer Networks and ISDN Systems
Attachment 19c: Statewide Illinois Library Catalog record for Computer
Networks and ISDN Systems
Attachment 19d: Engineering Village index record for Document 19
Attachment 19e: List of publications citing Document 19 identified by Scopus
Attachment 20a: Copy of Document 20 from a Duke University Web site
Attachment 20b: Internet Archive capture of an index page with a link to
Document 20
Attachment 20c: List of publications citing Document 20 identified by Google
Scholar
Attachment 20d: IEEE Xplore Digital Library record for a publication citing
Document 20
Attachment 21a: Copy of an English translation of Document 7
ATTESTATION
149. This declaration and my opinions herein are made to the best of my
knowledge and understanding, and based on the material available to me, at the
time of signing this declaration. I declare under penalty of perjury under the laws
of the United States of America that all statements made of my own knowledge are

true and that all statements made on information and belief are believed to be true.
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I understand that willful false statements and the like are punishable by fine or

imprisonment, or both (18 U.S.C. § 1001).

9 March 2016

Date Name
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EXHIBIT A: RESUME

SCOTT BENNETT
Yale University Librarian Emeritus

711 South Race
Urbana, Illinois 61801-4132
2scottb(@prairienet.org

217-367-9896

EMPLOYMENT

Retired, 2001. Retirement activities include:

e Managing Partner in Prior Art Documentation Services, LLC, 2015-. This firm provides
documentation services to patent attorneys; more information is available at
http://www.priorartdocumentation.com

e Consultant on library space design, 2004- . This consulting practice is rooted in a research,
publication, and public speaking program conducted since I retired from Yale University in
2001. TIhave served more than 50 colleges and universities in the United States and abroad
with projects ranging in likely cost from under $50,000 to over $100 million. More
information is available at http://www.libraryspaceplanning.com/

e Senior Advisor for the library program of the Council of Independent Colleges, 2001-2009
Member of the Wartburg College Library Advisory Board, 2004-

e Visiting Professor, Graduate School of Library and Information Science, University of
Illinois at Urbana-Champaign, Fall 2003

University Librarian, Yale University, 1994-2001

Director, The Milton S. Eisenhower Library, The Johns Hopkins University, Baltimore, Maryland,
1989-1994

Assistant University Librarian for Collection Management, Northwestern University, Evanston,
[linois, 1981-1989

Instructor, Assistant and Associate Professor of Library Administration, University of Illinois at
Urbana-Champaign, 1974-1981

Assistant Professor of English, University of Illinois at Urbana-Champaign, 1967-1974

Woodrow Wilson Teaching Intern, St. Paul’s College, Lawrenceville, Virginia, 1964-1965
EDUCATION

University of Illinois, M.S., 1976 (Library Science)

Indiana University, M.A., 1966; Ph.D., 1967 (English)
Oberlin College, A.B. magna cum laude, 1960 (English)

HONORS AND AWARDS
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Morningside College (Sioux City, [A) Doctor of Humane Letters, 2010

American Council of Learned Societies Fellowship, 1978-1979; Honorary Visiting Research
Fellow, Victorian Studies Centre, University of Leicester, 1979; University of Illinois Summer
Faculty Fellowship, 1969

Indiana University Dissertation Year Fellowship and an Oberlin College Haskell Fellowship, 1966-
1967; Woodrow Wilson National Fellow, 1960-1961

PROFESSIONAL ACTIVITIES

American Association for the Advancement of Science: Project on Intellectual Property and
Electronic Publishing in Science, 1999-2001

American Association of University Professors: University of [llinois at Urbana-Champaign
Chapter Secretary and President, 1975-1978; Illinois Conference Vice President and President, 1978-
1984; national Council, 1982-1985, Committee F, 1982-1986, Assembly of State Conferences
Executive Committee, 1983-1986, and Committee H, 1997-2001 ; Northwestern University Chapter
Secretary/Treasurer, 1985-1986

Association of American Universities: Member of the Research Libraries Task Force on
Intellectual Property Rights in an Electronic Environment, 1993-1994, 1995-1996

Association of Research Libraries: Member of the Preservation Committee, 1990-1993; member of
the Information Policy Committee, 1993-1995; member of the Working Group on Copyright, 1994-
2001; member of the Research Library Leadership and Management Committee, 1999-2001; member
of the Board of Directors, 1998-2000

Carnegie Mellon University: Member of the University Libraries Advisory Board, 1994

Center for Research Libraries: Program Committee, 1998-2000

Johns Hopkins University Press: Ex-officio member of the Editorial Board, 1990-1994; Co-
director of Project Muse, 1994

Library Administration and Management Association, Public Relations Section, Friends of the
Library Committee, 1977-1978

Oberlin College: Member of the Library Visiting Committee, 1990, and of the Steering Committee
for the library’s capital campaign, 1992-1993; President of the Library Friends, 1992-1993, 2004-
2005; member, Friends of the Library Council, 2003-

Research Society for Victorian Periodicals: Executive Board, 1971-1983; Co-chairperson of the
Executive Committee on Serials Bibliography, 1976-1982; President, 1977-1982

A Selected Edition of W.D. Howells (one of several editions sponsored by the MLA Center for
Editions of American Authors): Associate Textual Editor, 1965-1970; Center for Editions of
American Authors panel of textual experts, 1968-1970

Victorian Studies: Editorial Assistant and Managing Editor, 1962-1964
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Wartburg College: member, National Advisory Board for the Vogel Library, 2004-

Some other activities: Member of the Illinois State Library Statewide Library and Archival
Preservation Advisory Panel; member of the Illinois State Archives Advisory Board; member of a
committee advising the Illinois Board of Higher Education on the cooperative management of
research collections; chair of a major collaborative research project conducted by the Research
Libraries Group with support from Conoco, Inc.; active advisor on behalf of the Illinois
Conference AAUP to faculty and administrators on academic freedom and tenure matters in northern
[linois.

Delegate to Maryland Governor’s Conference on Libraries and Information Service; principal in
initiating state-wide preservation planning in Maryland; principal in an effort to widen the use of
mass deacidification for the preservation of library materials through cooperative action by the
Association of Research Libraries and the Committee on Institutional Cooperation; co-instigator
of a campus-wide information service for Johns Hopkins University; initiated efforts with the
Enoch Pratt Free Library to provide information services to Baltimore’s Empowerment Zones;
speaker or panelist on academic publishing, copyright, scholarly communication, national and
regional preservation planning, mass deacidification.

Consultant for the University of British Columbia (1995), Princeton University (1996), Modern
Language Association, (1995, 1996), Library of Congress (1997), Center for Jewish History
(1998, 2000-), National Research Council (1998); Board of Directors for the Digital Library
Federation, 1996-2001; accreditation visiting team at Brandeis University (1997); mentor for
Northern Exposure to Leadership (1997); instructor and mentor for ARL’s Leadership and
Career Development Program (1999-2000)

At the Northwestern University Library, led in the creation of a preservation department and in the
renovation of the renovation, for preservation purposes, of the Deering Library book stacks.

At the Milton S. Eisenhower Library, led the refocusing and vitalization of client-centered services;
strategic planning and organizational restructuring for the library; building renovation planning.
Successfully completed a $5 million endowment campaign for the humanities collections and
launched a $27 million capital campaign for the library.

At the Yale University Library, participated widely in campus-space planning, university budget
planning, information technology development, and the promotion of effective teaching and learning;
for the library has exercised leadership in space planning and renovation, retrospective conversion of
the card catalog, preservation, organizational development, recruitment of minority librarians,
intellectual property and copyright issues, scholarly communication, document delivery services
among libraries, and instruction in the use of information resources. Oversaw approximately $70
million of library space renovation and construction. Was co-principal investigator for a grant to plan
a digital archive for Elsevier Science.

Numerous to invitations speak at regional, national, and other professional meetings and at alumni
meetings. Lectured and presented a series of seminars on library management at the Yunnan
University Library, 2002. Participated in the 2005 International Roundtable for Library and
Information Science sponsored by the Kanazawa Institute of Technology Library Center and the
Council on Library and Information Resources.
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PUBLICATIONS

“Putting Learning into Library Planning,” portal: Libraries and the Academy, 15,2 (April 2015),
215-231.

“How librarians (and others!) love silos: Three stories from the field “ available at the Learning
Spaces Collaborary Web site, http://www.pkallsc.org/

“Learning Behaviors and Learning Spaces,” portal: Libraries and the Academy, 11,3 (July 2011),
765-789.

“Libraries and Learning: A History of Paradigm Change,” portal: Libraries and the Academy, 9, 2
(April 2009), 181-197. Judged as the best article published in the 2009 volume of portal.

“The Information or the Learning Commons: Which Will We Have?” Journal of Academic
Librarianship, 34 (May 2008), 183-185. One of the ten most-cited articles published in JAL, 2007-
2011.

“Designing for Uncertainty: Three Approaches,” Journal of Academic Librarianship, 33 (2007), 165—
179.

“Campus Cultures Fostering Information Literacy,” portal: Libraries and the Academy, 7 (2007),
147-167. Included in Library Instruction Round Table Top Twenty library instruction articles
published in 2007

“Designing for Uncertainty: Three Approaches,” Journal of Academic Librarianship, 33 (2007),
165-179.

“First Questions for Designing Higher Education Learning Spaces,” Journal of Academic
Librarianship, 33 (2007), 14-26.

“The Choice for Learning,” Journal of Academic Librarianship, 32 (2006), 3-13.

With Richard A. O’Connor, “The Power of Place in Learning,” Planning for Higher Education, 33
(June-August 2005), 28-30

“Righting the Balance,” in Library as Place: Rethinking Roles, Rethinking Space (Washington, DC:
Council on Library and Information Resources, 2005), pp. 10-24

Libraries Designed for Learning (Washington, DC: Council on Library and Information Resources,
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Abstract— In mobile radio communication networks the dis-
tribution of traffic loads and network topologies may vary from
nearly static to very dynamic. This dynamic behaviour may
vary both in space and in time. Since routing algorithms tend
to be well suited to specific networking environments, it is
very difficult to select a single routing algorithm that is most
appropriate for a given network, if the network is subjected to
varying degrees of dynamic behaviour. This paper proposes
a routing strategy that smoothly adapts to changing network
conditions by combining two distinct routing principles into a
single hybrid routing procedure. The hybrid routing strategy
exhibits a smooth change from shortest path routing to con-
strained flooding, as the behaviour of the network (or regions
within) changes from quasi-static to very dynamic.

I. INTRODUCTION

In addition to successfully forwarding user traffic between
source and destination nodes in a communications network,
the routing function generally seeks to optimise some per-
formance criteria such as network utilisation or throughput,
or perhaps average delay. As networks increase in size, with
more users demanding seamless connectivity, mobility and
a high level of availability, the task of routing becomes an
increasingly complex problem to network providers.

For efficient routing, nodes require knowledge of network
topology. Links may fail or become congested, nodes or users
could be mobile, resulting in changes to source-destination
paths. Information regarding these changes must be conveyed
to network nodes so that appropriate routing can take place.
This information exchange consumes network resources and
presents a cost in maintaining up to date routing information
in network nodes. As topology or traffic loads change more
frequently, the network becomes dynamic and maintaining
accurate routing information at individual nodes comes at a
higher cost. Inaccurate routing can result in lost or delayed
traffic causing end-to-end retransmissions which further load
the network. This additional load is itself an unwanted over-
head which could be avoided with a better routing strategy.

Algorithms that can determine shortest paths between
source and destination nodes are typically used in static or
quasi-static networks. They require periods of network stabil-
ity so routing tables can settle to reflect true shortest paths.
The most efficient algorithm is that described by Dijkstra
which requires complete knowledge of the network topology
(1, p. 103]. This algorithm can be executed centrally or
topology information can be broadcast to all nodes in a de-
centralised implementation [2]. Another algorithm, suited to
distributed architectures, is a decentralised version of Ford
and Fulkerson’s algorithm which only requires information

0-7803-3925-8/97 $10.00 ©1997 |EEE

exchange between immediate neighbouring nodes [3, p. 268],
[4, p. 130). More recent algorithms derived from these offer
significant improvements in performance [5], [6], [7].

Routing by flooding is often used in very dynamic net-
works where destination nodes are highly mobile or topolog-
ical changes occur very frequently and therefore the network
connectivity is uncertain. Flooding algorithms simply broad-
cast user traffic through a network ensuring that the desti-
nation will be reached because all paths to the destination
are attempted. No routing tables or routing information ex-
change is required when using flooding algorithms, but flood-
ing is very wasteful of network resources.

II. RouTIiNGg CoOSTS

Routing algorithms consume network resources in deter-
mining routes through a network to the required destination.
In addition to overheads such as processing time for algorithm
execution and memory to store routing tables, there is the
consumption of transmission capacity that could otherwise
be utilised for user traffic. Typically, computer processing
power and memory requirements within network nodes are
of low relative cost when compared with transmission over-
head requirements in networks using low to moderate link
capacities,

Shortest path algorithms maintaining routing look up ta-
bles in each node contribute zero transmission cost when mak-
ing a routing decision. However, they do consume resources
every time the network changes by bringing all routing tables
throughout the network up to date. If routing decisions are
based on inaccurate information stored in routing tables, long
delays or lost traffic can lead to retransmissions or reattempts
caused by higher layer end-to-end protocols.

Flooding based routing procedures do not maintain routing
tables and therefore do not require any table update proce-
dures. As such they contribute zero update cost but do con-
sume large amounts of network capacity in search of destina-
tions each time a routing decision is required. Overheads re-
sulting from routing decisions are generally independent from
the frequency of changes occurring in networks.

While shortest path algorithms are less costly to operate
in a quasi-static network environment, flooding may actually
consume less resources in a very dynamic network. This is
indeed true if the shortest path algorithm is unable to main-
tain accurate routing tables due to high rates of change in
link cost and network topology.

In considering the overall routing costs associated with
routing pmt‘:;dures such as these, it is possible to identify con-
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ditions where frequency of change within a network requires
the use of one particular algorithm over another. Further-
more, closely examining routing algorithm performance un-
der dynamic conditions highlights the more dominant causes
of routing cost. Strategies can then be conceived to improve
performance by addressing these more dominating effects.

III. RouTING PERFORMANCE

Routing algorithm performance alone can be expressed in
terms of convergence speed and routing table update mes-
sage overhead. Further insight into overall routing procedure
performance can be achieved by incorporating effects such
as dynamic topologies, high network loads and end user re-
transmissions. Due to the difficulty in analysing adaptive
distributed routing procedures [8, p. 318}, [9, p. 211] and
the desire to also include these additional conditions, com-
puter simulation modelling has been used for the evaluation
of routing strategies in this paper.

Transmission bearer capacity limits the total available re-
sources within a network resulting in a threshold to average
delay performance as network loads increase. As the aver-
age rate of user traffic load (vy) entering a network increases
towards the saturation load (v*), overall average delay (T')
departs from a “no load” delay with T — oo at a traffic load
of v* [8, p. 323]. If saturation load is approached and conges-
tion is occurring, flow control mechanisms must be employed
to relieve the congestion. A more efficient routing procedure
will enable an increase in a given network’s saturation load.

Using saturation load to assess a routing algorithm’s per-
formance is somewhat unrealistic because a network cannot
be operated with infinite average delay. A more realistic mea-
sure is the maximum operating point, denoted ', which is the
maximum user traffic load entering the network before aver-
age delay departs from the “no load” delay and begins to grow
rapidly. This is in effect just before the threshold “knee” of a
delay-throughput curve. Maximum operating point 4" can be
defined as the point where a line from the origin is tangent to
the delay-throughput curve (10, p. 9]. Note that 7' as defined
here is not true throughput but the maximum originating user
traffic arrival rate. True throughput is required for the ac-
curate comparison of routing procedure performance, and as
described later this is derived from the simulation results.

A. Simulation model

An initial network model has been developed based on sta-
tionary stochastic processes evenly distributed across the net-
work. This reduces bias and transient effects in simulation
results. Consider the network model as a directed graph G
with IV nodes and L bidirectional links. Each node functions
as a source of user traffic entering the network where traffic
can be destined to all other nodes within the network. Rout-
ing algorithms are executed within these same nodes and up-
date control messages are exchanged between neighbouring
nodes for the purpose of maintaining routing tables. Rout-
ing is used to effectively provide a connectionless datagram
service in forwarding user traffic through the network.

An adaptive distributed shortest path algorithm is selected

for good performance when the network is static or quasi-
static. This distributed algorithm offers higher survivability
and if link cost functions reflect both connectivity and delay
(node output queue lengths), minimum delay routing can be
employed to enhance performance. However, incorrect con-
gestion information leading to the choice of inferior routes,
typically, has less serious consequences than incorrect topo-
logical information resulting in the possible choice of non-
existent routes [11, p. 342]. A minimum hop shortest path
algorithm has therefore been adopted where link costs are set
to a constant value simply representing topology connectiv-
ity. The minimum hop algorithm reduces complexity in this
investigation while still concentrating on the important issue
of topological information update.

Routing algorithms are executed in each of the N nodes
in @. Distance and routing tables are assumed initially con-
figured with all known destinations and neighbouring nodes
by some higher level topology control entity. In the actual
simulation this occurs during initialisation.

Since the routing procedures are triggered by link cost
change events, G has essentially fixed topology with links al-
ways existing between nodes and their respective neighbours.
Topology change is modelled by having link quality changing
between one of two possible states; a link is either up provid-
ing good error free transmission, or a link has failed providing
no useful transmission at all. This simplified approach re-
quires no topology control as a particular node’s neighbours
at any given time always belong to the same subset of nodes
as originally defined in G.

The minimum hop routing procedure has been developed
from the Jaffe-Moss distributed shortest path algorithm [6].
This algorithm has the advantage that it exhibits rapid con-
vergence and is loop free. In addition, this algorithm can be
used for more general least cost routing. To execute the algo-
rithm as minimum hop, link costs are set to either the value
1 (link present) or co (link failed). The Jaffe-Moss algorithm
consists of two table update procedures. A link cost decrease
causes an Independent Update Procedure (IUP) based on a
decentralised version of Ford-Fulkerson's algorithm. Jaffe and
Moss determined that if link costs decrease then algorithms
such as Ford and Fulkerson’s are inherently loop free. If a
link cost increases, it is possible that loops may occur while
the algorithm converges. To prevent the formation of loops a
Coardinated Update Procedure (CUP) is used whenever link
costs increase.

Routing table update messages used for the Independent
and Coordinated Update Procedures are set at a fixed size
of & octets (64 bits); this is considered sufficient to carry
required information such as message type, source address,
destination address, routing costs and other quality of ser-
vice parameters. In the case of multiple new minimum costs
occurring in distance tables, a random selection is made of
nodes with the same distance to avoid any deterministic bias
in the selection of a new next node.

Flood search routing has been selected for its robustness
in dynamic networks and is modelled as constrained flooding,
the most efficient way to flood an entire network [12]. Any
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user packet transmitted from a node is copied and broad-
cast on all outgoing links. Intermediate transit nodes do not
broadcast a packet on the same link that a packet was orig-
inally received on. Constrained flooding uniquely identifies
packets associated with a particular flood search by using
sequence numbering. Nodes store sequence numbers of pack-
ets already flooded. If any packets revisit a node with the
same sequence number, they are discarded instead of being
further broadcast to neighbours. This technique ensures that
all nodes are visited at least once and duplicated traffic is
kept to a minimum throughout the network.

A 64 node network with connectivity of degree 4 is mod-
elled as G. The network is a large regular graph forming a
manhattan grid network that has been wrapped around itself
as a torus to avoid edge effects. Transmission links function
as a single server queueing system with service rate defined
by packet size and link capacity. Link capacity is fixed at
16kbps to represent a narrowband radio link or perhaps a
logical signalling channel. Infinite length queues are mod-
elled to ensure that packet discards result solely from routing
table uncertainty, loop formation, and link failure.

User packets entering the network arrive with Poisson ar-
rival rate v, at each node n. Each user packet entering the
network at node n is randomly assigned a destination node
d such that d € G and d # n. The total load entering (and
leaving) the network, v = Z:__.l Yn, i evenly distributed
across all N nodes. User packet length is fixed and set to 128
octets (1024 bits). This is based on the default X.25 Packet
Layer Protocol packet size [13, p. 354]. X.25 is typically used
in wide area networks and modified versions have been pro-
posed for packet radio networks [14], [15]. User packet size
has been set larger than routing table update packet size to
realistically represent data packets while effectively capturing
the overheads caused by packet duplication when flooding.

Discarding of user packets due to routing table uncer-
tainty creates a problem because the probability of success-
fully reaching a destination must now be incorporated into
the analysis of results. Generally, in real systems lost traffic
leads to reattempts or retransmissions by higher layer proto-
cols. These retransmissions will inevitably place additional
load on the network and be reflected as a transmission over-
head cost. To include this behaviour and provide a more
realistic model, a selective repeat Automatic Repeat reQuest
(ARQ) protocol is modelled on an end-to-end basis between
source-destination pairs with a retransmission timeout fixed
at five seconds.

Destination nodes notify the source that a user packet has
successfully been received by returning an acknowledgment
packet. On receiving an acknowledgment, the source node
cancels the retransmission timer for that outstanding user
packet. A transport layer packet identifier is required for
source nodes to uniquely identify originated packets being
acknowledged. Transport layer retransmission acknowledg-
ment packets are set to a packet size of 8 octets. This is to
reflect the control functionality of this packet type as distinct
to packets carrying user information. In a real system this
information may be piggybacked on return user packets. The

constrained flooding model does not utilise this acknowledg-
ment procedure because of the high probability of successful
transmission using this scheme.

Changes in network topology are evenly distributed across
all links. The amount of change occurring in the network at
any given time is denoted intensity of change, I, and defined
as the average number of link cost changes per second, per
link. To reflect some stochastic behaviour in the simulation
model, link cost change events are scheduled with event times
derived from two negative exponential probability distribu-
tions. These distributions are characterised by two different
mean interarrival times; one representing the mean interar-
rival time between link failures in the network and the other,
average link down time. If a link failure event is scheduled
to occur, a link (i, j) is randomly selected from the L possi-
ble links in G, using a uniform distribution. If the current
state of the chosen link (4, j) is operational, then the link is
failed. If the link (i,j) is already in a failed state, an alter-
native link is randomly selected repeating the process until
an operational link is found. Both nodes i and j adjacent
to the link are notified of the change in link cost. The link
(4,7) is then placed in a failed state, queues are emptied and
the link’s restoration time is derived from the link restoration
probability distribution and scheduled on a simulation event
list.

The ratio of mean link failure interarrival time to mean
link down time is regulated to ensure that on average only a
given number of links are failed at any time. For the network
simulation model, the average proportion of links failed at
any time is 5%. This represents reasonable change to net-
work topology without causing significant network partition-
ing. While the routing procedures can function in partitioned
networks, gaining insight into the algorithm’s behaviour is
difficult. A link cost change event triggers routing proce-
dures in nodes ¢ and j to act upon the cost change for all
affected destinations. Note that a link (i, j) refers to a bidi-
rectional link connecting two neighbouring nodes so there are
two queueing systems associated with each bidirectional link.
When a link fails or recovers, the cost change simultaneously
affects both directions on a single bidirectional link.

B. Simulation results

Performance of the constrained flooding and minimum hop
algorithms using a static network model (Z = 0) yielded the
results shown in Figure 1. Overall average delay experienced
by all user packets is presented as a function of the scaled
originating user traffic arrival rate per node. Each point on
the curve represents average results from 5 simulation runs
using different random number seeds. Confidence intervals of
95% are calculated from the t distribution. Validation was
achieved by thorough testing of algotithm execution, accu-
racy of routing tables and packet tracing. Further verifica-
tion of the simulation model was obtained by comparison of
simulation results with the results derived from an M/M/1
queueing model. For this comparison user packet size was
derived from a negative exponential probability distribution
and the selective repeat ARQ protocol was disabled. These
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Fig. 2. Minimum hop with increasing change intensity

verification test results have not been reproduced here.

Duplicate packet overheads are the cause of reduced maxi-
mum operating point in constrained flooding. The high rout-
ing cost associated with flooding is due to searching the entire
network every time a routing decision is required. The mini-
mum hop algorithm requires no network resources for routing
table updates in a static network, Z = 0. This results in a
significantly higher maximum operating point. Characteristic
threshold behaviour of both curves in Figure 1 is consistent
with the behaviour of a network of M/M/1 queues.

Consider now performance of minimum hop routing when
operating in a dynamic network environment. Figure 2 il-
lustrates delay vs. throughput performance for intensity of
change Z = 0.0, 0.02, 0.04 and 0.06. Performance degrades
as the intensity of change increases. More network re-
sources are consumed for maintaining the routing tables while
changes in topology are being tracked. As routing table up-
date costs increase with higher intensities of change, the net-
work capacity available for user traffic is reduced.

If intensity of change is increased to Z = 0.06, the mini-
mum hop algorithm no longer exhibits the expected threshold
behaviour, see Figure 2. The increase in average delay and
high variance in output statistic samples are due to the high

rate of instances where next node entries are unknown, caus-
ing packet retransmissions. On average, many user packets
are requiring retransmissions in order to successfully reach
their respective destinations. The retransmission timeout de-
lay is significantly affecting the average delay performance
such that overall performance is being dictated by the per-
formance of a higher layer “transport” protocol. The routing
procedure is becoming ineffective under such dynamic condi-
tions.

For constrained flooding, the maximum operating point
remained the same, with 7}, = 0.2, as T increased. As ex-
pected, constrained flooding is inefficient but independent
from changes in network topology. It is reasonable to con-
clude that a large network similar to the one modelled, would
require a flooding procedure if the network is to operate in a
very dynamic, or potentially very dynamic environment. Un-
fortunately, flooding results in very low network utilisation
and therefore better routing strategies need to be sought.

IV. HyBRID ROUTING

Many routing algorithms operate efficiently only for one
class of networks (either static or very dynamic). The task of
selecting a most appropriate routing algorithm can be very
difficult because the dynamic nature of a given network can
vary. It is possible to achieve improved performance over
a wider range of network conditions by combining different
routing procedures into a new hybrid routing procedure.

Somewhat similar in concept is a proposal to support user
mobility in deployed circuit switched trunk networks [16].
With this scheme a new call request packet is forwarded us-
ing look up tables to a node servicing the destination user. If
the destination user is no longer affiliated with that node, a
flood search is initiated. Problems arise though with such an
approach when networks exhibit dynamic topologies [17].

In observing the minimum hop routing procedure, it has
been established that operation of the Jaffe-Moss algorithm
in very dynamic networks is limited significantly by routing
table uncertainty. While table update protocol overheads
are substantial, they are less dominant. This observation
opens an opportunity for significant improvements to the al-
gorithm’s performance by overcoming the problem of uncer-
tainty in routing tables. As we will see from the results ob-
tained, the proposed solution (simple local broadcast) leads to
arouting procedure that exhibits a smooth change to flooding
as intensity of change in the network increases.

A. Hybrid routing model

A hybrid routing strategy is now proposed where a local
broadcast, derived from constrained flooding, is initiated if
routing tables cannot provide a next node entry for forward-
ing user traffic. Under normal circumstances the Jaffe-Moss
algorithm provides a next node entry for routing decisions.
If this entry is unknown due to link failure, user traffic is
broadcast on all outgoing links (except the incoming link).
Subsequent nodes further downtree towards the destination
may use minimum hop routing tables if a valid next node en-
try exists. All nodes remain involved in table update proce-
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Fig. 3. Local broadcast hybrid routing with increasing change intensity

dures. Once a node initiating a CUP has been acknowledged
and a valid next node determined, local broadcasting is no
longer used. It is worth observing that the routing procedure
defined here automatically adapts to changes in the network.
Flooding occurs only for the parts of the network where rout-
ing tables are uncertain and only for the periods of time when
the uncertainty persists.

Sequence numbering of packets is required in hybrid rout-
ing to manage the discarding of duplicated packets, as was
done with constrained flooding. This use of sequence num-
bering also ensures that any packet reaching a destination
does so along a loop free path because any packet with the
same sequence number visiting a node more than once is dis-
carded. While packets have a greater chance of reaching the
destination due to multiple packets travelling along different
paths, there is no guarantee that at least one packet will reach
the destination. This is due to possible looping resulting in
all packets being discarded. However, probability of reaching
the destination is very high.

B. Performance of hybrid routing

Figure 3 demonstrates performance of the hybrid routing
procedure for various intensities of change. Even with very
high levels of change intensity, the hybrid scheme still ex-
hibits threshold type behaviour. Throughput decreases as
the intensity of change increases though due to the routing
table update traffic and the flooded user traffic. Overall the
effect of hybrid routing is a smooth transition from a shortest
path routing procedure in static and quasi-static conditions
towards a flooding procedure as the network becomes more
dynamic. The efficiency of this scheme offers very significant
improvements of throughput as compared to pure constrained
flooding.

In using hybrid routing, network capacity is consumed by
routing table update traffic and duplicate user and acknowl-
edgment packets caused by local broadcasting. These over-
heads reduce available throughput for user traffic and repre-
sent the routing cost of this routing procedure. With mini-
mum hop routing, overheads are dominated by routing table
update traffic and user traffic retransmissions. Given that up-
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Fig. 4. Comparative performance over varying change intensity

date traffic load will be the same for hybrid routing as it is for
minimum hop routing, due to identical network and change
conditions, it can be concluded that local broadcasting over-
heads are less than minimum hop retransmission overheads,
resulting in the lower routing costs.

Comparing overall performance of the three routing proce-
dures requires assessment of maximum operating points un-
der varying dynamic conditions. True maximum operating
point is a function of throughput (S) and delay (T), with
the actual throughput calculated using Equ. (1). Maximum
average throughput (scaled on a per node basis) is defined
as the actual amount of traffic successfully delivered to des-
tination nodes when the network is operating at its maxi-
mum operating point for a given intensity of change. Values
for probability of successful transmission for node n, p,, are
measured by monitoring the proportion of packets received
to those attempted to be sent. Routing power is defined as
S/T and used to reflect the maximum operating point as a
single parameter [10, p. 8].

= E:rsl Vn Pr
§ o femt il &)

Results of routing power vs. intensity of change for con-
strained flooding, minimum hop and hybrid routing are plot-
ted in Figure 4. Flooding demonstrates poor efficiency but
is robust in dynamic topologies. The relative inefficiency of
flooding can be attributed to the ratio of user packet to con-
trol packet size of 16:1. Minimum hop routing degrades un-
til it essentially fails as indicated in Figure 2. Hybrid rout-
ing clearly offers the highest maximum operating throughput
over the range of static through to dynamic network con-
ditions. Operation with high throughput in very dynamic
conditions provides an indication of the algorithm’s robust
nature.

Desirable properties of the Jaffe-Moss shortest path algo-
rithm and constrained flooding are preserved in this hybrid
routing procedure. Rapid convergence, minimal update traf-
fic load and loop free routes to the destination are guaranteed
through the use of sequence numbering, while local broad-
casting also provides a high assurance of successful transmis-
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sion under very dynamic conditions. Disadvantages include
the extra complexity and storage required within network
nodes to manage sequence numbering of user packets. Also,
increased packet overhead to contain the sequence numbers
may be a disadvantage. These disadvantages, however, are
outweighed by the improved throughput/delay performance
and adaptive properties of the algorithm.

V. CONCLUSIONS

In closely investigating the performance of minimum hop
routing, it was found that routing table update traffic con-
tributes only a proportion of total overhead traffic loads. A
more dominant factor in degrading network performance is
caused by user end-to-end retransmissions. As rates of link
cost change within the network increase, so does the extent
of routing table uncertainty. This leads to high levels of lost
user traffic and reflects the algorithm’s inability to track high
rates of topology change.

Hybrid routing exploits flooding characteristics using a lo-
cal broadcasting strategy to address the routing table uncer-
tainty problem and provides improved overall performance.
The focus of this strategy is to incorporate complimentary
advantageous features of generalised least cost and flooding
type algorithms into a more flexible routing strategy capable
of adapting to changing operational conditions. The resulting
hybrid scheme is relatively simple, robust and very efficient
in dynamic networking environments.
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Abstract

This paper reports the design, implementation, and per-
formance of a scalable and efficient tool to replicate In-
ternet information services. Our tool targets replication
degrees of tens of thousands of weakly-consistent repli-
cas scattered throughout the Internet’s thousands of au-
tonomously administered domains. The main goal of our
replication tool is to make existing replication algorithms
scale in today’s exponentially-growing, autonomously-
managed internetworks.

1. Introduction

Internet services provide large, rapidly evolving, highly
accessed, autonomously managed information spaces. To
achieve adequate performance, services such as WWW [1]
will have to replicate their data in thousands of autonomous
networks. As an example of a highly replicated service,
take Internet news [5]. Although it manages a dynamic,
flat, gigabyte database, it responds to queries in seconds. In
contrast, popular WWW and FTP servers are constantly too
overloaded to provide reasonable response time to users. As
WWW, FTP and other Internet information services become
more popular, their databases must be highly replicated for
performance.

Existing replication mechanisms will not scale in today’s
exponentially growing, autonomously managed internets.
We implemented a tool for efficient replication of Internet
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information services. We target replication degrees of thou-
sands or even tens of thousands of weakly consistent repli-
cas scattered throughout the Internet’s thousands of admin-
istrative domains.

Our tool consists of two components, mirror-d and flood-
d. Mirror-d propagates updates according to the logical
topologies computed by flood-d. Flood-d aggregates repli-
cas into multiple replication groups analogous to the way
the Internet partitions itself into autonomous routing do-
mains. Having multiple replication groups preserves auton-
omy, since administrative decisions of one group, such as
its connectivity or when it should be split in two, do not af-
fect other groups. Also, it insulates groups from topological
rearrangements of their neighboring groups and from most
of the network traffic associated with group membership.

For each replication group, flood-d automatically
builds the logical topology over which updates travel. Un-
like Lampson’s Global Name Service (GNS) [6], flood-d’s
logical update topologies are not restricted to a Hamiltonian
cycle. By automating the process of building update topolo-
gies among replicas of a service, flood-d offloads system
administrators from having to make logical topology deci-
sions.

We argue that efficient replication algorithms flood data
between replicas. Note that the flooding scheme that we
propose differs from network-level flooding as used by rout-
ing algorithms: flooding at the network level simply follows
the network’s physical topology and flood updates through-
out all physical links of the network. Instead, the replicas
flood data to their logical neighbor or peer replicas. Al-
though the word “flooding” sounds inefficient, we claim
that the application-level flooding scheme that we propose
does use network bandwidth efficiently.

Flood-d employs a network topology estimator and a
logical topology calculator. Every group member measures
available bandwidth and propagation delay to the other
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group members. Based on these estimates, the logical topol-
ogy calculator builds topologies for the group that are k-
connected for resilience, have low total edge-cost for effi-
cient use of the underlying network, and low diameter to
limit update propagation delays.

Figure 1 illustrates the relationship between logical
topologies and the underlying physical network. The left-
hand figure shows three overlapping replication groups and
their logical update topologies. The right-hand figure shows
the physical network topology and the logical update topol-
ogy built on top of it for the three replication groups in the
left-hand figure.

1.1. What Current Algorithms Lack

As existing naming services and distributed file systems
have demonstrated, the problem of replicating data that can
be partitioned into autonomously managed subspaces has
well-known solutions. Naming services such as the Do-
main Name Service (DNS) [8] and Grapevine organize their
name space hierarchically according to well-defined admin-
istrative boundaries. They also use these administrative
boundaries to partition their name space into several do-
mains, which only need to be replicated in a handful of
servers to meet adequate performance. In fact, according
to the results we report in [3], over 85% of second level
domains in the DNS hierarchy are replicated at most three
times, while 100% of these domains use at most 7 replicas.
The same study also shows that more than 90% of DNS’s
second-level domains store less than 1,000 entries. Because
of the limited domain sizes and small number of replicas,
DNS’s primary-copy replication scheme performs quite ad-
equately.

Similarly, distributed file systems organize their file
space hierarchically, where intermediate nodes are directo-
ries and leaf nodes are files. Like LOCUS [11], Andrew-
AFS ! [4], and Coda [12], distributed file systems use lo-
cality of reference to partition their file space into directory
subtrees. File servers replicate a subset of files in a direc-
tory subtree. Both LOCUS and Andrew provide read-only
file replication, while Coda uses distributed updates to keep
its writable replicas weakly consistent.

Because layered network protocols hide the network
topology from application programs, replicas themselves
cannot select their flooding peers to optimize use of the net-
work. Both Grapevine and its commercial successor, the
Clearinghouse [10] ignore network and update topology.
GNS assumes the existence of a single administrator who
hand-configures the topology over which updates travel.
The GNS administrator places replicas in a Hamiltonian cy-

L Andrew is the name of the research project at Carnegie-Mellon
University. AFS is based on Andrew, and has become a product
marketed and supported by Transarc Corporation.

cle, and reconfigures the ring when replicas are added or re-
moved. As the number of replicas grows and replicas spread
beyond single administrative boundaries, frequently recon-
figuring the ring gets prohibitively expensive.

Netnews employs flooding to distribute updates among
its thousands of replicas. Like GNS, NNTP site administra-
tors hand-configure their logical flooding topology. Since
obtaining current physical topology information is difficult
in today’s Internet, system administrators frequently con-
fer with one another to plan changes in the logical flooding
topology. They try to keep up with the dynamics of the un-
derlying physical topology, specially as the Internet’s scale
and complexity increase.

The main contribution of the replication tool we built is
to make GNS-like services scale in today’s exponentially
growing, autonomously managed internetworks. In this
paper, we describe our experience designing, implement-
ing, deploying and measuring our replication tool’s perfor-
mance.

2. Design

The Harvest resource discovery system [2] has been de-
signed and implemented to solve the scalability and effi-
ciency problems of early resource discovery services. For
availability and response time, Harvest relies on massive
replication of its servers. In particular, Harvest’s directory,
which stores information about all available servers, is ex-
pected to be highly accessed and must be massively repli-
cated for adequate performance.

Although flood-d was designed to support Harvest
servers’ replication, it was built as an independent service
to allow its use by other applications. Indeed, several ex-
isting Internet information services such as Network News,
FTP archives, and WWW servers could use flood-d to prop-
agate their updates more efficiently and timely, yet reducing
the burden on system administrators.

The replication tool we implemented consists of two sep-
arate services: flood-d and mirror-d, whose name expresses
its reliance on the well-known FTP-mirror package [7].
Flood-d estimates the underlying physical network load by
measuring available bandwidth and round-trip time (RTT)
between members of a replication group. Based on these es-
timates, flood-d computes a fault-tolerant, low-cost, low-
diameter logical update topology for the group. Mirror-d, a
weakly-consistent, replicated file archiver uses these logical
topologies to propagate updates timely and efficiently.

To simplify replicating Harvest brokers, mirror-d uses
a master copy replication scheme. All updates are per-
formed at the master site, with replicas being read-only
copies. Each replica has a version number that determines
if a replica needs to be updated. Replicas pull data from
neighbors rather than having a neighbor push data. This
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Figure 1. Replication groups showing logical versus physical topologies.

avoids the problem of multiple concurrent updates.

When a replica completes an update, it sends out a notifi-
cation to its neighbors with the new version number. When
a neighbor receives a notification it checks if its local ver-
sion is out of date. If so, it then invokes mirror-d to update
its local copy. Since it is relatively cheap to send out up-
date notifications, mirror-ds can request them periodically
to ensure that their local copies are up to date. This works
well when replicas crash and lose update notifications, or
are interrupted midway in an update process.

Another design decision was the use anonymous-FTP as
the file propagation mechanism. While this complicates the
installation of mirror-d, it has the advantage that most sys-
tem administrators are familiar with anonymous-FTP. Ad-
ditionally, anonymous-FTP is widely supported, and much
work has been done to eliminate its security holes.

2.1. Consistency Between Groups

Consistency between replication groups is maintained as
easily as it is between members of a group. Representa-
tive individual replicas, or corner replicas belong to multi-
ple groups. Since replicas flood updates to neighbors in the
logical topology, updates in one group make their way to all
groups.

Although network node and link failures may result in
network partitions and permanent node failures and group
membership changes may introduce temporary inconsisten-
cies, they are eventually resolved as long as flood-d topolo-
gies keep the nodes connected.

2.2. Updating Logical Topologies

Network nodes and links may fail temporarily, or may be
permanently removed from service. Replicas may also join

and leave a flooding group. The group membership proto-
col and physical topology estimation will eventually detect
these changes, which will be reflected in the new topology
graph computed for the group.

Our replication tool uses flooding to propagate topology
updates to all members of a replication group. Topology
update messages carry a sequence number corresponding to
the topology identifier, which replicas use to order topology
updates, and detect duplicates. Topology update messages
also contain the new group membership. When a replica
receives a topology update, it floods the new topology ac-
cording to the current topology before committing the new
topology.

The topology update process generates additional traffic
associated with propagating topology update messages to
the participating replicas. The resulting overhead in terms
of the total number of messages generated is proportional
to the number of participating replicas, and the frequency
with which topology updates occur. In a highly replicated
service whose copies are spread throughout large internets,
the topology update overhead may become prohibitively ex-
pensive. As the number of replicas increases, the overhead
associated with maintaining group membership informa-
tion, and estimating communication costs becomes exces-
sive. Our hierarchical approach helps limit this overhead.
Grouping replicas located physically close to one another
restricts the scope of the changes of topology updates. It
also limits the scope of the resulting topology updates to
the local group, and therefore restricts topology update traf-
fic on the more expensive, long-haul physical links.

The aggregate cost of topology estimation grows as
O(n?) where n is the size of the group. On one hand, the
more estimates collected, the more adaptive to network and
server load changes the group is. On the other hand, the
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higher the estimation frequency, the greater the impact on
network utilization. Section 5 presents estimation traffic
measurements collected from replication groups of differ-
ent sizes.

3. The Flood Daemon

A flood-d replica computes bandwidth and RTT esti-
mates to other replicas in its group. A single designated
site, the group master, generates topologies for the group.
Flood-d handles group membership of one or more replica-
tion groups.

The first topology the group master generates after a new
member joins will not be very good since the new member
has not had time to perform bandwidth and RTT estimates
between group members. The topology will get better as
estimates improve.

Flood-d was written to be fast and robust. Consequently
it is written as a Unix daemon that does not fork, but instead
uses non-blocking I/O for all communication. The interface
to flood-d is via an interface that can be queried with either
‘telnet” or more conveniently with a WWW browser that
speaks HTTP [1].

3.1. Membership and Multiple Groups

When a new site joins a group, it sends a join request to
an existing group member. As soon as a replica receives a
join request from a site, it adds the new site to the list of
known sites and starts collecting network estimates for that
site. The replica that receives the join request also floods
it out to all replicas in the group. A site is not part of the
the group until the master distributes a new topology that
contains the site. This naturally gives the master control
over group membership.

There is no protocol for leaving the group. Sites leave a
replication group silently; after a pre-determined period of
time, if a site has not been heard from, it is simply dropped
from the group. This silence period is configurable and is
currently set to 1 hour. Setting the silence period should
take into account other group parameters such as the RTT
time and bandwidth estimation periods, as well as the esti-
mate reporting period.

A flood-d replica can be a member of more than one
group. This is the case of Figure’s 1’s replica N.

3.2. Estimate Collection

A flood-d replica periodically performs RTT and band-
width estimation between itself and other members of the
group. To avoid synchronous group behavior, we add a ran-
dom offset to the estimation frequency. Over time, a site

builds estimates of RTT and available bandwidth to all other
members of the group.

For RTT estimates, a replica sends a UDP packet con-
taining a timestamp to a randomly-selected group member.
When a flood-d receives such a packet it simply sends the
packet back to the originator. The returned packet is then
used to estimate the RTT between flood-ds. Similarly to
RTT estimation, a flood-d replica estimates bandwidth by
periodically choosing a random site and sending a block of
data to that site. The default block size is 32 KBytes. Avail-
able bandwidth is defined as the

bandwidth = bytes_sent/(timejast_pyte — Lime first_pyte)

The times at which the destination replica received
the first and last bytes are given by timeyfirst_pyte and
timeqst_pyte respectively. In order to build up a base of
statistics more quickly, bandwidth is measured both when
data is sent or received. Bandwidth estimation is performed
whenever the data transfer meets or exceeds the bandwidth
block size. While these means of collecting statistics are
admittedly not very precise, they serve our purposes well
enough. In Section 5, we report available bandwidth esti-
mates using different data block sizes.

When computing the actual estimates to report to the
group master, previous history is taken into account. This
prevents adapting to transient changes. The damping effect
is computed as follows:

new_estimate =

a x old_estimate + (1 — a) * current_estimate

where old_estimate is the previously reported estimate,
and current_estimate is the estimate just measured. The
damping rate « is set according to how much weight is
given to past history. Currently we set « to 0.90.

To build up group estimates as quickly as possible, the
periodic estimation algorithm “fast-starts” by performing
more frequent estimates when flood-d first starts. Over time,
the estimation process slows down to reduce the impact of
bandwidth and RTT estimates on network utilization.

There is an obvious tradeoff between the ability of the
system to adapt to network conditions and the amount of
overhead incurred by bandwidth and RTT estimation. Large
groups will need to perform more estimation than small
groups. This difference is not linear since a n-replica group
performs O(n?) estimates.

The end-to-end bandwidth and RTT estimates take into
account the actual load on the servers involved. Measure-
ments done at the network level might be more accurate in
terms of the actual network statistics, but they do not reflect
the actual delay and bandwidth seen by the application. For
instance, the fact that a server tends to be heavily loaded is
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just as important as network congestion as far as applica-
tions are concerned.

The master collects estimates reported by group mem-
bers into a cost matrix for the group, which is then used to
compute the group’s current logical update topology. Each
entry C;j in the cost matrix corresponds to the communica-
tion cost between nodes ¢ and 7, which is given by B;j/D;j,
where B;j and D;j are the estimated bandwidth and RTT
between i and j, respectively.

3.3. Topology Calculation

Flood-d generates logical update topologies by invoking
a topology generator. The current topology generator uses
as input the estimated cost matrix and the connectivity re-
quirement k. It computes a minimum cost spanning tree
with extra edges to provide redundancy in the event of link
failure and to decrease the graph’s diameter. The algorithm
first computes a minimum spanning tree connecting all the
nodes, and then, for each node whose degree d is less than
the required connectivity k, adds the current cheapest edge
until d = k. We are currently using & = 2.

The original topology generator [9] produced low-cost,
low-diameter, k-connected topologies for a group using
simulated annealing as its optimization technique. Our ex-
periments demonstrated that this sophisticated algorithm
only produced moderate reductions in total edge cost. Con-
sequently, in practice we use a simpler, faster, less optimal
algorithm.

Because the simulated annealing algorithm tries to lower
both total edge cost and diameter, it may select more ex-
pensive links over cheaper ones. For instance, our testing
environment contained several 28K PPP links. Frequently,
areplica would attempt to replicate across a slow link, when
there was another replica available via a local ethernet. We
do not notice such phenomenon in the topologies generated
by the minimum spanning tree algorithm.

4. The Mirror Daemon

A mirror-d replicated archive consists of a master copy
and read-only replicas. Each replica contains the file system
hierarchy being replicated and an associated version num-
ber. When the master site is updated, it issues a command
to its mirror-d, which creates a new version number. It then
sends out update notifications to neighbors according to the
logical topology flood-d generates.

An update notification contains a version number, the
name of the host on which the replica sending the update
resides, information required to access the archive via FTP,
and a template containing parameters to be used by the FTP-
mirror package.

A read-only replica’s mirror-d is responsible for deter-
mining if the replica’s local copy is out of date. When a
replica receives an update notification, it checks if the up-
date’s version is more recent than the local version. If it is,
it places the notification in a notification set. After receiv-
ing several notifications, mirror-d selects from the notifica-
tion set the update notification that came from the neighbor
with the best bandwidth/delay metric according to the lo-
cal flood-d. Using this update notification, mirror-d builds
an FTP-mirror configuration file from the FTP-mirror tem-
plate, and then starts an FTP-mirror process. If the mirror
process succeeds, the local version is updated and and any
redundant notifications are purged from the notification set.
If the update fails, mirror-d selects another notification, and
the FTP-mirror process repeats.

A mirror-d determines its neighbors by querying the lo-
cal flood-d, and extracting a list of all neighbors and their
corresponding logical link cost metrics. The fact that these
neighbors might be in different replication groups is trans-
parent to mirror-d. The mirror-d applications know noth-
ing about the existing replication groups. Indeed, mirror-
d could be easily hand-configured with pre-defined neigh-
bors. One would lose the elegance of automatic topology
calculation, but for some applications it might be useful that
mirror-d be independent of flood-d.

Since a mirror-d will have several neighbors, it is often
the case that it will receive update notifications from sev-
eral of them. The mirror-d implementation never acts im-
mediately on update notifications, but instead waits at least
a minute to allow time for multiple update notification to ar-
rive. It then orders the update notifications with the highest
bandwidth, lowest delay neighbor first. This avoids the sit-
uation where a mirror-d will mirror over a 28K link, when
it could do it over a local ethernet.

5. Performance Measurements

We have conducted preliminary performance measure-
ment experiments with our replication tool. The goal of the
first set of experiments is to evaluate the overhead flood-d
generates, while the second experiment tries to assess the
impact of the message size on the estimated available band-
width.

5.1. Flood-d Overhead

Recall that replicas in a group periodically estimate RTT
and available bandwidth to the other group members. For
this experiment, the time between RTT and bandwidth es-
timation was set to 15 minutes and 1 hour, respectively.
From time to time, replicas report their estimates, which
the group master uses to compute a new logical topology
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Figure 2. Total Estimation traffic for 5-, 10-,
and 20-replica groups.

for the group. The estimate reporting period for this exper-
iment was set to 30 minutes. The master then floods the
topology to all group members. The time between topology
updates was set to 1 hour.

Replicas send RTT probes and RTT probe replies us-
ing UDP. For estimating bandwidth, sending estimates to
the master, and propagating topology, they use TCP. Fig-
ure 2 shows the total overhead traffic in bytes and packets
generated by a 5-, 10-, and 20-replica group. In these ex-
periments, groups were created by having replicas join one
by one. We recorded 20-hour traffic traces from replicas
running locally in our laboratory. The measurements were
taken every 15 minutes.

The reason we observe more traffic during the first 90
minutes is due to the fact that replicas “fast-start” when
they start execution. In other words, when a replica starts,
it performs estimates more frequently so that the replica’s
view of the group builds up faster. Notice that the amount
of traffic stabilizes around a significantly lower value once
the group membership becomes stable. For the 20-replica
group, flood-d generates 6 MBytes of overhead traffic dur-
ing approximately the first 90 minutes. From then on, flood-
d’s overhead traffic oscillates around 1 MByte.

Figure 3 shows how dynamic membership affects the
overhead traffic flood-d generates. In this experiment, repli-
cas join one by one in the beginning, and then, every hour
a replica leaves and re-joins the group. We observe that
the additional traffic generated when a replica re-joins the
group is not considerable. The additional traffic generated

o x10° ... 5-replica group __10-replica group -= 20-replica group
T T T T T
56 |
0 I
] |
S4F
o \
g |
Por |
0
0 200 400 600 800 1000 1200
Time (in minutes)
10000
£ 80001 ‘
[}
0
5 6000(
X
Q
©
o 40001
g
£ 20001
0 ntl
0 200 400 600 800 1000 1200

Time (in minutes)

Figure 3. Total Estimation traffic for 5-, 10-,
and 20-replica groups with dynamic member-
ship.

is due to the fast-start of the re-joining replica.
5.2. Message Size and Available Bandwidth

For this experiment, we set up a wide-area, 6-replica
group so that we could evaluate the impact of the band-
width estimation message size on the estimated available
bandwidth. Table 1 shows bandwidth estimates taken from
a replica at USC, ventura.usc.edu to the other members of
the group. Notice that for all sites the 16 KByte message
size resulted in lower bandwidth estimates. This is proba-
bly due to the fact that the 16 KByte message was not large
enough to open up the TCP window.

6. Experience

The building of flood-d and mirror-d has been a very en-
lightening experience. Much of the experience we gained
was of the practical sort and we hope to pass some of it
along to others who might be contemplating this type of
work. The items below attempt to highlight some of the
lessons we learned.

e Some of the problems encountered were directly re-
lated to the sheer volume of data and the large number
of objects that had to be replicated. Flood-d was orig-
inally designed for small objects with relatively small
updates (1 to 2 MBytes per update). Fortunately the
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Replica Name Available Bandwidth (Kbytes/sec)
16 Kbytes | 32 Khytes | 48 KBytes | 64 Kbytes
buzios.usc.edu 455.4 503.6 514.3 457.2
sunwO.cse.psu.edu 12.6 18.3 18.5 194
powell.cs.colorado.edu 9.2 17.3 21.7 16.8
casino.cchs.su.edu.au 1.8 2.0 1.4 15
aloe.cs.arizona.edu 7.2 9.4 20.0 8.7

Table 1. Bandwidth estimates collected at ventura.usc.edu using different message sizes.

system was designed to be modular with the ability to
interface with a variety of components to handle data
management. Consequently it was relatively easy to
redesign the data management portion of the project
and handle the archives required by Harvest.

There needs to be a widely implemented standard for
threads. Flood-d has been written entirely in C using
standard UNIX system calls. This allows flood-d to
use a very portable lightweight process and gives us
great flexibility in dealing with network problems. A
drawback is that is that non-blocking 1/O is fiendishly
difficult. The obvious solution to this is to use a threads
package. Unfortunately, no portable threads packages
were discovered that could deal with a wide variety of
I/0 on multiple platforms.

Interpreters are nice for rapid prototyping. The mirror-
d application is written in Perl. While Perl is not the
most elegant scripting language, one can generate a
portable prototype very quickly.

On the down side, Perl rarely seems to be installed cor-
rectly, which one might construe as a portability prob-
lem. Fortunately, this is relatively simple to solve.

A major drawback of Perl is the lack of precise mem-
ory management. Perl has a tendency to grow over
time. Try as we might, we could not prevent Perl from
growing. When writing a daemon process, this is very
problematic. Perl tends to grow very large and even-
tually swamp the machine. The incredibly ugly hack
solution to this is to have the Perl application restart
itself periodically. Not elegant, but effective.

FTP is not good for small file transfers. Ordinarily this
is not a problem, but when transferring 16000 files of
500 bytes in size, the overhead is non-trivial. The ob-
vious solution is to aggregate the smaller files into a
much large files so that TCP can get through its slow-
start phase and send data at reasonable rates.

When moving files across multiple timezones with
mirror site chosen dynamically, the issue of time be-
comes important. Some existing FTP daemons return

file timestamps in local time, while others return time
in GMT. Despite our best efforts, some host/software
combinations refuse to return time in GMT. It would
be helpful some notion of time were incorporated into
anonymous FTP so that file timestamps were always
returned in a standard timezone, or at least allow a user
to discover the timezone utilized at the remote site.

Memory is NOT cheap. Your application will at some
point have to run on a “normal” machine. If one goes
on the assumption that memory is cheap, perspective
is quickly lost and memory utilization is not accounted
for. If a machine has n MBytes of memory, it is al-
ways easy to use 2n MBytes of memory if one assumes
memory is cheap. Is is best to assume that memory is
a limited resource. The same can be said of disk space.
Always aim for efficiency. Let someone else figure out
how to use all that space, since you can always be sure
that they will.

Many assumptions are made about network connec-
tivity. In our experience the only assumption one can
make about internet connectivity is that the probability
that any two sites are disconnected is non-zero. When
working with a live internet, connectivity problems are
rampant. At one period in time, network connectivity
between USC and U Colorado Boulder network was
lost with depressing regularity. When moving large
amounts of data around (60 MBytes to 100 MBytes),
these sort of problems can cause major headaches. It
is very helpful to be able to start the transfer over from
any point. When distributing these large archives, one
cannot assume atomic updates, and must instead as-
sume that update will be incremental.

As for user interfaces, by far the best that we have
found yet is HTTP. HTTP is an incredibly easy way
to write a lightweight remote interface to a program.
Once this has been done, it is a simple matter to find
a WWW browser and use it as the front end. While
HTTP may constrain the type of interaction with the
application, it provides a good portable interface for
many purposes.
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e Care must be taken when generating data to be used
for bandwidth estimation. Modern modems have the
wonderful ability to automatically compress data. If
textual data, or non-random data is used, the modem
will in all likelihood do a reasonable compression job.
We were getting reports of 6K per second over 28K di-
alup links when using non-random data, and 2k when
using random data.

7. Conclusions and Future Work

In this paper we reported the design, implementation,
and performance of a scalable and efficient replication tool
for Internet information services. The primary goal of our
replication tool is to make existing replication algorithms
scale in today’s exponentially growing, autonomously man-
aged internetworks.

Our replication tool consists of two independent ser-
vices: flood-d and mirror-d. Flood-d generates fault toler-
ant, low cost, low delay logical flooding topologies, which
mirror-d uses to maintain weakly consistent FTP archives.
Flood-d was designed as an independent service to allow its
use by other Internet services, such as WWW servers, FTP
archives, and an Internet cache hierarchy.

Our preliminary performance measurements indicate
that flood-d’s overhead behaves as expected, that is, it sta-
bilizes over time. However, only after measuring the net-
work and server resources flood-d’s logical update topolo-
gies save, can we fully evaluate the benefits of using flood-
d. This is the goal of the wide-area experiment we are cur-
rently setting up to replicate commonly accessed Internet
archives. In this experiment we hope to demonstrate how
flood-d’s logical update topologies can reduce the mirror
load on popular Internet archives, and at the same time,
make more efficient use of the network, and reduce update
propagation time.

In the longer term, we will investigate the use of IP mul-
ticast for bulk data distribution. Since IP multicast is a best
effort protocol, a reliable transport mechanism must be built
on top of it for applications that require reliable delivery.
There are several efforts building reliable multicast trans-
port protocol. We are focusing our efforts on building a
flow control mechanism for bulk data distribution that can
be used in conjunction with these protocols.
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