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The impact of the failure model above can be described in terms of an
adversary attempting to cause a protocol to fail by manipulating the system
within the bounds of the model. Such an adversary has these capabilities

and restrictions:

—An adversary cannot use knowledge of future probabilistic outcomes,
interfere with random coin tosses made by processes, cause correlated
(nonindependent) failures to occur, or do anything not enumerated below,

—The adversary has complete knowledge of the history of the current run.

—At the beginning of a run of the protocol, it has the ability to individddly
set process failure rates, within the bounds [0..7]

—For messages, it has the ability to individually set message failure
probabilities within the bounds of [0..¢] and can arbitrarily select the
“point” at which messages are lost.

. Note, that, although probabilities may be manipulated by the adversary,
it may only make the system “more reliable” than the bounds, ¢ and 7.

Over this system model, we layer protocols with strong probabilistic
convergence properties. The probabilistic analysis of these properties is,
necessarily, only valid in runs of the protocol in which the system obeys the
model. The independence properties of the system model are quite strong
and are not likely to be continuously realizable in the actual system. For
example, partition failures are correlated communication failures and do
not occur in this model. Partitions can be “simulated” by the independent
failures of several processes, but are of vanishingly low probability. Simi-
larly, the model gives little insight into how a system might behave during
and after a brief networkwide communication outage. Both types of failures
are realistic threats, which is why we resorted to experiments to explore
their impact on the protocol. i

A.2 Pbcast Protocol

The version of the protocol used in our analysis is simplified, as fonmu.wp

will assume that a run of the pbcast protocol consists of a fixed number of
rounds, after which a multicast vanishes from the system because the
corresponding message is garbage-collected. A process initiates a pbcast Sy :
unreliably multicasting the message, and it is received by a random subset
of the processes. These gossip about the message, causing it to reach
processes that did not previously have a copy, which gossip about it in {

For our analysis, we consider just a single multicast event, and we ado

the view that a process gossips about a multicast message only during the
round in which it first receives a copy of that message. Processes choose the
destinations for their gossip by tossing a weighted random coin for i B
other process to determine whether to send a gossip message to that
process. Thus, the parameters of the protocol studied in the analysis are

—P: the set of processes in the system. N = |P|.
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—R: the number of rounds of gossip to run.

—p: the probability tht a process gossips to each other process (the
weighting of the coin mentioned above). We define the fanout of the
protocol to be B°N: this is the expected number of processes to which a
participant gossips.

Described in this manner, the behavior of the gossip protocol mirrors a
class of disease epidemics which nearly always infect either almost all of a
population or almost none of it. The pbecast bimodal delivery distribution,
mentioned earlier, will stem from the “epidemic” behavior of the gossip
protocol. The normal case for the protocol is one in which gossip floods the
network in a random but exponential fashion.

A.3 Pbcast Analysis

Our analysis will show how to caleulate the bimodal pbcast delivery
distribution for a given setting, and how to bound the probability of a
pbeast “failure” using a definition of failure provided by the application
designer in the form of a predicate on the final system state. It would be
preferable to present a closed-form solution; however, doing so for non-
trivial epidemics of the kind seen here is an open problem in epidemic
theory. In the absence of closed-form bounds, the approach of this analysis
will be to derive a recurrence relation between successive rounds of the
protocol, which will then be used to calculate an upper bound on the chance
of a failed pbecast run.

A.4 Notation and Probability Background

The following analysis uses standard probability theory. We use three
types of random variables. Lowercase variables, such as f, r and s, are
integral random variables; uppercase variables, such as X, are binary
random variables (they take values from {0,1}); and uppercase bold vari-
ables, such as X, are integral random variables corresponding to sums of
binary variables of the same letter- X = =X

P{v = Rk} refers to the probability of the random variable v having the
value k. For binary variables, P{X} = P{X = 1}. With lowercase integral
random variables, in P{r} the variable serves both to specify a random
variable and as a binding occurrence for a variable of the same name.

The distributions of sums of independent, identically distributed binary
variables are called binomial distributions. If V0 <; < n : P{X;} = p,
then

PX = k} = ( : )(p)"(l i )

We use relations among random variables to derive bounds on the
distributions of the weighted and unweighted sums of the variables. Let X,
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variables, and let (i) be a nonne

1S

: . form finite sets of random
g:::ifvalued function defined over integers. If

V0$i<n:P{Xa}5P{Y¢}5P{Zi}

then
_mgk}sP{sz}—P{sz-bl}

.E_Pix = ijgli} = .2;_?{7 - i}!:l:_:‘ &)

These equations will be applied later in the analysis.
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A.5 A Recurrence Relation

ofpmmwummmnmﬂa..\%_,_

suuor.mm-mwmm» s
pmcessesthatnathmdt(minopideﬂe ‘mino
infectiouspmeem):‘r,it&onnmhuofprminmndt_”.
received a gossip message yet (the susceptible processes); -:
numberofmfecﬁmmhmmm'm_m; ulty
Recall ﬁomtheouwdﬁhehnpwrthatm.rumm_ﬁ;
mmatmwmmmmmﬁ e
destinations, leaving an initial state in which a single process h
the message while all others are susceptible: -

so=Lrg=N~-1,f=0

Fewp + 861 =1

o;su s+rm=N

The recurrence relation we derive, R(s,, ry, fi, 8:41), i8 a2
conditional probability, given the current state described |
that s,., of the r, susceptible processes receive a gossip mess:
round. Expressed as a conditional probability, this ﬁl P{#,,;"ﬁ,‘

For each of the r, processes, we introduce a binary randc
corresponding to whether a particular susceptible process r
this round. s,., is equal to the sum of these variables, X, or MUV
X. In order to calculate R(s,, r,, f,, 8,.,), we will derive bounds
distribution of X. Our derivation will be in four steps. First
P{X} in the absence of faulty processes and with fixed message fa
Then we introduce, separately, generalized message failures and
processes, and finally we combine both failures. Then we derive
P{X = k} for the most general case. A
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‘ A.5.1 Fixed Message Failures. The analysis begins by assuming (1) that

? there are no faulty processes and (2) that message delay failures occur with
exactly & probability, no more and no less. This assumption limits the
system from behaving with a more reliable message failure rate. In the
absence of these sort of failures, the behavior of the system is the same as a
well-known (in epidemic theory) epidemic model, called the chain-binomial
epidemic. The literature on epidemics provides a simple method for calcu-
lating the behavior of these epidemics when there are an unlimited number
of rounds and no notion of failures [Bailey 1975]. We introduce constants
p=p1~-¢e)andg = 1 ~ p. p is the probability that both an infectious
process gossips to a particular susceptible process and that the message
does not experience a send omission failure under the assumption of fixed
message failures. (Note that this use of p is unrelated to the reliability
parameter p employed elsewhere in the article; the distinction is clear from
context.)

For each of the r, susceptible processes and corresponding variable, X,
we consider the probability that at least one of the 8, infectious processes
sends a gossip message which gets through. Expressed differently, this is
the probability that not all infectious processes fail to send a message to a
particular susceptible process:

P{X:}=1"(1“p}"=l-q"

A.5.2 Generalized Message Failures. A potential risk in the analysis of
pbeast is to assume, as may be done for many other protocols, that the
worst case occurs when message loss is maximized. Pbeast’s failure mode
occurs when there is a partial delivery of a pbeast. A pessimistic analysis
must consider the case where local increases in the message delivery
probability decrease the reliability of the overall pbeast protocol. We extend
the previous analysis to get bounds on P{X}, but where the message failure
rate may be anywhere in the range of [0..¢]

Consider every process i that gossips, and consider every process j that i
sends a gossip message to. With generalized message failures, there is a
probability e, that the message experiences a send omission failure, such
that 0 = ¢, = ¢. This gives bounds [p;,..p,;] on pi; the probability that
process i both gossips to process j and the probability that the message is
delivered: (1 - ¢) = P = B(1 = &;) = p; = py, = B (we also have Qi
=1~ p,andq, =1~ py)

This in turn gives bounds on the probability of each of the r, processes
being gossiped to, expressed using the variables X;; and X,, which corre-
spond to a fixed message failure rate model:

1 - gf = P} = PX) < P} = 1 - g3

A.5.3 Process Failures. Introducing process failures into the analysis is
done in a similar fashion to that of generalized message failures. For
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simplicity in the following discussion, we again fix the probabil
message failure to .
We assume that f; of the s, infectious processes that are mm
current round are faulty. For the purposes of analyzing pbcast,
three ways in which processes can fail. They can crash before,
after the gossip stage of the pbcast protocol. Regardless of M
applies, a process always sends a subset of the messages it would .
had it not been faulty: a faulty process never introduces spurious n |
If all f, processes crash before sending their gossip messages, then
probability of one of the susceptible processes receiving gouip :
P{X,}, will be as though there were exactly s, — f, correct
gossiping in the current round. If all crash after gmsiping
probability will be as though all s, processes gossiped, while mﬂ'
processes had failed. All other cases cause the random vnriabhl,
behave with some probability in between: 3

1-¢*f=PX,)=PX}=PX,)=1-q"

A.5.4 Combined Failures. mm«mmmm
are “combined” to arrive at ‘

1 -gp'=PX,} = PX} < PX,} = 1 - q}

Then we apply Eq. (1) to get bounds on P{XX, = &}, or P{X = ﬁ};ﬂ
PX =k} = P(X, 2k} - PX, =k + 1}

Expanding terms, wegatﬁe!hﬂmmhﬁm: ~

o

SO T

Pls.ls,ro f} = g"( . )(1 - @G

2,,,,( }tl -,

We define the right hand side of relation (3) to be Ris,, r,, fg., W
upper bound on the probability that with s, gossiping processes ﬂf '
are faulty, and with r, processes that have not yet received th& ' : :
8¢.1 processes will receive the gossip this round.” -

A i \ Al o e ek
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A.6 Predicting Latency to Delivery

Still working within the same model'® we can compute the distrit
latency between when a message is sent and when it is dom

“Actna!ly we differ in one res
pect: the analysis of this subsection : p 1
mduﬂnguchmund The previous analysis treated all W’:‘ﬂ! w5
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