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Foreword

[SO ithe International O-ganization for Standardization) and IEC {the Inter-
nationa Electiotechnical Commission) form the specialized system for
werldwide standardization. National bodies that are members of I1SO or
IEC participate i1 the development of Intematicnal Standards through
technical committees esteblished by the respeciive orgenization to deal
with particdar fields of techncal activity, 1SO and IEC technical com-
mittees collaborate in fields of mutual interest. Other international organ-
lzaticns, govemmenta! and non-gcvernmental in Ilalson with ISO ard |EC,
alzo take part n the work.

In the field of information tachnology, 1SO and [EC have established a jpint
technical committee, SO/IZC JTC 1. D-aft International Standards adopted
by the joint technical commitee are circulated to national bodies for vot-
ing. Publication as an Intemnetional Standard requires app-oval by at [east
75% o° the naticnal bodies casting a vote.

Intemational Standard ISO/IEC 11172-2 was prepared by Joint Technical
Committee iSO/I=C JTC 1, Infermation technology, Sub-Committee SC 28,

Codsd representation of audo, picture, multimedia ano hypermedia infcr-
mation.

ISD/EC 11172 consists of the following parts, under the genara! title n-
formation technology — Coding of moving pictures and associated audio
for cigital storage media at up ‘o about 1,5 Mbiys:

— Parl 1. Systems

— Pant 2. Video

— Part 3: Audio

— Part 4. Compliance testing

Annexes A, B and C form an integral part of this part of lSO,‘IEC 11172.
Annexes D, E and F are fer information only.
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Introduction

Notz -- Readers interested in an overview of the MPEG Video layer should read this Introdscton and then
proceed 1 annex D, before returning to clanses 1 and 2

0.1 Purpose

This part of ISO/IEC 11172 was developed in response (o the growing necd for a common format for
representing compressed video on various digital storage media such as CDs, DATS, Winchester disks and
optical drives. This part of ISO/IEC 11172 specifies a coded representation thatcan be used for
compressing video sequences 1o bitrates zround 1,5 Mbitks. The use of this part of ISOVIEC 11172 means
that motion video can be manipulated as aform of computer data and can be transmitted and received over
existing and futwe networks. The coded repeeseniation can be used with both 625-line and 525ing
television and provides fizxibility for use with workstation and personal compuler displays.

This part of ISO/IEC 11172 was develaped 1o operate principally from storage media offering a continuous
uansfer rate of about 1,5 Mbits. Nevertheless it can be used more widely than [his because the approach
taken is generic.

0.1.1 Coding parameters

The intention in developing this part of ISOEC 11172 has been to define asource coding algerithm witha
large degree of flexibility that car be used in many different applications. To achieve this goal, a sumber of
the parameters defining the characteristics of coded bitstreams and decoders are contained in-the bitsiream
itself, This allows for example, the algorithm 10 be used for pictures with a variety of sizes and aspect
ratios and on channels or devices pperating at a wide range of bitrates.

Because of the large range of the characterisiics of bitstreams that can be representzd by this part of ISOTEC
11172 a sub-szt of these coding parameters known zs the "Constrained Parameters” hasbeendefined. The
aim in defining the constrained paramelers is ta offer guidance sbout a widely useful range of parameters.
Conforming to this set of constraints is not a requiremant of this part of ISO/IEC 11172. A flag in the
bitsiream indicates whether or no! it is a Coastraised Parameters bitstream.

Summary of the Constrained Parameters:

Honzontal piciure size Less than or equal to 768 pels

Vertical picure size Lzss than or.equal tc 576 lings

Picture area Less than or equal to 396 macroblocks

Pel rate Lass than or equal to 396x25 macroblocks/s

Ficture rate Less than or equal to 30 Hz

Motion vector range Less than -64 10 +63,5 pels (using half-pel vectors)
[hackward_f code and forward_[_cods <= 4 (see table D.7)]

Inpat buffer size (in VBV model) Less than orequal to 327 680 bits

Bitrate Less than or equal to 1 856 000 bits/s (consiant bitrate)

0.2 Overview of the algorithm

“The coded representation defined in this part of ISOTEC 11172 achieves a high compression ratio while
preserving good piciure quality. The algorithme is not Iossiess as the exacl pel values are not preserved
during ceding. The choice of the techniques isbased on the need (0 balance a high picture quality and
compression ratio with the requirement to make random access to the coded bitstream. Obtaining good
picture quality at the bitrates of interest demands a very high compression ratio, which is notachicvable
with intraframz coding alonz. The need for racdom access, however, is best satisfied with pure intaframe
coding. This requires a careful balance between intra- and interframe coding and between recursive and non-
recursive temporal redundancy reduction.
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A number of techniques are used 1o achieve a high compression ratio. The first, which is almost
independent from this part of ISOAEC 11172, is to s2lect an appropriale spatial resclution for the signal.
The algorithun then uses block-based motion compensation to reduce the temporal redundancy. Motion
compensation is used for causal prediction of the caent picture from a previous picture, for non-cansal
prediction of the current picture from a future picture, or for interpolative prediction from past and future
pictures. Motion vectors are defined for each 16-pel by 16-line region of the picture. The difference signal,
the prediction envor, is further campressed using the discrete cosine transform (DCT) w remove spatial
correlation before it is quantized in an irreversible process that discards the less important information.
Finally, the motion vectors are combined with the DCT information, and coded using variable length codes.

0.2.1 Temporal processing

Because of the conflicting requirements of mndom access and highly efficient compression, three main
picture types are defined. Intra-coded pictures (I-Pictires) are coded withowt reference to other pictares.

They provide access points 1o the coded sequence where decoding can begin, but are coded with only a
modenite compression ratia  Pradictive coded pictures (P-Picures) are coded more effidenty using motion
compensated prediction from 2 past inira or predictive coded picture and are generally used as a reference for
furtherprediction.  Bidirectionally-predictive coded pictures (B-Fictures) provide the highest degree of
compression but require both past and fulwe e ference pictures for motion compensation. Bidirectionally-
predictive coded pictures are never used as references for prediction. The organisation of the three picture
types in a sequenceis very flexible. The choice is left to the encoder and will depend on the requisements of
the application. Figurs 1 illnstrates the relationship between the three different picture Lypes.

Bi-directional
Prediction

Prediction
Figure 1 -- Example of temporal picture siructure

The fourth picture type defined in this part of ISO/IEC 11172, the D-picture, is provided to allow a simple,
but limited quality, fasi-forward playback mods.

0.2.2 Motion representation - macroblocks

The choice of 16 by 16 macroblocks for the motion-compeasation unit is a result of the Lrade-off between
increasing the coding efficiency provided by using motion information and the¢ overhead needed to store it
Each macroblock can be one of anumber of different types. For example, intra-coded, forward-predictive-
ceded, backwand-predictive coded, and bidirectionally-predicii ve-coded macroblocks are penmitied in
bidirectionally-predictive coded piclures. Depending on the type of the macroblock, motion vecior
information and other side infonration are stored with the compressed pradiction error signal in cach
macioblock, The motion vectors are encoded differentially with respect to the last coded motion vector,
using variable-length codes. The maxmmum length of the vectors that may be represented can be
programuned, on a picture-by-picture basis, so that the most demanding applications can be met without
compromising the periormance of the system in more normal siwations

Itis the responsibility of the encoder o calculate appiopriate motion vectors, This part of ISOAEC 11172
does nat specify how this should be dene.
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0.2.3 Spatial redundancy rsduction

Both original pictures and predicticn error signals have high spaial redundancy. This part of [SOIEC
11172 uses a block-based DCT method with visvally weighted quantization and rut-length coding. Each 8
by 8 bock of the original picture for intre-coded macroblocks or of the prediction error for predictive-coded
macroblocks is transformed into the DCT domain where it is scaled before being quantized. After
quantization many of he ccefficients are zero in value and so two-dimensional nn-length and variable
length coding is used 10 encode the remaining coefficiznis efficiently.

0.3 Encoding

This part of ISONEC 11172 does not specify an encoding process. Itspecifies the syntax and semantics of
the bitsticam and the signal processing in the decoder. As a result, many options are left open  encoders
1o rade-~off cost and speed against picture quality and coding efficiency. This clause is a brief description of
the functions that need to be performed by an encoder. Figure 2 shows the main functional blocks.

| Picture | Moticn | ' ) I‘EEﬁ:ll
Re-onder [Estimator

Source input picties

KIOIAA UOPIOJA

Pictore
b= o /
Predicinr

where
DCT is discrete cosine transform
DCT-1is inverse discrete cosine ransform
Qs quantization
Q1 is dequantization
VLC is varizble length coding

Figure 2 -- Simplified video encoder block diagram

The inpst video signal must be digitized and represented as a kuminance and two colour difference signak
(Y, Cp, Cy). This may be followed by preprocessing and format conversion to select an appropriaie
window, resolution and input format. This part of [SO/TEC 11172 requires that the colour differerce
signals (Cp and Cp) are subsampled with respect to the luminance dy 2:1 in both vertical and herizontal
directions and are reformatied, if necessary, as a non-interlaced signal.

The encoder must choose which picture type io sse for each picture. Having defined the pictare types, the
encoder eslimates motion veciors for each 16 by 16 macroblock in the picure. In P-Pictures one vector is
needed for each noa-intra macrovleck and in B-Pictures one of two vectors are needed.

{f B-Picures are used, somez reordering of the picture sequeace is necessary before encoding, Becawse B-

Pictures are coded using bidirectional motion compensated prediction, they can only be decoded after the
subsequent reference picture (an I or P-Ficture) bas been decoded. Therefore the pictures are reordered by the

vi
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encoder so that the pictwes arrive at the decoder in the order for decoding. The correct dispiay orler is
recoverud by the decoder.

The basic unil of coding within 2 picture is the macroblock. Within each picure, macroblocks are encoded
in sequence, left 1o right, top to bottom. Each macroblock consists of six 8 by 8 blocks: four blocks of
lumirance, one block of Cb chraminance, and one block of Cr chrominance. See figure 3, Note that the
pictwre area covered by the foer blocks of luminance is the same as the area covered by each of the
chrominance blocks. This is due to subsampliag of the chrominance informaticn 10 maich the sensitivity of
the human visual sysiem.

0 [1 1 1

3

2

Y Cb Cr
Figure 3 -- Macroblock structure

Firstly, fora given macroblodk, the ceding mode is chosen. It depends on the picture type, the
effectiveness of motion compensated prediction in that local region, and the nature of the signal within the
block. Secondly, depending on the coding mole, a mation compensated ediction of the contents of the
block based on past and/or future reference piciures is formed. This prediction is subtracted from the actaal
daia in the current macroblock to form an error signal. Thirdly, this eror signal is separated into & by 8
blocks (4 leminance and 2 chrominance blocks in each macroblock) and a discrete cosing transform is
performed on each block. Each resultng 8 by 8 block of DCT coefficients is quantized and the rwo-
dineasional block is scanned in 2 zig-zag order to conven itinto a one-dimensional siring of guantized DCT
cocfficients. Fourthly, the side-informaton for the macroblock (mode, motion vectors etc) and the
coefficient data are encoded. For maximum efficiency, a number of variable length code tables are
defined for the different data elements. Run-leagth coding is used for the quantized coefficient daa.

A comseuence of using differsnt picture types and variable kength coding is that the overall datarat is
variable. In applications that mvolve 2 fixed-rate channel. a FIFO buffer may be usec to match the encoder
output to the channel. The status of this buffer may be monitored to control the namber of bits geacrated
by the encoder. Controlling the quantization process is the most direct way of coatrolling the bitrate. This
part of ISQ/IEC 11172 specifies an abstract model of the buffering system (the Video Buffzring Verifier) in
order to constrain the maximum variability in the nambes of bits that are vsed fora given picture. This
ensures that a biistream can be decoded with a buffer of known size.

At this stage, the ceded sepresentation of the picture has beea generated. The final step in the encoder isto
regenerate [-Fictares and P-Pictures by decoding the daia o that they can b used as reference pichimes for-
subsequent encoding. The quéntized coeffidients are dequantized and an inverse 8 by 8 DCT is performed on
each block, The prediction error signal produced is then added back 1o the prediction signal and limited to
the required range to give a decoded reference pictare.

0.4 Decoding

Decoding s the inverse of the excoding opération. It is considerably sitnples than encoding as thewe & no
nezd to perfonn motion estimation and there are many fewer options. The decoding process is defined by
this part of ISOMEC 11172, The description that fallows is a very brief overview of one possible way of
decoding abilsteeam. Other decoders with diflerent architedtures are possible. Figure 4 shows the main
functioral blocks.

vii
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Rcture

Quanlizer siepsize
S e N vy
Coded video
bistream
Motion Vectors
Moges
Where

DCT! isinverse discrete cosine transform
Q- _ is dequantization

MUX-1 is demultiplexing

VLD s variable length decoding

Figure 4 -- Basic video decoder block diagram

@ ISO/NEC

oulpul pictures

For fized-rate applications, the charme fills a FIFO buffer at a constant rate with the coded bitstream. The
decoder reads this buffer and decodes the data elements in the bisteeam according (o the defined syniax.

As the decoder reads the bitstream, it identifies the slart of a coded picture and then the type of the picture.
It decodes each macroblock in the pictare in tum. The macroblock type and the motion vectors, if present,
are used o constnuct a prediction of the current mzcroblock based on past and future refereace pictures that
bave been siored in the decoder. The ccefficien: dataare deccded and dequantized. Each 8 by 8 block of
coefficient data is transformed by an inverse DCT (specifiad in annex A), and the result is added tothe

prediction signal and limited to the defined range.

After all the macrohlocks in the pichire have been procassed. the piciure has been reconstrucied, Ifitis an I-
picture or a P-pidure il is a reference picture far subsequent picures and is stored, replacing the oldest siored
refereace picture. Before the pictures are displayed they may need 1o be re-ordered from the coded order to
their natural display order. Afier reordering, the piciures are available, in digital form, for post-processing

and disply in any manner that the spplication chooses,

0.5 Siructure of the coded video bitstream

This part of ISO/MEC 11172 specifies a syntax for a coded video bitstream. This syntax contains six layers,
each of which either supports a signal processing or a system fungtion:

Layers of the syntax Funection
Sequence hayer Randoin access wnit context
Group of pictuses layer Random access unit: video
Picture layer Primary coding unit
Slice layer Resynchronization unit
Macroblock layer Motion compensation unit
Block layer DCT unit

0.6 Features supported by the algorithm

Applicatons using compressed video on digital siorage media need 0 be able o perform a number of
operations in zddition 10 normal forward playback of the sequence. The coded bitstream hes been desigoed

to support a number of these operafions.

yiii
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0.6.1 Random access

Random access is an cssoniial featore for video ona storage medivm.  Randam access sequires that any
picture can be decoded in a limited amaunt of tume. [t implics Lhe existence of access pomt in the
bitstream - that is segments of information that are idenlifiable and can be decoded without reference to other
segments of date. A spacing of wo rndom access points (Intra-Pictures) per sccand czn be achieved
withoot significant loss of picture quality.

0.6.2 Fast search

Depending ou the storage medium, it is possible to scan the access points in a coded bilsiream (with the
help of an application-specific directory or other knowledge beyond the scope of this part of ISOAEC
11172) to obtain a fasi-forward and fast-reverse playback effect.

0.6.3 Reverse playback

Some applications may sequire the video signal to be played in reverse onder, This canbe achicvedina
decoder by using memory o store entire groups of pictures after they have been decoded before being
displayed in reverse order. An encoder can make this feature easier by reducing the kength of groups of
pictures.

0.6.4 Error robustness

Most digital siorage mediaand communication chanuels are not error-fiee. Appropriate channel coding
schemes should be nsed and are beyond the scope of this pant of ISOAEC 11172, Nevertheless the
compeession scheme defined in this pan of ISO/IEC-11172 s robus! to residual errors. The slice structure
allows a decoder to recoves after a data error and 1o resynchronize its decoding. Therefore, bit errors in the
compessed data will casse exors in the decoled pictures © be limited n area. Decoders may be able © use
concealment stretegies to disguise these emmors.

0.6.5 Editing
Thereis a conflict between the requirement for high coding efficiency and easy editing. The coding structurs

and syntax have not been designed with the primary aim of sumplifying editing atany pictwe. Nevertheless
anumber of featores bave been included that ensble editing of coded datm,
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Information technology — Coding of moving
pictures and associated audio for digital storage
media at up to about 1,5 Mbit/s —

Part 2:
Video

Section 1: General
1.1 Scope

This part of ISOIEC 11172 specifizs the coded representation of video for digital siorge mediaand
specifies the decoding process. The representation supports normal speed forward playback, as well a5
special functions such as random access, fast forward playback, fast revesse playback, normal speed reverse
playback, pause and still pictures. This part of ISO/IEC 11172 is compatible with standasd 525- and 625-
line television formats, and it provides flexibility for use with personal computer and workstation displays.

ISOMEC 11172 is primerily applicable w digital siorage media supporting a continuous transfer rate up to
about 1,5 Mbit/s, such as Compact Disc, Digital Audio Tape, and magnetic bard disks. Nevertheless itcan
be used more widely than this becanse of the gemeric approach taken. The storage mediz may be directly
connected o the decoder, or via communications mezans such as busses, LANs, or glecommunications
links. This part of ISO/IEC 11172 is imeended for non-interlaced video formats having approximaely 288
lines of 352 pels and picture raies around 24 Hz to 30 Hz.

1.2 Normative references

The following International Standards contain provisions which, through reference in this text, constitute
provisions of this part of ISO/IEC 11172, At the ime of publication, the editions indicated were valid,
All standaids are subject to revision, and parties to agreements based on this part of ISQ/IEC 11172 are
encouraged to investipae the possibility of applying the most recent editions of the standasds indicated
below. Members of IEC and ISO maintain registers of currently valid Intematicnal Standards.

ISO/MEC 11172-1:1993 Injormation tzchnelogy - Coding of moving pictures and associated audio for digual
storage media at up 1o about 1.5 Mbit/s - Part 1: Systems.

ISOMEC 11172-3:1993 Injormation t2ckriokogy - Coding of mowing pictares and associated audio for digial
storaze media af up io ebout 1,5 Mbit/s - Past 3 Audio.

CCIR Recommendation 601-2 Encoding paremeters of digital televisior. for sudios.
CCIR Report 624-4 Characteristics of sysiems jor monockrome and coiour television.
CCIR Recommendation 648 Recording of asdio sigaals.

CCIR Report 955-2 Sound broadcasting by satellile for portable and mobile receivers, induding Annex IV
Sunmary description of Advanced Digital SystemIl,

CCITT Recommendation .17 Pre-emphasis used on Sound-Prograrume Circuis.
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IEEE Dmafi Standard P1180/D2 199C Specificaiion for the implementation of 8x & inverse discretz cosine
raasform”.,

IEC publication 908:1987 CD Dizital Audio Sysiem.

2
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Seclion 2: Technical elements
2.1 Definitions

For the purposes of ISO/IEC 11172, the following definitions apply. If specific 1 a part, this is noted in
square brackets.

2.1.1 ac coefTicient |video]: Any DCT coefficient far which the frequency in ore or both dimensions
is non-zero.

2.1.2 access wnit [system]: In the case of compressed andio an access vnit is an andio access mit. Io
the case of compressed video an access unit is the coded representation of a picture,

2.1.3 adaptive segmentation [audio]: A subdivision of the digital representation of an audio signal
in variable segments of dme.

2.1.4 adaptive bit allocation [audio]; The assignment of bits to subbands in a time and frequency
varying fashion acconding © a psychaacoustic model,

2.1.5 adaptive noise allocation [audio]: The assignment of coding noise to frequency bands ina
time and frequency varying fashion according wa psychoacoustic model.

2.1.6 alias [audio} Mirrared sigmal companent resulting from sub-Nyquist sampling.

2.1.7 analysis filterbank [audio]: Fikerbank in the :ncoder that transforms z broadbard PCM andio
signal inio a set of subsampled subband samples.

2.1.8 audio access wmit [audic]: For-Layers | and Il an asdio access anit is defined as the smzllest
partof the encoded bistream which can be decoded by itelf, where decaded mesns “fully reconstructed
sound®. For Layer (Il an asdio acacss umit is part of the bitstream that is decodable with the use of
previously acquired main information.

2.1.9 audic buffer [sudio]: A buffer in the system target decoder for storage of compressed audio dam.

2.1.10 audio sequence [audio]: A non-interrupied series of audic frames in which the following
parameters arenct changed:

-ID

= Iilyﬁ

- Sampling Frequency

- For Layer 1and 11: Bitrate index

2.1.11 backward motion vector [videe]: A motion vacior Lhat is used for motion compeunsation
from a reference picture at a later time in display order,

2.1.12 Bark [asudie]: Unitof critical band rate. The Bark scale is a non-lincar mapping of the frequency
seale over the audio range closely corresponding with the frequency selectivity of the human ear across the
band.

2113 bidirectionally predictive-coded picture; B-picture [video|: A picture that is coded
using motion compensated prediction from a past and/oc futuse reference picture.

2.1.14 bitrate: The rate & which the compsessed bitsirear is delivesed from the storage medium to the
input of 4 decoder.

2.1.15 block companding [audio]: Nomalizing of the digital representation of an audio signal
within a ceftain ime period.

2.1.16 block [video|: An 3-rcw by 8-column crthogonal block of pes.

2.117 bound [audic]: The lowest subband in which intensity stereo coding is used.
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2.1.18 byte aligned: A bit in 2 coded bitstream is byie-aligned if its position is a maltiple of 8-bits
from the first bit in the stream.

2.1.19 byte: Sequence of 8-bits.

2.1.28 chamnel: A digital medium that stores or transports an ISOTEC 11172 stream.

2.1.21 channel [audiol: The left and right chasnels of a stereo signal

2.1.22 chrominance (component) [video]: A matrix, block cr single pel represeating ope of the
two colour differerce signals related 0 the primary colours in the manner defined in CCIR Rec 501. The
symbols used for the colowr difference signals e Cr and Ch.

2.1.23 coded audio bitstream {audio]: A coded representation of an andio signal as specified in
[SO/MIEC 11172-3.

2.1.24 coded video bitstream [video|: A coded representation of a series of onée Or more. pictures as
specified in this part of [SO/IEC 11172

2.1.25 coded order [video]: The order in which the pictures are stored and decoded. This order is not
necessarily the same as the display order.

2.1.26 coded representation; A daa element as represented in its encoded form,

2.1.27 coding paramelers [vides]: The tet of user-definable parameters that characterze a coded video
bistream. Bitstreams are characterised by coding paramzters. Decoders are characierised by the bisstreams
that they are capable of decoding.

2.1.28 component [video]: A matrix, block or single pzl from one of the three matrices (Jluminance
and two chrominance) that make vp 2 picture.

2.1.2% compressionc Reduction in the nember of bits used to represent an item of data.

2.1.30 constant bitrate coded video [video]: A compressed video bitstream with a constant
average birake.

2.1.31 constant bitrate: Operation where the bitrate is constant fram start to finish of the compressed
bitstream.

2.1.32 constrained parameters [videol The values of the set of coding parameters defined in
2.4.32,

2.1.33 constraived system parameter stream (CSPS) [system]: An ISOAEC 11172
maultiplexed stream for which the cosstraints defined in 2.4.6 of ISOTEC 11172-1 apply.

2.1.34 CRC: Cydic redundancy code.

2.1.35 critical band rate [audie]: Psychoacoustic functicn of frequency, Ata given andible
frequency it is proportional o the number of critical bands below that frequency. The unils of the critical
band raie scale are Barks,

2.1.36 critical band [audio): Psychoacoustic measwe in the spectral domain which corresponds to the
frequency selectivity of the human ear. This selectivity is expressed in Bark.

2.1.37 data element An item of daa as represented before encoding and after decoding.

2.1.38 de-coefficient [viden]: The DCT coeffident for which the frequency is zero in both
dimensions.

Page 14 of 124




©ISO/EC ISO/IEC 11172-2: 1993 (E)

2.1.39 dc-coded picture; D-picture [video]: A picture that is coded using only information from
itself Of the DCT coeflicients in the coded representation, ouly the de-coefficieats are present

2.1.40 DCT coefficient: The amplitude of a specific cosine basis funcion,
2.1.41 decoded stream: The decoded reconstruction of a compressed bitstream.

2.1.42 decoder input buffer {videa]: The first-in first-out (FIFO) buffer specified in the video
buffering verifier.

2.1.43 decoder input rate [videc]: The data rate specified in the video buffering verifier and enceded
in the coded video bitstream.

2.1.44 decoder; An embediment of a decoding process,

2.1.45 decoding (process): The process defined in ISO/IEC 11172 that reads an input coded bilstream
and produces decoded pictures or audip samples.

2.1.46 decoding time-stamp; DTS [system|: A field that may be present in a packet beader that
indicates the time hal an access unit is decoded in the system target decoder.

2.1.47 de-emphasis [audio|: Filiering applied to an audio signal after storage or ransmission to undo
a Jinear distortion due to emphasis.

2.1.48 dequantization [video): The process of rascaling the quantized DCT coclficients after their
representation in the bitstream bas been decoded and before they are presented (o the inverse DCT.

2.1.49 digital storage media; DSM: A digital storage of transmission device or sysiem,
2.1.50 discrete cosine tramnsform; DCT [video]: Either the forward discrete cosine wansform or the

inverse discrete cosine wransform. The DCT s an mvertble, discrete orthogonal transiommation. The
inverse DCT is defined in annex A

2.1.51 display order [video]: The arder in which the decoded pictures should be displayed. Normally
this is the same order in which they were presenied atthe input of the encoder

2.1.52 dual channel mode [andio]: A mode, where two avdio chennels with independent programme
contents (e.g. bilingual) are encoded within one bistrzam, The coding process is the same &s for the stereo
mode.

2.1.53 editing: The process by which one or more compressed biistreams are manipulated to produce a
new compressed bitsrream. . Conforming edited bitstreams must mest the requirements defined in this part of
ISO/IEC 11172

2.1.54 clementary stream [system]: A geceric lerm for ore of the coded video, coded audio cor other
coded bitstreams.

2.1.55 emphasis [audio] Filieriag applied to an asdio signal before storage or transmission to
improve the signal-lo-noise ratio al high frequencies.

2.1.56 encoder: An embodiment of ar encoding process.

2.1.57 encoding (process): A process not specified in ISO/IEC 11172, tat reads a stream of input
pictures or avdio samples znd produces 2 valid coded bitstream as defined in ISOAEC 11172

2.1.58 entropy ceding: Yanable length lossless coding of the digital representation of a signal 10
reduce redundancy.,

2.1.59 fast forward playback [video]: The process cf displaying a tequence, or parns of a sequence,
of picnixres in display -order faster than real-time.
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2.1.60 F¥T: Fast Fourier Transformation. A fast algorithm for performing a discree Fourier transform
{an orthogonaal transform). :

2.1.61 fikterbank [audio]: A set of band-pass filters covering the entire audio frequency range.

2.1.62 fixed segmentation [audio]: A subdivision of the digital represeniation of an zudio signal
into fixed segments of time.

2.1.63 forbiddem The term "forbidden” when used in the cleuses defining the coded bitstream indicates
that the value shall never be uszd. This is usnally to avoid emulation of start codes.

2.1.64 forced updating [video]: The process by which macroblocks are inlra-coded from time-0-ime
to ensure that mismatch emors between the inverse DCT processes in encoders and decoders cannot build up
excessively.

2.1.65 forward motion vector [video]: A motion vector that ¥ wsed for motion compensation from
areference picure al an earlier fime in display order.

21.66 frame |audio]: A part of the andio signal that comresponds to audio PCM samples from an
Audio Access Unit.

2.1.67 free formmat [audiok Any bitrate other than the defined bitrates that is less than the maxirum
valid bitrate for each layer.

2.1.58 luture reference picture {videe): The future reference piclure is the reference picture that
occurs at a later time than the current picture in display order.

2.1.69 granules [Layer IT] [audio]: The szt of 3 consecutive subband samples from all 32 subbands
that are considered together before grantization. They comespond o 6 PCM samples.

2.1.70 granules [Layer ITI] [audio]: 576 freguency lines that carry their own side information.
2.1.71 group of pictures [video}: A series of one or more coded pictures intended to assist random
access. The group of pictures is one of the layers in the coding syntax defined in this part of ISO/IEC
11172,

2.1.72 Hann window [andio]: A time function applied sample-by-sample to a block of audio samples
before Fourier ransformation.

2.1.73 Huffman ceding:t A specific method for entropy coding.

2.1.74 hybrid filterbank [awdie]: A serial combination of subband filterbank and MDCT.

21.75 IMDCT [audie]: Inverse Modified Discrete Cosine Transform.

2.1.76 intensity stereo |audio]: A method of explbiting slerco irrelevance or redundancy in
stereophonic avdio programmes based on retzining at high frequencies only the enerzy envelope of the right
and left charmels.

2.1.77 interlace [video]: The property of conventional felevision pictures where alternating lines of
the piciure representdifferent imstances in lime.,

2.1.78 intra coding [video]: Coding of a macrobleck or picture that uses information only from that
macroblock or picture.

2.1.79 intra-coded picture; I-picture [video]: A picture coded using information only from itself.

6
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2.1.80 ISO/IEC 11172 (multiplexed) stream [system|: A bitsurzam composed of zero or more
elementary streams combined in the manner defned in IS(/IEC 11172-1.

2.1.81 joint stereo coding [awdio]: Any method that exploits stereophonic irrelevance or
seereopbonic redundancy.

2.1.52 joint stereo mode [sudio): A mode of the audio coding algorithm using jeint stereo coding.

2.1.83 layer [audie]: One of the kevels in the coding hiesarchy of the audio sysiem cefined in [SO/TEC
11172-3.

2.1.84 layer [video and systems]: One of the levels in the data hierarchy of the video and sysicm
specifications defined in [SO/MEC 11172-1 and this part of [SO/EC 11172

2.1.85 luminance (component) [video]: A matrix, block or single pel representing a monochrome
representation of the signal and related to the primary colours in the manner defined in CCIR Rec 601. The
symbol used for Juminanceis Y.

2.1.86 macroblock [videc]: The four § by 8 blocks of luminance dat and the two comesponding 8 by
8 blocks of chuominance data coming from a 16 by 16 section of the luminance component of the picture.
Macroblock is sometimes used to refer to tke pel data and sometimes 10 (he coded representation of the pel
values and other data elements defined in the macrablock layer of the syntax defined in this part of ISOAEC
11172. The vsage is dear from the contexL

2.1.87 mapping [audio]: Conversion of zn audic signal from time to frequency domain by subband
filtering and/or by MDCT.

2.1.88 masking [audio}. A property of the duman auditory system by which an audio signal cannot be
perceived in the presence of another audio sigpal .

2.1.89 masking thresheld [audie]: A fmdction in frequency and lime below which an audio signai-
canno! be perceived by the human auditory system.

2.1.90 MDCT [audio]: Modified Discrete Cosine Transform.

2.1.91 motion compensation [video]: The use of motion vectors to imprave the efficiency of the
prediction of pel values. The prediction uses motion vectors o provide offsets into the past and‘or future
refersnce pictures containing previously decodzd pel values that are used to form the prediction error signal

2.1.92 motion estimation [viden]: The process of estimaling motion vectors during the encoding
process.

2.1.93 motion vector [video]: A two-dimensional vector used for motion compensation that provides
an offset from the coordinate position in the current picture to the coosdinates in a reference picture.

2.1.94 MS stereo [audie]: A method of exploiting sterec imrelevance or redundancy in stereophonic
audio programmes based on coding the sum and difference signal instead of the Jeftand right channels.

2.1.95 non-intra coding [vides]: Coding of a macroblock or picwre that uses information both from
itself and from macroblocks and pictures ocourring al other times.

2.1.96 non-tonal component [audio} A noiselite component of an aedio signal.
2.1.97 Nyquist sampling: Sampling at or above twice the maximum bandwidth of a signal.

2.1.98 pack [system]: A pack consists of a pack header followed by one or more packets. It is alayer
in the system coding syniax described in ISO/IEC 111721

2.1.99 packet data [system]; Contigucus bytes of data from an clementary stream preseat in a packet.
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2.1.100 packet beader jsystem]. The data siructure used to coavey informaiion about the elementary
stream data contaned in the packe! data.

2.1.101 packet [system]: A packet consists of a header followed by 2 number of contiguous bytes
from an elementary dat stream. It is alayer in the system coding syntax described in ISO/IEC 11172-1.

2.1.102 padding [audio|: A method 0 zdjust the average I2ngth in time of an audio frame to the
duration of the caresponding PCM samples, by conditionally acding a siot to the audio frame.

2.1.103 past reference picture [vides]: The past reference picture is the reference picur that occurs
# an earlier time than the curreat picture in display oider.

2.1.104 pel aspect ratio [video]: The matio of the nominal vertical height of pel on the display © its
nominal horizontal width,

2.1.105 pel [video]: Picture element.
2.1.106 picture period [video} The reciprocal of the picture rate.

2.1.107 picture rate [video]: The nominal rate at which pictures should be cutpul from the decoding
POCEsSs,

2.1.108 picture |vides]: Source, coded or reconstructed image data. A sowrce or reconstructed picture
consists of three eciangular matrices of 8-bitnumbers representing the luminance and two chrominancs
signals. The Pictre layer is one of the layers in the coding syniax defined in this part of ISOMEC 11172.
Note that the term "piciure” is always used i ISOAEC 11172 in preference to the terms field or frame.

2.1.109 polyphsse filterbank [audio]: A set of equal bandwidth filters with special phase
interrelationships, allowing for an efficient implementation of the filterbank.

2.1.110 prediction [videol The use of a predicior to provide an estimaie of the pel value or data
element comendy being decoded.

2.1.111 predictive-coded picture; P-picture [videol A picure that is coded using motion
compensated prediction from the past reference picure.

2.1.112 prediction error [video]: The difference between the actual value of a pel or data element and i
its predidor. |

2.1.113 predictor [video]: A linear combination of previously decoded pel values or data elements.

2.1,114 presentation time-stamp; PTS [system]: A ficld that may be preseni in a packet header
that indicates the time that a presentation wnit is presented in the system arget decoder,

2.1.115 presentation unit; PU [system]: A decoded audio access unit or a decoded piclure,

2.1.116 psyclmou#ic meodel [audio|: A mathemaztical model of the masking behaviour of the
human anditory sysiem.

2.1.117 quantization matrix [video|: A set of sixty-four 8-bit values used by the dequantizer.
2.1.118 quantized DCT coefficients [video]: DCT coefficients before dequantization. A variable
Ength coded representation of quantized DCT coefficients is slored as part of the compressed video
bitstream.

2.1.119 quantizer scalefactor [videe]: A data clement represented in the bilstream and vsed by the
decoding process o scale the dequantization.

8
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2.1.120 random access: The process of beginning to read and dzcede the coded bilstream at an arbitrary
paint

2.1.121 reference pictare [video|: Reference pictures are the nearest adjacent I- or P-pictures (o the
current picure in display omder.

2.1.122 reorder buffer [video]: A buffer in the systzm target decoder for storage of a reconstructed I-
pictse or & reconstrucied P-picture.

2.1.123 requantization [audio]: Decoding of coded subband samples in order to recover the original
quantized values.

2.1.124 reserved: The term "reserved” when used m (he clauses defining the coded bitstream indicates
that the value may be used in the futuze for ISO/IEC defined extensions.

2.1.125 reverse playback [video|: The process of displaying the picture sequence in the reverse of
display order.

2.1.126 scalefactor band [audio}): A set of frequency lines in Layer III which are scaled by one
scalefaclor,

2.1.127 scalefacter index [audie]: A numerical code for a scalefactor.
2.1.128 scalefactor [andio]: Facior by which a st of values is staled before quéantization.

2.1.129 sequence header [videol A block of data in the coded titstream containing the coded
representation of a number of daa elements.

2.1.130 side information: Information in the bitstream necessary for controlling the decoder.
2.1.131 skipped macroblock [video]: A macroblock for which no data are stored.

2.1.132 slice [video]: A series of macroblocks. Tt is one of the layers of the coding syntax defined in
this part of ISOTEC 11172,

2.1.133 slot [audio]: A slotis an elememfar:r part in the bitstream. In Laver 1 a slot equals four bytes,
in Layers Il and ITT ove byte.

2.1.134 source stream: A single non-multiplexed stream of samples before compression coding.
2.1.135 spreading function {audio]: A function that describes the frequency spread of masking,

2.1.136 start codes [system and video}: 32-bit codes embedded in that coded bitstream that are
unique. They are used for sevena! purposes including identifying some of the layers in the coding synta.

2.1.137 STD input buffer [system]: A first-in first-out buffer at the input of the system target
decoder for srage of compressed data from elementary streams before decoding.

2.1.138 stereo mode [audio]: Mcde, where two sudio channels which form a stereo pair (left and
right) are encodad within ooe bitstream. The coding process is the sane as for the duzl channel mode.

2.1.139 stuffing (bits); stuffing (bytes) : Code-words that may be inseried into the compressed
bitstrzam that are discarded in the decoding process. Their purpose is to increase the bitratz of the stream.

2.1.140 subband [audio]: Subdivision of the audio frequency band.

2.1.141 subband filterbank [audio]: A set of band filters covering the entire audio frequency range.
InISO/IEC 11172-3 the subband filterbank is a polyphase filterbank.
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2.1.142 subbsnd samples [audie} The subband filterbank within the audio encoder creates a filtered
and subsampled representation of the input audio stream. The filtesed samples are called subband samples.
From 384 time-consecative mput andio samples, 12 iime-corsecutive subband samples are generated within
each of the 32 subbands.

2.1.143 syncword [audio]: A 12-bit code emmbedded in the asdio bitstrean thal identifies the siari of a
frame.

2.1.144 sywthesis filferbank [audio]: Fikterbank in the decoder that reconstructs a PCM audio
signal from subband samples.

2.1.145 system header [system]: The system header is a data structure defined in ISO/MEC 11172-1
that carries information smmmarising the system characteristics of the ISOMEC 11172 multiplexed stream.

2.1.146 system target decoder; STD [system]: A hypothetical reference model of a decoding
process used to describe the semantics of an ISO/IEC 11172 multiplexed bitstream,

2.1.147 timestamp [system]: A term that indicates the time of an event.

2.1.148 triplet [audic]: A set of 3 consecutive subband samples from one subband. A iriple: from
cach of the 32 subbands forms a granule.

2.1.149 tonal compoaent [audio]: A sinusoid-like component of an audio signal

2.1.150 variable bitrate: Operzation where the bitraie vanes with time during the decoding of a
compressed bitstream,

2.1.151 variable length coding; VILC: A reversible procedure for coding that assigns shorter code-
words 10 frequent evenits and loager code-wosds to less frequent evenis.

2.1.152 video buffering verifier; VBY |video]: A hypothetical decoder that is conceplaally
connected o the outpul of the encodzr. Tts purposs is to provide a constraint on the variability of the data
rate that an encoder or editing process may produce.

2.1.153 video sequence [video]: A series of ope or more groups of pictures. [t is one of the layers of
the coding syntax defined in this part of ISOTEC 11172,

2.1.154 zig-zag scanning order [video]: A specific sequential ordering of the DCT coefficients from
(approximately) the lowest spaiial frequency to the highest,

10
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2.2 Symbols and abbreviations

ISONEC 11172-2: 1993 (E)

The mathematical operators used to describe this Intematicnal Standard ars similar to those used in the C
programming language. However, integer division with truncation and rounding are specifically defined.
The bitwise operators ase defined assuming twos-complement represeatation of ntegers. Numbering and
counting loops gererally begin from zero.

2.2.1 Arithmetic operators

-+

-

++

#

Sign( )

NINT ( )

sin

exp

logyo
log,

oz

Addition.

Subtraction (as a binary operator) or nzgation (as a unary operator).
Increment

Decrement.

Multiplication.

Power.

Ineger division with trumncation of the result toward zero. For example, 7/4 and -7/-4 are
tnmcated © | and-7/4 and 7/4 are runcated © -1.

Inieger division with rounding to the neares! integer. Half-mteger values are rounded away
from zero unless otherwise specified. For example 3/2 is ounded to 2, and -3/2 is rounded
to-2.
Inieger division with truncation cf the result towards -eo,
Absclue value. Ixl=xwhen x>0
Ixl=0when x==0
|xl=-x whenx <0
Modalus operator, Defined only for positive numbers.
Signx) =1 x >0
0 x=10
-1 xk <0

Nearest integer operator. Retizns the nearest integer value to the realvalued argument. Half-
integer values are roanded away from zero.

Sine.

Cosine.

Exponential.

Square root.
Logaritim to base ten.
Logarithm to hase ¢.

Logarithm to basz 2.

2.2.2 Logical operators

i
&
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! Logical NOT,
2.2.3 Relational operators

> (Greater than.

> Greater than or equal to,
< Less than.

<= Less than or equal to.
= Equal to.

= Not equal 0.

max [,..,] the maximum value in the argument list.
min [,..,] the minimom value in the arsument list.
2.2.4 Bitwise aoperators

A twos complement number representation is assumed where the bitwise aperators are used.

& AND.

1 OR.

>> Shift right with sign exteasion.
<< Shift left with zero fill.

2.2.5 Assignment

= Assignment operator.

2.2.6 Mnemonics

The following mnemonics are dzfined 1o desaibe the diffesent data types used in the coded bil-stream.
bsibf Bit siring, left bit first, where "lefi" is the ordes in which bit strings are writlen in

ISO/EC 11172, Bit strings zre written as a string of 1s and Os within single quoke
marks, e.g. ‘1000 0001°, Blanks within a bitstring are for ease of reading and have no

significance.
<h Charnel. If ch has the value 0, the Ieft channel of a stereo signal or the first of two
independent signak is indicated. (Audio)
nch Number of channels; equal to 1 for i-'.mglc_chamel mode, 2 in cther modes. (Aundio)
g Granule of 3 * 32 subband samples in audio Layer I1, 18 * 32 sub-band samples in

andio Laysr [11. (Audio)

main_data The main_data portien of the bilstream contains the scalefactors, Huffman encoded
data, and ancillary information. (Audio)

main_data beg The location in the bitsweam of the beginning of the main_data for the frame. The
lozation is equal to the ending Jocation of the previous frame's main_data plus one bit.
Itis calculated from the main_datz_end value of the previous frame. (Audio}

part2_length The number of main_data bits used for scalefaciors. (Audio)

12
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rpchal Remainder polynomial cocfficients, highest order first. (Audio)

sb Subband. (Audio)

sblimit The number of the lowest sub-band for which no bits are allocated. - (Audio)

scfsi Scalefactor selection information. (Audio)

switch_point_| Number of scalefactor band (long bloeck scalefactor band) from which point oo window

switching is nsed. (Audio)

switch_point_s Number of scalefactor band (short block scalefactor band) fram which point on window
switching is used. (Audio)

uimsbf Unsigned inieger, most significant bit first.

viclbf Variable Izngth code, left bit first, where "left” refers to the order in which the VLC
codes are writien.

window Number of the acmal time slotin case of bleck type==2, 0 £ window < 2. {Audio)

The bye order of mulu-byte words is most significant byte first.

227 Constants
4 3,14159255358...
e 2,71828182345...

2.3 Method of describing bitstream syniax

The bitstream retrieved by the decoder is deseribed in 2.42. Each data item in the bitsiream is in bald type.
Tt is described by its name, its length in bits, and a mnemonic for its type and order of ransmission

The action caused by a decoded data element in a bistrean depends on the valse of that datz element and
on dataelements previcus'y decoded. The decoding of the data elements and definition of the state variables
used in their decoding are described in 2.4.3. The following constructs are used 1c express the condilions
when data elements are present, and are innomaal type:

Note this syatax vses the C'-code convention thal a variable or expression evalualing b & non-zero vaiue is
equivalent to a condition that is true.

while ( condition ) { If the conditioa is tue, then the group of dala elements occurs next
data_element in the data stream. This repeats until the condition is not e,

)

do {
data_element The data clement always occurs at least once.

} while { condition ) The data element is repeated until the coadition is ot ne.

if ( condition) ( If the conditon is true, then the first group of data elements occurs
data_element next in the data streamn.

)

ehbe ( If the condition is not wuz, then the second greup of data elemenis
data_element occurs nextin the data streamn.

- & a
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for (expel; expr2; expr3) { exprl is an expression specifyng the initialization of the loop. Normally it
data_element specifies the initial state of the connter. expr s a condition specifying a t2st
e made before each iteraion of the loop. The loop terminates when the condition
} is not wrue. expr3 isan expression that is perfonned at the end of cach ieration
of the loop, normally it increments a counter.

Note thal the most common usage of this consiruct is as follows:

for( i =0:i<mi++) [ The group of data elements occurs ntimes. Coaditional constructs
data_element within the group of dan elemenis may depend an the value of the
PR 1oop control varizble i, which is set 0 zero for the first ocqunence,
] incremented o one for the second occurrence, and so forth.

As noted, the group of data elements may contzin nested conditiomal constructs. For compacmess, the { }
may be omitted when only one data element follows

data_element [] data_efement (] isan amay of data. The number of data clements is indicated by
the context.
data_element [nf data_element [n] is the n+1 th element of an array of data,

data_element [m](n] data_element [m](n] isthe m+1n+1 th element of a tvo-dimensioral aray of
data,

data_element [[J[m])[n] data_element {IJ{m] n] is the 1+1 m+1,0+1 th element of a threec-dimensional
aray of data.

data_element [m..n] is the indlusive range of bits between bit m and bit nin the data_element.

While the syntax is expressed in procedusal terms, it shou'd not be assumed thal 2.4.3 implements a

satisfactory decoding procedure. In particular, it defines a correct and error-free input bitstreans.  Actual
decoders must inclide a means to look hmcodesmmﬂerhoqudeocdmgmdly,andmﬂmti’y

errors, erasares or insertions whilz decoding. The methods to identify thess situations, and the actions to be
taken, arc not dandardized.
Definition of bytealigned function

The function bytealigned () refums 1 if the carrent position is on a byte boundary, that is the next bit in the
bitstream is the first bit in 2 byte. Otherwis? it retumns 0,

Definition of nextbits function

The function rextbits () permits comparison of a bit string with the nz2xt bits to be decoded in the
bitstream.

Definition of next_start_code function

The next_start_code fimction removes any zerobitand zem byte stuiffing and locates the next stan code.

Syntax No. of bits Mnemonic
pext_star_code() {
while { tbytealigned() )
tero_bit 1 g
while ( pexibis() = 0000 0000 0000 D000 0000 0001')
zero_byte & “go0000D0™
1

This function checks whether the current position is byedigned. [f it is not, zero stuffing bis are present.
After that any aumber of zer bytes may be present before the start-code. Therefore start-codes are always
bytealigned and may be preceded by any number of zero stuffing bits.

14
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2.4 Requirements
2.4.1 Coding structure and parameters

Video sequence

A coded video sequence coounences with a sequence header and is followed by one or more groups of
pictures and is ended by a sequence_end_code. Immediately before each of the groups of pictures there may
be a sequence header. 'Within ezch sequence, pictures shal! be decodable continoously.

In each of these repeated sequence headers all of the data elements with the permitied exception of those
defming the quantization matrices (load_inwa_quantizer_matrx, load_non_intra_quantizer matrix and
optionally intra_guanfizer_matrix and non_inira_quantizer_mat:ix) shall have the same values as in the first
sequence header. The quantization matrices may be redefined each time thet a sequence header ocours in the
bitsiream. Thus the data elements load_inwra_quantizer_auix, load_non_intra_quantizer_matrix and
optionally intra_quantizer, matrix and non_intra_guantizer_matrix may bave any (rou-forbidden) valves.

Repeating the sequence header allows the data elements of the initial squence header 1o be repeated in arder
that random access into the video sequence is possible. Inaddition the quantization matrices may be
changed inside the video sequence as required.

Sequence header

A video sequence header commences with 2 sequence_header_code and is followed by a series of data
denents.

Group of pictures

A group of pictures is a serics of one or more coded pidures intended (o assist random access inio the
seguence. In the stored bitstream, the firstcoded picture in a group of pictures is an I-Fictare, The order of
the pictures in the coded sieam is the order in which the decoder processes them ia normal playback. In
particular, adjacent B-Pictures in the coded stsream are in display order. The last coded picture, in display
order, of a group of pictures is either an I-Picturs or 2 P-Picture

The fallowing is an example of groups of pictures taken fiom the beginning of a video sequence. In this
example the first group of picuwes contzins seven pictures and subsequent groups of pictures contain nine
pictares. Thes zre two B-picisres between sscoessive P-pictures and also two B-pictures between
saceessive [- and P-pictures. Picture "1T is used to form a prediction for picture 4P, Pictures 4P asd ‘1T
are both used o form predictions for picmres 2B' and ‘3B, Therefore the order of pictwes in the codzd
sequence shall be 11, 4P, "2B°, "3B". However, the decoder should display them in the osder ' 1T, '28', 38",
4P

At the encoder input,

1 2 3 4 5 10 11 12 13 14 15 16Q17 18 19 20 21 22 23 24 25
1 B B P B B P|B E I B B P BOB FP|B B I BB P B B P

At the encoder output, in the stored bitstream, and ai the decoder input.

7 5 & J08 9 |3 11 12 16 14 I5H19 17 18 22 20 21 25 23 24
] P B B P B Bji B B P B B P B B B B P B B P B B

where the double vertical bars mark the group of pictures boundaries Note that in this example, the first
group of pictures is two pictures shorter than subsequent groeps of pictures, since at the beginning of vidzo
coding there are no B-pictures preceding the first I-Picture. However, in genesal, in display order, there may
be B-Picwres preceding the first I-Picture in the group of pictures, even for the first group of pictures 1 be
decoded.

15
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At the decoder output,

1 2 3 4 S % 7 8 » 10 1! 12 13 14 15 16 17 18 19 20 21 22 23 24 25

A groap of pictares may be of any length. A group of picures shail contain one or more I-Pictares,
Applications requiring random access, fast-forward playback, or fast and normal reverse playback may use
relatively short groops of pictures. Groups of pictures may also be started at scene cuts or other cases
where motion compensaton is ineffzctive.

The number of consecutive B-Pictues is vagable. Neither B- nor P-Pictures nesd be present

A video sequence of groups of pictures that i read by the decoder may be different from the cne at the
encoder outpul due o editing.

Picture

A soburce or reconstrucied picture consists of three rectangutar matrices of eight-bit nambers; a lnminance
mawrix (Y), and two chrominance matrices (Cbhand Cr). The Y-matrix shall have an even number of rows
and columns, and the Cb and Cr matrices shall be one haif the siz2 of the Y -matrix in both horizontal and
vertical dimensions.

The Y, (b znd Cr components ars relaied to the primary (analoguz) Red, Green and Bloe Signals ll_ER. E‘G

anlE‘B)asdesuibnﬂ in CCIR Recanmendation 601. These pamary signals are gamma pre-comected. The

assumed value of gamma is not defined in this part of [SO/IEC 11172 but may typically be m the region
approximately 2,2 to approximately 2,8. Applications which require accuratz colour reproduction may
choose o specify the value of gamma more accurately, but this is outside the scope of this part of ISOTEC
11172,

The luminance and chrominance samples are positioned as showa in figure 5, where "1" marks the position
of the Juminarce (Y) samplzs and ") marks the position of the chrominance (Cb and Cr) samples:

b x i x X I x X
0 | 0 | 0

b4 X [ X X | x X

1 X | X bt | x
0 b 0 | 0

b e x | X 3 | X

1 X I X 1 | X X
0 | 0 | 0

X X I X 1 | X X

Figure 5 -- The position of luminance and chrominance samples.
There are four types of coded picture that use different coding methods.
An Intra-coded picture (I-picture) is ccded using information only from itself

A Predictive-coded picture (P-picture) is a picurs which is coded asing motion campensated
prediction from a past I-Picture or P-Picture.

A Bidirectionally predictive-coded piciure (B-piciure) is a picture which is coded using motion
compensated prediction from a past and/or future I-Piciurs or P-Picture.

A dc coded (D) pictare is coded usng information only from itself. Of the DCT coefficients oaly the
dc onzs are present. The D-Pictures shall not be in 1 saquence contzining any other pictuse types.
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Slice

A slice is a series of an arbitrary number of macroblocks with the order of macroblocks starting from the
upper-left of the pictare and proceeding by raster-scan order from left to right and top to boitom. The first
and last macroblocks of a slice shall not be skipped macroblocks (see 2.4.4.4). Every slice shall contain at
least onc macroblock. Slices shall not overlap and there shali be no gaps between slices. The position of
slices may change from picture to picture. The first slice shall start with the first macroblock in the picture
and the last dice shall end with the last macroblock in the picture.

Macroblock

A macroblock contzins a 16-pel by 16-lne section of luminance component and the spatially correspoading 8-pel by
8-ine section of each chrominance component. A macroblock bas 4 luminance blocks and 2 chrominance blecks. The
term "macroblock” can refer (o source or reconstructed data or to scaled, quantized coefficients. The order of blocks m a
macmblock is top-left, top-right, botiom-left, bottom-right blocks for Y, followed by Cb and Cr, Figure 6 shows the
arrangement of these blocks. . A skipped macroblock is one for which ne information is stared (see 2.4.4.4).

0 |1 41 L[5

2 13

¥ cb  Cr
Figure 6 -- The armrangement of blocks in a macroblock.
Biock
A block is an orthogonal 3-pel by 8-line seciion of a luminance or chrominance cormponent.

The term "block” can refereither to source and reconstructed dataor to the commesponding coded dzta
elements,

Reserved, Forbidden and Marker bit

The terms "reserved” and "forbidden™ are used in the description of some values of szveral fizlds in the coded
bitstream.,

The lerm “reserved” indicates that the valuz may be used in the future for ISONEC-defined extensions.

The term "forbidden” indicates a value that shall never be used (usually m order (0 avoid emulation of start
codes). .

The term "marker_bit" indicates a ong bit fiekl in which the value zero is forbidden. These marker bits are
introduced at several points in the syntax to avoid start-code emulation.

17
Page 27 of 124



ISO/IEC 11172:2: 1993 (E)

2.4.2 Specification of the coded videc bitstream syntax

@ ISONEC

2.4.2.1 Start codes
Stant codes are reserved bit patems that do rot otherwise occur in the video strean. All start codes are
bytealigned.
Name Hexadecimal value
picture_stan,_code 00000100
slice_stari_codes (including slice_vertical_positions) 00030101
trough
00000 IAF
reserved 00000180
reserved 00000181
nser_data_ start_code 00000182
sequence_header_code 00000133
sequence_error_codz 00000184
extension_start_code 00000185
reserved 00000186
sequence_end_code 00000187
group_start_code 00000188
system start codes (see note) 00000189
through
00000 IFF

NOTE - System start codes are defined in ISOMEC 11172-1,

The use of the stzrt codes is defined in the following syntax description with the cxception of the
seqoerce_emor_code. The sequence_error: code has been allocated for use by the digital storage media

interface 1o indicate whene uncorrectable erors have been detected.

2.4,2.2 Video sequence layer

Syniax

No.of bits

Mnemonic

video_sequence() |
next_start_code()
dof

do |
group_of_pictures()
] while ( nextbits() == group_start_code }
} while ( nextbits() = sequence_header_code )
sequence_end_code

32

bsibf

18
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2.4.2.3 Sequence header
Syntax No.of bits Mnemonic
sequence._headen() (
sequence_header_code 32 bslbf
horizontal_size 12 uimsbf
vertical_size 12 aimshf
pel_aspect_ratio 4 uimshf
picture_rate 4 wimsbl
bit_rate 18 uimsbf
marker_bit 1 i bl
vbv_buffer_size 10 uimsbf
consirained_parameters_flag 1
load_intra_guantizer_matrix 1
if (load_intra_quantizer_matrix )
intra_quantizer_matrix [] 8*¥64 uimshf
load_non_intra_quantizer_matrix 1
if (load_non_intra_quantizer_matrix )
non_intra_quantizer_matrix [] 8*64 uimsbf
next_stant_code()
if (nextbits() = exiension_start_code ) {
extension_start_ceode 32 bslbf
while { nexibits ( 1= "0000 0020 0000 0600 0000 0001' ) {
sequence_extension_data L3
)
} next_start oudc{)
if (aextbitsQ == user_data_stant_code ) {
user_data_siart_code 32 bsibl
while ( nextbits() = "6000 00CO 0000 0020 0000 0001 ) {
user_data B
)
next sart_code()
)
}
19
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g.4:2.8 Group of pictures layer
Syntax No. of bis Mnemonic
gronp_of_pictures()
group_start_code 2 bslbf
time_code 25
closed_gop 1
broken_link 1
next_start_code()
if ( nexbits() == extension_start_code) {
extension_start_code 32 bslbf
while ( nextbits() = "0000 0000 0000 D000 DOXO 0001*) |
group_extension_data 8
)
next_start_code()
)
if ( nextbits() = user_data_start_code) |
user_data_start_code 32 bslbf
while ( mextbits() I="0000 0000 0000 DODO DODO 0001') {
user_dala 8
}
next_start_codel)

do{_

pichirz()
} while ( nextbits() == picturz_start._code )

20
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2.4.2.5 Ficture layer
Syntax No. of bits Mnemonic
picure() (
picture_start_code 32 bsIbf
temporal_reference 10 uimsbfl
picture_coding type 3 uimshbfl
vbhy_delay 16 uimsbhfl
if ( (picture_coding_type = 2) 1 (picture_coding_type==3) ) {
full_pel_forward_vector 1 _
forward _f code 3 uimsbf
)
if ( picture_coding_type ==3) {
full_pel _backward_vector 1 :
backward_{_code 3 uimshbf
}
while (nextbitsQ ="1") |
extra_bit_picture 1 & b
extra_information_picture §
extra_bit_picture 1 o
next_start_code()
if (nexibits() = extension_start_ccde ) (
extension_start_code 32 belbf
while ( nextbits)) = T000 0000 000 0000 0000 00T ) {
picture_extension_dsta 8
)
next_start_code()
if ( nextbits() = user_data_start_cede ) |
user_data_start code 32 bslbf
while ( nextbits{) '= 3000 0000 0000 0000 0000 0001 ) |
user data 8
)
next_start_code()
}
do {
slice)
} while ( nextbits() == slice_starl_code)
i
21
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2.4.2.6 Slice layer
Syntax No. of bits Mpemonic
slice0) |
slice_start_code 32 bsibf
quantizer_scale 5 uwimshf
while (nextbitsQ) ="'1") |
extra_bit_slice 1 bt b
extra_information_slice B
extra_bit_slice 1 "
do {
macroblock()
} while (pextbits() !=="000 DOOO DOXD DODO 0000 000" )
} next_start_code()
2.4.2.7 Macroblock layer
Syntax No. of bits Mremoaic
macroblock () {
while ( nextbits() == ‘0000 0001 111') :
macroblock_stuffing 11 vielbf
while ( nextbitsQ) == "0000 0001 (0T )
macroblock_escape 11 viclbl
macroblock_address_increment i-11 viclbf
macroblock_type 1-6 vielbf
if ( macroblock_quant )
guantizer_scale 5 uimsb{
if ( macroblock metion_forward ) {
metion_horizontal_forward_code i-11 viclbf

if ((forwand_f != 1) &&
(motion_horizontal_forward_code =10) )
motion_horizontal_ferward_r 1-6 wimsbi
metion_vertical forward_code 1-11 viclbf
if ( (forwand_f 1= 1) &&
(motion_vertical_forward_code 1=0) )
motion_vertical_forward_r 1-6 wimsbi

)
if ( macroblock_motion_backward ) {
metion horizontal backward_code 1-11 vielbf
if ( (hackward_f'=1)&&
(motion_horizontal _backward_code 1= () )
motion_horizontal_backward r 1-6 uimsbi
motion_vertical_backward_code 1-11 viclbf
if ( (hackward_fi=1)&&
(motion_vertical_backward_code '=0))

motion_vertical_backward_r 1-6 uimsb/

)
if ( macroblock_patterny)

coded_block_pattern 3-9 vielbf
for [ i=0; i<6; i++ )

block( 1)
if ( picmre_coding_type =4 )

end_of _macroeblock 1 b &
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2.4.2.8 Block layer
Syntax No. of bits Mremonic
block(i) {

if ( pattern_codzfi! ) {
if (macwoblock_intra) {

if (i<d ) {
dect_de_size luminance 2-7 vielbf
ifide_size luminance !=0)
det_de_differential 1-8 uimsbf
}
else (
dct_de_size_chrominance 2-8 viclbf
ifidc_size._chrominance |=()
det_de_differential 1-8 uimsbf
H
)
elsz (
det_coeff_first 2-28 viclbf

!
if (picture_ccding type =4 ) {
while { nexibic() '="10")
dct_coefT_next 3-28 viclbf
end_of_block 2 vielbf
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2.4.3 Semantics for the video bitstream syntax
2.4.3.1 Video sequence layer

sequence_end_code -- The sequence_end_code is the bit string 000001B7 in hexadecimal. It terminates a
video sequence.
2.4.3.2 Sequence header

sequence_header_code — The sequence_header_code is (be bil string 00000183 in hexadecimal. Tt
identifics the begimning of a sequence header.

horizental_size — The horizontal_size is the width of the displayable part of the luminance component
in pels. The widih of the encoded luminance component in macroblocks, mb_width, is
(borizontal_size+15)/16. The displayable part of the pictuse is left-aligned in the encoded picture.

vertical_size - The vertical_size is the height of the displayatie part of the luminance component in
pels. The heightof the encoded lmminance component in macroblocks, mb_height. is
(vertical_size+15)/16. The displayable part of the pictuse B top-aligned in the encoded picture.

pel_aspect_ratie - This is a four-bit integer defined in the following table.

: gl aspect_ratip height/width exar.ple
0000 forbidden
0001 1.0000 VGA e,
010 06735
011 07031 16:9, 625line
0100 07615
0101 0.8055
0110 0.8437 16:9, 525line
0111 0.8935
1000 09157 ‘CCIR601, 625line
1001 09815
1010 10255
01 1.0695
1100 1.0950 CCIR601, 525]ine
110 11575
1110 1.2015
111 reserved

picture_rate -- This is a four-bit integer defined i the following table.

E’clure rate | giclures Ers&orﬁ |
0000 forbidden
0001 : 23,976
0010 4

0011 25

(0] 110 1 2997
010 30

0110 50

o1 59,94
1000 60

1111 r=served

Applications and encoders should take into account the fact that 23,976, 29,97 and 59 94 are not exact
representations of the nominal picture 1ate. The exact valves are found from 24 000/1 001, 30 000/1 001,
and 60 000/1 (01 and can be derived from CCIR Report 6244,

24
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bit_rate — This is an inicger specifying the bitrate of the bitstream measured in umits of 400 bits's,
romded upwards. The valse zem is forhidden. The value 3FFFF (11 1111 1111 1111 1111) identifies
variable bil rate operation.

marker_bit — This is cne bit that shall be set © "1".

vbv_buffer_size - This is a 10-bit mteger defining the size of the YBV (Video Buffering Verifier, see
annex ) buffer needed to decode the sequence. It is defined as:

B =16 *1 024 * vbv_buifer_size
where B is the mirimum VBV buffer size in bits required to decode the sequence (sez annex C).

constrained_parameters_flag -- This is a ane-bil flag which may be set to "1" if the following data
elements meet the following constraints:

horizontal_size <= 768 pels,

vertical_size <= 576 pels,

((horizontal_size+15)/16) *((vetical_size+15)/16) <= 395,
((horizontal_size+15V16) *((vertical_size+[5Y16))*picture_rate <= 306%¥15,
picture_rate <=3( pictures/s.

forward_f code<=4 (see 2.4.3.49)

backward f code <=4 (see 2.43.4)

If the constrained_parameters_flag is set, then the vbv_buffer_size field shall indicate a VBV buffer size less
than or equal to 327 680 bits (20*1024*16: i.c. 40 kbytes).

If the constrained_parameters_flag is set, then he bit_rate field shall mdicate a coded data mie less than o
equal to 1 356 (00 bits/s,

load_intra_guaniizer matrix -- This is a one-bit flag which is st to "1 if an intra_cuantizes_matrix
follows. Ifitis setto "0 then the default values defined below in raster-scan order, are used uniil the next

occurence of e sequence header,
B 16 19 2 26 27 2 34
16 16 n 24 27 29 2 37
19 22 2 27 20 34 H 38
22 22 % 27 29 34 37 10
22 26 77 29 32 35 40 48
26 27 29 32 35 40 48 58
26 27 29 34 38 46 56 69
27 29 35 38 46 56 a9 B3

intra_quantizer _matrix -- This is a list of sixty-four 8-bit unsigned integers. The new values, stored in
the zigzag scanning order shown in2.4.4.1, replace the default values shown above, The value zemo is
forbidden. The value for intra_quant{D]{0] shall always be 8. The new values shall be in effect until the
next ocaurence of a sequence header.

load_non_intra_quantizer_matrix — This is a one-bit flag which is set 1o "1" if a
non_intra_quantizer_matrix follows. If it is set to "0" then the defaunit values defined below are used until
the nextocruence of the sequence header,

16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 i6 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
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non_intra_quantizer_matrix - This is a list of sixty-four 8-bit unsigned integers. The new values,
stored in the zigzag scanning order shown in 2.4 41, replace the default values shownabove. The value
2ero is forbidden. The new values shall be in effect until the nex: occurence of a sequence header.

extension_start _code -- The exiension_start_code is the bit siring D00001B5 in hexadecimal. It
identifics the beginning of extension data. The extensioa datz continue until receipt of another start code.
It is a requiremnen! to parse extension data comectly.

sequence_extension_data - Reszrved

user_data_start_code — The user_data_start_code is the bit string 000001B2 in hexadecimal. It
identifies the beginning of user data. The user data continves until receipt of another stant code.

user_data — The user_data is defined by the users for their specific applications, The user data shall not
conlain astring of 23 or more zero bits,

2.4.3.3 Group of pictures layer

group_start_code -- The group_start_code is the bit string 000001B8 in hexadecimal. It identifies the
beginning of a group of pictures.

time_code — This i5 a 25-bit field containing the following: drop_frame_f{lag, tme_code_hours,
time_code_minutes, marker_bit, time_code_seconds znd time_code_pictures. The fields comespoad to the
ficlds defined in the [EC standard Publication 461) for "tune and control codes for video tape recorders”™ (sze
annex E). The code refers to the firs: picture in the group of pictures that has a temporal_reference of zero.
The drop_frame._flag can be set to either 0" or "1". It may be set lo "1" only if the picture raie is
29,97Hz. If it is "0" then pictures arz counted assuming rounding © the nearest integral number of pictures
per second, forexample 29,97 Hz weuld be rounded 10 and counted as 30 Hz, Ifit s "1” then picture
pumbers [ and 1 at the start-of each minute, except minutes 0, 10, 20, 30, 40, 50 are omitted from the

count,
bils
L
5 uimsbf
6 uimebf
l Ll ll "
6 uimsbf
(3 uimshf

closed_gop -- This is a one-bit flag which may be set to "1" if the group of pictures has been encoded
withoul motion veciors pointing m the previous group of pictures.

This bit is provided for use during any editing which pceurs after encoding. If the previous groap of picares
is removed by editing, broken_link may be set to "1” so that a decoder miy avoid displaying the B-
Pictures immediately following the first I-Picture of the group of pictures. However if the closed_gop
hit indicales that there are no prediction references to the previous group of pictures then the editar may
choose not {0 setthe broken_link bit as these B-Piciares can be correctly decoded in this case,
broken_link — This is a ove-bit flag which shall be set to "0" during encoding. Itis set 10 "1” 0 indicate
that the B-Pictures immediately following the first I-Picmre of a group of pictures cannot be correctly
decoded becawse the other [-Picture or P-Picture which is used for prediction is not available (because of the
action of editing).

A decoder may use this flag (o avoid displeying pidures that cannot be carrectly decoded.
extension_stari_code -- Sz 2432,

group_extension_data -- Reserved.

user_data_start_code — Sec 2432

user_daia -- See 2432

2%
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2.4.3.4 Picture layer

picture_start_code - The picture_stast_code s a swring 0f 32-bits having he value 00000100 in
hexadecimal.

temporal_reference - The temporal_reference is 1 10-bit unsigned integer associated with each inpot
picture, Itis incremented by one, modulo 1024, for each input picture. For the earliest picture (in display
order) in each group of pictures, the emporal_rzfereace is reset 10 zero,

The temporal_reference is assigned (in sequence) 1o the pictures indisplay order, no tzmporal_reference shall
be omitted from the sequence.

picture_coding_type -~ The picture_coding_type identifies whether a picture is an intra-coded pichure(l),
predictive-coded picture(P), bidirectionally prediciive-coded picture(B), or intra-coded with only de
coefficients picture(D) according to the following table. D-pictures shall never be included in the same
video sequence as the other picture coding types.

E‘cm coding type .cndmg mzthod
000 forbicden '
001 intea-coded (1)
010 predictive-coded (P)
€11 bidirectionally-predictive-coded (B)
100 dc ntra-coded (D)
101 reserved

vbv_dday - The vbv_delay is a 16-bitunsigned integer. For constant bitrate operation, the vbv_delay
is used 10 set the inital occupancy of the decoder’s buffer at the start of decoding the picture 50 that the
decoder’s buffer does not overflow or underflow. The vbv_delay measures the time needed to fill the VBV
buffer from an mitally empty staie at the targe! bit rate, R, © the corect level immediately before the
current picture s ramoved from the buffer.

The value of vbv_delay is the number of periods of the 90kHz system clock that the VBV should wait after
receiving the final byte of the picture startcode. k may be calculated from the state of the VBV & Bllows:

vbv_delay_=9)000*B " /R

where:
n>0
L 3
Bn = VBV occupancy, measured in bits, immediately tefore removing picture n from the

buffer butafier removing any group of picture layer data, sequence header daia
and the picture_start_code Unt imimediately precedes the daa elements of
picture n.

R = bitrate measured in bits/s. The full precision of the bitrate rather than the rounded
value enceded by the bit_rate field in the sequence header shall be used by the
encoder in the VBV model.

For non-constant bitmate opesation vibv_delay shall have the value FFFF in hexadecimal.

full_pel_forward_vector — If set to "1", then the motion vector values decoded represent integer pel
offses (rather than half-pel units) as reflected in the equations of 7.44.2,

forward_{_code — Anunsigned integer taking valuzs 1 through 7. The value zero is forbidden. The
variables forwanl_r_size and forward_f wsed in the process of decoding the forward motion vectors are derived
from forward_f code as described in 2.4.42

full_pel_backward_vector - [f sel 1o "1%, then the motion vector values decoded represent ineger pel
offseis (rather than balf pel units) as reflected in the equations of 2.44.3.
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backward_f_code - An unsigned iteger tzking values 1 through 7. The value zero is forbidden. The
variabies backward_r_size and backward_f used in the process of decoding the backward motion vectors are
derived from backward_[_code as described in 2.44.5.

extra_bit_picture - A bit indicates the presence of the followirg exta information. If
extra_bit_picture isset to 1", extra_information_picture will follow it. If itis setto "(", there are no data
following it.

extra_information_picture -- Reserved.
extension_start_code — See 2432,
picture_extension_data — Reserved.
user data start code - See 2432,
user_data -- See 2432,

2.4.3.5 Slice layer-

slice_start_code -- The slice_start_code is a string of 32-bits, The first 24-bits have the value 0001
in bexadecimal and the last 8-Fits are the slice_vertical_position heving a value in the range OL through AF
bexadecimal inclasive.

slice_vertical_posifien — This is givea by the last eight bits of the slice_start_code. It is an unsigned
mieger giving the vertical posiion in macroblock units of the firstmacmblock in the slice. The
slics_vertical_position of the first row of macroblocks is cne. Some slices may have the same
slice_vertical_position, smcz slices may stan: and finish anywhere. Note that the slice_vertical_position is
constrained by 2.4.] to defire non-overiapping slices withno gaps between them. The maximuom value of
slice_vertical_positon is 175.

quantizer_sczle -- An unsizned int2ger in the range 1 to 31 nsed 1o scale the recenstruction level of the
retrieved DCT ceefficicnt levels. The decoder shall use this value until another quantizer_scale is
encountered either at the slice layer or the macroblock layer. The value zero is forbidden.

extra_bit_slice -- A bit indicates the presence of the following extra informadon. If extra_bil_slice is
setto "1", extra_information_slice will follow it. If itis setto "0, there are no data folowing it.

extra_information_slice -- Reserved.
2.4.3.6 Macroblock layer

macroblock_stuffing -- This is a fixed bit string "0000 0001 111" which can be inseried by the encoder
o increase the bit rate o that required of the storage or transmission medium. I is disearded by the decoder.

macroblock_escape — The macroblock_escape is 2 fixed bit-steing "0000 0001 (00" which is used
when the diiference between macroblock_address and previous_macroblock_address is greater than 33. It
causes the value of macroblock_addeess_incremeni 10 be 33 greater than the value that will be decoded by
subsequent macroblock_escapes and the macroblock_address_incremernt codewords.

For example, if there are two macroblock_escape codewords preceding the macroblock_address_increment,
thea 65 it added © the valueindicated by macrodlock_address _increment

macreblock_address_increment — This & a varizble length coded integer coded ss per table B.1 which
indicaes the differeace between macrobiodk_address and previous_macroblock address. The maximam
valse of macrcblock_address_increnent it 33, Values greates thanthis can be encoded using the
macrodlock_escape codeword.

The macroblock_address is a variabke defining the absolute position of the current macroblock. The
macroblock_address of the top-left macroblock is zero.

8
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The previous_macmoblock_address is a variabke defining the absolute position of the last non-skipped

macroblock (see 2.4 4.4 for the definition of skipped macroblocks) except al the start of aslice. At the start

of a slicz, previous_macoblock_address is reszt as follows:
previous_macroblock_address=(slice_vertical_positon-1y*mb_widih-1;

The spatial position in macroblock units of a macroblock in the picture (mb_row, mb_coluren) can be
computed from the macroblock _address zs follows:

mb _row = macroblock address/ mb_width
mb_column = macreblock_address % whb_width

where mb_width is the number of macroblocks i one row of Lhe piclure.
MNOTE - The slice_vertical_position differs fram mb_row by one.

macroblock_type -- Variable length coded indicator which indicates the method of coling and content of
the macroblock according to the tables B.2a through B.2d.

macroblock_quant-- Derived fiom macroblock_type.

macroblock_motion_forward - Derived from macroblock_type.

macroblock_mation_backward — Derived friom macroblock_type.

macroblock_pattern — Derived from macroblock_type.

macroblock_mta — Denved from macroblock_type.

quantizer_scale — An insigaed itieger in the rnge | to 31 vsed to scale the reconstruction level of the
rerrieved DCT coeificient kevels. The value zero is forbidden. The decoder shall use this value until another
quantizer_scale is encountered either at the slice hyer or the macroblock layer. The presence of
quantizer_scale is determined fram macroblock_type.

motion_horizontal_forward_code -- motion_horizontal_forward_code is decoded according o @able
BA4. The decoded value is required (along with forward_{ - sec 2.4.42) 1o decide whether or not
motion_harizontal_forward_r appears in the bitstream.

motion_horizontal_forward_r - An mnsigned integer (of forward_r_size bits - scc 2.4.42) used in the
process of decoding forward motion vectors as described in 2.44.2.

motion_vertical_forward_code -- motion_vertical_forward_code is decoded according to table B.4,
The decoded value is reguired (along with forward_f - see 2.4.42) to decide whether or not
motion_vertical_forward_rappears inthe bitstream.

motion_vertical_forward_r — An unsigned integer (of forward_1_size bils - see 2.4.4.2) used in the
pmcess of decoding forward motion vectors as described in 2.44.2,

motion_horizontal_backward_cede - molion_horzontal_backward_code is decoded according to
table B 4. The decoded value is required (alonz with backward_[ - see 2.4.4.7) w0 decide whether or not
motion_harizontal_backward_r appears in the bistream.

motion_horizontal_backward_r — An msigned ineeger (of backward_r_size bits - see 24 .4.2) used in
the process of decoding backward motion vectors as described in 2.44.2.

motion_vertical_backward_code — motion_venica backward_code is decoded acconding Lo table B 4.
The decoded value is required (along with backward_f) 10 decde whether or not motion_vertical_backward_r
appears in the bitstream.

motion_vertical_backward_r — A uasigned integer {(of backward_r_size bits} used in the process of
decoding backward motion vectors as described in 24.4.3.
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coded_block_pattern - coded_block_pattern is a vaniable length code that is used 1o derive the variable
cbp according to table B 3. If macroblock_intra is zero, cbp=0. Then the pattern_code[i] for =005 s
denved from ¢bp using the following:

patiern_cadefi] = G

if ( bp & (1<<i5-)) ) pattern_codei] = 1;

if { macroblock_intra ) patern_codefil =1

patiern_code[0] - I7 1, then the upper i=ft luminance block is to be received in this mecroblock.
patiern_code[ 1] = If 1, then the upper right luminance block 15 © be received in this macroblack.
patiern_code[2] - If 1, then the Tower Izft luminance block is to be received in this macroblock.
patiern_code[] — If 1, then the lower right luminance blodk is i be seceived in this macroblock .
patiern_code[d] ~ If 1, then the chrominance block Cb is 1o be received in this macroblock.
patenn_code[S] - If 1, then the chrominance block Cr is to be received in this macmoblodk.
end_of_macroblock -- This is a bit which is set to "1" and exists only in D-Pictures.
2.4.3.7 Block layer

dct_dc_size_luminance — The number of biis in the following dct_dc_differential code,

dc_size_Juminance, is derived according © the VLC table BSa Note thatthis data element is used in intra
coded blocks.

dct_dc_size_chrominance -- The number of bits in the following det_dc_differental code,
dc_size_chrominance, is desived according to the VLC table B.5b. Note that this data element is used in
intra coded blocks.

dct_dc_differential - A variable length unsigned integer. If dc_size lunminance or d¢_size_chrominance
(asapprqrm)umu,thcnda._dc differential isnot present in the bitsream. dct_zz [] is the armay of
quantized DCT coeffidents in zig-zag scanning order. det_za[i) for i=0..63 shall be sct to zere initially. If
de_size_himinance or dc_size_chrominance (as appropriate) is greater than zero, then det_zz|0] is compated
as follows from det_de_differential:

For luminance blocks:
if ( da_de_differential & ( 1 << (dc_size_Juminance-1))) dot_zz[0] = dct_dc_differental ;
else det_zz[0] = { (1) << (dc_size_luminance) ) | (det_dc_differential+ 1) ;

For chrominance blocks:
if { det_de_differential & ( 1 << (dc_size_chrominance-1))) det_zz[0] = det_de_differential |
elsz det_zz 0] = ( (-1) << (dc_size_chrominance) )| (det_dc_differential+l)

Note that this data dlement is used io intra coded blocks,

example for dc_size_luminance = 3
det_de_differential da_z{0]
000 -7
001 6
010 -5
D11 4
100 4
101 5
110 6
111 7

det_coefl_first — A variablz length code accordiag (o ables B.Sc through B.S5f for the first coefficieat.
The veriables rnand level are desived according te these tables. The zigaag-scanned quantized DCT
coefficient fist is updated as follows.
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i=nmn;
if ( s==0) dot_zz[i] =level;
if(s==1) dct_zz{i]=- level ;

The termns det_coefd_first and dct_coeld_next are nm-length encoded and dat_zz{i), i>=0shall be sel o zero
initially. A variable length code according to tables B.Sc through B.5{ is used © represent the run-length
and level of the DCT cocfficients. Note that this data element is used in non-intra coded blocks.

det_coefl_next - A variable lengh code according to tables B.Sc through B.5f for coefficients following
the first retrieved. The variabks rnum and level are derived according to these tables The zigzag-scanaed
quantized DCT coefficient listis updated as follows,

i=i+mn+l;
if (8 ==0)det_zzi] =lesel;
f(s==1)dct_zz[i] =- level ;

If macroblock_intra == 1 then the 2rm i shall be set to zero before the first det_coefl_next of the block.
‘The decoding of dei_coeff_next shzll noi cavse i to exceed 63,

end_of_block -- This symbol is always used to indicate that no additional non-zero cceficients are
presenl. It is used even if dei_zz 67] is on-zero. Its value is the bil-string "10" as defined in table B 5S¢,
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2.4.4 The video decoding process
Compliance requirements for decoders are contained in ISO/IEC 11172-4,
2.4.4.1 Intra-coded macroblocks

In I-pictures all macroblocks are intra-coded and stored. In P-pictures and B-pictures, some macroblocks
may be intra-coded as identified by macroblock_type. Thus, macroblock_intra identifizs the inira-coded
macroblocks.

The variables mb_mw and mb_column locate the macroblock in the piciure. They are defined in 24.3.6
The definitions of det_dc_differential, and dci_coeff_next also have defined the zigzag-scanned quantized DCT
coefficient list, det_zz[]. Each dct_zzf] is located in the macroblock as defined by pattern_codef].

Define det_recon[m][n] o be the matrix of recenstructed DCT coefficients of the block, where the first index
identifies the row and the second the column of the matrix. Define det_dc_y_past, det_dc_cb_past and
det_dc_or_past to be the det_recon[C]{0] of the most recently decoded intra-coded Y, Cb and Cr blocks
respectivelv. The predictors det_dc_y_past, dct_de_cb_past and det_dc_cr_past shall all be resct at the start
of a slice and at non-intra-coded macroblocks (ncluding skipped macroblocks) to the value 1 024 (128*8).

Defing intra_quant[m][n] to be the intra quantizer matrix that is specified in the sequence header.

Naote that intra_quant[D1[0] is used in the dequantizer cslculations for simplicity of description, but the resul
is overwritien by the subsequent calculation for the de coefficient.

Define scan[m][n] o be the matrix defining the zigzag scanning sequence zs follows:

¢ i 5 6 14 15 2; p: ]
2 4 7 13 16 26 25 42
2 8 12 17 15 30 41 4
9 11 18 24 31 40 4z 53
10 19 23 32 39 45 52 A
20 22 33 R 46 51 55 60
21 34 37 47 50 56 59 61
35 36 48 49 57 58 62 a3

Where n is the horizontal index and m is the vertical indes.

Define past_intra_address as the macroblock_address of the most receatly retrieved intra-coded macroblock
within the slice. Itshall be reset (o -2 at the beginning of each slice.

Then det_recon{m][n] shall be computed by any means equivalent to the following procedure for the first
luminance block:

for (m=0; m<8; m++) {

for (n=0; n<8; n++) {
i=scanfm][n];
det_recon[mlfn] = (2 * dot_zezli] * quantizer_scale * intra_guant{m][n] ) /16 ;
if (( det_reconfm]fn] &£ 1)=0)

dect_reconf{m}fn] = dct_recon[m][n] - Sign(dct_recon[m}n} ;

if (det_recoa[m][n] > 2 047) det_recon{m][n] = 2 047 ;

] if (dct_recon[m]n] < -2 C48) det_recon[m]n] = -2 048 ;

}

det_recon|0][0] = det_zz{0] * 8 ;

if ( (macroblodk_address - past_intra_address> 1) )
e det_recon[0)[0] =(128 * 8) +da_secon(D]{D] ;

det_recon{QJ[0] = det_de_y_past + det_recon[0][0] 3
dcl_dc_y_past = det_secon[DIfD] ;

Note that this process disallows even valsed numbess. This has been found to prevent accarmlation of
mismatch errors,
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For the subsequent liminance blocks in the macroblock, in the order of the list defined by the armay
patiem_code(]:

for (m=0; m<§; m++) {

for (=0, n<8; n++) {
i = scanfm][a] ;
det_seconfm][n) = ( 2 * det_zfi] * quanizer_scale * intra_quantjm][n] ) /16 ;
if ( (dei_recon[m]n] &1)=10)

det_recon[m][n] = det_recon|m]{n] - Sign(det_recon[m]n]) ;

if (det_reconm][n] > 2 047) dcl_recon[m]n] =2 (47 ;
if (det_recon[m]|[n] < -2 048) dct_recon[m][n] =-2 048 ;

}

)
det_recon[0)[0] =ddt_dc_y_past + {dct_zz[0]* 8) ;
det_de_y,_past = det_recon[0j[0}] ;

For the chrominance Cb block,:

for (m=0:. m<8; m++) {

for (0=0; n<8; n++) {
i =scan[m]fn] ;
det_reconlm][n} =( 2 *det_zz[i] * quantizer_scale ¥ intra_quant/mi[n] ) /16 ;
if ( (dct_reconfmin] & 1) =10)

det_reconfm][n] = det_recon/m|[n] - Sign(dct_recon[m]n]) ;

if (det_recon{m)[n] > 2 047) dd_tecon[m][n] =2 047 ;

l if (det_recon[m][n] < -2 (48) det_recon[m][n] = -2 048;

}

det_recon[0][0] =da_zz[0] = 8;

if ( ( macroblock_addsess - past_inta_address 1 >1)
det_recon[0][0] = (128 *8)+ det_recon[0](0] ;

det_reconf0][0] = det_dc_ch_past + det_recan[0][0] ;
det_dc_ch_past =dct_rcon{D]{0] ;

For the chrominance Cr biock, :

else

for (m=0; m<8&; m++) {

for (n=0(; n<8; n++) |
i=scan{m][n] : ;
det_recon'm|fn] = ( 2 * dd_zz[i] * quantizer_scale * mua_quantm]fn] ) /16 ;
if ((dd_reconfm]n] &£ 1) =10)

det_recon[m][a] = det_recon(in][n] - Sign{dct_recan[m]fn]} ;

if (det_reconfm}{n] > 2047) dct_recon[m](n] =2 047 ;
if (dct_recon[m][n] < -2 048) dct_reconfm][n} = -2 048 ;

)

}

det_recon[0][0] =dct_zz[0] * 8;

if ( ( macroblock_address - past_intra_address ) >1)
dct_recon{0][0] = (128 *8) + dct_recon[0](0] ;

det_recen[0][0] = det_dc_cr_past+ det_recon[C][(] ;
det_de_cr_past = del_recon[0][0] ;

else

After all the blocks in the macroblock are processed:
tasL_intra_address = macroblock_address :
Values in the coded data elements leading to det_recan[0][0] < Oor det_recon|0}{0] > 2 (047 are mot permitted.

Once the DCT coefficients are reconstructed, the isverse DCT transform defined in annex A shall be applied
to obtain the inverse transformed pel valuzs m the range [-256, 255). These pel values shall be limited 10
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the range [0, 255] and placed in the lsminance and chrominance matrices in the positions defined by
mb_row , mb_column, and the kst defined by the arrzy patiem_code(].

2.4.4.2 Predictive-coded macrobiocks in P-pictures
Predictive-coded macroblocks in P-Pictizes are decoded in two sieps.

First, the valve of the forward motion vector for the macroblock is reconstrucied and a prediction
macroblock is formed, as detziled below.

Second, the DCT coefficient information stored for same or all of the blocks is decoded, dejuantized, inverse
DCT transformer, and added 1o the prediction macroblock.

Let recon_right_for and recon_down_for be the reconstructed horizontal and vertical components of
the motion vector for the current macroblock, and recon_right_for_prev and recon_down_for_prey be the
reconstructed motion vectar for the previous predictive-coded macroblock. If the current macroblock is the
first macroblock in the dlice, or {f the last macroblock that was decoded contained no motion vectar
information (cither because it was skipped or macroblock_motion_forward was zer), then
recon_right_for_prev and recon_down_for_prev shall be sel to zero,

If vo forward motion vector data exisis for the current macmhlo;:k {either because it was skipped or
macroblock_maotion_forward = 0), the motion vectors shall be sel o zero,

[f forward motion vector data exisss for the current macroblock, then any means equivalent t6 the following
procedure shall be used to reconstruct the motion vecior borizontal and vertical components.

forward_r_size and forward_f are derived from forward_f code as follows:

forward_r size = forward £ codc-1
forward_f= 1 << forward_r_sizc

if ((forward_{ = 1) Il (motion_horizontal_forwand_code=10) ) |
complement_horizontal_forward_r =0,

} else {
camplement_borizontal _forward_r = forward_f- 1 - motion_hosizontl_forward_r;

)
if ((forward_{ == 1) ll (motion_vertical_forward_code =0)) |
camplement_vertical forward_1=0;
) else |
camplement_vertical_forward_r = forward_f - 1 - motion_ vertical _forward_r;
'

right_litle = motion_horizontal_forward_code * forward_f;
if (right_litle==0) {
right_big = 0;
) else {
if (right_little > 0) {
right_little = right_little - complement_horizoatal _forward_r ;
right_big =right_lite - (32 * forward_f};

right_little = right_little + complzment_horzontal _forward_r;
right_big =right_linle + (32 * forward_f);
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down_little = moton_vertical_forward_code * forward_f;
if (down_litde =0)

down_big = 0;
jels {

if (down_little > 0) {
down_little = down_little - complement_vertcal_forward _r;
down_big= down_liitle - (32 * forward_{);

) else {
down_little = down_littie + complement_vertical_forward r ;
down_big = down_little + (32 * forward_f);

}

Values of forward_f, motion_herizontal_forward_code and if present. motion_horizontal_forward_r shall be
such that right_litde is not equal 10 forward_f * 16.

Values of forward_f, motion_vertical forwand_code and if present, motion_vertical_forwasd_r shall be such
that down_little is not equal to forward_f * 16.

max =( 16 * forward_f)-1;
min={ -16 * forward_f ) ;

new_vector = recon_right_for_prev + right_little ;
if ( {(new_vector «<=max) && (vew_vedos >= min) )
recon_right_for= recon_right_for_prev + right_litde §

recon_nght_for= recon_right_for_prev+ right_big ;
recon_right_for_prev = recon_right_for ;

if ( full_pel_forward_vector ) recon_right_for= recon_right_for << 1;
new_vecior= recon_down_for_prev +dowa_litk ;
if ( (new -vector <=max) && (new_yector >=min) )

recon_down_for =recon_down_for_prev + down_Eitke ;
else

recon_down_for = recon_down_for_prey +down_big;
recon_down_for_prev = recon_dowr_for ;
if ( full_pel_forward_vecior ) recon_down_for =recon_down_for<< 1 ;

The motion vectors in whole pel units for the macroblock, right_for and down_for, znd the half pel unit
flags, right_balf_for and down_half_for, are computed zs follows:

for luminance | for chrominance

right_for = recon_right_for>> 1; right_for = (recon_right_for/2)>> 1,

down_for = recon_down_for >> | ; down_for = (recon_down_for /2 )>> 1;
right _half for= recon_right_for- (?.*nghu(x) ;|| right_half_for =recon_right_for’2 - (2*sight_for) ;
*down down_half for = recon_down_for/2 - (2*down_for); |

Motion vectors leading to references outside a reference picture's boundaries are not allowed.

A positive value of the reconstrucied horizontal motion vector (night_for) indicares that the referenced area of
the past refersnce picture is © the right of the macroblock in the coded picture.

A positive value of the reconstraced vertical motion vector (down_for) indicates that the referenced area of
the past reference picture is below the macroblock in the coded picture.

Defining pel_past[}[] as the pel valoes of the past piciure referenced by the forward motion vector, and
pel()l] as tae predictors for the pel values of the block being decodad, then:

if C (! right_half_for)&é& (! down_half_for))
peli]j1= pel_pastfi+down_for][j+ight_for] ;
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if ( (! right_hzlf_for) && down_half_for)
pellijj] = ( pel_past{i+down_for](j+rgh_for] +
pel_past[irdown_for+1|[j+right_for] ) #2;

if ( right_hal_for && (! down_half fori)
pellil[j] = ( pel_past{i+down_for]{j+righi_for]+
pel_past[i+down_for](j+right_for+1]) #2;

if ( right_balf for &% down_half for )
pellil(j) = ( pel_past[i+cown_for] [j+right_for] + pel_past(i+down_for-+1]{j+right_for] +
pel_past[i+down_for]{j+right_for+1] + pel_past{i+down_for+| |(j+nght_jor+1] ) 7/ 4 ;

Define non_inra_quant[m][n] 1o be the non-intra quantizer matrix that is specified in the sequence header.

The DCT coefficients for each block present in the macroblock shall be ieconstructed by any means
equivalent o the following procedure:

for { m=0; m<8; m++ ) |
for (n=0; n<8;n++ ) {
i=scan[mln];
det_recon[m][n) = ( { (2 * dai_zzfi}) + Sign(der_zz[i]) ) *
quantizer_scale * non_intra_cuani[m]fn]) /16,

if (( det_reconfmi(n} & 1) =10) _
det_recon{m)[n] = det_recon{m|[n] - Sign(dct_recon[m][n]) ;

if {det_recon{m}{a] > 2047) dci_recon[m]n] = 2047 ;

if {(det_recon{m]{n} < -2048) det_reconfn}{n) =-2048 ;

if {det_z=li]=0)
det_recoa{m]n] = 0;

)
det_recon{m](a} = 0 for albn, o in skipped macroblocks and when pattem|i] = 0.

Once the DCT ceefficients are reconstructed, the inverse DCT transform defined in annex A shall be applied
10 obtain the inverse transformed pel values in the imterval [-256, 255). The inverss DCT pel values shall
be added to the pel[i][jl which were computed above using the motioa veciors. The result of the addition
shall be limited m the interval [0,255). The location of the pels is determised from mb_row, mb_colamn
and the pattern_code list.

2.4.4.3 Predictive-coded macroblocks in B-pictures
Predictive-coded macroblocks in B-Pictures are decoded in four seps.

First, the value of the forward motion vecior for the macroblock is reconstructed from the relrieved forwand
motion vecior information, and the forward motion vector reconstrucied for the previous macmblock, using
the same procedure as for czleulating the forward motion vector in P-piciures. However, for B-pictures the
previous reconstructed motion vectors shall be reset only for the first macroblock in a slice, or when the
last macioblock that was decoded was an mire-codzd macroblock. If no forward motion vector data exists for
the current macroblock, the motion vectors shall be obtained by:

recon_right_for = recon_right_for_prey,
recon_down_for = recon_down_for_prev.

Second, the value of the backward motion vector for the macroblock shall be reconstructed from the
retieved backward motion vecior information, and the backward motion vector recoanstructed for the
previous macroblodk vsing the same procedure as for calculating the forward motion vecior in B-pictwes,
In this procedure, the vanabies needed 1o find the backward moton vector are substituled for the vanables
needed to find the forward motion vector. The variables and coded data demeats used o calculate the
backwand moton vector are:

recon_right_back_prev, recon_down_back prev, backward_f_code, full_pel_backward_vector

motion_borizontal_backward_code, motion_horizontal_backward_r,
motion_vertical _backward_code, motion_vertical_backward_r,
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backwad_r_size and backward_fare derived from backward _{_code as follows:

backward_r_size =backward f_code - 1
backward_f = 1 << backward r_size

The following variables result from applying the algorithm in 2.44.2, modified as described in the
previous paragraphs in this clanse:

night_for right_haf_for down_for down_half_for
right_back right_half back down_back down_half back

They define the integral and half pel value of the rightward and downward components of the forward motion
vector (which references the past picture in display order) and the backward motion vector (which references
the futwe picre in display order).

Third, thepredictors of the pel values of the block being decoded, pel [](], are calculated. If only forward
motion vector information was retricved for the macroblock, then pel(][] of the decoded picture shall be
calculated acconding (o the formalas in 24.4.2. If only backward motion vector information was retrizved
for the macroblock, then pel[][] of the decoded picture shall be caleulated according to the formulas in the
predictive-coded mactoblock clanse, with "back™ replacing "for”, and pel_fatre(][] replacing pel_past[l(]. If
both forward and backward motion vectors information are retrizved, then ket pel_for{][] be the value
calculated from the past picture by use of the reconstructed forwarid motion vector, and let pel_back[][] be
the value calculated from the futwre picture by use of the reconstructed backward motion vector. Then the
value of pel[][] shall be calculated by:

pel(ll] = (pel_for(][1+ pel_back[’[1 ) #2;
Define non_intra_guant[m](n] to be th: non-inra quaniizer matrix that is specified m the sequence heades.

Fourth, the DCT coefficients foreach block present in the macroblock shall be reconstructzd by any means
equivalent to the following procedure:

for (m=0; m<8; m++ ) {
for ( n=0; n<8 n#+) {
i =scanm][n] ;
de_recon[m][n] = (( 2 * det_zz{i]) + Sign(det_zi]) ) *
quantizer_scale * non_intra_quantini[n] )/ 16 ;
if ((dct_recon[m]{n] & 1)==0}
det_recon[m)n] = det_recon[m][n] - Sign{dat_recon[m]nD ;
if (dct_recon[m][n]> 2 047) det_recon[m][u] = 2047 ;
if [detrecon[m]n] < -2 048) dct_reconfm][n] =-2048;
if (dat_zz[i] ==10)
dot_recon[minj=0;

!
det_recon[m](n] = 0 for all m, n in skipped macrcblocks and when patternli) = 0.

Once the DCT coefficients are reconstructed, the inverse DCT transform defined in amex A shall be applied
to obuain the inverse transformed pel values in the range [-256, 255]. The inverse DCT pel values shall be
added o pel[][], which were computed above from the motion vectors. The result of the addition shall be
limited (o the interval [0,255]. The location of the pels is determined from mb_row, mb._column znd the

pattem_code lisL.

2.4.4.4 Skipped macroblocks

Faor some macroblocks there are no coded data, that is neither motion vector information nor DCT
information is available © the decoder. These macroblocks are called skipped macroblocks and are indicated
when the macroblock_address_increment s greater than 1.

In I-pictures, all macroblocks shall be coded and there shall be no skippzd macroblocks.
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In P-pictures, the skipped macroblock is defined to be a macroblock with a reconstructed motioa vecior
equal to zero and no DCT coefficients.

In B-pictures, the skipped macroblock is defined to have the same macroblock_type (forward, backward, or
both motion veciors) as the prior macmblock, differential motion vectors equal to zerq, and no DCT
coefficients, In 2 B-picture, a skipped macroblock shall not follow an intra-coded macroblock.

2.4.4.5 Forced updating

This function is achieved by forcing the use of an intra-coded macroblock. The update parem i not

defined. For control of accemulation of IDCT mismatch-error, each macroblock shall be intra-coded at least
once per every 132 limes it is coded ina P-picure without an intervening I-picture.

38
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Annex A
(hommative)

8 by B Inverse discrete cosine transform

‘The 8 by 8 inverse discrete cosine transform for I-pictures and P-pictures shall conform to IEEE Draft
Standard, P1180/D2, Jaly 18, 1990. For B-pictures this specification may zlso be applied but may be
unnecesserily stringent. Note that davse 2.3 of P1I8(/D2 "Considerations of Specifying IDCT Mismatch
Emors” requires the specification of periodic intra-ceding in order to control the accurnulation of mismaich
emors. The maximum refresh period requirement for this part of ISO/IEC 11172 shall be 132 intra-coded
pictures or prediciive-coded pictures as stated in 2.44.5, which is the same as indicated in P1180VD2 for

visual elephony according 10 CCITT Recommendation H.251 [S].
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Annex B
{rormalive)

Variable length code tables

© ISONEC

This annex contains the variable Iength code tables for macrobleck addressing, macroblock type,
macroblock pattern, motion vectars, and DICT coefficients.

B.1 Macroblock addressing
Table B.l. -- Variable length codes for macroblock address_increment.

macroblock_address, increment macroblock_address increment

ncrement VL.C code valve increment V1.C code valug -

L 1 0000 0101 10 17

011 2 0200 0101 €1 18

010 3 0000 0101 €O 19

0011 B 0200 0100 11 20

0010 5 0300 0100 10 21

0001 1 [ 0000 0100 (11 22

0001 0 7 0300 0100 C10 23

0000 111! g 0200 0100 001 24

0000 110 9 0000 0100 CO0 25

0000 1011 10 0000 0011 111 26

0000 1010 1 0200 0011 110 27

0000 1001 12 0000 0011 101 28

0000 1000 13 0000 0011 100 29

0000 D111 14 0000 0011 €11 30

0000 D110 15 0300 0011 €10 3]

0000 0101 11 16 0000 0011 CO1 2
0000 0011 COO 33
0000 0001 111 I macroblock_stuffing
(000 0001 00 macroblock escape
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B.2 Macroblock type

The propertics of the macroblock are determined by the macroblock type VL.C according to these tzbles.

Table B.2a. - Variable length codes for macrobleck type in intra-coded

pictures (I-pictures).

macroblock_ | macroblock_ | macroblock_ | macroblock_ | macroblock | macroblock
typeVLC code | quant molion_ motion_ patierm intra
forwand backward
——
1 ] c 0 0 1
0l 1 0 ( 0 1

Table B.2b. -- Variable length codes for macroblock_type in predictive-coded
pictures (P-pictures).

macroblock_ | macroblock,
ratem intra
backward

0 1 0 1 0
01 0 0 ¢ 1 0
001 g 1 o 0 0
| 00011 0 4] (] 0 1
| 00010 1 1 ¢ 1 0
| 00001 1 0 0 1 0
L000001 1 g 0 0 |

Table B.2¢. -- Variable length codes for macroblock _type in bidireclionally

predictivecoded pictures (B-pictures).

{macroblock || macroblock_ | macrodlock_ | macroblock_ | macroblock . | macrodblock_
| typeVLC code || quant motion_ motion_ patEm intra
! forward tackward
10 Q 1 1 0 (1
11 0 1 1 1 0
010 Q 0 1 0 0
011 0 0 1 1 0
0010 0 1 Q 0 0
|0011 0 1 a 1 0
100011 0 0 ] 0 1
i 00010 1 1 1 1 ¢
000011 1 1 Q 1 0
| 000010 | 1 0 1 1 0
L 000001 1 0 0 { 1

Table B.2d. -- Variable léngth codes for macroblock_type in dc intra-coded

pictures (D-pictures).

macroblodk_ | macroblock . | macoblock_ | macroblock . | macroblock . | macroblock_

typeVLC code | quant motion_ moton__ pattern intra
forwand Eackward

1 Jo 0 0 10 ]
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Table B.3. -- Varisble length codes for coded_block_pattern.

coded_block_patiern | coded_block_pattern

VLC code | cbp VLC code chp
111 60 0001 1100 35
1101 4 0001 1011 13
1100 | s 0001 1010 49
1013 | 16 0001 1001 21
1010 I 32 0001 1000 41
1001 1 12 0001 011 14
10010 43 0001 0110 50
1000 1 20 0001 0101 22
1000 0 1 40 0001 0100 42
al111 28 0001 0011 15
01110 44 0001 0010 51
0110 1 | 52 0001 0001 23
0L10 0 56 0001 0000 43
0101 1 1 0000 1111 25
01010 61 0000 1110 37
0100 1 2 0000 1101 26
0100 0 | 62 0000 1100 33
0011 11 24 0000 1011 29
0011 10 i 36 0000 1010 43
0011 01 i 3 0000 1001 53
0011 0D | 63 0000 1000 57
0010 111 | i) 0000 0111 30
0010 110 9 0000 0110 46
0010 101 17 0000 010L 54
0010 100 33 0000 0100 58
0010 011 il 6 0000 0011 1 3t
0010 010 10 0006 0011 0 47
0010 001 iy 18 0000 0010 1 55
0010 000 i 34 0000 0010 59
0001 1111 i1 7 0000 0001 1 .2 §
0001 1110 1t 0000 0001 0 39
0001 1101 19
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BE.4 Motion vectors
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Table B.4.

ISO/IEC 11172-2: 1993 (E)

-- Variable length codes for motion_horizontal_forward_code,

motion_vertical_forward_code, motion_horicontal_backward_code, and
motien_vertical backward_code.

motion
VLC code

D000 0011 001
D000 0011011
0000 0011 101
00000011 111
({300 0100 001
0000 0100011
0000 010011
0000 0101 01
0000 0101 11
00000111
0000 1001
0000 1011
0000 111

0001 1

0011

011

1

010

0010

0001 D

0000 110
0000 1010
0000 1020
0000 D110
0000 (1101 10
0000 0101 00
0000 0100 10
0000 0100010
0000 100000
0000 DO1T 110
0000 DOLT 100
0000 D011 010
0000 DO11 000
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B.5 DCT coefficients

Tzble BSa -- Variable leagth codes for dct_dc_size luminance.

YLC codz
100

¢0

01

101

110

1110
11110
111110
1111110

size_luminance

g

B0 =l M Lh B 1D R e &S

Table B.5b. -- Variable length codes for dct_dc_size_chrominance.

YLC code 1| det_de_size_chrominance
00 i
01 1
10 2
110 k
110 4
11110 5
111110 6
1 111110 7
11111110 8

44
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Table B.Sc. -~ Variable length codes for det_coeff_first and dct_coeff_next.

det_ccef_farstand dot_coeff_next
variable length code  (NOTEL) || run level
end_of_block
0 1
0 1
1 1
0 2
2 1
0 3
3 1
i 1
1 2
5 1
6 1
7 1
0 4
2z 2
8 1
9 1
escape
0010 0110 s 0 5
0010 2001 s 0 6
0010 0101 s L 3
0010 0100 s 3 2
0010 0111 s 10 1
0010 0011 s 11 1
0010 0010 s 12 1
0010 0000 s 13 1
0000 3010 10s 0 7
0000 0011 00's | 4
0000 0010 11 s 2 3
0000 NOLT 118 4 2
0000 001001 s 5 2
0000 D011 10 s 14 1
0000 D011 01 s 15 1
0000 001000 s 16 1
NOTES
1~ The last bit 's" denotes the sign of the level, ‘0 for positive
'1' for negative.
2~ Thiscode shall be nsed for dc:_coeff_first.
3 - This code shall be nsed fordci_coelf_neat.
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Table B.5d. -- Variable length codes for dct_coeff first and dct_coefl_next

Pagedgﬁ of 124

da_coeff_first and det_coefT pext
(NOTE) || nn

variadle length code

lzvel

0000 0001 1101 s
0000 0001 1000 s
0000 0001 0011 s
0000 0001 0000 s
0000 0001 1011 s
0000 0001 0100 s
00000001 1100 s
0000 0001 0010 s
00000001 1110 s
0000 0001 0101 s
0000 0001 0001 s
00000001 1111 s
0000 0001 1010 s
0000 (001 1001 s
0000 0010111 s
0000 0001 011C s
00000000 1101 0s
00000000 110G 1 s
00000000 L1100 0 s
0000 0000 1011 1 s
0000 0000 1011 0s
00000000 101C 1 s
0000 0000 1010 0's
0000 0C00 1001 15
0000 0000 1001 0s
000000001000 1 s
0000 0000 1000 0s
00000000 1111 1s
00000000 1111 0s
0000000011101 s
00000000 11100
0000000011011 s

mthWMHOOOO—T

_HHHmMMMMluAMHE\om
—

b —
2REOR

ket B bt bt B B L) B LA = A

NOTE - The last bit 't denotes the sign of the level, 'C' for positive,

'1' for negative.
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Table B.Se. -- Variable length codes for det_coeff_first and dci_coeff_nexi (concluded),
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dcot_coeff_first and dd_coeff _next

variable lengthcode (NOTE) | nn level
0000 0000 D111 11 < 0 16
0000 0000 0111 10 5 0 17
0000 0000 0111 01 s 0 18
0000 0000 0111 00 s 0 19
0000 0000 011D 11 s (1] 20
0000 0000 OL1D 10 s 1] 21
0000 0000 OL1D OF s ( n
0000 0000 011D 00 s O 23
0000 0000 0101 11 ¢ ( 24
0000 0000 0101 10 5 0 25
0000 (K00 0101 01 { 26
0000 0000 0101 00 s Q0 27
0000 0000 0100 11 s 0 28
0000 0000 010D 10 5 4] 29
0000 0000 0100 01 s 0 30
0000 0000 0100 00 s g 3l
DODO 0000 0011 090 s 0 32
0000 0000 0010 111 s 0 33
DOOO 0000 0010 110 s 0 34
D000 0000 0010 101 s 4] 35
DOOO 0000 0010 100 s 0 36
0000 0000 0010 011 s 0 37
D000 0000 0010 010 s 0 33
D00 D000 0010 001 s 0 39
0000 0000 0010 000 s 0 40
O OODO 0011 111 s 1 8
DODO BOOQ 0011 110 s 1 9
DODO OO0 0011 101 s 1 10
DODO DCO0 0011 100 s 1 11
00000000 0011 011 s | 12
0000 0000 0011 010 s 1 3
D000 0000 0011 001 5 1 14
0000 0000 0001 0011 s 1 13
0000 0000 0001 0010 s 1 16
0000 0000 0001 0L s 1 17
0000 06000 0001 0000 s 1 18
0000 0000 0001 0100 s 6 3
0000 0000 0001 1010 s 1t 2
0000 00000001 100! s 12 2
DONG 0000 0001 1000 s 13 2
D000 00000001 0111 s 14 2
D000 0000 0001 0110 s 15 ¥
D000 0000 0001 0101 s 16 2
D000 0000 0001 1111 s 27 1
0000 0000 0001 1110 s 28 1
0000 00000001 1101 s 29 1
0000 D000 0001 1100 s 3D 1
D000 00000001 1011 s 31 1

NOTE - The last bit 'S’ denotzs the sign of the Evel, 0’ for positive,

'1' for negative.
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Table B.Sf. -- Encoding of run and level following an escape code either as a2 14-bit
fixed length code (-127 <= level <= 127) or as a 22-bit lixed length code
(-255 <= level <= 118, 128 <= level <= 25%).

(Note - This yields total escaps code lengths of 20-bits and 2B-bits respectively).

fixed length coce [on fixed length code
0000 0D L} forbidden
0000 01 1 1000 0000 0000 0001 f -255
0000 10 2 1000 0000 0000 0010 | -254
N 1000 0000 0111 1111 || -129
1000 0000 1000 6000 |f -128
1000 0001 : 127
1000 0010 126
11 1 63 1111 1110 2
1111 1111 o
forbidden
0000 0001
0111 1111 127
0000 0000 1000 0000 || 128
0000 0000 1000 0001 |[ 129
0000 0000 1111 1111 255

Page'gs of 124



@ISO/IEC ISO/EC 11172-2: 1993 (E)

Annex C
(nomnative)

Video buffering verifier

Constant rate coded video bitsireams shall meet constraints imposed through a Video Buffering Verifier
(VBY) defmed in dause C.1.

The YBV is a hypathetical decoder which is canceptally connected 1 the oulput of an encoder. Coded data
are placed in the input buffer of the model decoder ar the constant bitrate thatis being used. Coded data is
removed from the buffer as defined in C.1.4, below. Itis a requirement of the encoder (or edior) that the
bitstream it produces will not cavse the VBV input buffer to either overflow or anderflow.

C.1 Video buffering verifier

C.1.1 The VBV and the video enceder have the same clock frequency as well as the same picture rate, and
are operated synchronously. '

C.1.2 The VBY has an input buffer of size B, where B is given in the vbv_buifer_size field in the
sequence header.

C.1.3 The VBV input buffer is initially emply. After filling the input buffer with 211 the data that
precedes the first picture start code and the piciure start code itself, the input buffer is filled from the
bitstream for the time spacified by the vbv_dehy field in the video bitstrezam.

C.1.4 All of the picture datafor the picture that has been in the buffer longest is instantaneously
removed. Thenafizr each subsequent picture interval zll of the picture data for the picture which at that
time has beew in the buifer longest is mstantaneously removed.

For the purposes of thisannex picture data includes any sequence header and group of pictare layer
data that inmedialely precede the picture start code as well zs all the picture data elements and any
trailing staffing bits or bytes. For the first coded picture in the videp sequexce, any zero bitor
byte stuffing immediately preceding the sequence header is zlso included in the picture data.

The VBV buffer is examimed immediately before removing any picture data and immediately after this
picture data is removed. Each timethe VBY is examined its occuparcy shall lie between zero bits and B
bits where, B is the size of the VBV buffer indicaled by vbv_buffer_size in the sequence header.

This is a requirement for the entire video bitstream.

To meel these requirements the number of bits for the (n+1]'th coded picture du-l shall satisfy

dtH-I >Bn+(2RfP}—B

dml <= Bn + (R/P) Real-valved arithmetic is used in these inequalides.

n>=1{
B = VBV receiving buffer size given by vbhv_buffer_size * 16 384 bits.
Bn = the buffer occupancy (measured in bits) just after time M

R = bilrale measured in bitsis. The full precision of the bitraie rather than the rounded
value encoded by the bit_rate field in the sequence header shall be used by the
sneoder i the VBY model.

F =nominal numbes of pictures per second

tI| = the time when the n'th coded picturs is removed from e VBV buffer
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|’l ] e anh YT
vbv_dclay____p..1 - — 1

Figure C.1 -- VBV buffer cccupancy
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Annex D
(infarmative)

Guide to encoding video

D.1 Introduction

‘This annex provides background material to help rezders imderstand and implement this part of ISOAEC
11172. The normative clavses of this part of ISG/AIEC 11172 do not specify the design of adecoder. They
provide even less information aboeut encoderss; they do not specify what algocithms encoders should employ
in order to produce a valid bitstream. The normative material is written in a concise form and containg few
examples; consequently is not easy 1o inderstand. This annex atiempts to address this problem by
exphining coding methods, giving examples, and discussing enceding and decoding algosithms which are
not directly covered by this part of ISO/MEC 11172.

The normative clauses specify the bitsiream in such a way that it is fairly straightforward to design a
compliani deccder. Decoders may differ cousiderably in architecture and implementation detaik, but have
very few choices during the decoding process: the mathods and the results of the dzcoding process are dosely
spedfied. Decodzrs do have some freedom in methods of post processing and display, but the results of
such post processing cannot be used in subsegquent decoding sieps.

The situation is quite different for eacoders. This part of ISO/IEC 11172 does not specify bow to design or
implement an encoder which produces good quality video. This annex devoles a major part 1o discussing
encoder algoritums.

This part of [SO/TIEC 11172 was develbped by ISOAEC ITCLSC29/W(G1 1 which & widely known as
MPEG (Moving Pictures Expert Group). This part of [SO/IEC 11172 was developed in respoase o
industry veeds for an efficient way of sioring and retrieving audioand video information on digital siorage
media (DSM). CD-ROM:-is an irexpeasive medinum which can deliver data at approximztely 1,2 Mbits/s,
and this part of ISOAEC 11172 was aimed a approximately this data rate. The “corstraired parameters
bitstrezm”, 2 subset of all permissible bitstreams that is expectzd to be widely used, is limited to da rates
up to 1 856 000 bits/s. However, it should be noted that this part of ISO/IEC 11172 is not limited to this
value and may be used at higher data rates.

Two other relevant Internationzl Standards were being developed during the work of the MPEG video
commilice: H.261 by CCITT aimed at tekecommunications applications (5], and [SO/IEC 10918 by the
ISOAEC ITCUSC29 (JPEG) committee aimed at the coding of <till pictures [5). Elemeats of both of
these standards were incorporated imo this part of ISOAEC 11172, but subsequen! dzvelopment work by the
commiltes resulted in coding clements that are new to this part of ISOMEC 11172, Le Gall [2] gives an
account of the method by which ISOAEC JTC1/SC19/W(G11 (MPEG) developed this part of ISO/TEC
11172, and 2 sunmary of this part of ISO/IEC 11172 itself.

D.2 Overview
D.2.1 Video concepts

This part of ISO/IEC 11172 defines a format for compressed digitl video. This annex describes some ways
in which practical encoders and decoders might be implemented.

Although this pant of ISO/IEC 11172 is quite flexible, the basic dlgorithms have been waed to work well .
atdata raes of about 1 o 1.5 M bits/s, al spatial resolutions of about 350 pels horizontally by about 250
pels vertically, and picure rates of about 24 0 30 pictwres/s. The use of the word "picture” as oppaosed to
“frame" is deliberate. This part of ISOMEC 11172 codes progressively-scansed images and does not
recognize the concept of interlace. Interlaced source video must be converted to a non-interlaced format
before coding. After decoding, the deceder may optionally produce an interlaced format for display.

‘This part of ISO/IEC 11172 is designed to permit several methods of viewing coded video which are
normally associated with VCRs sach as forward playback, freeze picture, fast forward, fast reverse, andslow
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forward. In addition, mndom access may be possible. The akility of the decoder to implement these modes
depends 0 some 2xient on the natere of the digital storage medivm oo which the coded video is siored.

The overall process of encoding and decoding is illustratzd below:

Source > Preprocessing Encoding —|
Storage
- and/cr
Transmission
Decoding - Posiprocessing Display —

Figure D.1 -- Coding and decoding process

Figure D.1 shows a typical sequence of operations that must be performed before moving pictures can be
seen by a viewer. The unencoded source may exist in many fonns, such as the CCIR 601 format. Clause
D.3 describes how such a source may be comverted into the appropriate resolution for subsequent encoding.
In the encoding siep, the encoder must be aware of the decoder baffer capacity, and e need of the decoder to
maich the rate of thz media lo the rate of filling the picture baffer with each suceessive picture. Tothis
end, amodel of the decoder buffer and its overflow and enderflow problem is introdaced in D.4, and rate
control is desaibed in D6.1 The structure of an ISO/IEC 11172-2 bitstream is covered in D.3, as are the
coding operations that comyress the video. Following the encoding process, the bisiream may be copied to
a storage medimm.  To view the moving pictares, the decoder accesses the ISO/IEC 11172-2 bitstream, and
decodes it s described in D7, Postprocessing for display is described in D.8.

D.2.2 MPEG video compression techniques

Video is represented as a succession of individual pictures, and each picture is treated as a two-dnnensionsl
array of picture elements (pels). The colour representation for each pel consists of three components: Y
{luminance), and two chmminance components, Cb and Cr.

Comgpression of digitized video comes from the use of several iechniques: subsampling of the chrominance
information 0 match the sensitivity of the human visual system (HVS), quantization, motion
compensation (MC) to exploit temporal redundancy, frequency transformation by discrete cosine transform
(DCT) to exploit spatial redondancy, variable length coding (VLC), and picture mterpolation.

D.2.2.1 Subsampling of chrominance information

The HVS is most sensitive (0 (he resolution of an image's luminance component, so the Y pel values are
encoded at full resclution. The HVS isless sensitive to the chrominance information. Sebsampling reduces
the number of pel values by systematically combinirg them with a type of averaging process. This reduces
the amount of information to be compressed by other technigues. The Interpational Standard refains one set
of chrominance pels for ¢ach 2x2 neighbourhood of luminance pels.

D.2.2.2 Quantization

Quantizaticn represents 2 range of valvues by a single value in the ranze. For example, converting arezl
number © the nearest integer is a fom of quant:zation. The quantized range can be concisely represented as
an integer code, whichcan be used © recover the quantized value during decoding. The difference betwaen
the actual value znd the quantized value is called the quantization noise. Under some circumnstances, the
HVS is less sensitive to quantization neise so such noise can be allowed to be large, thus increasing coding
efficiency.
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D.2.2.3 Predictive coding

Predictive coding is atechnique o improve the comipression through statistical redundarcy. Based on values
of pels previously decoded, both the encoder and decoder can estimate or predict the value of @ pel yetio be
encoded or decoded. The difference between the predicted and actual ‘valves is encoded. This difference value is
the prediction error which the decoder can use to comrect the prediction. Most error values will be small and
claster around the value 0 since pel vzloes typically do not bave large changes withic a small spatial
neighbourhood. The probability distribution of the prediction emor is skewed and compresses better than the
distribution of the pel values themselves. Addiional infornation can be discerded by quantizing the
prediction enor. In this Interoational Standard predictive coding is also used for the de-values of successive
luminarce or chrominance blocks and in the eacoding of motion vedlors.

D2.2.4 Motion compensation and interframe coding

Motion compensation (MC) predicts the values of a block pels in a picture by relocating a block of
naghbouring pel values from a known picture. The motion is described as a two-dimeasional motion
vector that specifies where to retrieve a block of pel values from a previously decoded picture that & used to
predict pel values of the current block. The simplest example is a scene where the camerz is not moving,
and no objects in the scene are moving. The pel valies at cach image location remain the same, and the
motion vector for each Hock is 0. Tn gererl however, the encoder may transmit 2 motion vector for each
macroblock. The wranslated block from the known picture becomes a predicion for the block in the pictre
to be encoded. The technique relies on the fact that within a short sequence of pictures of the same general
scene, mary objects remain in the same iocation while others move only a shont distance.

D.2.2.5 Frequency transformation

The discrete cosine tansform (DCT) converts an 8 by 8 block of pel values 10 an 8 by 3 matix of
haorizomeal and vertical spatial frequency coefficients. An 8 by 8 block of pel valves can be reconstructed by
performing the inverse disarez cosine transform (TDCT) on ihe spatial frequency coeffidents. In general,
most of the encigy is coacentrated in the low frequency coellicents, which are coaventionally writen in the
upper left comer of the ransformed matrix. Compression is ackieved by a quantization step, where the
quantization intervals are identified by an index. Since the encoder ideniifies the interval and ot the exact
value within the interval the pel values of the block recorstrucied by the IDCT bave reduced accunacy.

Tre DCT coefficient in location (0,0) (upper left) of the block represents the zero horizontal and zero
vertical freguency and is called the de coefficient. The de cocfficient is propostional to the average pel value
of the 8 by 8 bleck, and additional compression is provided thrcugh predictive coding since the difference in
the average value of neighbouring 8 by 8 blocks tends to be reltively small. The other coefficients
represent ane or more nonzene horizontal or nonzero vertical spatial frequeacics, and are called ac
ceefficients. The quantization Jevel of the coefficients corresponding to the higher spatial frequencies favors
the creation of 2n ac coefficient of D by choosing a quantization step size such that the HVS is unlikely to
perceive the loss of the particular spatial (requency unless the coeffident value lies above the particular
quantization kevel. The gatistical encoding of the expected runs of consecutive zero-valued coefficients of
higher-order coefficients accounts for considerable compression gain. To cluster nonzero coefficien's early in
the series and encode as many zero coefficients as possible following the last nanzero coefficient in the
ordering, the coefficient sequence is specified © be a zig-2ag onlering; see figure D.30. The ordering
concentrates the highest spatizl frequencies at the end of e seres.

D.2.2.6 Variable-length coding

Varizble-length coding (VLC) isa statistical coding technique that assigns codewords to values © be
encoded. Valoes of high [requency of occurrence are assigned short codewords, and those of infrequent
occumrence are assigned Jong codzwords. On average, the more frequent shorier codewords dominate, such
that the code string is shorter than the original data.

D.2.2.7 Picture interpolation

If the decoder reconstructs a picture from the past and 2 picture from the futise, then the inlermediae
pictures can be reconstructed by the technigue of interpolation, or bidirectional predicticn. Blocks in the
iniermediae piciures can be forward asd backward predictzd and translared by means of motion vectors. The
decoder may reconstnuct pel values belonging o a given Hock as an average of values from the past and
fumre pictures.
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D.2.3 Bitstream hierarchy

The ISOAEC 11172-2 coding scheme is aranged in layers comespoading toa hierarchical stucture. A
sequence is the top layer of the coding hierarchy and consists of a header and some rumber of groups-
of-pictures (GOPs). The sequence beader initializes the state of the decoder. This allows decoders to
decode any sequence withoul being affected by past decoding history.

A GOP is a random access point, i.e itis the smallest coding urit that can be independently decoded
within a sequence, and cansists of a header and some number of pictures. The GOP header contains time
and editing information.

A picture corrzsponds 10 a single frame of motion video, or © a movie frame, There are four picture
types: I-pictures, o1 intra caded pictures, which are coded without reference (0 any other pictures; P-
pictures, or predictive coded pictures. which are coded using motion compensation from a previous 1 or P-
picture; B-pictures, or bidirectionally predictive coded pictures, which are coded using motion
compensation from a previous and a future [ or P-piciure, and D pictures, or D pictures, which are intended
anly for a fast forward search mode, A typical coding scheme contains a mix of 1, P, and B-pictures.
Typically, an I-pichwe may ocour gvery half a second, to give reasonably fast random access, with two B-
pictures inserted between each pair of I or P-pictures.

33:?::ﬂlii
— NN N NN NN N

Figure D.2 -- Dependency relationskip between I, B, and P-pictures

Figure D2 illustrates a number of pictures in display order. The arrows show the dependency selationship of
the predictive and bidirectionally predictive coded pictures.

Notz that becavse of the picture depeadencies, the bitstream order, ie. the order in which pictures are
transmnitted, stored, or retieved, is not the display order, bul rather the order which the decodzr requires them
to decode the bitsiream.  An example of a sequence of pictures, in display order, might be:

B B P BBPBIBPBIBIBIBPUEBIBP
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

(
0
Figure D.3 -- Typical sequence of pictures in display order
whereas the bitstream crder would be as shown below:

[ P B BPBBPIBUBIIBIBEBPIBIBUPEBB
0O 3 1 2 6 4 5 9 7 8 12 10 11 15 13 14 18 15 17

Figure D.4 — Typical sequence of pictures in bitstream order

Because the B-pictures depend on the following (in display order) [ or P-picture, the I or P-picture must be
transmitted and decoded before the deperdent B-piciures.

Pictures consist of a headzr and one or more slices. The picture header contains time, picture type, and
coding infonnation,

A slice provides some immunity 10 data corruption. Should the bitstrean become unreadable within a
pictire, the decoder should be able to recover by waiting for the next slice, without having © drop an entire

picture,
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Slices consist of a header and one or more macaroblocks. At the start of each slice all of the predictors,
for dc values and motion vectors, are reset. The slice beader contains position and quantizer scale
information, This is sufficient for recovery from local corruption.

A macroblock is the basic umit for motion compensation and quantizer scale changes.

Each macroblock consists of a header and six composent § by § blocks four blocks of luninance, one
block of Cb chrominance, and one block of Cr chrominance. See figure D5, The macroblock beader
contaies quantizer scale and motion compensation information,

W E [#1 [}
2

3

Y Cb Ct
Figure D.5 -- Macroblock structure
A macroblock contains a 16-pel by 16-lire section of luminance camponent and the spatially
corresponding 8-pel by &line section of each chrominance component. A skipped macioblock is one for
which no information is stored (see 244 4).

Note that the picture area covered by the foar blocks of lnminance is the same as Ubarea(bvmﬂhyea:hof
the chrominance blocks. This is duz to subsampling of the chrominance information

Blocks are the basic coding unil, and the DCT is applied at this block level. Each block contains 64
component pels arranged in an 8 by § aray &s shown in figure D6,

 Figure D.6 -- Block structure
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D.2.4 Decoder overview

A simplified block diagram of a possible decoder implementation is shown below:

Invese
- fpu VLC | zig-zag & | o Inverse
Buffer Ouintzer DCT

Previcus |—  gu| Fovard )
] Pi MC —y —— Display

| —1 Interpolaied
_-J - MC
Future

% Pidur Rackwand
Store MC

Decoded Video

Figere D.7 — Simplified decoder block diagram

It is instructive 10 follow the method which the decoder uses o decnd: a bitsueam containing the sequence
of pictures givea in Fig D4, and display them i the order given in Fig D,3. The following description is
simplified for clarity.

The inpaut bitstream is accumalaied it the Inpat Buffer untdl needed. The Yanable Length Code (VILC)
Decoder decedes the header of the first picure, piciure {, and detennines thatit is an J-pictare. The VLC
Decoder produces quantized coefficieats coresponding to the quantzed DCT coefficients. These are
assembled for each 8 by 8 block of pels in the image by inverse zig-zag scanning. The Inverse Quantizer
produces the actual DCT coefficients using the quantization siep size. The coefficiznts zre then transformed
into pel values by the Inverse DCT transformer and stored in the Previous Picture Store and the Display
Buffer. The picture may be displayed at the appropriate time.

The YLC Decoder decodes the header of the next piciure, picture 3, and determines that it & a P-picture.
For each blodk, the VL.C Decodzr decodes motion vectors giving the displacement from the stored previous
picture, and guantized coefficients coresponding to the quantized DCT coeffidents of the difference blodc.
These quantized coefficiens areinverse jquantized 1o produce the actual DCT coefficients. The coefficients
are then transformed into pel difference values and added to the predicied block produced by applying the
motion vectors to blocks in the stored previons picture, The resultant block is stored in the Fuiure Pictre

Store and the Display Buffer. This picture cannot be displayed until B-picres 1and 2 have been ieceived,
decoded. and displayed.

The VLC Decoder decodes the header of the next picture, piciure 1. and delermines that it is a B-picture.
For each block, the VLC decoder decodes motion vectors giving the displacement from the stored previous
or future pictures or both, and quantized coefficiens conesponding to the quantized DCT coeffidents of the
difference block. These quantized coefficients are inverse quantized 10 produce the actual DCT coeffidients.
The coeificients are then inverse transformed into difference pel valves and added to the predicied block
produced by applying the mation vectoss 10 the stored pictures. The resuliant block is then stored in the
Display Buffer. [tmay be displayed at the appropriate time.

The VLC Decoder decodes the header of the next picture, picture 2, and determines that it & a B-picture. It
is decoded using the same method as for pictere 1. Afier decoding picture 2, picture 0, which is in the
Previous Picture Store, is no longer needed and may be discarded.

The VL.C Decoder decodes the header of the seat pictur, piciure 6, and delermines that it is a P-picture,

The picture in the Future Ficture Stose is copied into the Previows Picture Store, then decoding procesds as
for picture 3. Picture 6 should not be displayed uniil pichures 4 and 5 have been received and displayed.
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‘The VLC Decoder decades the header of the sext piclure, picture 4, and determines that it is a B-picture. It
is decoded using the same method as foz picture 1.

The VLC Decoder decodes the header of the mext picture, picture S, and determines that it is a B-picture. It
is decoded using the same method as for picuure 1.

The VIC Decoder decodes the header of the next piciure, picture 9, and determines that it is a P-pidure. It
then proceeds as for piclure 6.

The VLC Decoder decodes the header of the nest picture, picture 7, and determines that # is a B-pictwre. Tt
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next piciure, picture 8, and determires that it is a B-picure. Tt
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 12, and determines that it is en [-pictore. It
is decoded using the same method as for picture (L This process is repeated for the subsequent pictures.

D.3 Preprocessing

The source material may exist in many forms, e.g. computer files or CCIR 601 format, but in general, it
must be processed before being encoded. This dause discusses some aspects of preprocessing,

For 4 given data rate and source material, there is an optimum picture rate and spatial resolation at which to
code if the best perceived quality is desired. If the resolution is too high, then too many bits will be
expended on the overhead assodiated with 2ach block leaving 100 few 10 code the values of each pel
accurately. If the resolution is oo low, the pel values will be rendered accurately, but high frequency detil
will be lost. The optimum resolution represents a tradeoff between the various coding artifacis (e.g. roise
and blockiness) and the perceived resolution and shampuess of the image. This tradeofT is further complicated
by the unknowas of the fisal viewing cenditions, e.g. screen brighmess and the distance of the viewer from
the screen,

At datarates of 1 to 1,5 Mbitsfs, reasomabie cheices are: picture rales of 24, 25 and 30 pictures/s, a
herizontal resolution of between 250 and X pels, and a vertica resclution of between 200 aad 300 lines.
Note that these values are noi normative and otber picture rates and resolutions are valid.

D.3.1 Conversion from CCIR 601 video to MPEG SIF

The two widely used scanning standards for colour television are 525 and 625 lines at 29,97 and 25 frames/s
respectively, The number of lines containing picture information in the transmitted signal is 484 for the
525-line sysiem and 576 for the 625-line sysiem. Bath use interlaced scanning with two fields per picture.,

CCIR Recommendation 601 definzs standards for the digital coding of colour television signals in
component form. Of these the 4:2:2 standard has becomne widely adopied; the sampling frequency used for
the luminance signal, Y, is 13,5 MHz and the two colour difference signals, Cb or B-Y and Cr or R-Y, are
both sampled at 6,75 MHz. The number of luminance samples in the digital active line is 720 but only
about 702 will be used in practice by the znalogue active line.

The number of picture elements in the beight and width of the picture, in the standards defined above, are
too large for effective coding at data rates between 1 and 1,5 Mbit/s. More appropriate valves are obtained
by decreasing the resolution in both directions to 2 half. This reduces the pel raie by a factor of four.
Intedace should be avoided as it increases the difficulties in achicving low data rates.

One way 10 reduce the vestical resolution is o useonly the odd or the even fields. If the other field is
simply discarded, spatial aliasing will be introduced, and this may produce visible and objectionable
artifacts, More sophisticaied methods of rate conversion require more computational power, but can
perceptibly reduce the zliasing artifacts.

The horizonial and vertical resolutions may be halved by filtering and subsampling. Consider a picure in
the 4:2:2 fomat. See the CCIR 601 sampling pattem of figure D.8(a). Such a sampling patiern may be
converied to the SIF sampling patiern of figure D.3(b) 2s follows. The odd ficld only may be extracted,
reducing the numbes of lines by twa, and then 2 horizontal decimation filter used on the remaining lives to
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reduce the horizontal resolution by a factor of two. In addition the chrominance values may be vertically
decimated. The filters for luninance and chrominance have 10 be chosen carefully since particular attention
has to be givea to the Jocation of the samples in the respective [ntermational Standards. The temporal
relationship between Juminance and chromizance must also be correct.

P © ¢ © ¢ O o

¢ © ¢ © @ I I
P © Q¢ ©O ¢ o) o
qQ © ¢ ° g
P © ¢ © ¢ e 0
o ¢ © ¢ [ [
> o & o ¢ @) 0

(a) Sampling pattem for 4:2:2 (CCIR 601) (b) Sampling patem for MPEG (STF)

Circles represent luminance; Boxes represent Chrominance
Figure D.8 -- Conversion of CCIR 601 to SIF

The fallowing 7-iap FIR filier has bzer fourd to give goad resalts in decimating the luminance:

20T o e8] 88| o [ 20 n2%

Figure D.9 -- Luminance subsampling filter tzp weights
Use of a power of twa for the divisor allows a simple hardware immplemzniation.

The chrominance samples have to appear in the between the luminance samples both horizontally and
vertically. The followmg linear filter with a phase shift of half a pel may be found useful

L1 [ 313 1] 8

Figure D.10 -- Chreminance subsampling Ffilter tap weights
To recover the sanples consistent with the CCIR 601 grid of figure D.8(a), the process of interpolation is
used. The interpolation fiter applied to a zeo-padded signal can be chosen o be equal o the decimation
filter employed for the luminance and the two chrominance values in the encoder.
Note that these filters are not part of the Intemnational Standavd, and other filters may be used.
At the end of the lines some special tectnigue such as enormalizing the filter or replicating the last pel,
must be adepted. The fallowing example shows a norizonal line of 16 luminance pels and the same line
after filtering and subsampling. In this example the dam in the linz is reflected at each end.

10 12 0 30 35 13 19 | B I ¢ 26 45 30 90 92 90
12 32 23 9 12 19 95 92

Figure D.11 -- Example of filtering and subsampling of a line of pels
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The result of this filtering and subsampling is a source input format (SIF) which has a luminaace
resolution of 360 x 240 or 360 x 288, and a chrominamce resolution which is half that of he luminance in

each dimension.
T20
434 720 242 360
/576 288
CCR6OTY  f——— Odgpedd  t=—=——I| o |22
Select y Horizontal /288
1 Field Filer and
Subsample
(a) Luminance
362
360 180
484 242 242 180
CCIR601 | 1576 Odd 1288 /238 SIF | 121
b Select Feld Horizontal Vertical Ll
1 Field Filter and Fiker and
Subsample Subsample
b} Chrominance
Figure D.12 -- Conversion from CCIR 601 into SIF
The SIF is not quitz optimum for processing by MPEG video coders. MPEG video divides the luminance
component into macroblocks of 16x16 pels. The horizontal resolution, 360, is not divisible by 16. The
same is true of the vertical resolution, Z42, in the case of 525-line systems. A better maich is obtained in
the horizonlal direction by discarding the 4 pels at the end of every line of the subsampled picure. Care
must be taken that this results in the comect configumtion of lummance and chrominance samples in the
macroblock. The remaining piciure iz called the significant pel area, and comesponds to the dark area in
figure D 13:
59
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240

238

Luminance

J120

144

C,o G
Figure D.13 — Seurce input wilh significant pel area shaded dark

The conversion process is summarized ia tzble D.1.

Tzble D.1 -- Conversion of source formats
Picure Raie
Picture Aspect Ratio (widttr height) 4.3
Luminance (Y)
CCIR Sample Resolution 720 x 484 720 x 576
SIF 360 x 242 360 x 288
Significant Pel Area 352 1 240 352 x 288
Chrominance (Cb Cr)
CCIR Sample Resolution 360 1 484 360 x 576
SIF 180 x 121 180 x 144
Significant Pel Area 176 x 120 176 x 144

The preprocessing into the SIF formal is not ormative, other processing steps and other resolutions may
be used. The picture size need not even be a multiple of 16. In this case an MPEG video coder adds
padding pels 1o the right or bottom edges of a picture in order to bring the transmitted resolution np toa
multiple of 1€, and the decoder discards these afier decoding the picure. For example, a borizontzl
resolution of 360 pels could be coded by adding § padding pels tothe right edge of each horizontal row
bringing the total up 1o 368 pels. 23 macroblocks would be coded in each row. The decoder would discard
the extra padding pelsafier decoding, giving a fiml decoded borizontal resolution of 360 pels,

D.3.2 Conversion from film
If film material can be digitized at 24 picuues's, then it forms an excellent source for an ISO/IEC 11172-2

bitstream. It may be digitized at the desired spatial resolution. The picture_rate ficld in the video sequence
header, see 2.4.2.3, allows Lhe picture raie of 24 picturesis to be specified exacily.
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Sametimes the source materizl available for compression cansists of film material which has been
converted 10 video at some other raie. The encoder may detect this and recode at the original film mte. For
example, 24 piciures/s film material may bave been digitized and converted 10 3 30 frame/s systsm by the
technique of 3:2 pulldown. In this mode digitized pictares are shown altemately for 3 and for 2 television
ficld times. Thi altemation may not be exact since the actual frame rate might be 29,97 frames/s and not
the 30 framey/s that the 3:2 pulldown technigue gives. Iu addition the pulldown tming might have been
changed by editing and splicing after the conversion. A sophisticaled excoder might detect the doplicated
ficlds, average taem to redece digitization roise, and code the result at the original 24 pictures/s raie. This
should give a significant improvement in quality over coding at 30 pictores per second, since direcl coding
at 30 pictures’s destrays the 3:2 pulldown timing and gives a jerky appearance to the final decoded video.

D.4 Model decoder
D.4.1 Need for a decoder maodel

A coded bitstream contains different types of pictres, and each type ideally requires a different mumber of.
bits 0 encode. [n addition, the video may vary in complexity with time, and an encoder may wish to
devole more coding bits to one part of a sequence than Lo another. For constant bitrate coding, varying the
number of bits allocated to each picture requires that the decoder have buffering to store the bits notneeded
todecode the immediate picture. The extent to which an encoder can vary the number of bits allocated to
each picture depends on the amount of this buffering. [f the amount of the buffering is Jarge an encoder can
use greater variations, increasing the picture quality, but at the cost of increasing the decoding delay.
Encoders need © know the size of the amount of the decoder's buffering in order to determine o what exient
they can vary the distribution of coding bits among the pictures in the sequence.

The model decoder is defined to solve two problems. It constrairs the variability in the number of bits that
may be allocated to different pictures and itallows & decoder to initialize ils buffering when the system is
started. Ttshould be noted that Part 1 of this Intemational Standard addresses the initialisaion of baffers and
the maintenance of synchronisation during playback in the case whea two or more elementary strezms (for
example one audio ard one viden stream) are multiplexed together. The tools defined in ISOXEC 11172-1
for the mamtenance of synchronisation should be used by decoders when multiplexed streams are bzing
played.

D.4.2 Decoder model

Annex C contains lhe definition of a parameterieed mode] decoder for this purpose. It is knownasa Video
Buffer Verifier (VBV). The paramelers used by a particular encoder are defined in the bitstream. This realfy
defines a model decoder that is needed if encoders are to be assured that the coded bitstrezms they produce
will be decodable. The model decoder looks like this:

Figure D.14 -- Model decoder

A fixed-rate channel is assumed to put bits at a constant rate into the Input Buffer. At regalar intervals, set
by the picture rate, the Picture Decoder instantaneously removes all the bits for the next picture from the
Input Buffer. If there are oo few bits in the Input Bulffes, i2. all the bits for the next picture have not been
received, then the Input Buffer underflows znd there is an underflow error. If, during the time between
picture starts, the capacity of the Inpul Buffer is exceeded, then there is an overflow efrar.

Practiczl decoders differ from this model in several important ways. They may implement their buffering at
a different point in the decoder, or distribute it throughout the decoder. They may not remove all the bits
required to decede a picurs from the Input Buffer instantaneously, they may not be able to control the start
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of decoding very precisely as required by the buffer fullness parameter in the pictuse heades, and they take a
finite time to decode. They may akobe able o delay decoding for 2 sbori time to reduce the chances of
underflow occuring. But these differences depend in degree and kind on the exact method of mmplementation.
To satisfy requirements of different implementations, the MPEG video committee (ISO/IEC JICI
SC29/W(G11) chose a very simple model for the decoder. Practical anplementations of decoders must
enswre that they can decode the bitsiream constrained by this model. In many cases this will be achieved by
using an Input Buifer that is larger than the minimum required, and by using a decoding delay that is larger
than the value derived from the vbv_delay paramszter. The designer must compensate for differences between
the actual design and the model in order 1o guarantez that the decoder can handle any bitstream thal satisfies
the model

Encoders monifor the status of the model to control the encoder so that overflow problems-do not
occur. The calculated buffer fullness is ransmitted at the start of each piciure so that the decoder can

maintain synchronization.
D.4.3 Buffer size and delay

For constant bitrae operation each picture header contains a vbv_delay parameler to enable decoders to start
their decoding correctly. This parameter defines the time needed to fill the Taput Buffer of figure D.14 from
an empty stale 10 the correct level immediately before the Picture Decoder removes all the bits for the
picture. ‘This time is thus a delay and is measured in units of 1/90 000 s. This number was chosen because
itis almost an exact multiple of the picture durations: 1/24, 125, 1/29,97 and 1/30, and because it is
compamble n duration 1o an audio sample.

The delay is given by
D = vbv_delay / 90 000 5

For example, if vbv_delay were 9 (), then the delay would be 0,1 sec. This means that at the startofa
picture the Input Buffer of the model decoder should contain exactly 0.1 s worth of data from the-input
bitstream.

The bit raie, R, is defined in the sequence header. The number of bits in the Input Bufier at the beginning
of the picture is thus given by:
B =D * R = vhv_deday * R / 90 000 bits

For example, if vbv_delay were 9 000 and R were 1,2 Mbiis/s, then the number of bits in the Input Bulfer
would be 120 000,

The constrained parameter bitsiream requm that the Input Buffer have a capacity of 327 680 bits, and B
should never exceed this value.

D.5 MPEG video bitstream syntax

This clause describes the video bitstream in a top-down fashion. A sequence is the top level of vidso coding.
Itbegins with asequence header which defines impertant parameters needed by the decoder. The sequence
header is followed by one or more groups of pictures. Groups of pictures, as the name suggests, consist of
one or more individual pictures. The sequence may contain additional sequence headers, A sequence is
terminated by asequence_end_code. ISO/AEC 11172-1 allows considerable Nexibility in specifying
application parameters such as bit ratz, picture rate, picture resolution, and pictare aspect ratio. These
parameters are specified in the sequence header.

1f these paramelers, and some others, fall within certain Emits, then the bitsirezm is called a coastrained
parameter bitstream.
D.5.1 Sequence

A video sequence commences witha sequence header and is followed by one or mare groups of pictures and
isended by asequence_snd_code. Additional sequence headers may appear within the sequence. In each
such repeated sequence header, all of the data elements with the permitied exception of hose defining
quantization matrices (load_intra_quantizer_matrix, load_non_intra_quantizer_matrix and optionally

62
Page 72 of 124



© ISONEC ISONEC 11172-2: 1993 (E)

intra_guantizer_matrix and non_intra_quantizer_matrix) saall have the same values as the first ssqueace
beader. Repealing the sequence header with its da:a elements makes random access into the video seguence
possible. The quantization matrices may be redefined as required with each repeated sequence header.

The encoder may set such parameiers as the piciure size and aspect ratic in the s2quence header, (o define the
resources that adecoder reguires. [n addition. user data may be included.

D.5.1.1 Sequence header code

A coded sequence begins with a sequence header and the header starts with the sequence start code. Tis value
is;

hex: 000001 B3

binary: 0000 0000 00C0 0000 00000001 1011 0011

This is a unique string of 32 bits that cannot be emulated anywhere else in the bitstream, and is byte-
aligned, as are dll start codes. To achieve byt alinment the encodermay precede the sequence start code
with any number of zero bits. These can bave a secondary function of preventing decoder input buffer
underflow. This procedure is called bit-szuffing, and may be performed before any start code. The stuffing
bits must all be zero. The decoder discards zll such stuffing bits.

The sequeace sian code, like all video start codes, begins with a siring of 23 zeros. The coding scheme
ensures that such a siring of consecutive zeros camuot be produced by any other combiration of codes, L.e. it
cannot be emulated by other codes in the vidzo bitstream. This string of z2ras can only be produced by a
start code, or by stuffing bits preceding a start code.

D.5.1.2 Horizontal size

This is a 12-bitnumber representing the width of th: picture in pels ie. the horizontal resolution. It is an
ursigned integer with the most significant bit first. A value of zero 1s not allowed (0 svoid start code
emulation) so the legal range is from T 104 095. In prectice values are usually a multiple of 16. A1 15
Mbits/s, a popular horizontal resclution is 352 pels. The value 352 is derived from half the CCIR €01
horizontal resolation of 720, roanded down t» the nearest multiple of 16 pels. Otherwise tie encoder must
fill out the picture on the right io ihe next hizher multiple of 16 so that the last few pels can be coded in a
macroblock. The decoder should discard these extra pels before display.

For efficient coding of the extra pels, the encoder should add pel values that reduce the number of bits
generated in the transformed block . Replicating Lhe last column of pels & vsually superior to filling in the
remaining pels with a gray level.

D.5.1.3 Vertical size

This is a 12-bit number representing the beight of the picture in pels, ie. the vertical resolution. Itis an
unsigned integer with the most significantbit first A value of zero is not allowed {to avaid start code
emulation) so the iegal range is from 1 to 4 095. In practice values are usually a multiple of 16. Note that
the maximum valve of slice_vertical_position is 175 (decimal), which corresponds  a picture height of

2 800 lines. At 1,5 Mhits/s, a popular vertical resolation is 240 10 288 pels. Values of 240 pels are
convenicnl for interfacing to 525-ine NTSC systems, and values of 288 pels are mose appropriate for 625-
line PAL and SECAM systems.

If the vertical resoluion is not a multiple of 16 lines, the sncoder must fill cut the picture & the boitom 1©
the next higher multiple of 16 so that the last few lnes can be coded in 2 macroblock. The decoder should
discand these exira lines befose display.

For efficieat coding, replicating the kst line of pels is usually betier than filling in the remaining pels with
a grey level.

D.5.1.4 Pel aspect ratio

This is & four-bit munber which defines the shape of the pel on the viewing screen. This is needed since the
horizontal and vertical picture sizes by themszlves do not specify the shape of the displayed picture.

The pel aspect mtio does not give the shape direcily, but is an index to the following lcok up table:
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Table D.2 -- Pel aspect rafio

T CODE__ || HEIGHTWIDTH COMMENT
0000 ndefined Forbidden
D001 1,0 square pels
2010 0,6735
0011 0,7031 16:9 625-1ne
0100 0,7615
D101 0,8055
110 0,8437 169 525-line
2111 0,8935
1000 0,9157 T02x575 a 43 = 0,9157
1001 0,9815
1010 1,0255
1011 1,0695
1100 1,0950 T11x487 al 43 = 1,0950
1101 L1575
1110 1,2015
1111 andefined reserved

The code 0000 is forbidden to avoid start code emulation. The code 0001 has square pels. This is
appropriate for many computer graphics systems. The code 1000 is suitable for displaying pictures on the
625-line S0Hz TV system (see CCIR Recommendation 6(1).

height / width = 0,75 * 702/ 575 = 09157

The code 1100 is svitable for displaying pictures on the 525-line 60Hz TV system (see CCIR
Recommendation 631).

height / width = 0,75 * 711 / 487 = 10950
The code 1111 is resesved for possible future extensions o this part of ISO/IEC 11172,

The remaining points in the table were filled in by interpolating between these two poinis 1000-and 1100
ssing the formula:

aspect ratio = 0,5855 + 0,044N

where N is the value of the code in able D.2. These additional pel aspect ratios might be vseful for HDTV
where ratios of 16:9 and 5:3 have been propesed.

It is evidenl that the specification dees not allow all possible pe! aspect ratios to be specified. We therefore
presume that & certain degree of tolerance is allowable. Encoders will converl the actval pel aspect ratio o

the nearest valie in the table, and decoders will display the decoded values lo the nearest pel aspect ratip of
which they arg capable,

D.5.1.5 Picture rale

This is a four-bit integer which is an index 1 the following table:
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Table D.3 -- Picture rate

CODE I PICTURES PER SECOND
0000 Forbidden
0001 23,976
0010 P 3
0011 25
0100 2,97
0101 0
0110 50
0111 59,94
1000 4]

1001 Reserved
1111 Reserved

The allowed picture rates are commonly available sources of analog or digital sequences. One advantage in
not allowing greatzr Mexibility in piciure rates is that standard techniques may be used to convert to the
display rate of the decoderif it does not match the coded rate.

D.5.1.6 Bit rate

The bitrale is an 18-bit integer giving the bit rate of the data channel in units of 400 biis/s. The bit rate is
assumed b ke constznt for the entire sequence. The actnal bit rate is rovnded up 10 the nearest multiple of
400 bits/s. For example, 2 bit rate of 830 100 bitss would be rounded np to 830 400 bits/s giving a coded
bit rate of 2 076 units,

Ifall 18 bitsare 1 then the bilstream is intended for variable bit rate operation. The value zero is forbidden.

For constant bit rate pperation, the bit rate is used by the decoder in conjunction with the vbv_delay
parameter in the picture header 1o main@in synchronization of the decoder with a consiant rate daia channel.
If the stream is multiplexed using [SO/IEC 11172-1, the time-stamps and sysiem clock refereace
information defined 1 ISO/IEC 11172-1 provide a2 more appropriate ool for performing this function.

D.5.1.7 Marker bit

The bitrale is followed by a single reserved bit which is always set 1o 1. This bit prevents emulation of
startcodes.

D.51.8 VBV buffer size

The buifer size is a 10-bitinteger giving the minimum required size of the input buffer in the mode! decoder
in units of 16 384 bils (2 048 bytes). For example, a buffer size of 20 would reguire an input buffer of 20
x 16 384 = 327 680 bits (= 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably run into buffer overflow problems while the sequence is being decoded.

D.5.1.9 Constrained Parameter filag

If certain parsameters specified i the bisstream fall within predefined limits, then the bitstream is called a
constrained parameter bitsiream. Thus the consirained parameter bitstream is a standard of performance
giving guidelines o encoders and decoders to facilitaie the exchange of bitsreams.,

The bitrate parameter allows values up to about 100 Mbits/s, but a censtrained parameter bitstream must
have a bit rate of 1,856 Mbits/s or less. Thus the bit rate parameter must be 3 712 or less.

‘The picture rate parametes allows picture rates yp (0 60 picturesis, bul a constrained parameter bitsream
must have a picture rate of 30 picluress or less,

The resolation of the coded picmre is also specified in the sequence header. Horizontal resolutions up to

4095 pels are allowed by the syntax, bot in a constrained parameter bitstream the resolution is Emited to
768 pels or less. Vertical resolutions up to 4 095 peks are allowed. but that in a constrained parameter
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bitstreamn is limited o 576 pelsorless. Ina constrained parameter bitstream, the total number of
macroblocks per picture is limited o 396 This sets a limit on the maximam area of the pictare which i
only about one quarter of the area of a 720x576 pel picure. In aconstrained parameter bilstream, the pel
rate is limited o 2 534 400 pels/s. Fora given picture rate, this sets another limit on the maximom area
of the picurz. [f the picture has the maximum arez of 396 macroblocks, then the picture rate is restricted to
25 pictures/s o1 less. If the picture réte has the maximum constrained value of 30 pictures/s the maximopm
area is limited © 330 macroblocks,

A constrained parameter bitstrezm can be decoded by a model decoder with 2 buffer size of 327 580 bits
without overflowing or undesflowing during the decoding process. The maximum buffer size that can be
specified for a constrained parameer bistrzam i 20) mits.

A constrained parameter bitstream uses a forward_f code or backward_f_code less than or equal to4. This
constrains the maximum range of motion vectors that can be represenied in the bitstream (see table D.7),

11 all these conditions are met, then the bitstrean is constrained and the constrained_parameters_flag in the
sequence header should be set to 1. If any parameter is exceeded, the flag shall be set to 0 to inform
dzcoders that more than a minimum capability is required to decode the sequence,

D.5.1.10 Load intra quantizer matrix

‘This is a one-bit flag. If it is set to 1, sixty-four 8-bit integers follow. These define an 8 by 8 set of
weights which are used 1o quantize the DCT coefficieats. They are ransmitied in the zigzag scan order
shown in Agure D_30. None of these weights can be zero. The first weight must be eight which malches
the fixed quantization level of the dc coefficient.

If the flag is sel 10 zero, the intra quantization matrix must be reset to the fellowing defavlt value:

19 22 26 27 29 M
22 24 27 29 34 V7
26 27 29 34 34 38
26 27 29 34 37 40
27 29 32 35 40 48
29 32 35 40 48 S8
29 34 38 46 56 69
35 38 46 56 69 B3

BNRERREER

3

16
19
n
2
26
26
27

Figure D.15 -- Default intra guantization matrix

The default quantizalion matrix is based on work performed by ISO/IEC JTC1 SC29/WG10 (JPEG) [6].
Experience has shown that it gives good results over a wide range of video material, For resolutions close
10 3502250 there should normally beno need to redefine the intra quantization matrix. If the picture
resolution departs significandy from this nominal resplution, then some other matrix may give perceplibly
better results.

The weights increase to the fight znd down. This reflects the human visual system which is less sensitive
to quantization noise at higher frequenciss.

D.5.1.11 Load non-intra quantizer matrix

This is a one-bit flag. If it is set to 1, sixty-four 8-bil integers follaw in zigzag scan order. None of thess
integers can be zero.

1f the flag is set to zero, the non-intrz guantization matrix must be reset to e following default valve
which consists of all 16s.

6
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16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 156 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

Figare D.16 -- Default non-intra quantization matrix

This flat cefault quantization matrix was adapted from H261 which uses a flatmatrix for the equivalent of
P-pictures [5]. Little work has been parfonmed w determine the optimam non-infra matrix for MPEG video
coding, but evidence suggests that it is more dependent on video materal than is the intr matrix. The
optimum non-intra matrix may be scmewhere between the flat default non-intra matrix and the strongly
frequency-dependent values of the default ntra matrix.

D.5.1.12 Extension data
This start code is byte-aligned and is 32 bits long. Its valucis

bex: 000001 B5
binary: 0000 0300 0000 0000 DOX0 000T 1011 OLOL

Itmiay be preceded by any number of zeres. Ifit is present thea it will be followed by an undelermined
number of databytes terminated by the next start code. These data bytes are reserved for future extensions
to this part of ISOMEC 11172, and should not be generated by encoders MPEG video decoders should have
the capability to discard any exicnsion data fouad,

D.5.1.13 User dala

A user dam start code may follow the optional extension data. This start code is byte-aligned and is 32 bits
loag. Iis valueis

hex: 00 00 01 B2
binary: 0000 0000 0000 G000 D000 BOO1 1011 00106

It may be preceded by any number of zeros. Ifit is present thea it will be followed by an indetermined
number of data bytes terminated by the next start code. These data bytes can be used by the encoder for any
purpose. The only restriction cn the data is that (hey cannot cmulate a start code, even if not byte-aligned.
This means tha: astring of 23 consecutive zeros must nol occur. One way o preveat emulation is to force
the most significant bit of allemale byes tobea 1.

!ndosedamderdemdeﬂystansttcdemdcfmybcabhtumemedam. In the more genesal case,
decoders should be capable of discarding the user data,

D.5.2 Group of pictures

Two distinct picture orderings exist, the dsply orler and the bitstream order (as they appear in the video
bitstream). A group of pictures (gop) is aset of pictures which are contiguous in display order. A group of
pictures nust contain al least one [-picture. This required picture may be followed by any number of I and
P-picuwes. Any number of B-pictures may be interspersed batween each pair of I or P-picures, and may
also precede the first I-picture.

Property i. A group of pictures, in bitstream order, must start with an [-picture aad may be followed by
any number of |, P or B-pictures in any order.

Property 2. Another property of a group of pictures is that itmust begin, m display order. with an Iora B-
picture, and must end with an [or a P-picturz. The smallest group of pictures consists of a single I-picture,
wherzas the largest size is unlimited.
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The original concept of a group of pictures was a set of pictures that could te coded and displayed
independently of any other group. In the final vession of this part of ISO/IEC 11172 this is not always
true, and any B-pictures preceding (in display order) the first I-picture in a grosp may sequire the las! picture
in the previous group in order © be decoded. Nevertaelzss encoders can stll construct groups of pictuses
which are independznt of one anather. One way to do thisis Lo omit any B-pictures preceding the first T-
piclure. Another way is 0 allow such B-piciures, but to code them wsing only backward motion
compensation,

Property 3. From a coding point of view, a concisely staled property is that a group of pictures begias
with a goup of pictures beader, and either ends at the next group of pictures header or at the next sequencs
header or at the end of sequencs, whichever comes first.

Some examples of groups of pictures are given below:

b b o el e el
=EoowEN
m==m
[==H---- K-
=B~ - R
=-Ra-N--]
mEw

B P BB P
B1 BB I I
Figure D.17 -- Examples of groups of pictures in display order

These examples illustrate what is possible, and do not constitate a suggestion for structures of groups of
pictures.

Group of pictures start code

The group of pictures header sians with the Group of Pictures start cede. This code is byte-aliguned and is
32 bits long. Its value is

hex: 000001 B8
binary: 0000 030D 0000 G000 00G0 0001 1011 1000

It may be preceded by any number of zzres. The encoder may have inserted some 2eros 10 get byte
alignment, and may have inseried additioral zeros to prevent buffer underflow. An editor may have inseried
zeros in order to match the vbv_delay parameter of the first picture in the group.

Time code

A time codz of 25 bits immeediately follows the group of pictures start code. This encodzs the same
information as the SMPTE time code [4].

The time code can be broken down into six fields as shown in table D.4,

Table D.4 — Time code fields

FIELD J BITS [ VALUES
Drop frame flag 1
Hours 5 Qw23
Minates 6 0w 5o
Fixed 1 1
Seconds 6 0w 359
Pictare number 6 0to 60

The time code refess o the first picture iv the groap in display order, i.e. the first picture with a iemporal
reference of zerc. The SMPTE time code is included to provide a video time identification to applications.
[t may be discontinnows. The presentation time-stamp in the System layer (Par 1} has a much bigher
precision and identifies the time of presentafion of the pictre,
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Closed GOP

A one bit flag follows the time code. It dznotes whether the group of pictures s open or closed. Closed
groups can be decoded without using decoded pictures of the previous group for motibn campensalioa,
whereas open groups require such pictures o be available.

A typical example of a closed group is shown in figure [1.18a.

I B B P B B P B
01 2 3 4 5 6 7

oo
w e
w
o
~

(a) closed group

o

B I B B P B B P B BP B B F
1 2 3 4 5 6 7 8 9 10 11 12 13 14

(b) apen ar dosed group
Figure D.18 -- Example groups of pictures in display erder

A less typical example of a closzd group is sbown in figure D.18b. In this example, the B-pictures which
precede the first I-picture must use backward motion compensation only, i.e. any motion compensation
must be based ¢nly on piclure number 2 in the group.

If the closed_gop flag is set to 0 then the group is open. The first B-pictures that precede the first [-picture
in the group may bave been encoded using the last picture I the previous group for motion compensation.

Broken link

A one bit flag follows the closed_gop flag. It desotes whether the B-pictures which precede the first [
picture in the GOP can be correctly decoded. f it is set to 1, these pictures cannot be correctly decoded
because the I-picture or P-piciurz from the previous group pictures that is required to form the precictions is
naot available (presumably because the preceding group of pictures has beea removed by editing). The
decoder will probably choose nat to dispiay these B-pictures.

If the sequence is edited so that the original group of pictures no longer precedes the cument group of
pictures then this flag normally will be setto | by theeditor. However, if the closed_gop flag for the
current group of pictures is set, then the editor should not set the braken_link flag. Because the group of
pictures is closed, the first B-piciures (if any) canstill be decoded correctly.

Extension data
This start code is bytz-aligned and is 32 bits long. [Its value is

hex: 00 00 D1 B3
binary: 0000 0000 0000 0000 D000 0001 1011 0101

Tt may be preceded by any number of zeros. IF it is present then it will be followed by an wndetermined
number of data bytes terminated by the next start code. These data bytes are reserved for future extensions
to this part of ISOAEC 11172. and should not be gencrted by encoders. MPEG videc decoders should have
the capability to discard any extension data found.

User data

A user data start code may follow the optional extension data. This start coce is byte-aligned and is 32 bits
long. Tis value is

hex: 00 0001 B2
binary: 0000 0000 0000 0000 D000 0001 1011 0010

It may be preceded by any number of zeros. If it is present then it will be followed by an undetermined
number of data byles tenninaied by the nex1 start code. These data bytes can be used by the enceder for any
purpose. The only restriction on the data is that they cannot emulate a start code, evenif not byte-aligned.
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This means that a sring of 23 consecuiive zeros must no! occur. One way © prevent emulation is to force
the most significant bik of altemate bylestobe a 1.

In dosed encoder-decader systems the decoder may be ablz o use the data. In the more geveral case,
decoders should te capabie of ciscanding the aser datza.

D.5.3 Picture

The picture layer contains all the coded information for ove picture. The header identifies the temporal
refereace of the picture, the picure coding type, the ¢elay in the video buffer verifier (VBV) and, if
appropriate, the range of mction vectors used.

D.6.3.1 Picture header and start code

A picture begins with a picture header. The header stants with a picture start code, ‘This code is byte-aligned
and is 32 bits long. Its value is:

hex: 00 00 €1 00
bimary: 0000 0000 0000 (000 0000 0001 0ODO OCO0

It may be preceded by any nurnber of zeros.

D.5.3.2 Temporal reference

The Temporal Reference is a ten-bitnumber which can be used to define the order in which the piclures
must be displayed. It may be vseful since pictures are no! trangnitted in display order, but rather in the
order which the decoder needs 1o decode them. The first picture, in display order, in each growp must have
Temparal Reference equal to zzre- This is incremenied by one for each picture in the group.

Some example gmoups of pictures with their Temporal Refercnce pumbers are given below:

Example(a)in 1 B P E P

display order 01 2 3 4

Example(a)in I P B P B

decodingorder € 2 1 4 3

Examplep)n B B I B B P B B P B B P
display order g 1 2 3 4 5 6 7 8 9 1011
Example®in X B B P B B F B B P B B
cnded order 2 01 53 4 8 6 7 119 10
Example(c)in B I B B B B P B I B B I 1
display owder 0 1 2 3 4 5 6 7 8 9 1 11 12
Example(c)in I B P B B B B I B I B B I
coded order 1 0 6 2 3 5 87 119 1012

Figure D.19 -- Examples of groups of pictures and temporal references

If there are more Lhan 1024 piciures in a groap, then the Temporal Reference is reset 1o zero and then
incrzmenis anew. This is illustraied below:

3 B I B B P .. P B B P .. P B B P dspayoder
D 1 2 3 4 5 .. 102102 0 1 .. 4712 473 474 475

Figure D20 - Example group ol pictures conlaining 1500 pictures
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D.5.3.3 Picture coding type

A threz bit number follows the temporal reference. This is an index into the following table defining the
type of picture.

Table DS -- Picture types

CODE || PICTURE TYPE

500 =

001 Fpicture

010 P-picture

01! B-picture

100 D Picmure

101 Reserved

ile Reserved

111 Reserved

The various types of pictures are described in D.2.3. Codes 101 through 111 are reserved for fuwre
extensions (o this part of ISO/IEC 11172, Decoders should bz capable of discarding all pictures of this
type, and scan for the mext piclure slan code, group start code or sequence start code. Cade 000 will never be
used to avoil start code emulation.

D.5.34 VBV delay

For constant bit rate operation, vbv_delay can be used at the start of decoding and after a random access 1o
ensure that the carrect numter of bits bave been teai by the decoder before the first picture is displayed.

The buffer fullness is not specified in bits but rather m onils of ime. The vbv_delay is a 16-bit number

defining the time needed in units of 120000 s to fill the input buffer of the model decoder from an empty

staite to the corredt state at the bit rate specified in the sequence header.

For example, suppose the vbv_delay had a decimal value of 30000, then the time delay would be:
D=30000/90000=1/35s

Ifthe channel bitrate were 1,2 Mbits/s then the contents of the buffer before the picture is decoded would
be:

B = 1200000 /3 = 400 000 bis

Ifthe decoder determired that its aciual buffer fullness differed significantly from this value, thea it would
have to adopt some strategy for regaining synchronization.

The meaning of vbv_delay is undefined for variable bit rate operation.
D.6.3.5 Full pel forward vector

This is a one bit flag giving the precision of the forward motion vectors. If # is 1 then the precision of the
vectors is in integer pels, if it is zero thea the precsion is half a pel. Thus if the flag is set o one the
vectors have twice the range than they do if the flag set © zero,

This flag is presant only in the headers of P-pictures and B-pictures. It is absent in I-pictuses and D
pictures.

D.5.38 Forward f-code

This is a taree-bit number and, like the full pe! forward vector flag, is present ouly in the beadess of P-
pictures and B-pictures. It provides information used for decoding the coded forward vecions and contiols the

maximum size of the forward vectors thal can be coded. Itcan take oaly valves of 1 through 7; a value of
zero is forbidden.
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Two parameters used in decoding the forward mosion vectors are derived from forward_{_code, forward_r_size
and forward_£.

The forward_r_size is one less than the forward_{_code and so can take values 0 through 6.
The forwasd_f parameter is given by table D.6&:

Table D.6 -- f_codes

forwardbackward_{_code forwardibackward_{
1
2
4
8
16
32
64

B o R R

D5.3.7 Full pel backward vector

This is a one bit flag giving the precision ¢f the backward motien vectors. Ifitis 1 then the precision of
the vectors is ininleger pels, if it is zero then the precision is half a pel. Thus if the {lag is set t one the
vectors have twice the range than they do if the flag set © zero.

This flag is only present in the beaders of B-pictures. Itis absent in I-pictures, P-pictures and D picrures.

D.5.3.8 Backward f-code

This is a three-kit number and, like the full pel backward vector flag, is present only in the headers of B-
pictres. It provides information used for decoding the coded backwanl vectors. [t can take only values of 1
through 7; a value of zemo is forbidden.

The backward_f parameteris derived from the backward_f_code and is given by table D.6
D.5.3.9 Extra picture information
Extra picture information s the next field in the picture header. Any mumber of information bytes may be
present. An information byte is preceded by a flag bit which is set 1o 1. Informaticn bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero bit. The smallestsize of this
field is therefore one bit, a 0, that has no information bytes. The largest size is unlimited. The following
example has 16 bits of extra information denoted by E:

1IEEEEEEEEIEEEEEEEEOQ
Where E is an extra information bit.
The extra information bytes are reserved for future exlensions to this part of ISO/IEC 11172, The meaning
of these bytes is currently undefined, so encoders must not gencrate such bytes and decoders must be capable
of discarding them.
D.5.3.10 Extension data
This start code is byte-aligned and is 32 biis Jong. Its value is:

hex; 00 0001 BS
binary: 0000 0000 0000 0000 0CO0 0001 1011 G101

[t may be preceded by any numberof zeros ¥ it is present then it will be followed by an undetermined
number of daia bytes lerminated by the pext start code. These daia bytes are reserved for futire exteasions
to this part of ISO/MIEC 11172, and should not be generated by encoders. MPEG video decoders must bz
capable of discarding them.
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D.5.3.11 User data
‘This start code is byie-aligned and is 32 bits loag. Its value is

hex: D00 01 B2
binary: D000 0000 0000 0000 0000 0001 1011 0010

Itmazy be preceded by any number of zeros. If it is present then it will be followed by an undetermined
numbex of data byles terminated by the next start code. These data byles can be used by the encoder for any
purpose. The only restricfion on the data is that they cannot emulate a start code, even if not byle-aligned.
One way 10 prevent emulation is o force the most significant bit of alternate bytes tobe a 1.

In closed encoder-decoder systems the decoder may be able to use the data. Inthe more general case,
decoders should be capable of discanding the user data.

D.5.4 Slice

Pictures are divided mito shices. Each slice consists of an integral number of macroblocks in raster scan
order. Slices can be of different sizes withina picture, and the division in one picture need not be the same
as the division in any other picture. Slices can begin and end atany macroblock in a picture subject o the
fallowing restrictions. The first slice must begin at the top left of the picture, and the end of the last slice
must be the bottom right macrcblock of the picture. There can be no gaps between slices, nor can slices
overlap. The minimum number of slices in a picture is ore, the maximum number is equal to the number
of macroblocks,

Each slice starts with a slice start code, the exact value of which defines the vertical position of the slice.
‘This is followed by a code that ses the guantizaticn step-size. At the start of each slice the predictors for
the dc coefficient values and the predictors for the vector decoding are all reset. The horizontal positian of
the start of the slice is given by the macroblock address of the first macroblock in the slice. The result of
all this is that, within a picture, a slice can be decoded without mformation from the previous slices.
Therefore, if a data errar occars, decoding can begin again at the subsequent slice.

If the data are to be used in an error free exvironment, then one slice per picture may be appropriate. If the
environment is noisy, then oae slice per row of macroblocks may be more desirable, as shown in figure
D.21.

1 begin end 1
2 begin end 2
3 begin end 3
4 begin end 4
5 begin end 5
6 begin end 6
7 begin end 7
8 begin end 8
g begin end 9
10 begn end 10
11 begin end 11
12 beghn end 12
13 begin end 13

Figure D.21 -- Possible arrangement of slices in a 256x192 picture

In'this figure and in the nzx, each strip is one macroblock high, ie. 16 pels high,
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Since each slice header requires 40 bits, there is some penalty for including more than the minimum
number of slices. For example, asequence with a vertical resolation of 240 lines coded at 30 pictures’s
requires approximately 40x30 = 1200 bits/s for the slice h=aders using one slice per picture, and 40x15x30
= 18 000 bits/s with one slice per row, an additional overbead of 16 §00 bits/s. The calculation is
#pproximate and underestimates the impact, since the inclusion of 2 slice imposes additional requirements
that the macroblock immediately before the slice headerbe coded, as well as the first macroblock in the
slice.

The coding structure permits great flexibility in dividing a picture up into slices, One possible armangement

is shown in figure D.22.
1 begin
end I| 2 begin
end 2| 3 begin end al 4 begin
end 4[ 5 begin
end 5
6 begin
end 6| 7 begin
end7|8 89 begin and 9] 10 begin
end 10

Figure D.22 .- Possible arrangement of slices in a 256x192 picture

This division into slices is given forillustrative purposes only. [t is potintended as a suggestion on how to
divide a picture into slices.

D.5.4.1 Slice header and start code

Slices start with a slice header. Each slice header starts with a shice start code. This code is byte-aligned
and is 32 bits Jong. The last eight bits can tzke on a range of values which define the vertical position of
the slice in the picture. The permitted slice start codes are:

hex:  from (0000101
to 00 00 01 AF

binary: from (000 000D G000 00CO DO0O D01 0000 G001
to 0000 CO0D 0000 00G0 D000 0001 1010 1111

Each slice start code may be preceded by any nimnber of zeros
The last 8 bits of the slice start code give the slice vertical position, i.e the vertical position of the first
macrobleck in the dice in units of macroblocks staning with position 1 at the top of the pictare. A useful
variable is macroblock row. This is similar o slice vertical position excepl that row 0 is at the top of the
picture. Thus

slice vertical pesition = macroblock row + 1

For example, & sfice start code of 00000101 hex means that the first macroblock in the slice is at vertical
position | or macroblock row 0, ie.at the tap of the picture. A slice start code of 00000120 hex mezans
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that the first macroblock is at vertical position 32 or macoblock row 31, i.e. at the 495k row of pels. It
is possible for two or more slices 10 have the same vertical position.

The maximumn vertical position is 175 unils. A slice with this position would recuire a vertical size of
175x16 = 2 800 pels.

The borizontal position of the first macroblock in tae slice can be calculated from its macmblock address
increment. Thus its positicn in the picture can be determined without referring toany previous slice or
macroblock. Thus a decoder may decode any slicein a picture without having decoded any other slice in the
same picwre. This feature allows decders to recover from bit errors by searching for the next slice start
code and then resuming decoding.

D.5.4.2 Quantizer scale

‘The quantizer scale is a five-bit integer which is used by the decoder to calculate the DCT cocfficients from
the wansmited quantized coeffidents. A value of ( is forbidden, so the quantizer scale can have any value
between | and 31 inclusive,

Note in addition that the guantizer scale may be sei al any macroblock.
D.5.4.3 Extra slice information

Extra slice mformation forms the last field in the slice beader. Any number of information byles may be
present. An information byte is preceded by a flag bit which is sef to 1. Information bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero bit The smallest size of this
field is therefore one bit, 2 0, that has no information bytes. The largest size is unlimited. The following
example has 24 bits of extra infarmation dencted by E:

1EEEEEEEEE1IEEEEEEEEIEEEEEEEED

‘The extra information bytes ase reserved for fuwre extensions to this part of [SO/IEC 11172. The meaning
of these byles s curently undefined, so encoders must oot genenate such bytes and decoders must discard
them.

‘The slice heacker is followed by code defining the macroblocks in the slice.

D.5.5 Macroblock

Slices aredivided into macroblocks of 16 x 16 pels. Macroblocks are coded with a header that contains
infonmation on the macroblock address, macroblock type, and the aptional quantizer scale. The header is
followed by data defining each of the six blocks in the macrobleck 1t is convenient to discuss the
macroblock header fickds in the onder in which they are coded.

D.5.5.1 Macroklock stuffing

The first field in the macroblock beader is "macroblock swifing’. This is an optional field, and may be
izserted or omitted at the discretion of the encoder. If present it consists of any number of 11-bit strings
with the patiern "0000 0001 111°. This stuffing code is used by the encoder 10 prevent underflow, and is
discarded by the decoder. 1f the encoder determines thatunderflow is aboul to occur, then il can insert as
many stuffing codes into the first fizld of the macrcblock header it likes,

Note that an encoder has other strazgies to prevent buffer nderflow. Itcan insert steffing bits immediately
before a siant code. Tt can reduce the quantizer scale (o increass the number of coded coefficients. k&t can even
starta new slice.

D.5.52 Macroblock address increment and macroblock escape
Macroblocks bave an address which is the number of the macroblock in raster scan order. The op left

macroblock ina picture bas address 0, the next one to the nght has address 1 and so on. If there are M
macroblocks in a picture, then the botom right macroblock has an address M-1,
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The address of amacroblock is indicated by transmitting the difference between the alddresses of the current
macroblock and the previously coded macroblock. This differeace is called the macroblock addsess
incremeat. In I-pictures, all macroblocks are coded and so the macroblock addrzss increment is nearly
always cne. There is one exception. Atthe beginning of each slice the macrobleck address is set to that of
the right hznd macroblock of the previous row. Atthe beginning of the pictuse it is set © -1. If a slice
does not start at the left edge of the picture, then the maciobiock address increment for the first macroblock
in the slice will be lasger than one. For example, the picure of figure D22 has 16 macroblocks per row.
Atthe smrt of slice 2 the macioblock address is set 10 15 which is the address of the macioblock at the right
hand 2dge of the top row of macroblocks. If the first slice conlained 26 macroblocks, 10 of them would be
irv the second row, so the address of the first maciohlock in slice 2 would be 26 and the macoblock address
increment would be 11, '

Mazcroblock address increments are coded wing the VLC codes in the table n B.L

It can be seen that there is no code 10 indicate a macroblock address increment of zero. This is why the
macroblock address is set (o -1 rather than zero at the top of a picture. “The first macrobleck will have an
increment of one making its address equal to zero,

Thz macroblock address increments allow ihe pesition of the macroblock within the picture to be
delermined. For example, assume thal a slice header has the start code equal to 00 00 01 0A hex, that the
picture width is 256 pels, and that a macroblock address increment code 0000111 is in the macrotlock
header of the first macroblock in the slice. A picture widih of 256 pels implies that there are 16
macroblocks per row in this picture. The slice start code tells us that the slice vertical position is 10, and
50 the macroblock row is 9. The slice header sets the previous macroblock address to tae last macroblock on
row 8, which has address 143. The macroblock address increment VLC leads to amacroblodk address
mcrement of B, and so the macroblock addsess of the first macroblock in the slice is 143 + 8 = 151,

The macroblock row may be calculated from the address:

macmoblock ow =macroblock address / macroblock width

ISt /7 16
= 9
The division symbol signifies integer truncation, not rounding.
The macroblock cdumn may also be calculited from the address:
macrotiock column = macroblock address % macroblock width

151 % 16
7

Columns are numbered from the left of the picture starting at 0.
There are two special codewords: escape and stuffing.
The escape code means "add 33 Lo the following macroblock address incrzmen!”. This allows mcremeats
g;e;,:!erﬂ:anﬁ 1o be coded. Forexample, 2n increment of 40 would be coded as escape plus an increment
D000 DOD1 0C00 0010
An increment of 70 would be coded as two escape codes followed by the code foran increment of 4:
0C0C 0001 0000 0000 G010 0000 11

The stulfing code is included since the decoder must be able to distinguish it from increment codes. Itis
used by the eacoder to prevent underflow, and is discarded by the decoder.
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D5.5.3 Macroblock types

Each of the picture types I, P, and B, have their own macroblock types. See. respectively, D6.3, D.6.4,
and D.6.5 for the codes and their descriptions.

D.5.5.4 Motion horizontal/vertical forward/backward codes
The interpretation of these codes is explained n D.6.23.

D.5.5.5 Motion horizontal/vertical forward/backward R

The interpetation of these codes is explained in D.6.2.3,

D5.5.6 Coded block pattern

This code describes which blocks within the macioblock are coded and transmitied. The inierpretation of
this code is explained in D.6.4.2

D.5.5.7 End of macroblock

This code is used coly in D-pictures and is described in D.6.5.

D.5.6 Block

A block is an array of 8 by 8 component pe values, treated as a unitand input 1o the Discrete Cosine
Transform (DCT). Blocks of 8 by 8 pels are transformed into arrays of 8 by 8 DCT coefficients using the

D.6 Coding MPEG video
D.6.1 Rate control and adaplive quantization

The encoder must contral the bit rate so that the model decoder input buffer neither overflows nor
undesflows. Since the model decoder removes all the bits associated with a picture from the inpat buffer
instantaneously, it is necessary 1 conirol onlydr: total number of bits pexr picture. The eacoder should
allocate the total numbers of bits anong the various types of pictures so that the perceived quality is
suitably balanced. The distribution will vary with the scene content and with the paruula' distribution of
the three picture types (I, P and B-pictres).

Within a pictere the encoder should allocate the total murber of bits availablz among the macroblocks to
maximize the visual quality of the piciure.

One method by which an encoder controls the bit rate 1 to vary the quantizer scale. This is set in each slice

header, and may be set at the beginning of any macioblock, giving the encoder excellent control over the bit

raie within a picture.

D.6.1.1 Rate control within a sequence

For atypical coding scheme represented by the following group of pictures in display order:
BBIBBPBBPBEPBBP

it bas been found that good results can be obtained by malching the vissal quality of the I and P-pictures,

and by seducing the code size of the B-pictures (o save biis giving a generally lower quality for the B-

pictures.

The best allocation of bits among the pichue types depends on the scere content. Work of the MPEG

video committee seggests that allotting P-pictures about 2-5 times as macy bits as B-pictures, and allotiing

I-picwures up lo 3 times as many bits zs P-pictures gives gooed resalts for typical natural scenes. If there is
litde motion or change in the video, then a greater proportion of the bits shoald be allotted 10 the Ipictures.
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If there is a lot of motion or change, then the proportion allotted to l-pictures should be reduced and mosit of
the savings given 0 the P-pictures.

A reasonable encodes algorithm is to start with the foregding estimates, then reallocate bits dynamically
depeading on the nature of the video.

D6.1.2 Rate control within 2 picture

If the buffer is heading toward overflow, the guantizer scale should be increasexd, If this action is not
sufficient to prevent an impending overflow then, as a last resart, the encoder could discard high frequeacy
DCT cozfficients and transmil only low frequency ones. Although this would probably produce visible
artifacts in the decoded video, it would in no way compromise the validity of the coded biistream.

If the buffer is heading toward underflow, the quantizer scake should be reduced. If this is not sufficient, the
encoder can insert macroblock siuffing into the bitstream, or add leading reros (o start codes.

Erder normal circumstances, the encoder czlcalaies and mowitors the state of the model decoder buffer and
changes the quantizer scale woavert bath overflow and underflow problems.

Ome simple algorithm that helps accomplish this is to monitor the buffer fullness. Assume that the bits
have been allocated among the various pictare types, and that an average quantizer scale for each pictare type
ha: been establithed. The actaal buffer fullaess at any macioblock in 4 picture can be calculated and
compared with the nominal fullness, ie. the valve that would be oblained if the bits were uniformly
distributed among all the macgoblocks in the piciure. If (he buffer fullness Is larger than the nominal value,
then the quantizer scale should be set higher than the average, whereas if the baffer fullness is smaller than
the nominal, the quaniizer scale should be set lower than the average.

[f the quantizer scale is kept constant over a picture, thea, for a given number of coding bits, the total mean
square error of the coded picture will fend © be close o he mmimum, However, the visual appearance of
most pictures can be improved by varying the quantizer scale over the picture, making it smalier in smooth
areas of the pictore and larger in busy areas. This technique reduces the visibility of blockiness in smooth
areas at the expense of increased quantization noise in the busy areas where, however, it is masked by the

Thusa good algorithm for controlling the bitrate within 2 picture adjusts the quantizer scale depending oo
both the calculaied buffer fullness and oa the local image content  Examples of techbniques for rate control
and quantization may be found in [T]{3].

D.5.1.3 Buffer fullness

To give the best visual quality, the encoder shouk) almost fill the input buffer before instructing the decoder
to start decoding.

D.6.2 Motion estimation and compensation

D.5.2.1 Motion compensation

P-pictures use motion compersation to exploit temporal redundancy in the video. Decoders construct a
predicted block of pels from pels ia apreviously transmitted picture. Motion within the pictures (e.g. a
pan) ussually implies thal the pels in the previous pictare will be in a different position from the pels in the
cusrent block, and he displacement is givea by motion vectors encoded in the bitstream. The predicied
black is usaally a good estimate of the current blodk, and il is usually more efficieat 0 transmit the motion
vector plus the difference between the predicied block and the current block, than to transmil a description of
the current block by itself.

Cansider the following typica group of piciures,
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Figure D23 — Group of pictures in display order

The I-picture, picture 2, is decoded without requiring any moiion veciors. The first P-picture, number 5, is
decuded usmg modon vecors from picture 2. This motion compensaton is called forward motion

singe it is forward im Gime. Motion vectors define the motion of a macroblock, i.e. the
motlm of 2-16x16 block of luminznce pels and the associated chrominance components. Typically, most
macroblocks in a P-picture use motion campensation, Non-zero motion vectons are transmitted
differemtially with reference to the last transmitted motion vector.

The wansmined vectors usually have a precision of balf a pel. The maximum rangz of the vector is set by
the forward _f parameter ir the picure header. Sometimes, if the motion is unusually large, the range may
be deubled and the accuracy reduced o integer pels, by the full_pel forward _vector bitin the picture header.

A positive vealue of the horizonial or vertical component of the moton veclor signifies that the prediction is
formed from pels in the refercnced picture which are spatially Lo the right or below ihe pels being predicted.

Not il macroblocks in a P-picture necessarily use motion compensation.  Some macroblocks, as defined by
the transmitted macroblock type (see mble B.Zb), may be intra-coded, and these are reconstrected without
motion compensation. Full details defiving the method of decoding the vectors and constructing the
motion-compensaled macyoblock are given in 2442

P-pictuse 8 in figure D.23 uses forward motion compensation from pictre 5. P-pictures always use
forward motion compensaion from the last transmitted | or P-picare.,

B-pictures may us¢ motior compensation from (he previows 1 or P-picture, from the next (in display order) [
or P-picture, or bath; i.c., fram the last two transmitted I or P-pictures.

Prediction is called forward if reference is made 10 2 picture in the pzst and called backward if reference is
made (o a pictuse in the fure. For example, B-picture 3 in figure D.23 uses forward motion compensation
from I-picture 2, and backward motion compensation from P-piciure 5. B-pictures may use both forward and
backward motion compensation and average theresuk. This operation is called mterpolative motion
compensation.

All three types of motion compensation are useful, and typically are used in coding B-pictures.
Interpolative motion compensation has the advantage of averaging any noise preseat. Forward or backward
motion compensation may be more useful near the edges of pictures, or where a foreground object is
passing in front of a fixed or slow moving background.

Note that this techaigue of coding with P and B-pictures increases the coding efficiency, B-pictures can
have greater ervors of reconstructicn than I or P-pictuwres to coasérve coding bits, but since they are not used
as the basis of mofion compensation for futurs picwres, these errors may be tolerated.

D.6.2.2 Motion estimation

Mbtion compensation in a decoder is straightforward, but motion estimation which includes determining the
best maotion vectors and which must be performed by the encoder, presents a formidable computational
challenge.

Various methods are availablz w the encoder. The more computationally intensive methods tend to give
better results, 5o there is tradeoff to be made in the encoder: computational power, and hence cost, versus
caoded viden quality.
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Usmng a search straiegy the encoder attempts 1o match the pels in a macroblock with those in a previoas or
futare picture, The vector corresponding 1o the best maich is reporied after the scarch is compieted.

D.6.2.2.1 Block matching criteria

In seeking 2 match, the encoder must decide whether to use the decoded past and future pictures as the
reference, or wse the original past and future pictures. For motion estimation, usz of the decoded pictures by
the encoder gives the smallest error in the error picture, whereas use of the original pictures gives the most
acamrate moticn vectors. The choice depends on whether the artifacts of increased noise, or greater spurious
motion are judged © be the more objectionable. There is usually little or no difference in quality between
the two methads, Note that the dzcoder does not perform motion estimation. It performs moion
compensated prediction and interpolation using vectars calcubted in the encoder and siored in the bitstream.
In motion compeasated prediction ard interpolation, both the encoder and decoder must use the decoded
picuares as the references.

Several matching criteria are available. The mean sguare error of the difference between the motion-
compensated block and the current block is an obvious choice. Ancther possible criterion is the mean
absolute difference between the motion-compensated block and the current block.

For half pel shifts, the pel values could be interpolated by several methods. Since the decoder uses a simple
linear interpolation, there is little reason t use a more complex method in the encoder. The linear
interpolation methed given in this partof ISO/IEC 11172 is equivalent to the fellowing. Consider four
pels having values A, B, D and E as shown in figare D.24:

A h B
Y C
D E

Figure D24 -- Interpolation of hall pel shifts
The value of the borizontally interpolaied pel is
b=(A+B)//2

where the double division symbol means division with rounding to the nearest integer. Half integer valves
are to be rounded to the next higher value. Thus if A =4 and E =9 then h=6.5 which is rtounded up to 7.

The value of the vertically interpolaled pel is
v=(A+D)/f2
The value of the ceatral interpolated pel is
c=(A+B+D+E) /4
D.6.2.2.2 Search range
Once a block matching criterion has been selected, some kind of search strategy mustbe adopied. This

must recognize the limitations of the VLC tables used © code the vectors. The maximum range of the
vector depends upon forward_f_code or backward_{_code. The motion vector ranges zre giver in table D7.
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Table D.7 -- Range of motion vectors

Motion vector range

full_pel=1
-1610 15
321031
-64 to 63

-128w0 127

-12810127,5 -256 10 255
-256 w 255,5 -51210 511

51210 511,5 -1 24 w0 1023

The range depends on the valne of full_pel_forward_vecior or full_pel_backward_vector in the picture
header. Thus if all the matian vectors were found to be 15 pels or less, the encoder would usually select
half pel accuracy and a forward_f_code or backward_f_code value of 2,

The search must bz constrained to take place within the boundaries of the decoded reference picture, Motion
vectors which refer © pels outside the picwre are not allowed. Any bitstream which refers (o such pels does
not conform to this part of ISQ/IEC 11172.

D.62.2.3 2-D search strategy

There are many possible methods of searching ancther picture for the best maich to a cumrent block, and 2
few simplz ones will be described.

The simplest search is a fullsearch. Within the chosen search range all possible displacements are
evalvatzd using the block matching ariterion.

The full search is computationally expensive, and practical encodess may not be able to afford the time
required for a full search.

A simple madification of the full search is to search using only integer pel disphcemznis. Once the best
integer match has been found, the 2ight neighbouring half-integer pel displacements are evaluated, znd the
best one selected zs #lustrated below:

* % * ] * )’
L ¥ = L] L] Y‘ll
+ o+ o+ Y+1,5
» * + * 4 N * y+2
-+ + + ¥y+2,5
* £ x 4 ® y.+3
* x +* * y-f-4
x+1 x+2 x+3 x+4

Figure D.25 .- Integer pel and hall pel displzcements

Assume that the position x+2,y+2 gives the best integer displaccment matchmg using the selected block
matching criterion, thea the encoder weuld evalate the eight pesitions with balf pel displacements marked
by + signs in figure D.25. If one of them were a better match then it would become the motion vector,
otherwise th: motior vecior would remmain that of the integer displacement x+2,y+2.

If during the integer pel search, two or more positions have the same block matching value, the encoder can
adopt a consistent tie-breaking rule.

The modified full search algorithm is approximately an order of magnitude simpler than the full search.
Using only integer displacements for the first stge of the search reduces the sumber of evaluations by a
factor of four. In addition, the evaluations are simpler since the pel differences can be caleulated directly and
do not have to be interpolated.
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For same applications even the modified full search may be o time copsuming, and a faster search method
may be required. One such method is the logarithmic search.

D.6.2.2.4 Logarithmic search

In this search method, grids of 9 displacements are examined, and the search continved based on a smaller
grid centered on the position of the best match. If the grids are reduced in size by a factor of 3 at each step
then the search is maximally efficieat in the sense that any integer shift has a umique selection path wit.
This method will find the best match only for 2 rather limited set of image types. A more robus! method is
to reduce the size of the grids by a smaller factor at each siep. e.g. by a factor of 2. The scaling factors can
also be adjusted o match the search ranges of table D.7.

The method will be illustrated with an example. Consider the set of integer shifts in figure D.26:

# % % % % R ¥ K ¥ % ¥ ¥ ¥ E
K E M X Nitd HEid Kbt B & 8 & =
* % ¥ ¥ O O O W K W X E X R
e ITE T I o
oK % L)L o X W K ¥ % W
#ow o RN NN R % X ¥ ¥ w
% M LI K R K XX X X
R e e R e R N N % X W
* % % F K K ¥ ¥ F O ¥ % % X =
FOE O R OE R EOEE EOEEEREE
¥ OE % F K B E R FF OE R E B8
R OB #F Ee FOF OB s
& OF R R T EEE N EEE R
X A K K K K K EE R KK A AR
OB KK X E K EE KA E KE KK

Figure D.26 — Logarithmic search method for integer pel shifts

The first grid has a spacing of 4 pels. The first step examines pels at shifts of 0, 4, or 4 pels in each
direction, marked 1 in figure D.26. The best position is used as the center point of the second grid.
Assume it is the pel marked 1 directly 1o the Ieft of the center pel. The second grid has a spacing of 2 pels.
The second step examines pels at shifts of 0, 2, or -2 pels i each direction from the center of the new grid,
marked 2 in the figure. The best position is used as the center point of the third grid, assume it is the lower
right pel of the second grid. The third zrid has a spacing of 1 pel. The third step examines pels at shiits of
0, 1, or -1 pelsin each direction from the center of the grid. The best position is used as the cener paini of
the fourth grid, The fourth grid has a spacing of 1/2pel. The fourth step examines pels at shifts of 0, 1/2,
or -1/2 pels in zach direction from the center of the grid using the same method &s in the modified full
search. The best position determines the motion vector,

Some possible grid spacings for various search ranges are givenin table D 8.

Table D.8 -- Grid spacings for logarithmic searches

T

RANGE STEPS GRID SPACINGS
11,5 4 42112
+15,5 5 842112
3 _ +31,5 6 16842112

For P-pictures only forward searches are performed. but B-pictures require both forward and backward
searches. Not all the vectors calculaed during the search are vecessarily nsed. In B-picuwes either forward
or backward motion compensation migat be used insiead of interpolated motion compensation, and in both
P and B-pictures the encoder might decide that a block is better codzd as intra, in which case no vectors are
transmitted.

D.6.2.2.5 Telescopic search

Even with the faster methods of the modified full search, or the jogarithmic search, the search might be
quike expensive. For example, if the encoder decides to use amaximum search range of 7 pels per picture
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interval, and if there are 4 B-pictures preceding a P-pichure, then the full search range for the P-picture would
be 35 pels. This large search mnge may exceed the capabililies of the encoder,

One way of reducing the search range is 1o ase a telescopic search technique. This is best explained by
illustrating with an example. Consider the group of pictares in figure D 27.

i B B B P B B B P B B B P
01 2 3 4 5 6 7 8 9 10 11 12

Figure D.27 -- Example group of pictures in display order

The encoder might proceed using its selected block matching ariterion and D search strategy, For ezch P-
pictare and the preceding B-pictures, it first calculates all the forward vectors, then calaalaies all the
backward vectors. The first set of pichures consists of pictures 0 thiough 4.

To calculate the complete set of forward veciors, ihe encorder first calculates all the forward veclors from
pictare 0 to pictire 1 using a 2.D search strategy centered on zero displacement. [t neal calculates all the
forward vectors from picture 0 to picture 2 vsing a 2-D search strategy centered on the displacements
calculated for the corresponding dlock of picture 1. It next caleulates all the forward vectors from picture (),
1w picture 3 using a 2-D search strategy centered on the displacemeznts calculated for the corresponding block
of picture 2. Finally, it calculates all the forwzrd vectors from picture O © picture 4 using a 2-D search
strategy czniered pn the displacements calculated for the comespoading block of picture 3.

To calculate the complete set of backward vectors, the encoder first caleulates all the backward vectors from
picure 4 w0 picture 3 using a 2-D search sirategy ceatered on zzro displaczment. [t next caleulates all the
backward vectors from pictire 4 fo picture 2 using a 2-D search strategy czniered on the disgacements
calculaied for the corresponding block of picture 3. Finally, it calculates all the backward vectors from
purc4 1 piclure ] using a 2-D search sirategy centered on the displacements calculated for the
corresponding block of picture 2,

Furthes methods of mation estimation are given by Netravak and Haskell [1].
D.6.23 Coding of motion vectors

The metion vector of a macroblock ends to be well correlated with the vector of the previous macroblock.
For example, in a pzn all vectors would be roughly the same. Motion vectors are coded using a DPCM
technique to make use of this correlation.

In P-picuwes the motion vector used for DPCM, the prediction vector, is sef to zero at the start of each shice
and at cach intra-coded macioblodk. Note that macroblocks which are coded as predictive but which have no
motion vector, also set the prediction vector 1o zero,

InB-pictures there are two motion vectors, forward and backward. Each vecoris coded relative to the
predicted vector of the same type. Both motion vectors are set 10 zero at the start of cach slice and at each
intra-coded macroblock. Note that predictive macroblocks which have only a forward veciordo not affect
the valve of the predicted backward vector. Similarly, predictive macroblocks which have orly a backward
vector do nol affect the value of the predicied farward vector.

The range of the vectors is set by two parameters. The full_pel_forwan]_vector and
full_pel_backward_vector flags in the picture header determine whether the vectors are defined in half-pel or
inieger-pel units.

A second parameier. forward_[_code or backward _[_code, is refated 10 the number of bits appended to the
V1.C codes m table D9,
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Table D9 -- Differential metion code.

000 0011 001
0000 0011 011
0000 0011 101
2000 0011 111
0000 0100 001
0000 0100011
D000 0100 11
0000 0101 01
0000 0101 11
D000 0111
0000 1001
D00 1011
0000 11

0001 1

0011

o1l

1

010

2010

00010

0000 110
0030 1010
0000 1000
2000110
0000101 10
00X0 0101 00
D00 0100 10
000 0100010
D00 0100 000
D00 0011 110
000 0011 100
0000 0011 010
000 0011 000

© ISO/IEC

Advantage is taken of the fact that the range of displacement vector values is constrainzd. Each VLC
represents a pair of difference values. Only one of the pair will yield a motion vector [alling within the

permitted mnge.

The range of the vector is limited © the values shown in table D7. The values obtainzd by decoling the
differential values must be kept within this range by adding or subtracting a modulus which depeads on the

f valuwe as shown in table D.10.

Table D.1¢ -- Modulus for motion vectors

Page®¥4 of 124

forward [ oode MODULLIS
or backward ! code
1 32
2 64
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The use of the modulus, which r=fers only 1o the numbers in tables D.8 through D.10, will be illustrated
by an examplz. Assume that a slice has the following vectars, expressed in the units set by the full pel
flag.

3 10 30 30-14-16 27 24

The mnge is such tat an f value of 2 canbe used. The initial prediciion is zero, so the differential values
are

272 0424 3

The differential values are reduced to therange -32 to 431 by adding or subtracting the modulus 64
comespanding to the forward_{_code of 2.

272 02 -2-21 3

Tocreats the codeword, {mvd + GignGnvd)*(forward_f-1) ) )is divided by forward_f. The signed quotient of
this division is used to find a variable fength codeword from table D9, ‘Then the absolute value of the
remainder is vsed to generate 2 fixed length code that is concatenated with the variable length code. The
codes generated by this example are shown below:

Value I VLC Code

3 00100

7 0000 1100

20 0000 0100 101
0 1

20 0000 0100 101
2 0111

=21 0000 0100 €110
-3 0110

D.6.3 Coding I-pictures

[n coding I-pictures, the encoder has two main decisions to make thal are not mandcated by this part of
[SO/IEC 11172. These are: how to divide the picture up into slices, and how to set the quantizer scale.

D.6.3.1 Slices in |-piclutes

Division of the picture into slices is described in D.5.4.

D.6.3.2 Macroblacks in |-piciures

D.5.3.2.1 Macroblock types in I-pictures

There are two types of macrotlock in I-pictares. Both use intra coding. One uses the current quantizer
scale, whereas the other defines anew valoe for the quantizerscale  They are identified in the coded
bitstream by the VLC codes given in table D.11.

Table D11 -- Macroblock type YLC for I-pictures (table B.Za.)

TYPE QUANT | VLC
ntrad 1
mtra-g 1 01

The types are referred to names in this annex. Intra-d is the defauk type where the quantizer scale is not
changed. Intra-g sels the quantizer scak.

In order to allow for possible futire exteasion to MPEG video, the VL.C for intra-q is O1 rather than 0.
Additional types could be addzd to this table without mterfering with the existing entries. The VLC mble &
thus open for future additians, and not closed. A policy of making the coding tables open in this way was
adopted by in developing this part of ISOIEC 11172. The advantage of future extension was judged o be
warth the slight coding ineffidiency.
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D.6.3.2.2 Quantizer scale

If the macroblock type is intra-g, then the macreblock header contains a five-bit integer which defines the
quantizer scale. This is used by the decoder © calculate the DCT ceefficients from the transmiged quantized
coeificients. A value of ( is forbidden, so the quantizer scale can have any value between 1 and 31
inclusive.

Not that also the quantizer scale is set in a slice beader.

If the block type is intra-d, then no quantizer scale is ransmitted and the decoder uses the previonsly set
value. For a discussion on stralegies encoders might use to set the quantizer scale, see D.6.1.

Note that the cost of transmitting a new quantizer scale is six bits: onez for the extra length of (he
macroblock type code, and five to define the value. Although this is normally a small fraction of the bits
allocated to coding each macroblock, the encoder should exercise some restraint and avoid making a large
number of very small changes.

D.6.3.3 DCT transform

The DCT is illustrated in figure D.283.
i, Increasing
x horizontal frequency

y v, increasing
y { veriical frequency

(@) Pels (b)) DCT Ceoefiicients

Figure D.28 -- Transformation of pels to coefficients

The pels are shown in raster scan order, whereas the coeffidents are armanged in frequency order. The top left
coefficient is the dcterm and is proportional to the average value of the componentpel values, The other
coefficients are called ac coefficients. The ac coefficients to the right of the dc coefficient represent
increasing horizontal freqeencies, whereas ac coefficients below the de coefficient represent increasing
vertical frequencies. The remaining ac coefficients contain both horizontal and vertical frequency
compaenents. Nofe that an image coataining only vertical lines containg only horizontal frequendies.

The ceefficient amray contains 21l the information of the pel array and the pel amray can be exacdy
reconstructed from the coxfficient array, except for information lost by the use of finite anithmetic precision.

The two-dimersional DCT is defined as

77
L

F(u,v) = 3
x=0 =0

f (x,y) cos (m(2x+ Du/16)cos (x(2y=1}v/16)

L |t
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wih: w,vxy=012..7
wiere  x,y = spalid coordinaces in the pel domain
u, v = coordinates in the wransform doman
C{w) =1/v2foru=0
C(v) =1/42forv=0
= 1 otherwise

This transform is separable, ie. a ore-dimensional DCT transform may be applied first in the herizontal
direction and then in the vertical direction. The formulz for the one dimensionzl transform is:

7
F(w) = 1 Cw) 3 f(x)cos(n2x+1)w/16)
x=0

Cm) =1A2 foru=0
=1 ofherwise

Fast DCT tsansforms exist, analogous to fast Fourier trimsfonms. See refereace [3],

‘The input pel values have a range from 0 to 255, giving a dyaamic range for the dc elficient from O to
2040. The maximum dynamic range for any ac coefficient is about -1 000 to 1 000, Note that for P and
B-pictares the component pels represent difference values and range from -255 to 255. This givesa
maxunum dynamic range for any coefficient of about -2 000 t0 2 003, The encocer may thes represent tie
coefficieats using 12 bits whese values range from -2 048 10 2 047,

D.6.3.4 Quantization

Each array of 8 by § coeffidicnts produced by the DCT transform operation is quantized (o produce an § by §
amay of quantized coefficients. Normally the number of non-zer quantized coelficieats is quite small, and
this is one of the main reasons why the compression scheme works as well as it does.

‘The coefficients are quantized with a uniform quantizer. The characteristic of this quantizer, only forI-

blodks, is shown below:
Index |

Coelficent

Figare D.29. .- Uniform quantizer characteristics

The value of the coefficientis divided by the guantizer step size and rounded 10 the nearest whols number 0
produce the quantized coefficient. Half imteger values may be rounded up or down without disecly affecting
image quality, However, rounding towards zero teads to give the mﬂlmaodcsmandsmsp-eiumi For
exanmple, witha step size of 16 al coefficients with valves betweea 25 @nd 40 inclusive wounld give a
quartized ceefficient of 2.

87
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The quantizer step size is derived from the quantization matrix and the quantizer scale. Itcan thus be
different for diffcrent cocfficients, and may charge between macroblocks. The only exception is the de
coefTicient which is treated differently.

The eye is quits sensitive to large area luminance ervors, and so the accuracy of coding the dc valuve s fixed.
The quantizer step size for the dc coefficientsof the lumnance and chrominance components is fixed at
cight. The dc quantized coefficient is obtained by dividing the de coetficient by a@ght and rounding 1o the
neares. whole aumber., 'Ihscﬂ'chwlyquammsmcamgcdcvduemuncpartn 256 for the
reconstructed pels.

For example, a de coefficient of 21 is quantized to a value of 3, independent of the value of the quaniizer
scalke.

The ac coefficients are quantized using the intra quantization mawix. The quantized coefficient i{u,v) is
produced by quantizing the coefficient c[u,v] for I-blocks. One equation is given by the formula:

ilu,v] = 8 * cluyv] / (g * mlu,v])

where m|u,v] is the coresponding ekwent of the intra quantization matrix, and ¢ is the quantizerscale, The
quantized coefficient is limited to the range -255 to 4255,

The intra quanization matriz might be the defanlt matrix, or i might have been downlpaded in the sequence
header

D.6.3.5 Coding of quantized coefficients

The top I2ft coefficient in figure D.28b is called the de cocfficient, the remainder are called ac coefficients.
The de coefficient is correlated with the de coefficiznt of the preceding block, and advantage is taken of this
in coding. The ac coefficients are not well comelated, and are coded independeatly.

After the dc coefficient of a block has beea goantized it is coded losslessly by-a DPCM technique. Coding
of the luminance blocks within a macroblock follows the master scan order of figure D.5,0to 3. Thusthz
de value of block 3 becomes the dec predicior for biock 0 of the Pllewing macroblock. The dc value of each
chrominance Hock is coded using the dc valve of the corresponding block of the previous macroblock as a
predictor. At the beginning of each slice, all three dc predictors for Y, Cb and Cr, are se: tc 1024 (128+%3).

The differestial dc values thus generated are categerized according 10 their absolute value as shown in table
D.12.

" Table D.12. -- Differential dc size and VLC

VLC CODE
00

01

10

110

1110
1110
21053 11110 1111 10
64 10 127 111110 1111 110
128 w0 255 1111110 1111 1110

The size is transmitied using a VLC. This VLC is different for luminance and chrominansce since the
statstics are different.

The size defines the number of additional bits required to define the level uniguely. Thusa size of 6 is
followed by 6 additomal bits. These bits define the evel in order, from low (0 bigh. Thus the first of these
extra bits gives the sign: 0 for negative and 1 for positive. A size of zero requires no additional bits.

The additional codes are given in table D.13.
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Table D.13. -- Differential dc additional code

D]IFEREN‘I‘LALDC! SIZE ADDITIONAL CODE
-255t0-128 8 Q0000000 o 01111111
-127 to -64 7 0000000 o 0111111
-63 0 -32 6 000000 © 011111
-31 o -16 5 00000 o 01111
-IStn -8 4 0000 1o 0111
Tw-4 3 000 1w 011
3102 2 001001
-1 1 0
0 0
1 1 1
pAT K 2 i0to 11
407 3 100 w0 111
8to 15 4 1000 to 1111
16 to 31 5 10000 to 11111
32 to 63 6 100000 o 111111
64w 127 7 1000000 to0 1111111
128 10 253 8 1000000010 11111111

For example, a luminance dc change of 10 would be coded as 1101010. table D.12 shows that the first
three bits 110 indicate that the size is4. This means that four additional bils are required © define the exact
value. The next bitis a 1, and mblke D.13 shows that the differential dc value must be somewhere between
8 and 15 inclusive The last three bits, 010, show that the exact value is 10.

The decoder reconstracts de quantized coefficients by following the invesse procedure.

The ac quantized coefficients are coded nsing a mm length and level technique. The quantized coefficients are
first scanned-in the zigzag order shown in figure D.30.

Increasng Horizordal Ftemenc-;’_

1—™2 6E—>" 15 16 28 29
PR AV

5 8 1¢ 17 27 30 43
7y
4 9 13 18 26 31 41 44

¥

10 12 19 25 32 i1 45 £4
11 20 24 3] 10 16 52 £S5

21 23 34 39 47 32 S6 &l

Incrsasing| ) )
Vettical 22 35 is 48 £1 57 -1 62
Fre
qumcyl 3¢ 37 4% 50 B 59 €} 64
Figare D30. - Quantized coefficient block in zigzag scan order

The scanning order starts at 1, passes through 2, 3 efc i order, eventuzlly reaching 64 in the bottom right
corner. The length of a run & the number of zero gquantized coefficients skipped over. For example, the
quantized coefficients in figare D31 produce the list of run lengths and levels in table D. 14,
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1L o o o ¢ ?» O o0 ¢
2 -3 0o o0 ¢ > 0 0 ¢
$ 5 0o o o 9 o0 0 €
1 0 0130 o0 > 0 0 ¢
o o © 0 o 2 0 0 @
o 0 o o0 9o 2 0 0 ¢
o o0 0o o o0 2 0 0 €
© o o o o0 2 ©0 0 ©

Figure D.31. -- Example quantized coefficients

Table D.I4. -- Example run lengths and levels

The scan starts at position 2 since the top left quanized coefficient is coded separately @ the de quantized
coefficient.

Using a zig zag scan rather than 2 rzster scan is more efficieat 4s it gives fawer runs and can be coded with
shorter VL.C codes.

The list of run lengihs and levels is coded using @able D.15 Not all possible combinations of un leagth
and level are in hese tables, only the more common ones. For combinations not in the tables, an escape
sequence is used. In table D.15, the last bit's' denotes the sign of the level; D means a positive level and 1
means a negative level. The escape code is used followed by the run length derived from table D. 15 and then
ihe level from table D.17.
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Table D.15. -« Combination codes for
DCT quantized coefficients. s = @ for
puositive level, s = 1 for negative level

ISOIEC 11172-2: 1993 (E)

[ 0000 0000 0011 0105
0000 0000 00LL 001s
| 0000 0000 0001 0G11s
| 0000 0000 0ODI 0G1Gs
| 0000 0000 0001 00015
0000 D000 DODL 000
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RUN | LEVEL [} VLC CODE RUN LEVEL | VLCCODE
EOB 10 ] 1 0101 s
0 15 IF is: COEFF 2 2}l 0000 100s
0 11z NOT 1st COEFF p! 3|l 0000 0010 11s
0 0100 s 2 4l 000D 0001 D100 s
0 0010 1s 2 5 || 0009 00O 1010 Os
0 Il 0000 110s 3 LjjooLl (s
0 10010 0110 s 3 2| 0010 0100 5
0 D00 0GDI s 3 3| 000D 00C1 1100 s
0 il D090 0010 10s 3 4| 0000 00CO 1001 1s
0 DOOO 001 1101 s 4 1joo1t es
0 DOOD 001 1000 s 4 2 000 0011 115
0 | 2000 00D1 0O11 s 4 3 | 0000 0001 DO10 s
0 | 2000 001 Q00O 5 5 L0001l L1s
0 0000 0000 1101 Os 5 2 [ 0000 0010 D1s
0 It D000 0020 1100 1s 5 3 [ 0000 00CO 1001 Os
0 0000 00Y0 1100 Os £ 1| 0001 015 :
0 0000 0000 1011 1s [ 2] 0000 0001 1110 s
0 | 0000 00D0 0111 11s 6 3 | 0000 00CO 0001 0100s
0 0000 0030 0111 10s 7 1| 000l 00s .
0 0000 00J0 0111 Ols 7 2 | 0000 0001 0101 s
0 19} 0000 0020 0111 Ods 8 1§0000 111s
0 | 0000 0000 0110 11s 8 2 | 6000 0001 0001 s
0 | 5000 DOBO 0110 10s g 10000 LOIs
0 | 0000 DODO 0110 Ols 9 2 {| 0700 0000 1000 1s
0 | 6000 DODO 0110 O0s 10 140010 G111 3
0 0000 DOOD 0101 11s 10 21 0000 000} L1000 Ds
0 0000 DOMO 0101 i0s 11 110010 0011 s
0 0000 D000 0101 Ols 11 2 0000 0000 DOO1 10105
0 0000 D000 01D1 0O0s 12 1{00L0 CO10 s
0 { 06000 DODO 0100 1ls 12 2§ 0000 0000 3001 10013
0 § 0000 DOOO 0100 10s 13 1§ 0010 COOO 5
0 f 06000 D00 0100 Ols 13 2 | 0900 6OCO D001 100D0s
0 i 6000 DOYO 0100 OCs 14 1 0000 0011 [Os
0 | 0000 DOOO 0011 000s 14 21 0000 0000 DOOI D111:
0 1 0000 DOOO 0010 111s 15 1§ 0200 €011 O1s
0 000 D000 0010 110s 15 2] 0000 GOCO DOG1 0110s
0 | 000 D000 0010 101s 16 1 | 0000 0010 00s
0 | 0000 D000 0010 100s 16 2| 000 0000 000! O101s
0 00C0 D000 0010 O11s 17 1| 0000 COOL :111 5
0 000 0000 0010 010s 18 1§ 0000 0DO1 (D10 &
0 | 00CO D000 0010 QOLs 19 1] 0000 COOL :DC1 &
0 i 0000 DDOO 0010 000s 20 1 § 0000 COOL 0111 &
1 {0115 21 1§ 0000 COO1 0110 &
| l 0001 10s 22 1] 0000 CO00 1111 1s
1 0010 0101 s 23 1] 0000 COOD 1111 Ds
L 0000 001 00s 24 1| 0000 COOD 1110 1s
1 0000 0001 1011 s 25 1 {0000 COO ;110 Ds
1 0000 0000 10L1 Os 26 1| 0000 COOD :1C1 1s
1 6000 D000 1010 1s 27 1§ 0006 CO00 6001 1111s
1 0000 DOOO DOLL 111s 28 1| 0000 0000 6001 1110s
1 | 0000 D000 DOL1 110s 29 1 | 0000 COOO 0001 L101s
1 il 6000 0000 00LL 101s 30 1 | 0000 0000 0001 L100s
1 i 0000 0000 0011 100s 31 1§ 0000 OO0 0001 1011s
1 il 0000 0000 00L1 Dlls ESCAPE 0000 01
1
1
1
1
1
1
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Table D.16. — Zero run length cedes

Wi11110
1111 11

Table D.17. -- Level codes for DCT quantized coefficients

LEVEL CODE

-256 | FORBIDDEN
=255 1000 0000 0000 0001
=254 1 1000 0000 0000 0010

-129 | 1000 CO00- 0111 1111
-128 | 1000 CO00 1000 0000
-127 | 1000 €001

=126 1000 €010

2] 1111 1110
-1] 1111 1111
0} FORBIDDEN
1§ 0000 €001
2] 0000 CO10

126{ 0111 1110
127] 0111 1111
128 | 000D CO00 1000 0000
129 | 000D G000 1000 0001
254 0000 0000 1111 1110
2551 0000 0000 1111 1111

Using tables D.15 through D.17 we can derive the VLC codes for the example of table 1. 14:

Table D.18. -- Example run lengths, values, and VLC codes

RUN | VAIUE || VLC CODE COMMENT
1 210001 100
0 4110000 1100
0 340010 11
3 -5§ 0000 0100 0011 1111 1011 est seq
0 1§ 110
14 120§ 0000 0100 1110 0000 0000 1000 0010 esc seq
{_BOB 10

The first three codes in table D.18 are derived directly from table D.15. The next codeis derived indirectly
since table D.15 dozs not contain an entry corresponding 10 a run length of 3 and alevel of 5. Instead the
escape code 000001 is used. This is followed by the six-bit code (00011 from @able D.16 indicaling a nm
length of 3. Lasily the eighi-bit code from table 1,17 (11111011 - indicating a level of -5) isappeaded.

Afier the last coefficient has been coded, zn EOB code is used to inform the decoder that there are no more
quantzed coefficieats in the current 8 by 8 block. This EQB code is used evea if the last quantized
coefficient is at the bottam right of the block.

There are two codes for the 0,1 run length, level combination, as iadicaled in table D.15. Intra block

coding always has the first quantized coefficizn, the dc quantized coefficient, coded using the de size method.
Consequently intra blocks always use the code 11s o denote a run length, level combinationof 0,1. [t will
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be seen laier that predictively coded Hocks code the de quantized ceefficient differestly, and may use the
shorer code.

D.6.4 Coding P-pictures

As in I-pictures, each P-picture is divided up into one or more slices, which are, in tum, divided inio
macrobtlocks, Coding is more complkex than for I-pictures, since motion-compensated macroblocks may be
constructed. The difference berwesn the motion compersared macroblodk znd the coment macroblock is
transformad with a two-dimensioral DCT giving 2n array of 8 by § transform ceefficients. The cocfficieats
are quantized to produce a ser of quantized coefficients. The quantized coefficients zre then encoded usinga
nun-length valug technigue,

As in I-pictures, the encoder needs to store the decoded P-picture since this may be used as the starting point
for motion compensation. Thesefore, the encoder will reconsiruct the image from the quanized coefficients.

In coding P-pidures, the encoder has more decisions to make than in the case of I-picmrzs. These decisions
are: how 10 divide the piciure up into slices, determine the best motion vedors © use, decide whether to
code each macroblock as intra ¢r predicied, and how 0 set the quantizer scale.

D.64.1 Slices in P-pictures

P-pictures are divided into skces in the same way as [-pictures. The same considesations as to the best
method of dividing 2 pictare into slices apply, see D54,

D.6.42 Macroblocks in P-pictures

Slices are divided inio macroblocks in the same way as or I-picwres. The mgjor difference is the
complexity introduced by motion compensation,

The macroblock header may contzin stuffing. The position of the macroblock is determined by the
macroblock address. Whereas the macmblock address increment withina slice for l-pictures is restrictsd io
one, it may be larger for P-pictures. Any macrcblocks thus skipped over are called "skipped macroblocks”.
The decoder copies them from the previous picture into the current picture. Skipped macroblocks are as
predicted macroblocks with a zzro motion vecter for which no additional correcgon is available. They
require very few bits to tansmit.

The next fiekl in the macroblock header defines the macroblock type.

D.6.42.1 Macroblock types in P-pictures

These are eight types of macroblock in P-piclures:

Table D.19 -- Macroblock type VLC for P-pictures (table B.1b)

CODED QUANT
PATTERN

- R - B - Rl
_——— o O

Not all pessible combinations of motion compensation, codiag, quantization, and intra ¢oding cocur. For
example, with intracoded macroblocks, intra-d znd intra-g, motion vectors are not tansiitied.

Skipped macroblocks have no YL.C code. Instead they are coded by baving the macroblock address
increment code skip over them,
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D.6.4.2.2 Quantizer scale

If the macroblock type is pred-mcq, pred-cq of iatra-g, ie. if the QUANT column in table D.19 has a1,
then a quantizer scale is ransmittec . If the macrobiock types are pred-mic, pred<C or intra-d, thea the DCT
correction i coded using the previously established value for the quantizer scale.

D.6.4.2.3 Mation vectors

If the macroblock type is pred-m, pred-mc or pred-mg, ie. if the MOTION FORWARD columnin table
D.19 hasa 1, then horizontal and vertical forward motion veciors are transmitied in succession..

D.6.4.2.4 Coded block pattern

If the macroblock type is pred-c, pred-me, pred-og or pred-mcy, i.e. if the CODED PATTERN column in
table D.19 has a 1, then a coded block pattem is traasmitted. This informs the decoder which of the six
blocks in the macroblock ase coded, i.2. have transmitted DCT quantized coefficients, and which are not
coded, i.e. have no additional comection after motion compensation,

The coded block pattern is a2 number from ¢ to 63 that indicates which of the blocks are coded, ie. have at
keast one transmitted coefficient, and which are not coded. To understand the structure of the coded block
patiern, we refer to figure D.S and introduce the variables PN to indicate the status of each of the six blocks.
If block N is coded then PN has the value one, if itis not coded then PN is zero. The coded block pattern is
defined by the equation:

CBP = 32*P0 + 16*P1 + B*P2 + 4*P3 + 2*P4 + P
This is equivalent to the definition given in 2.4 3.6.

For examplz, if the top two luminance blocks and the Cb block are coded, and the other three arc not, then
PO=1,P1=1,P2=0,P3=0,P4=1, and P5 = 0. The coded block pattern is:

CBP = 32%1 + 16%1 + 80+ 4*0 + 2*1+ 0 = 50
Cenain patems are more common (than others. Advantage is taken of this fac 1 increzse the coding
efficiency and uansmit a YLC representing the coded block pattern, rather than the coded block pattern
itself. The VLC codes are given in table D.20.

Table D.20 -- VLC table for coded block pattern

CBP || YLC CODE CBP | VLC CODE CBEP{ VL.C CODE

111 50010 111 51 ] 0001 0010
1101 94 0010 110 23 | oot oot
1100 (7{ 0010 101 43 | 0001 0000
1011 33| 0010 100 25 | 0000 1111
1010 6/ 0010 011 37 {0000 1110
1001 1 10 0010 010 26 | 0000 1101
1001 0 18 0010 001 38 } 0000 1100
1000 € 34| 0010 000 29 0000 1011
1000 0 7{ 0001 1131 45 | 0000 1010
0111 i1/ 000t 1130 53 {0000 1001
0111 0 t9] 000t 1101 57 | 0000 1000
0110 1 35 0001 1100 30 | 0000 111
0110 0 i3 000t 1011 46 | 000 0110
0101 1 19 0001 1010 54 | 0000 6101
0101 0 21§ 0001 1001 58 | 0000 0100
0100 1 41{ 0001 1000 31 0000 co11 1
0100 0 14| €001 0111 47 o000 co11 0
011 11 50§ 0001 0110 55 {0000 0010 (
011 10 22 0001 0101 50 {0000 CO10 0
0011 01 42| 0001 0100 21 | 0900 0001 1
0011 00 154 0001 0011 | 39 | 0000 0001 0

SR EB LD AN ERESEENG a3
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Thus the coded block patem of the previous example, 50, would be represented by the code "00010110".

Note that there is no code representing the state in waich aone of the blocks are coded, a coded block patiern
equal 1 zero. Instead, this gate is indicated by the macrcblock type.

For macrcblocks in I-pictures, and for intra coded macroblocks in P and B-pictures, the coded block pateern
isnot tansmiltzd, but i assumed to have a value of 63, ie. all the blocks in the macroblock are coded.

The use of coded block patterns instead of transmitting end of block codes for all blocks follows the practice
in CCITT Recommendation H 261,

D.6.4.3 Seleclion of macroblock type
An encoder has the difficult task of chodsing between the different types of macroblocks.

An exhaustive method is to try coding a macroblock 0 the same degree of accuracy using each type, then
choose the type that requires the lzast namber of coding bits.

A simpler method, znd one that is computationally less expensive, is to make a series of decisions. One

way (0 orcer these decisions is:
y metion compensaion of o motion compensation, e, is a motion vecior wansmitied or
is it assumed tobe zero.

¥ intra or non infra coding, i.e. is the macroblock type intra or is it predicted using (he
motion vector found in step 1.

3 if the macroblock type & rou-intrz, is it coded or not coded, i.e. is the residual 2rmor large
znough 10 be coded using the DCT iansform

4; decide if the quantizer scale is satisfactory or should be changed.

These decisions are summarized in figure D32,

_m

No Quant -MC

Noi coded Pred-m

- 'le_lww

No Quant ___Intra-d

Begin

C q

A NoQuant  pred-¢
[Notcoded __ Skipped

(No MC |
Intra.
o qu

INo Quaat —Inta-d

Figure D32 - Selection of macroblock types in P-pictures
The four decision steps are discussed in the next four clauses.
D.6.4.3.1 Motion compensation decision
The encoder has an option whether (0 transmit moion vectors or not for predictive-coded macroblocks. If
the motion vector is zero then some code may be savec by not transmiiting (he motion vectors. Thus one
algorithm is o search for the best maich and compare the ervor of the predicted block with that formed with

a zero vecior. If the motion-compensated block i< oaly slightly better than the uncompensated block, using
the selected block maiching criterion, then the zero vecior might be wsed o save coding bits.
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An algorithm used in the development of beth CCTTT Recommendation H.261 and this part of ISO/IEC
11172 was as follows.

The hlock-matching criterion is the sum of zbsolute differences of all the luminance pels in amzcroblock,
when compared with the motion-compensated macroblock. If the sum is M for the motion-compensated
block, and Z for the zero vector, then the decision of wheber 1o make use of the motion vector is defined by
figure D.33.

y=M/256

7
] 0
) No MC /4[
4
a
2
1
0

L] 1 4 a3 4 5 6 7

~2/256

Figure D.33 .- Characteristic MC/No MC

Points oa the line dividing the No MC (no motion compensation, i.e. zere vector), from the MC (motion
compensation) regions, are regarded as belonging to the nd motion COmMPEAsation region

[t can be seen that if the enor is sufficiently low, then no motion compensation should be used. Thus a
way 0 speed up the decision is to examine the zeio vedior firstand decide if it is good enough.

The forcgoing algorithm was designed for telecommaunications sequeaces in which the camera wes fixed, and
in which any movement of the backzround caused by the "drag along effect” of nearby moving dbjects was
very objectiorable, Great care was taken to reduce this spurious motion, and this accounts for the curious
shape of the boundary between the two regions in figure D.33.

D.6.4.3.2 Intra/non-intra coding decision

Afier the encoder has determined the best motion vector, it is in a position to decide whether lo ase it, o«
disregard it eptirzly and code the macroblock as iatra. The obvious way te do this is © code the block as
intra, and compare Lhe total number of bits required when coded as motion compensated plus correction with
Lhe same quantizer scale. "The method using the fewest bits may be used.

This may be too computationally expensive for the encoder to do, and a faster algorithm may be required,
One such algorithm, used in the simulation made! during the development of this part of ISO/IEC 11172,
was based on the variznce of the luminance component of the macroblock. The variance of the current
macroblock and of the difference macroblock (current - motion-compensated previcus) is compared, Itis
cakulaled using the method represented by the following C program fragment. Note that in calculating the
vanance of the differeace macroblodk, the average value is assumed to be z=ro.
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int pelp[16]16); # Pel values in the Previous macroblock after motion compensation *
int pelc[16)[161; /# Pel values in the Current macroblock */
long dif; # Difference between two pel values */
long sum; #* Sum of the curreat pel values */
long vard; F* Variance of the Difference macroblock ¥/
long varg; FVariance of the Current macrotlock */
int x,y; f* coordinates */
sum =0;
vand =0);
vare =0);
for (y=0y<16,y++) {

for (=C;x<it;x++) {
sum = sum + peldy][x];

varc= varc + (pele[yl[xI*pele[y] [x]);
dif = pelely](x] - pelplyl(x];
vard = vard + (dif*dif);
}
}
vard =vard/256;  /* assumes mean is close to zerg */
varc = ( varc/256 ) - ( (sum/256)* (sunv256) );

The decision as to whether to odde as intra or non intra is then tased on figure D.34,

192
128

Figure D.34 -- Characteristic intra/norn-intra

Points on the line dividing the non-intra from the intra regions, sre regarded as belonging  the non-intra
region.

D.6.4.3.3 Coded/not coded decision

The choice of coded or not coded & a result of quantization; when all coefficients are zero then a block is not
coded. A macroblock is mt coded if no block in il iscoded, else itis coded.

D.6.4.3.4 Quantizer/no quantizer decision

Generally the quantizer scale is changed based on Jocal scene coatent to improve the picture quality, and on
the buffer fullness of the model decoder to prevent overflow and onderflow.

D.6.4.4 DCT transform

Coefficients of intra blocks arc trasformed into quantized coefficients in the same way that they were for
mtrablocks i [-pictures. Prediction of the de coefficent differs, however. The de predicted values are all
set to 1024 (128*8) for intra bibcts in P and B-pictures, ualess the previous block was intra coded

Coefficients of noa-intra blocks are codzd in a similar way. The main difference is that the coefficients to

be transformed represent differences between pel valies rather than the pel valoes themselves. The
differerces are obained by sabtracling the motion-compensated pel values from the previous picture from
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the pel values in the current macroblock. Since the coding is of differences, there is no spatial predicticn of
the dc temm.

D.6.4.5 Quantization of P-pictures
Intra macroblocks in Pand B-pictures are quaniized using the same method as described for I-pictuses.

Noa-intra macroblocks in P and B-pictures are quantized vsing the quantizer scale and the nor-intra
quantization matrix. Both dc and the ac coeffidents are quantized the same way,

The following quantization formula was derived by inverting the reconstruction formula given in 2.4.42.
Note that the divisor indicates muncation iowards zero.

int coefforig; * original coefficient ¥

mt coeffgant; * quantized coefficient */

int coefirec; * recorstrucied coefficient */

int nigmatrix; /* non-ntra guantization matrix */

int quaniscale: /* quantizer scale */

coeffoant = (8 * coefforig) / (quantscale * nigmatrix),

The process is illustrated below:
nigmatix 16 16 16 16 16
quantscale 10 10 10 10 10
coefiorig -39-20 -19-19  20-3 4059 60-79
coeffmt -1 0 1 2 3
ceeffrec -9 0 29 49 6%

‘The last fine shows the reconsiructed coefficient valves. The following diagram shows the chamcieristics of
this quantizer. The flat spot around zero gives this type of quantizer its name: a dead-zoue quantizer.

Quantized Coeff I

Coefficent

—

Figure D.35 -- Dead zene quantizer characteristic
D.6.4.6 Coding of quantized coefficients |
D.6.4.6.1 Coding of inira blocks
Intsa blocks in P-pictures are coded the same way as intra blocks in [-pictures. The anly difference bes in

the prediction of the dc coefficient. The dc predicted value is 128, unless the previous block was inra
coded.
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D.6.4.6.2 Coding of non-inira blocks

The coded block pattern is transmitied mdicating whica blocks have coefficient data. These are coded in a
similar way to the coding of intra blocks except that the dc coefficient is coded in the same way as the ac
coefficieats.

D.6.5 Coding B-pictures

As in | and P-pictures, each B-picture is divided up into one or more slices, which are, n mm, divided into
nacroblocks. Coding is more complex than for P-pictures, since several types of motion compensated
nacrobleck may be constructed: forward, backward, and interpolated. The difference between the motion-
compensated macroblock and the curient macroblock is transformed with a two-dimensioral DCT giving an
array of § by 8 transform cveffidients. The coefficients are quantized 1o produce a set of quantized
coefficients. The quantized coefficients are then encoded using a run-length value technique.

“The encoder does not need Lo store the decoded B-pictures since they will not be used for motion
compensation

In coding B-pictures, the encoder bas more decisicas tomake than in the case of P-pictures. These
decisions are: bow o divide the picture up inio slices, determine the best motion vectors to use, decide
whether 10 use forwand or backward cr interpolated motion compensation or (o code as ntra, and how D set
the quantizer scale.,

D.6.5.1 Slices in B-pictures

B-pictures are divided into slices in the same way zs | and P-picturss. Since B-picures are not vsed as a
reference for molion compensaton, errors in B-pictures are slightly less important than in I or P-pictures.
Consequently, it might be spprooriate 1o use fewer slices for B-pictuses.

D.6.5.2 Macroblocks in B-pictures
Slices are divided into macroblocks in the same way as for [-pictures.

The macioblock header may contain stuffing. The position of the macroblock is determined by the
macroblock address. Whereas the macroblock address increment within a slice for [-picwres is resricted to
one, it may be larger for B-pictures. Any macroblocks thus skipped over are called "skipped macroblocks™.
Skipped macroblocks in B-pictures differ from skipped macroblocks m P-picuares. Whereas in P-pictures
skipped macrcblocks have a motion vecior equal to zero, in B-pictures skipped macroblocks have the same
motion vecorand the same macroblock type as the previous macroblock, which cannot be intra coded. As
there is no additional DCT comrection, they require very few bits to transmit.

The next field in the macroblock header defines the macroblock type.
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D.6.5.2.1 Macroblock types in B-pictures
There are 12 types of macroblock in B-pictures:

Table D.21 -- Macreblock type VLC for B-pictures (table B.2d)

INTRA MOTION MOTION CODED QUANT
FORWARD | BACKWARD { PATTEEN
¢ 1 1 0 0
¢ 1 1 1 0
0 0 1 0 0
¢ 0 1 1 0
0 1 0 0 (
0 1 0 1 G
1 a 0 0 ¢
0 1 1 1 1
0 1 0 1 1
0 a 1 1 1
1 a i 0 1

Compared with P-pictures, ihere are exira types due © the introduction of the backward moton vecior. If
only a forward motion vector is preszni, then the motion compensaied-macroblock is construcied froma
previcus picture, as in P-pictures. If only a backward motion vector is present, then the motion-
compensated macroblock is constructed from a futwre picture. Ifboth forward and backward motion vectars
are preseat, then motion-compensated macroblocks are construcied from both previous and futare pictures,
and the result & averaged to form the "interpolated” motion-compensaled macroblodk.

D.6.5.22 Quantizer scals

If the macroblock type is pred-icq, pred-fog, pred-beg, or intra-q. i.e. if the QUANT column in table D.21
hasa 1, then a quantizer scale is trarsmitizd. For the remaining macroblock types, the DCT correction is
coded using the previously established valae for the quantizer scale.

D.6.5.2.3 MNotion vectors

I the MOTION FORW ARD column in table D.2] has a 1, then horizontal and vertical forward motion
vectors are transmitted in suecession. If the MOTION BACKWARD column in table D21 has a 1, then
horizontal and vertical backward motion veciors are karsmitted in succession. If both types are present then
four component vectors are ransmitied in the following order

borzoatal forward
vertical forward
horizontal backward
vertical backward
D.6.5.2.4 Coded block pattern

If the CODED PATTERN column in table D.21 bas a 1, then a coded block patiem is transmitted, This
informs the decoder which of the six blocks in the macroblock are coded, i.e. have transmitted DCT
quantized coefficients, and which are not coded, i.e. have no additional correction afier motion
COmpensation.

D.6.5.3 Selection of macroblock type

The encoder bas mare types of macroblock to choose from in B-pictures, than in P-pictuses, and
consequently its job isa Httle harder.

For the simulation model used during develcpment of this part of ISO/IEC 11172, the fallowing sequential
dedsion algorithm was used:
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I motion compensation mode, ie. is forward or backward or intarpolative mation
compensation best? What of the vector values?

- intra or non intra coding, ie. is the macioblock type intm or & it motion campeasated
using mode and the vectors found i step 17

K- if the macroblodk type is non-inira. is it coded of not coded, i.e. is the residual eror large
enough 1o be coded using the DCT transform.
4; decide if the quantizer scale is satisfaciory or should be changed.

These decisions are summarized in the following diagram:

Forward MC

= A
Begin | Backward MC A
Interpolated MC A
Quant Pred-"cq
Coded
v———{ No Quant Pred-*c
Nonrinira
Not Coded Pred-* or Skipped
A -
Quant Intraq
Intra
No Quant intra-d
*=if,orb

Figure D.36 -- Selectiom of macroblock type in B-pictures
The four decision steps are discussed in the nexi four clauses.
D.6.5.3.1 Selecting motion-compensation mode

An encoder should attempt to code B-pictires using skipped macroblocks if possible. This suggesis that
the encoder should firsi examine the case where the motion compensation is the same as for the previous
macioblock. If the previous macroblock was non-intra, and if the motion-compensated block is good
enough, there will be no additional DCT correction required and the block can be coded as skipped.

If the macroblock cannot be coded as skipped, then the following procedire may be followed.

For the simulation model, the selection of a motion compensation mode for a macroblock was based on the
minimizaton of acost furction. The cost function was the MSE of the luminance difference between the
motion-compensaied mactoblock and the current macroblock. The encoder calculaled the best motion-
compensaed macroblock for forward motion compersatioa. It thea calculaied the best motion-compensated
mactoblock for backwerd motion compensatior. by asunilar method. Finally itaveraged the two motion-
compensated macroblocks to prioduce the mterpolated macrotlock. It then selected the one that bad the
smallest mean square difference between it and the current macroblock. In the event of a tie, interpolative
mode was chosen.
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D.6.5.3.2 Intra/non-intra coding decision

Based on the smallest MSE, a decision is made between the best of the three possible prediction modes and
the [nwra mode.  The calaulation is similas 1o that of P-pictures. The variances of the difference macroblock,
vard, and of the corrent macroblock, vart, are calculated.

In the simulation model the final decision was based on simply the macsoblock type with the smallest
variance. If the two variances were equal, non-intra coding was chosen.

D.6.5.3.3 Coded/not-coded decision

The choice of coded ornot coded is a result of quantization, when all coefficients are zzro then a block is not
coded. A macroblock is notcoded if no block in it is coded, else itis coded.

D.6.5.4 DCT transform

Coefficients of blocks are transfonmed into guantized coefficients in the same way that they are for blocks in
P-pictures.

D.6.5.5 Quantization of B-pictures
Blocks in B-pictures are quantized in the same way as for P-picturcs.
D.6.5.6 Coding quantized ccefficients

Blocks in B-pictures are coded the same way as blocks in P-pictures.

D.5.6 Coding D-pictures

D pictures contain only low frequency information. They are intended to be used for fast visible search
modes. Ii is intended thal the low frequency information they contain is sufficient for the user to locatz the

D pictures are coded as the de coefficients of blocks. There is a bit trensmitted for the macroblock type,
although only one macroblock type exists. In additicn there is a bit denoting end of macroblock.

D.6.7 Coding at lower picture rates

This part of ISO/IEC 11172 dozs not allow pictures to bz dropped at the sncoder. This differs from the case
of CCITT Recommendation H 261 [5] where temporal sub-sampling may be done by omitting coded
pictures from the sequence. This part of ISOAEC 11172 requires that all source pictures must be encoded
and that coded pictures must be inserted into the bitstream nominally at the ratz defined by the
piclure_rate field in the sequenc: header. ;

Despite this requirement it is possible for encoders to operate at a lower effective picture ratz than the one
defined in the sequence header by using P-pictures or B-pictures that consist entirely of macrotlocks that are
copied from a neighbouring reference picture with ng DCT information. This creates a flexiblz method of
remporal sub-sampling and picture repetition that may be implemented in the encoder by inserting adefinad
block of data. For example, to encode at an effective rale of 12,5 Hz in 2 25 Hz bitstrear, alternate pichiwes
can be copied from the preceding picture by mserting the block of data in table D.22,
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Table D.22 -- Example of the coded data elements needed to gemerate
repeated pictures
Yalue !hits! Mnpemonic Lenﬂh sl:its!
D000 0000 0000 0000 picture_siar,_code 32 bits
0000 0001 0000 0000
XXLX XAXX XX temporal_reference 10 bits
01d picture_coding _type 3 bits
KXEX XXXX XXXX XXXX vbv_delay 16 bits
0 full_pel_forvard_code 1bit
0oL forward_{_code 3 bits
0000 000 stuffing 7 bits
D000 0000 D000 0000 slice_start_code 32 bits
0000 0001 0000 0001
0000 1 quantizer_scale S bits
1 macroblock_address_increment 1 bit
001 macroblock_type 3 bits
0 motior_horzontal_forward_code 1 bit
0 motion_vertical_forward_code 1 bit
0000 0001 000 (x 11) magoblock_escape (x11) 121 bits
0000 D011 001 maaoblock_address_increment 11 bits
001 macroblock_type 3 bits
0 motion_horizostal_forwand_code 1 bit
0 motion_vertical_forwasd_code 1bit
0000 smf-’:ig 4 bits
Total 255 bils
D.7 Decoding MPEG video
D.7.1 Decoding a sequence

D.7.1.1 Decoding for forward playback

Al the beginning of a sequence, the deceder will decode the sequence header including the sequence
parameiers. [f a parameter exceeds the capatility of the decoder, thea the decoder should report this, If the
decoder determines that itcan decode the bitstream, then it will set up its parameters (o malch those defined
in the sequerce header. This will include the horizontal and vertical resolutions and aspect ratio, (he bit
rale, and the gquantization matrices.

Next the decoder will decode the group of pictures header, including the closed_gop and broken_link
information, and take any appropriate action. It will decode the first picture header in the group of pictures
and read the vby_delay field. If the decoder uses the vbv_delay information to stan-up decoding rather thaa
the information in the sysiem stream (ISO/TEC 11172-1) then it must delay displaying pictures until after a
time deilermined by the vbv_dely informalion and a knowledge of the decoder’s architecture.

If the closed-gop flag is 0, indicating that the group is open, and the broken_link flag is 1, then any B-
pictures preceding (in display order) the first I-picture in the growp cannot be decoded. The decoder may
adopt oae of seveml strategics. Itmay display the first [-picture daring the time that the uadecodable B-
pictures would be displayed. This strategy maintains asdio synchronization and bafler fullness. However it
is likzly that the broken link has occured because of post coding editing, in which case audic may be
discontinuous, An altlemalive strategy mightbe o discard the B-picures entirely, and delay decoding the [-
picture until the buffer fullness is within limits.

If playback begins from a randem point in the bitstream, the decodes should discand all the bits until it finds
a sequence starl code, a group of piciures start code, or a picture sian code which introduces an I-picure.
The slices and macroblocks in the picture are decoded and written inio a display buffer, and perhaps into
anotber buffer, The decoded pictures may be post processed and displayed in the order defined by the
temporal reference at the picture rate defined in the sequence header,
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Subsequent pictures are processed at the appropriate times 1o avoid baffer overflow and underflow.
D.7.1.2 Decoding for fast playback

Fast forwand can be supporied by D pictures. It can also be supported by an appropriate spacing of I-
pictures in a sequence. For example, if I-pictures were spaced regularly every 10 picwres, then a decoder
might be able to playback the sequence at 10 times the normal speed by decoding and displaying only the I-
picures. This simpie concept places considerable bardens on the media and the decoder. The mediamust
be capable of speeding up and delivering 10 times the data rate, the decoder must be capable of accepling
this higher data rate and decoding the J-pictures. Since I-pictures typically require significantly more bits 10
code than P or B-pictures, the decoder will bave to decode significantly more than 10% of the data, even if it
can search for picture start codes and discard the data for P and B-pictres.

For example, a sequence might bz coded as follows:
IBPEPBPBPBIBPEPBPBPEBI..

Assume that the average code size per picture is C, that each B-picture requires 0,3C, that each P-pictuze
requires 1,5C, and that each I-picture requires 2,5C, then the I-piciures require 25% of the code for their 10%
of the display time.

Another way to achieve fast forward in a constant bit rate application, is for the media itself to sort out the
I-pictures and transmit them. This would allow the data ratz to remain constant. Since this selection
process can be made to produce a valid ISOXEC 11172-2 bitstream, the decoder should be able to decode it
If every [-pictare of the preceding example were selected, then one I-picture would be transmitted every 2.5
pictuse periods, and the speed up rate would be 10/2,5 = 4 times. The decoder might be able to disphy the
[-pictures at exactly 2.5 periods, or it might aliernatz displays at 2 and 3 periods.

If dlternate [-pictares of the preceding example were selected, then one [-pictare would again be transmitted
every 2,5 picture periods, but the speed up ratz would be 2(/2,5 = & times.

If one in N I-pictures of the preceding example were selected, then the speed up rate would be 10N/2,5 = 4N
imes.

D.7.1.3 Decoding for pauss and step modes

Decoding for panse requires the decoder 10 be able to control the incoming bitstream, and cisplay a decoded
picture without decoding any additional picnures. If the decoder bas full contral over the bitstream, then it
can be sopped for pauseand resumed when plyback sesumes. If the decoder has less control, as in the case
of a CD ROM, then there may be adelay before playback can be resumed.

D.7.1.4 Deccding for reverse playback

To decode a bitsiream and playback inreverse, the decoder must decode each group of pictures in the forward
direction, siore the decoded pictures, then display them in reverse order. This places severe slorage
requirements on the decoder in addition to any problems in gaining access to the coded bistream in the
comect order.

To reduce decoder memory requirements, groups of pictures should be small. There is no mechanism i the
syntax for e encoder 1o state what the deceder requirements are in order (0 playback in reverse,

The amount of display baffer storage may be reduced by reardering the pictures, either by having the storage

unit read and transmit them in another order, or by reordering the coded pictures in a decoder buffer. Te
illustrate the savings, consider the following typical group of picturas:
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BE B I BB P BB P B B P pitresindisplayonies
¢ 1 2 3 4 35 6 7 & 9 10 11 tempord reference
i B B P EBE B P B B P B B pictwresincoded order
2 01 5 3 4 8 6 7 11 9 10 temporal reference
1 PP P B B B B B B B B picturesinneworder
2 58 11109% 7 6 4 3 1 (€ itenponlreieence

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them in the reverse of the nomal
display order, Since the B-pictures are not decoded until they are ready 1o be displayed, the display buffer
storage is minimized. The first two B-picwres, 0 and 1, would remain stored in the input buifer until the
last P-picture in the previous group of pictures is decoded.

D.8 Post processing

D.8.1 Editing

Editing of a video sequence is best performed before compression, but situations arise where only the coded
bilstrzam is available, One possible method would be 1o decodz the bitstream, perform the reguired editing,
and recode the bitstream. This usually leacs o a loss in video quality, and il is better, if possible, o edit
the coded bitstream itself.

Although editing may take several fonns, the following discussion perains only 1 editing at the picure
level: deletion of coded video material from a bitstream, insertion of coded vides maenal into a bitstream,
orrearrangement of coded videormaterial within a bitstream.,

If editing is anticipated, e.g. dip video is provided analogous to clip art for still pictures, thes the video can
be encoded with well defined cutting points. These culting points are places at which the bitstream may be
broken apart or joined. Each cuiting point should be followed by a closed group of piciures. This allows
smooth pleyback after editng,

An editor must take care to ensure that the bitstream it produces is a legal bitstream. Iu particular it must
ensure thal the new bitstrearn complies with the requiremenis of the video baffering verifier. Thisisa
difficult task and in general it will nos be possible to edit together arbitrary seclions of bitstreams that
comply with this part of ISOAEC 11172 to prodace another bitstream that also complies with this partof
ISO/IEC 11172 (sce for example figure D.38),

Orignal A B c

Edited A c

Figure D.38 .- Sequences

It may however be possible to deliberately encode bitstreams in amanner that allcws some editing 10 occur.
For instance, if all Groups of Pictures had the same number of pidures and were eacoded with the same
number of bits, then many of the problems of complying with the video buffering verifier would be solved.

The casiest eliting task is 10 cut at the beginning of groups of pictures. If the group of pictures following
the cut is cpen, which can be detecied by examining the closed_gop flag in the group of pictures header,
then the editor must set the broken_link bitto 1 to indicate (o the decoder that the previows group of
pictures cannot be nsed fordecoding any B-picures.
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D.8.2 Resampling

The decoded bitsuream may not match the picture rate or the spatial resolution of the display device. In this
quite frequent situation, the decoded video must be resampled or scaleidl.

One example, considered under preprocessing, i the case where the decoded video has S(F resoluticn and
must be converted o CCIR 601 resolution.

D.8.2.1 Conversion of MPEG SIF to CCIR 601 format
A SIF is converied to its corresponding CCIR 6071 format by spaial upsampling. A linear phase FIR

filter is applied after the insertion of zerces between samples. A filier that can be used for upsampling the
luminance is shown in figure D.39:

[ 127 o J1a0l2s6] 140 0} -12] 725

Figure D39 -- Upsampling filter for luminance
At the end of the lines some special technique, such as replicating the lastpel, must be adoptzd.
According 1 CCIR Rec. 601 the chromimance samples need to be co-sited with the luminance samples 1,

3, 5....Inorder to achieve the proper location, the upsampling filizr should have an even number of taps,as
shown in figure D.40,

[1 T3 f3 [1 Jua

Figure D.40 -- Upsampling [ilter for chrominance

The SIF may be reconstructed by adding four black pelks to each ead of the horizontal luminance lines in the
decoded bitmap, and two gray pels © each end of the horizontal chrominance lines. The luminmce SIF
may then be upsampled horizontally and vertically. The chrommence SIF should be upsampled once
horizontally and twice vertically. This pocess isillustrated by the following diagram:

720
— 240 = 240
/283 /288 450
SIF - > cclReom Y 575
Horizontal Vertcal
Upsampling Upsarmpling
Filter Fiter
(a) Luma 360
1ag 120 L. 240 i 240
— 1144 /288 /288 CCIF 601 | 480
SIF - u,v 576
= Vertical Horizonta Vertical
Upsampling Upsarmpling Upsamgling
Fiter Fiter Filer
(t) Chroma

Figure D.41 -- Simplified decoder block diagram
D.8.2.2 Temporal resampling
Since the picture rales are limited to those commonly used in the lelevision indusiry. the same iechniques

may be applied. For example, canversion from 24 pictures/s to 60 fields/s may be achicved by the
technigue of 3:2 pulldown.
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Video coded at 25 pictures/s can be converted 1o 50 fields/s by displaying the original decoded lines i the
odd CCIR 601 fields, znd the interpolated kines in the even fields. Vidzo coded a: 29,97 or 30 picures’s
may be converied to a field ratz twice 2s large using the same method.

Video coded at 23,976 or 24 pictares/s may be converted to 50 fields/s by speeding it up by about 4% and
deceding it 2s if it had been encoded at 25 pictures/s. The decoded pictures could be displayed in the odd
fields, and interpolated pictures in the even fields. The audio must be maintained in synchronization, either
by increasing the pich, or by speeding it up withowt a piich change.

Video coded al 23,976 or 24 pictares/s may be canverted to 59,94 or 6) fields/s using the techaique of 3:2
pull down.
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Annex F
{informative)

List of patent holders

The user's attention is called to the possibility thal - for same of the processes specified in this part of
ISOAEC 11172 - compliance with this International Standard may require sse of an invention covered by
patent rights.

By puhlication of this part of ISOTEC 11172, no position is taken with respact to the vahdity of this
chim or of any patent rights in connection therewith. However, eact company lisied in this antex has filed
with the Information Tecknalogy Task Force (ITTF) a stalement of willingness to grant a license under
suchrights that they hold on reasonable and nondiscriminatory rerms and conditiors (0 applicants desiring
10 obtain such a license.

Information regarding such patents can be obiained fiom :

AT&T

32 Aveaue of the Americes
New York

NY 10013-2412

USA

Aware

1 Memorial Drive
Cambridge

02142 Massachuszits
USA

Belicore

290 W Mount Pleasant Avenuve
Livingston

NI 07039

USA

The British Broadcasting Corparation
Broadcasting House

London

WI1A 1AA

United Kingdom

British Tdecommunications ple
Intellectnal Property Unit

13th Floor

151 Gower Sureet

London

WCIESBA

United Kingdom

CCETT

4 Rue du Clos-Courel
BP 59

F-35512
Cesson-Sevigne Cadex
France
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CNET
28-40 Rue du General Leclerc
F-92131 Issy-les-Mbpulineanx
France

Compression Labs, [ncorporated
2860 Junction Averue

San Jose

CA 9514

USA

CSELT

Via G Reiss Romoli 274
I-10148 Torino

Tiady

CompuSonics Corporation
PO Box 61017

Palo Alto

CA 94306

USA

Daimler Benz AG
PO Box 300 230
Epplestrasse 225
D-70C0 Stuttgart 80
Gemnany

Domiesr Grmbh

An der Bundesstmsse 31
D-7990 Friednchshafenl
Gemany

Fraunhofer Gesselschaft zur Foerderung der Angerwandten Forschung e V.

Lecnrodstrasse 54
8000 Muenchen 19
Gemnany

Hitachi Led

6 Kanda-Surugadai 4 chome
Chiyoda-ku

Tokyo 101

Japan

Institut filr Rundfunktechnik Gmbh
Florianmiihls trabe 60

$000 Miinchen 45

Gennany

International Business Machinzs Corporation
Armonk

New York 10504

USA

XDD Corporation
2-3-2 Nishishinjuku
Shinjuku-ku

Tokyo

Japan
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Licentia Patent-Verwalungs-Gmbh
Theodor-Siem-Kai &

D-6000 Frank furt 70

Germany

Massachusetts [nstitute of Technolegy
20 Ames Streel

Cambridge

Massachuseus 02139

USA

Matsishita Electric Industrial Co. Lid
1006 Oaza-Kadoma

Kadoma

Osaka 571

Japan

Mitsubishi Electric Corporation
2-3 Marunouchi

2-Chome

Chiyoda-Ku

Tokyo

100 Japan

NEC Corportion
7-1 Shiba 5-Chome
Minato-ku

Tokyo

Japan

Nippon Hoso Kyokai
2-2-1 Jin-nan
Shibuya-ku

Tokyo 150-01

Japan

Philips Electronics NV
Groenewoudseweg 1
5621 BA Eindhoven
The Netherlands

Pioneer Electronic Cocporation
4-1 Meguro 1-Chome
Meguro-ku

Tokyo 153

Japan

Ricoh Co, Ltd
1-3-6 Nakamagome
Ohta-ku

Tokyo 143

Japan

Schawartz Enginccriag & Design
15 Buckland Coart

San Carlos. CA 24070

LSA
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Sony Carporation
6-7-35 Kitashinagawa
Shinagawa-ku

Tokyo 141

lapan

Symbiorics

St lobn's Innovation Centre
Cowley Road

Cambridee

CB4 4WS

United Kingdom

Telefunken Fernseh und Rundfunk GibH
Gottinger Chaussee

D-3000 Hannover 91

(Germany

Thomson Coasumer Electronics
9, Place des Vosges

La Défense 5

92400 Courbevoie

France

Toppan Printing Co, Ltd
1-5-1 Taiw

Taito-ku

Tokyo 110

fapan

Toshiba Corporation
1-1 Shibaru 1-Chome
Minalo-ku

Tokyo 105

Japan

Victor Company of Japan Lid
12 Moriya-cho 3 chome
Kanagawa-ku

Y ckohama

Kanagawa 221

Japan
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UDC 681.3.04(084.14)

Descriptors; data processing, moving sictures, videc deta, vden reccrding, data storage devices, digita strage, coded
represeatation, cocing (data conversion).

Piice besod on 112 pagea
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