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ISOVIEC 11172-2: 1993 (E)

Foreword

ISO ttha International O-genization for Standardization) and IEC (the Inter-
nationa Electrotechnical Commission] form ths specialized sysiemn for
werldwide standardization. National bodies that are members of ISO or
|EC participate i1 the development of Imematicnal Standards through
technical committees established by the respective orgenization to deal
with particular fields of techncal activity. I1SO and IEC technical com-
miitees collaborate in fields of mutual interest. Dther international organ-
izaticns, govermmental and non-gevernmental, in liaison with 1ISO ard [EC,
also take part n the work. 2y

In the field of infarmasion technology, 1SO and |EC have established a pint
technical committee, 'SO/IZC JTC 1. Daft International Standards adopted
by the joint technical cornmittee are circulated 1o national bodies for vot-
ing. Publication as an Inteinztional Standard requires approval by at feast
75% o the naticnal bodies casting a vots.

Intemational Standard ISO/IEC 111722 was prepared by Joint Technical
Committee iSO/IZC JTC 1, Inforrnation technology, Sub-Committee SC 28,
Codad representatiorr of audio, picture, multimedia and hypermedia infcr-
mation. '
ISD/EC 11172 consists of the following parts, under the genera! fitle in-
forrration technology — Coding of moving pictures and associated audio
for cigital storage media at Lp 'o about 1,5 Mbivs:

— Part 1. Systems

— Panl 2: Videc

— Psnt 3: Audio

— Pan 4: Compliance testing

Annexes A, B and C form an integral part of this part of ISOAEC 11172.
Annexes D, Eand F are fer information only,
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Introduction

Notz -- Readers interested in an overview of the MPEG Video layer should read this Introdaction and then
proceed © annex D, before seturning o clanses 1 and 2

0.1 Purpose

This part of 1ISO/EC 11172 was developed in zesponse (o the growing seed for a common format for
repeesentng compressed video on various digital storage media such as CDs, DATS, Winchester disks and
optical daves. This part of ISO/IEC 11172 specifies a coded representation that can be used for
compressing video sequences 1o bitzates around 1,5 Mbitss. The use of this part of ISO/IEC 11172 means
that motion video can be manipulated as a form of computer data and can be: transmitted and received over
existing and futwee networks. The coded represeniation can be ssed with both 625-line and 525ding
television and provides flexibility for use with workstation and personal compuler displays.

This part of ISO/IEC 11172 was developed 1o operate principally from storage media offering a continuous
tansfer rate of about 1.5 Mbit/s. Nevertheless it can be used more widely than Lbis because he approach
taken is peneric.

0.1.1 Coding parameters

“The intertion m developing this part of ISOTEC 11172 has been (0 define a soarce coding algorithm with a
Jarge degree of flexibility that can be used in many different applications. Te achizve this goal, a sumber of
the patamelers defining the characteristics of coded bitstreams and decoders are conlained in the bitsiream
iself. This allows for example, the algorithm (0 be used for pichures with a variety of sizes and aspect
raties and on channels or devices pperating at a wide range of bitrales.

Becuse of the large rangz of the characteristics of bitstreams that can be represented by this part of ISOMTEC
11172 a sub-s2t of these coding parameters known s the "Constrzined Paramelzrs” has been defined. The
aim in defining the constrained parameiers is to offer guidance shout a widely useful range of paramelers.
Conforming to this set of constraints is not a requircrnzit of this pait of ISO/IEC 11172, A flag in the
bitstreamn indicates whether or pot it is a Constrained Parameters bitsiream.

Summary of the Constrained Pamameters:

Hodzonlal picuure size 1ess than or equal to 768 pels

Vertical picture size Lzss than orequal te 576 lings

Picture area Less than or equal 1o 396 macroblocks

Pel mte Lzss than or equal 1o 3%6x25 macroblocks/s

Fichure rate Less than orequal 1o 30 He

Motion vecior rmnge Less than -64 1o +63,5 pels (wsing half-pel vectors)
[backward_f code and forward_[_code <=4 (see table D .7)]

Input buffer size (in VBV model) 1 ess than oregual to 327 680 bits

Bilmate 1 ess than or equal to 1 856 004 bits/s (constan| birate)

0.2 DOverview of the algorithm

The coded representation defined in this pant of ISOTET 11172 achieves a high compression ratio while
preserving good picmie quality. I'he algorithm isnot bossless as the exact pel values are not preserved
durmg ceding. The choice of the techniques is based on the need (0 balance a high picture quality and
compression ratio with the requirement (o makz random access (o the coded bitstream. Oblaining pood
picture qoality at the bitrates of interest demands a very high compression ratio, which is notachievable
with intraframz coding alonz. The reed for andom aceess, bowever, is best satisfed with pue intraframe
coding. This requires & careful balance between intra- and inerframe coding and between recursive and non-
recursive temporil redindancy reduction,
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A mmber of kechniques are used © achieve 2 high compression ratic. The firsl, which is almost
independent from this part of ISOAEC 11177, i to stlect an appropriate spatial resclution for the sigral.
“The algorithm then uses block-hased motion compensation to reduce the temporal redundancy. Motion
compensation isused for cavsal prediction of the cument picture from a previous pictare, for non-cavsal
peﬁ:ionofhcunuﬁp:mﬁunamm:pumorfcrmapdmwprmm from past and future
pictures. Motop vectors ae defined foreach 16-pel by 16-line region of te picture, The difference signal,
the prudiction enor. is further compressed nsing the discarete cosine tansform (DCT) to remove spatial
conelation beforz il is quantized in an ireversible process thet discants the less important information.
Finally, the motion vectors are combined with the DCT information, and coded using variable length codes.

0.2.1 Temporal processing

Because of the conflicting requirements of random access @nd highly efficient compression, three main
pcture types are defined. Intra-coded pictares (I-Pictures) are coded withou reference to other pictures,

They provide access poimts to the coded sequence where decoding can begia, but are coded with only a
modente compression ratia  Pradiclive coded pictures (P-Picwres) are axded more effidently using motion
compensated prediction from a past inira or predictive coded picture and are generally used as 2 reference for
furtherprediction. Bidirectonally-predicive coded pictures (B-Fictures) provide the highest degree of
compression but require both past and fulwie wference pictures for motion compensation. Bidirectonally-
predicive eoded pictures are never used as references for prediction. The organisation of the three picure
types in a mqum:c:s very flexible. Thechoice is lefi Lo the encoder and will depend on the rquirements of
the application. Figurs 1 illusirates the relationship between the three different picture Lypes.

'* Bi-directional
' Prediction

Prediction

Figure 1 -- Example of temporal picture strucfure

The fourth picture type defined in this part of ISO/IEC 11172, the D-picture, is provided © dllow a simple,
but limited cuality, fasi-forward playback mode.

0.2.2 Motion tepresentation - macroblocks

The choice of 16 by 16 macroblocks for the motion-compensation it is a result of the trde-off between
increasing the coding efficiency provided by uxing motion informabon and the overhead nezded to store iL
Each macroblock can be vire of a number of different types. For example, intra-coded, forward-predicive-
coded, backwand-predictive coded, and bidirectionally-predici ve-coded macroblocks are pennitied in
bidirectionally-predictive coded pictiarss. Depending on the type of the macrdblock, motion vecior
information and cther side infonmation are stord with the compressed prediction emor signal in cach
macrohlock. The motion vectors are encoded differentially with respect o (be 1ast coded motion vector,
using variable-lergth ondes. The maximam length of the vectors that may be represented can be
programuned, on a piciure-by-picture basis, so that the most demanding applicatons can be met withou:
compromising the performance of the system in more normal siations

Ttis the responsibility of the excoder © calculie appiopriate motion vectors. This part of ISOAEC 11172
does nat specify bow this sbould be done.
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6.2.3 Spatial redundancy reduction

Both original pictures and prediction error signals have kigh spatial redundancy. This part of ISO/IEC
11172 uses a block-based DCT method with visually weighted quantizatior and nin-length coding. Each B
by & Hock of the original picture for intre-coded macroblocks or of the prediction error for peedictive-coded
macroblocks is transformed into the DCT domain where it is scaled before being quantized. After
quantization many of the ceefficients are zero in value and so (wo-dimensioaal nn-length and variable
length coding is nsed w encode the remaining coefficionis efficiently.

0.3 Encoding

This part of ISOTEC 11172 does not specify an encoding process. Itspecifies the syntax and semantics of
the bistream and the signal processing in the decoder, As a result, many options are left open o encoders
10 rade~off cost and speed against picture quality and coding efficiency. This clause is a bricf description of
the functions that need 1o be performed by an enceder. Figure 2 shows the main functional blocks.

| Daa
5 Picre . Motion J -[ | 2
Re-ocder Estimator J e
Source inpul picluses
s
ale
g
ﬁ..
£
W
| Picur:
] a0z /
L Predicior

where
DCT is discrete cosine trans{onn
DCT-Vis invense Giscrete cosine tansform
Q is quantization
Qlis deguantization
VL is varizble length cading

Figure 2 -— Simplified video encoder block diagram

The input video signal must be digitized and represented as a luminance and two colour difference signals
(Y, Ch. Cgl. This may be followed by preprocessing and fommal conversion to select an appropriaie
window, resolution and input format. This part of [SO/IEC 11172 requires that the coloar difference
signals (Cp and Cp) are subsampled with respect to the lominance by 2:1 in both vertical and horizontal
directions and are reformatied, if necessary, 45 a non-interlaced signal.

The encoder must cheose which picture type (0 use for each picture. Having defined the picture types, the
zncoder estimates motion vectors for each 16 by 16 macroblock in the picwire.  Tn P-Pictures one vector is
needed for each noa-intm macroblock and in B-Fictures one or two vectors are nezded.

if B-Pictures are used. some reondering of the picnire sequence isnecessary before encoding, Becawse B-

Pictures are coded using bidirectional motion compensated prediction, they can only be dzcoded after the
subsequent reference picture (an I or P-PFicture) bas been decoded. Therefore the pictures are reordered by the

vi
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encodes so that the pictures arrive a the dacoder in the order fordecoding. The conect dsplay order is
recovered by the decoder.

The basic unil of coding within 2 picture is (he macoblock. Within cach picture, macroblocks are encoded
in sequence, lefl to right, top Lo bottom. Each macroblock consisis of six 8 by § tlocks: four biocks of
lmninance, one block of Ch chremmance, and one biock of Cr chrominance. See figure 3. Note that e
picture arez covered by the four blocks of Tuminance is the same as the area covered by cach of the
chromivance blocks. This is due to subsampling of the chrominance information io malch the sensitivity of
the buman visual sysiem.

011 [A]1 [51]
2 13

X Ch Cr
Figure 3 -- Macroblock structure

Firstly, fora given macrmblodk, the ceding mede is chosen. It depends on the piclure type, the
elfectiveness of motion compenzated prediction in that local region, and the nature of the signal within the
block. Secondly, depznding mn the coding mode, a mation compensated predicion of the conients of the
block based cn past and/or futwre reference piclures is formed. This predidion is subiracted from the actual
dala in the curent macroblock to form an error signal. Thirdly, this ertor signal is separated into 8 by 8
blocks (4 luminance and 2 chrominance blocks in each macroblock) and a discrete cosing transform is
performed on cach block, Each resulting 8 by 8 block of DCT coeficients is quantized and the iwo-
dimensional blotk is scanned in a zig-zag onder Lo converl iLinid & one-dimensional siring of gquantized DCT
coefficients. Fourthly, the side-mformation for the macrobleck (mode, motion vectors etc) and the
quantized coeflicient data are encoded. For maximum efficiency, a nwmbes of variable length code tables are
defined (or the different data elements. Run-leagth codmg is used for the quantized coefficient daga.

A consequence of using differzni picture types and variable kength coding s that the overall data rate is
variable. In spplications that mvolve a fixed-rite chanuel, a FIFO buffer may be used tc match the encoder
outpul @ the chanrel. The statss of this hulfer may be monitored 1o control the number of bits generated
by the encoder. Convolling the quantization process is the mast direct way of coatrolling the bitrate. This
part of ISO/JEC 11172 specifies an abstract model of the buffering system (the Video Buffering Verifier) ix
order to coasirain the maximum varability in the namber of bits that are used fora given pictore. This
ensures that abitsiream can be decoded with a buffer of known size.

At this stage, the coded sepresentation of the picture has heen generated. The final step m the encoder isto
regenerate [-Pictures and P-Pictures by decoding the daa o that they can be used as reference pichares for-
subsequent encoding. The quantized coeffidents are dequantized and an inverse 8 by 8 DCT is performed on
each black. The prediction eror signal produced is then added hack o the prediction signal and imited to
the reqjuired range to give a decoded reference picture.

0.4 Decoding

Decodiug is the inverse of the encoding operation. Tt is considerably siwpler than encoding as ther i no
nezd to peiform motion estimation and there are many fewer options. The decoding process is defined by
this part of ISOAEC 11172. The descripticn that follows is a very brief overview of one possible way of
decoding a bitstream, Other decoders with differentarchitectures are possible. Figure 4 shbows the main
functional blocks.

Wi
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/’—*Wﬂblm H o' Hper! o T
c_“'”d‘i"‘” Reconstrocted
tistream oulpul pichwes
Motion Vectos i st
Moes i
ictor
Where

DCT 1 is inverse discrete cosine transform
ol isdequanizaion

MUX-1 is demultiplexing

VLD  isvariablc length decoding

Figure 4 -- Basic video decoder block diagram

For fixed-rate applications, the chamel! fills a FIFD bulfer at a constant race with the coded bitsiream. The
decoder reads this baffer and decodes the dat elements in the biistream according (o the defined syntax.

As the decoder reads the bitstream, #t identifies the siart of a coded picture and thea the (ype of the picture.
Ii decodes each macroblock in the pictare in tum. The macroblodk type and the motion vectors, if present,
are used 10 construct a prediction of the current mzcroblock based on past and futuse reférence pictures that
tave been siored in thedecoder. The ceefficien: dataare decoded and dequantized. Ezch 8 by 8 block of
coefficient dat is transformed by ap inverse DCT (specified in ansex A), and the result is added o the

prediction signal and limited to the defined range.

After all the macroblocks in the picture bave been proczssed. the picture has been reconstrucied. Ifitis an I-
picture or a P-picuure it is a reference picture for subsequent pictures and is stored, replacing the oldest siored
r=fereace picture. Before the pictures ar displayed they may need 10 be re-ordered from the coded order
their natural display order. Afier reordering, the piciures are available, in digital form, for post-processing

and disphy in any manner that the gpplication chooses.

0.5 Structure of the coded video bitstream

This part of ISO/TEC 11172 specifies a syntax for a coded video bitstream. This syntax contains six layers,
each of which either supports a signal processing or a system function:

[_ Layers of the syntax Function
Sejquence layer Randoin access unit conlext
Group of pictwes layer Rzndom access unit: video
Picture layer Primary coding unit
Slice layer Resynchronization enit
Magoblock layer Motion compensation unit
Elock layer DCT unit

0.6 Features supported by the algorithm

Applicatons using compressed video on digital siorage mwedia need 10 be abke o perform 2 number of
operations in sddition io nommal forward playback of the sequence. The coded bitstream hzs been desigred

0 support a number of these operaions.

viii
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0.6.1 Random access

Random access s 2n esseniia! featore for video on a storage medivm.  Random access sequires that any
piciure can be decoded in a limited amouot of time. Tt implies the existence of access points ia the
bitstream - het is segments of icformartion that are identifiable and can be decoded without reference to other
segments of data. A spacing of .wo random access points [Intra-Pictures) per second can be achieved
withoat significant loss of picture quality

0.6.2 Fast search

Depending on the storage medium, itis possiblz t scan the access points in a coded bitstream (with the
Lelp of an application-specific directory or other knowledge bevond the scope of this part of ISOAEC
11172) to ohtain a East-forward and fast-reverse playback effect.

0.6.3 Reverse playbeck

Some applications may require the video signal to be played in reverse prder. This canbe achieved ina
decoder by using memory 1o store entire groups of pictures after they have been decoded before being
displayed in reverse order. An encoder can make this feature easier by reducng (ke length of groups of
pichres.

0.6.4 Error robustness

Most digital siorage mediaand communication chanvels are not emor-fice.  Appropriate chamnel coding
schemes should be nsed and are beyond the scope of this part of [SO/MEC 11172, Nevertheless the
compression scheme definad in this pas of ISOVIEC1 1172 & robusl to residual errors, The slice stucture
allows a decoder to recoves after a dat error and to resynchronize itsdecoding. Therefore, bit errors in the
compressed data will casse emors in the decoded pictures 0 be limited i area. Decoders may be able o use
concealment strategies to disguise |hese enors.

0.6.5 Editing
Thereis a confliet between the rquirement for high coding efficieacy and easy editing. The coding strucnrs

and syntax have not been designed with the primary aim of simplifying editing at any picwe. Nevertheless
anumber of featares bave been included that ensble editing of coded dam.

Page 9 of 124
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Information technology — Coding of moving
pictures and associated audio for digital storage
media at up to about 1,5 Mbit/s —

Part 2:
Video

Section 1: General
1.1 Scope

This part of ISOTEC 11172 specifizs the coded representation of viden for digital sorage media and
specifies the decoding process. The representation supports normal speed forward playback, as well as
special fanctions such as random access, fast forward playbact, fasi reverse playback, normal speed reverse
playback, pause and still pictures. Tois part of ISO/IEC 11172 is compatible with standand 525- and 625-
line television formats, and it provides flexibility for use with personal computer and workstation displays.

1SO/IEC 11172 is primarily applicable fo digital siorage media supporting a continuous transfer rate up to
about 1,5 Mbit/s, such as Compact Disc, Digital Audio Tape, and magnetic hard disks. Nevertheless itcan
be used more widely than this because of the generic approach taken. The storage mediz may be directly
cornceted lo the decoder, or via communications mezns such as busses, LANs, or elecommunications
links, This part of ISO/TEC 11172 is iniended for non-interlaced video formats having approximaely 288
lines of 352 pels and picture res around 24 Hz to 30 Hz.

1.2 Normative references

The following Intemational Staadards contain provisions which, through reference in this text, constitule
provisions of this part of ISO/IEC 11172. At the time of publication, the editions indicaied were valid,
All standards are subject to revisioa, and partles to agrerngni hased on this part of ISG/IEC 11172 are
encouraged to investipate the possibifity of applying the most receat editions of the standards indicated
below. Members of IEC and 1SO maintain registers of currently valid lnemational Standards.

ISOMEC 11172-1:1993 Injormation technology - Coding of moving piciures end associoted audo for dignal
siorage media at up 1o abeut 1.5 Mbit/s - Part I Systeis.

ISOMEC 11172-3:1993 Injormation rechnology - Coding of maving pictares and assecigred audio for digial
storaze media al up to abeut 1.5 Mbw/s - Part 3 Audho.

CCIR Recommendation 601-2 Encoding perameters of digital televisior. for gudios.
CCIR Report 624-4 Charecteristics of sysiems jor monoeckrome aad colowr felevision.
CCIR Recommmendation 648 Recording of asdio sigeals.

CCIR Report 955-2 Sound broadcasting by satellite for portable and mobile receivers, nduding Annex IV
Summary description of Advanced Digital Sysient IT.

CCITT Recommendstion 1,17 Pre-emphasis used on Sound-Programme Circuils.
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IEEE Dmafl Standard P1180/D2 199C Specificaiion for the implementatior of 8x & inverse discretz cosine
ransform”.
[EC publication 908:1987 CD Digital Audio System.

2
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Seclion 2: Technical alements
2.1 Definitions

For the purposes of ISONEC 11172, he following definitious apply. If spedific w a part this is noed in
square brackets.

2.1.1 ac coefficient |video]: Any DCT coefficient for which the frequency in ore or both dimensions
is non-zero.,

2.1.2 access wnitl [system]: In the case of compressed audio an access unit is an andio access mnit. In
the case of compressed video an aceess unil is the coded representation of a pictare.

2.1.3 adaptive segmentation [audio]: A subdivision of the digital representation of an audio signal
in variable segments of time.

2.14 adaptive bit allocation [audio]; The assignment of hits to subbands in a time and frequency
varying fashion according o a psychaacoustic model,

2.1.5 adaptive noise allocation [andio]: The assigmnent of coding noise 1o frequency hands in a
tim¢ and frequency varymg fashion acconding toa psychoacoustic moded,

2.1.6 alias [audio}: Mirared signal component resulling from sub-Nyquist samplng.

2.1.7 analysis filterbank [audio): Fikerbank in the encoder that transforms & broadbarnd PCM andio
sigmal info a set of subsampled subband samples.

2.1.8 audio access unit [audio]: For-Layers [ and I an audio access vnit is defined as the smzllest
partof the encoded bitstream which can be decoded by itsell, where decaoded mezns "fully reconstructed

sound”. For Layer (11 an asdio access imit is part of the bitstream that is decodable with the nse of
previously acquired main information.

2.1.9 audio buffer [zudiol: A buffer in the system targel decnder for siorage of compiessed andio dam.

2.1.10 audio sequence [sudio]: A non-interropied series of audic frames in which the following
parameters arenot changed:

-ID

= ]_ayu

- Sampling Frequency

- For Layer Tand I: Bitratz index

2.1.11 backward motion vector [video|: A motion vector that is used for motion compensation
from a reference pichure al a later ime in display order.

2.1.12 Bark [mudie]: Unit of crtical band rate. The Bark scale i5 a non-linear mapping of the frequency
scals over the andio range closely cormesponding with the frequency selectivaly of the human ear across the
band.

2113 bidirectionally predictive-coded picture; B-picture [video]: A picture that is coded
using moticn compensated prediction from a past and'or futuse reference picture.

2.1.14 bitrate: The rate A which the compsessed bitsiream is deliveied from the storage medium o the
input of a decoder.

21.15 block cempanding [audis): Nomnalizing of the digital representation of an audio signal
within a cefain time period.

2106 block |video|: An 8-row by B-columa crthogonal block of pels.

2117 bound [audic]: The lowest subband in which inteusity stereo coding is used.

Page 13 of 124 :
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2.1.18 byte aligned: A bit in 2 coded bistrzam s byic-aligned if its position is a maltiple of 8-bits
from the firstbit in the stream.

2.1.1% byte: Sequence of 8-bits.

2.1.2¢ chamnel: A digital medium that stores or transports an ISOTBEC 11172 stream.

2.1.21 <hannel [audiol: The left znd right chaunels of a stereo signal

2.1.22 chrominance (component) [video]: A matrix, block or single pel represeating o€ of the
two colour difference signals related 0 the primary colours in the manner defined m CCIR Rec 501, The
symbols used for the colow difference signals e Cr and Ch.

2.1.23 coded audio bitstream {andio]: A coded representation of an audio signzl as specified in
ISOAEC 11172-3.

2.1.24 eoded video bilstream [video]: A coded representation of a series of one or more pictures as
specified in this part of ISO/IEC 11172

2.1.25 coded order |vides): The order in which the pictures are stored and decoded. This oider is not
necessanly the same as the display order.

2.1.26 coded representation: A daa element as represented in its encoded form.

2.1.27 coding parameters [video|: The set of user-definable paramelers that characterize a coded video
bitstream. Bitstreams are chamcterised By coding paramziers. Decoders are characiersed by the bitstreams
that they are capable of decoding.

2.1.28 component [video]: A matrix, block or single pel fram ore of the thres marices (Juminance
and two clrominasce) thal make up & picture

2.1.29 compression Hecuction in the namber of hits used to repeesent ars item of data.

2.1.30 constant bitrate coded video [video]: A compressed video bitstream with a constant
average bitrawe.

2.1.31 constant bitrate: Operation where the bitrate is constant fram start o finish of e compressed
bistream,

2.1.32 constrained purameters [videol: The values of the sel of coding paramerers defized in
2.4.32,

2.1.33 constraiped system parameter stream (CSPS) [system]: An [SOAEC 11172
multiplexed stream for which the cosstraints definedin 2.4.6 of ISOTEC 11172-1 apply.

2.1.34 CRC: Cyqclic redendancy code.

2.1.35 critical band rate [audie]: Psychoacoustic function of frequency, Ata given andible
fraquency it is proportional to the number of eritical bands below that frequency. The units of the critical
band rae scale are Bearks.

2.1.36 critical band [audio]: Psychoacoustic measwe in the spectral doman which correspoads to the
frequency selectivity of the human ear. This selectivity is expressed in Bark

2.1.37 data element. An item of dawa zs represented before encoding and alter decodmg,

2.1.38 dc-coefMicient |viden]: The DUT coeffident for which the freguency s z2ro in both
dimensions.
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2.1.3 dc-coded picture; D-picture [video]: A picture that is coded using only information from
itself. Of the DCT coefficients m the coded representation, only the de-coefficients are present

2.L.40 DCT coefficient: The amplitude of a specific cosine basis funciicn.
2.1.41 decoded stream: The decoded reconstruction of a compressed bitstream.

2.1.42 decoder input buffer [vides]: The first-in first-out (FIFO) buffer spedfied in the video
2.1.43 decoder input rate [video]: The data rate specified in the wdeo buffering verifier and enceded
in the coded vidzo bitstream.

2.1.44 decoder: An embodiment of a decoding process.

2.1.45 decoding (process): The process defined in ISO/IEC 11172 that reads an inpul coded bitstream
and produces decoded pictures or audio sammples.

2.1.46 decoding time-stamp; DTS [systemn|: A ficld thal may be present in a packet beader thag
indicates the time thar an access unit i decoded in the system target decoder,

2.1.47 de-emphasis Jaudiol: Fillering applied te an audio signal afler storage or wansmissicn 0 undo
a linear distortion due to emphasis,

2.1.48 dequantization |videa]: The process of rzscaling the quantized DCT coefficients afier their
representation in the bitstream bas been decoded and before they are presenied (o the mverse DCT,

2.1.49 digital storage media; DSM: A digital storage o1 tmnsmission device or system.

2.1.50 discrete cosine transform; DCT |vides|: Either the forward discrete cosine iransform or the
inverse discrele cosine wansform. The DCT & an mvertble, discrete orthogonal transiommation. The
inverse DCT'is defined in anmex A

2.1.51 display order [video}: The arder in which the decoded pictures should be displayed, Normally
this is the same order in which they were presenied at the input of the encocer

2.1.52 dual channel mode [audio]; A mode, where two audio chenoels wilh independeat programme
contents (e.g, bilingual) are encoded within one bitstream. The coding process is the same &s for the siereo
mode.

2.1.53 editing: The process by which one or more compressed biisteams are manipulated to produce a
new compressed bitstream.  Conforming edited bitstreams must mezt he requiremients defined in this pan of
ISOMEC 11172

2.1.54 clementary stream |system): A zeneric ierm for ose of the coded video, coded audio or other
coded bitsreamns.

2.1.55 emphasis [audio] Fltering applied to an asdio signal before storage or iransmission
improve the signal-to-npise ratio at high frequencies.

2.1.56 encoder: An embodiment of an enceding process.

2.1.57 encoding (process): A process, not specified in ISO/IEC 11172, that reads a steam of input
pictures or avdio samples and produces a valid coded bitstream as defined in ISOAEC 11172

2.1.58 entropy coding: Variable length Jossless coding of the digital representation of a sigral to
reduce recimdancy.

2.1.59 fast forward playback |video]: The process of displaying a sequence, or paris of a sequence,
of pictures in display-ordes fasier than realdime.
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2.1.60 F¥T: Fast Fouricr Transformation. A fast algosithm for performing & discrete Fourier transform
(an orthogoaal tramsiorm),

2.1.51 filterbank [audio]: A sel of band-pass filters covering the entre avdio frequency range.

2.1.52 fixed segmentation [audio]: A subdivision of the digital sepreseniation of an sudio signgl
into fized segments of tme.

2.1.63 forbidden The term “forbidden” when used in the clauses defining the coded bitstream indicates
that the value shall never be used. This is uspally to avesd emulation of start codes

2.1.64 forced updating [video): The process by which macroblocks are inlra-coded from time-o4ime
to ensure that mismatch emors between the inverse DCT processes in encoders and decoders cannct build vp
excessively.

2.1.55 forward motion vector [video]: A motion vector that & vsed for motion compensaticn from
areference picatre al an earlier fme in dsplay order.

2.1.66 frame |audio]: A part of the audio signal that corresponds to audio PCM samples fom an
Audio Access Unit.

2.1.67 Free Format [audiok Any bitrate other than the defined bitrates that is less than the maximum
valid hitrate for each layer.

2.1.68 lature reference picture |videe] The future reference picwre is the reference picure thai
occurs at a later lime than the carrent picture in display order.

2.1.59 granules [Layer IT] [audio]: The szt of 3 consecutive subband sampies from all 32 subbands
that are considered together before quantization. They corespoud i 6 PCM samplkes.

2.1.70 granules [Layer TI} [audio]: 576 freguency lines that carry their own side information.
21.71 group of pictures |video]: A series of one or more coded pictures intended to assist random
access. The group of pictures is oneof the layers i the coding syntay defined in this pan of ISOMEC
11172,

2.1.72 Hann window [audio]: A tine fanction applied sample-by-sample to a block of audio samples
beiore Fourier wransformation,

2.1.73 Huffman coding: A specific method for entropy coding.

2.1.74 hybrid filterbank [audis]: A serial combiaation of subband filerbank and MDCT,

21.75 IMDCT jaudis]: Inverse Modified Discrete Cosine Transform.

21.76 intemsity steren |audio]: A method of exploiting siereo irrelevance or redundancy in
mau:m programimes based an retzining athigh frequencies only the energy envelope of the right

2.1.77 interlace |video): The property of conventional felevision pictures where aliermating lines of
the piciure representdilferent instances in time.

21.78 intra coding [video]: Coding of a macroblock or picture that uszs information only from that
macroblock or picture.

2.1.79 intra-coded picture; I-picture [vides]: A picture coded using information only from itself,

6
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2.1.80 ISO/IEC 11172 (maltiplexed) stream [system]: A bhitsurzam composed ol zero or maore
elementary streams combinad in the mamna defned in ISO/IEC 11172-1,

2.1.51 jolnt steree coding [andio]: Any meihod that explaits stereophenic irrelevance or
sercophonic redundancy,

2.1.52 joint stereo mode [andio}: A mode of tie avdio coding agorithm using jeint sereo coding,

21,83 layer [mudie]: One of the kvels in the coding biesarchy of the audio systen defined m [SO/IEC
111723,

2.1.84 layer |vides and systems|: One of the levels in the data hierarchy of the video and sysiem
specifications defined i ISO/IEC 11172-1 and this part of [SD/IEC 11172

2.1.85 luminance (component) [video]: A mairiz, block or single pel representing a monochrome
representation of the signal and related to the primary colours in the manner defined in CCOOR Rec 601. The
symbol used for lJuminanceis Y,

2186 macroblock [video]: Tte four § hy § blocks of luminance dam and the two comesponding § by
8 blocks of chuominance data coming from a 16 by 16 section of the luninance component of the picture,
Macroblock is sometimes used to refer to the pel data and sometimes 0 e coded represeniation of the pel
valuzs and cther data elements defined in the macroblock leyer of the syatac defined in this part of ISOAEC
11172 The usage is dezr from the conizxL

2.1.37 mapping |audio): Convarsion of an audio signal from time 10 frequency domain by subband
fltering and/or by MDCT.

2.1.88 masking [audiof A property of the human auditory system by whicl an sudio signal cammot be
perceived in the presence of anothes audio signal .

2.1.39 masking thresheld [audie]: A function in (requency and lime below which an audio signal
cannot be perceived by the human auditory system,

21.90 MDCT [audio]: Modified Discrete Cosive Transform.

2.1.91 motion compensation [video]: The use of motion vecions to improve tbe eficiency of the
prediction of pel values. The prediction nses motion vectors o provide offsets into e past and/or future
reference pictures containing previously decndzd pel valuves that are used to form the prediciion error signal

21.92 motion estimation |video]: The process of estimating motion vectors during the encoding
process.

2.1.93 motion vecior [video): A two-dimeasional vector wsed for motion compensation that provides
an offset from the coortinate position m the current picture (o the coorlinaEs in a reference pictare.

2.1.94 MS stereo (audis]: A metiod of exploiling stereo imelevance or redundancy in stereophenic
andio programmes based on coding the sum and diflerence si gnal insicad of (he leftand dght channels

2.1.95 non-inira coding [vides]: Coding of a macroblock or piciure thal uses information both from
itself and from macroblocks and pictues occunring at other [imes.

2.1.96 non-tonal comporent [audio} A poise-like comporent of an asdio signal,
2.1.97 Nyquist sampling: Sampling a1 or sbove twice the maximurs bandwidth of a signal.

2.1.98 pack [syslem]: A pack consists of a pack beader followed by one or more packets. It is a layer
in the systcm coding syntax described in ISO/IEC 11172-1.

2.1.99 packet data [system]: Contigucus bytes of dat from an clementary siream preseat ina packet,
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2.1.100 packet beader |system]; The data siructure used lo convey information about the elemeatary
stream data contained in the packe: data.

2.1.101 packet [system]: A packet consists of a beader followed by a number of contiguous bytes
from an elementary data stream. It is alayer in the system coding syntax descaribed inTSO/IEC 11172-1.

2.1.102 padding Jaudio|: A method o adjust the average Ienzth in time of an andio frame o the
duratien of the caresponding PCM amplzs, by conditionally adding a siot to the audip frame.

2.1103 past reference picture [videa]; The past reference piciure is the reference picur: that occurs
# an earlier time than the current picture in display onder.

2.1.104 pel aspect ratie [video]: The mtio of the nominal vertical height of pel on the display to its
nomival horzontal width,

2.1.105 pel [vides]: Picture element.
2.1.106 picture period [video] The reciproczl of the picture rate.

21.107 picture rate |video]: The nominal rate at which pictures should be outpul from the decoding
ocEss.

2.1.108 picture |video]: Source, coded or reconstructed image data. A spurce or reconstructed picture
consists of three rectangular matrices of 8-bitnumbers representing the luminance and two chromingnce
siguals. The Fictre layer is one of the layers in the coding syniax defined in this part of ISOTEC 11172,
Note that the term “picture” is always uwsed m ISOAEC 11172 in preference to the erms field or frame.

2.1.109 polyphase filterbank [audio]: A set of equal baadwidth fillers with special phase
interrelasionships, allowing for an efficient implementation of the filterbank.

2.1.110 prediction [video): The use of 3 predicior 1o provide an estimale of the pel value or data
element currenlly being decoded.

2.1.111 predictive-coded picture; P-picture [videol A picture hat is coded vsing wotion
compensated prediction from the past reference picun:.

2.1.112 prediction error [video]: The difference berween the actual value of a pel or data element and
its predicior.

2.1113 predictor [video]; A linear cormbination of previously decoded pel values or data elements.

2.1.114 presenfation time-stamp; PTS [system]: A ficld that may be preseni in a packst header
that indicaies the time that a presentation wnil is presented in the system target decoder.

2.1.115 presentstion unit; PU |system]: A decoded asdio access unit or a decoled piclure.

2.1.116 psychoacomstic model [audio|; A malhematical model of the masking behaviour of the
human anditory sysiem.

2.1117 quantization matrix [video|: A set of sixty-four 8-bit values used by the deguantizer,
1.1118 quantized DCT coefficients [video]: DUT coefficienis before dequantization. A variable
kength coded representation of quantized DCT coefficients i siored as part of the comprested video
bitstream.

2.1.119 gquantizer scalefactor |video]; A data zlement represented in the bilstream and vsed by the
decodmg process to scale the dequantization,

g
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2.1.120 random access: The process of beginming 1o read and decede the coded bisteam at an arbitrary
paint

2.1.121 reference picture [video|: Reference pictures are the nearest adjacent 1- or P-pictures (o the
current piciure ia display onder.

2.1.122 reorder buffer {video|: A buffer in the system target decoder for storage of a reconstructed 1-
picture or & reconstrucied P-picture.

2.1.123 requantization [audio]: Decoding of coded subband samples in order to recover the original
quantized valves.

2.1,124 reserved; The term "reserved” when used i he clauses defining the coded bilstream indicates
that the value may be used m lhe futue for ISO/IEC defined extensions.

2.1.125 reverse plavback [video]: The process of displaying the picture sequence in the reverse of
display order.

2.1.126 scalefactor band [audio): A set of frequency lines in Layer 1l which are scaled by one
scalefactor,

2.1.127 scalefacter index [audia]: A nemerical code for a scalelactor,
2.1.128 scalefactor [audio|: Factor by which a set of values is scaled before quantization.

2.1.129 sequence header [videal A block of daia m (he caded Higream confaining e coded
representation of anumber of daia elements.

2.1.130 side information: Tnformationr in the bitstream necessary for controlling the decoder,
2.1.131 skipped macroblock [video]: A macroblock for which no data are stored.

2.1.132 slice [video]: A ssries of macroblocks. Ti is one of the layers of the coding syntax defined in
this par of ISONEC 11172,

2.1.133 slot [audio]: A sloLis an elementary part in the bitstream. In Laver [ a slotequals four bytss,
in Layers Tl and Il ove byee.

2.1.134 source streany A single non-multiplexed siream of samples before campression coding.
2.1.135 spreading function [andio]: A function that Jewcribes the frequency spread of masking.

2.1.136 start codes [system aod video]: 32-bit codes embedded in that coded bitstreamn that are
unique. They are used for sevenl purposes including identifying some of the layers in the coding syntap.

2.1.137 STD inpat buffer [system]: A first-in first-out buffer at the ioput of the system target
decoder for sorsge of compressed data from elementary streams before decoding.

2.1.138 stereo mode [audio]: Mcde, where two zudio channels which form a stereo pair (left and
right) are encoded within one bitstream. The coding process is the sane as for the duz! channel mode.

2.1.139 stuffing (bits); stuffing (bytes) : Code-words that may be inseried imo the compressed
bitstream thal ae discarded i the decoding process. Their purpose is o increase the bitrae of the streain.

2.1.140 subband |andio] Subdivision of the andio frequency band.

2.1.141 subband filterbank [audio]: A set of band filters covermg the enbre audio frequency mange.
In ISO/IEC 11172-3 the subband filterbank is a polyphass filterbank,
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2.1.142 subband samples [audio} The subband filterbank within the audio encoder creates a filtered
and subsampled representation of the input aadio stream. The filtesed samgples are called subband samples.
From 384 time-consecative input audic samples, 12 rime-corsecutive subband samples arc generared within
each of the 32 subbands.

2.1.143 syncword [avdio]: A 12-bit code embedded in the audio bitstream thal identifies the san of a
frame.

2.1.144 sywthesis filferbank [audio]: Filerbank in the decoder that reconstmucts a PCM audio
signal from subband samples,

2.1.145 system header [system]: The system header &s a data structure defined in ISO/MEC 11172-1
that carries information smmmarising the system characteristics of the ISOVTEC 11172 multiplexed stream.

2.1.1496 system larpet decader; STD [system]: A hypothetical reference model of a decoding
proces; used w deseribe the semantics of an ISO/IEC 11172 multiplexed hitstream.

2.1.147 time-stamp [system]: A temm that indicates the time of an event.

2.1.148 triplet [audio): A set of 3 consecutive subband samples from ose subband. A Iriplet from
each of the 32 subbands forms 4 granule.

2.1.149 tonal component [audio]: A sinusoid-like comporent ¢f an audio signal.

2.1.150 variable bitrate: Operation where the bitrale vares with time during the decodmg of a
compressed bilstream.

2.1.151 variable length coding; VLC: A r=versible proceduse for coding tiat assigns shorter code-
words 10 frequent evenis and loager code-wordsto iess fequent events,

2.1.152 video buffering verifier; VRV |video]: A hypothetical decoder that s conceptually
connected to the outpul of the encodzr, Tts purposs is to provide a conswraint on the variability of the dala
r7te that an encoder or editing process may produce.

2.1.153 video sequence [video]: A serics of one or more groups of pictures. It is one of the layers of
the coding syntax defined in this part of ISOTEC 11172,

2.1.154 mig-zag scanning order [videol: A specific sequential oidering of the DCT coefficients from
(approximately) the lowest spalial frequency to the highest

10
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2.2 Symbols and abbreviations

The mathematical operators used todescribe tiis Intemational Standard are similar to those used in the C
programming language. Howeves, integer division with truncation and rounding ame specifically defined.
The bitwise operators are defined assuming iwos-complement represeatation of mtegers. Numbering and
counting loops geperally begin from zero.

2.2.1 Arithmetic operators

+

v

N

Dly

Sign( )

NINT ( )

sin

CXp

logio
log.
log

Addition.

Subtraction (as a binary operator) or nzgation (as a unary operalor).
[ncrement

Decrement.

Multipkcation.

Power.

Inieger division with tincation of the resul toward zera. For example, 74 and -7/-4 are
truncated © | and-7/4 and 7/4 are runcated © -1.

Integer division with routding to the neares| isteger. Half-mizger values are roimded away
from zero unless otherwise specified. For example 3/2 is rounded to 2, and -3/2 is rounded
to-2.
Ineger division with trancation of the result towards -oo,
Absalue value Ixl=xwienx>0
Ixl=0when x==0
|xl=-x whenx <0
Modulus operatot. Defined only for positive numbers.
Sign(x) =1 k=0
0 =)
-1 r<h

Nearest integer operator. Returns the nearest migger value 10 the real-valoed argument. Haff-
integer valies are roanded away from zean.

Sine.

Cosine,

Siuare root.
Logarithm to base len.
Logarithm to base e

Logarithm to kase 2.

2.2.2 Logical operators

I
L&
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Logical NOT
2.2.3 Relational operators

> (Greater than.

>= Greater than or equal fo.
< Less than.

= Less than or equal 10
= Equal to.

= Not equal (o,

max |,..,] the maximum value in the argumeunt list.
min [,..,] the minimom value in the armument list
2.2.4 Bitwise operalors

A twos complement number representaton is assumed where the bitwise aperators are used.

& AND.

| OR.

>> Shift right with sign extession.
<< Shift left with zer fill.

2.2.5 Assignment

= Assignment operator.

2.2.6 Mnemonics

The following mnemonics are dzfined to desaibe the diffesent data types used in the coded bit-stream,
bsibf Bit siring, left bil first, where "lefi" is the orler in which bit strings are writler in

ISD/MEC 11172 Bit strings #re witien as a string of 1s and s within single quoe
marks, &.g. '1000 0001'. Blanks within & bit string are for ease of reading and have no

significance,
ch Charmel, If ch has the value 0, the left channel of a stereo signal or the first of two
independent signak is imdicaied. (Awdio)
nch Nomber of chasnels; equal to 1 for Isingle_ctamei mode, 2 in cther modez. (Audio)
gr Granule of 3 * 32 subband sarnples in audio Laver 1, 18 # 32 sub-band samoles in

aundio Layzr [I1. (Audio)

main_data The main_data portion of ihe bilstream contains the scalefactors, Huffman encoled
data, and ancillary information. (Audio)

main_data beg The location in the bitsiream of the beginaing of the main_data for the frame. The
location is equal to the endimg Jocation of the previous frame'’s main_data plus ore bit.
Itis calculated from the main_dats_end value of the previcus frame. (Audio)

part?_length The number of main_data bits vsed for scalefaciors. (Audio)

12
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rpchal Remainder polynomial cocfficients, highest order first. (Audio)

sb Subbend. (Audic)

sblimit The number of the lowest sub-band for which no bits arz allocaied. - (Audio)
scfsi Scalefactor sslection information. (Aucio)

swilch_point 1 Number of scalefactor band (long block scalefactor band) from which point on window
switching is used. (Audio)

switch_point_s Number of scalefactor tand (short block sealefacter Tand) fram which poiat on window
switching is used. (Audio)

uimshf Unsigned inieger, most significant hit first.

vielbf Variable lzngth code, left bit first, where "left” refers to the order in which the VLC
codes are written.

window Number of the acmwal time st in case of block_type=2, 0 £ window <. {Ausdio)

The bye order of multi-byte words is most significant byte first.

2.2.7T Constants
7T 3,14159255358...
v 271828182345,

2.3 Method of describing bitstream syntax

The bitstream retrieved by the decoder is described in 2.4 2. Each data item in the bitsiream is in bad type.
It is described by its name, its length in bits, and a moemonic for its type and order of transmizsion

‘The action caused by adecoded data elzmenl in abitsteam depends on the value of that datz element and
on data elemenss previcusly decoded. The decoding of the data elements and definition of the state vanables

used in their decoding are describad in 2.4.3. The following coastmicis art vied 10 express the condilions
when data elements are present, and are in normal type:

Note this syntax uses the C'-code ecnvention that a variable or expression evalualing [p & non-zero value is
equivalen 1o a condition that is true

while ( condition ) { If the condition is tue, then the gronp of dala elements occurs next
data_slement in the dam stream. This repeals until the condition is not tae.

:

do {
data_element The data element always octuss at least once.

} while ( u;ndlﬁun ) The data element is repezted until the coadition is not [ne.

if ( condition) ( I the cordition is true, then the firs! group of data elements occurs
data_element nexi in the data sireamn.

)

else ¥f the condition is mot 7wz, then the second group of data elements
data_clement occurs nextin the data stream.
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for (exprl; exprZ; expr3) { exprl is an expression specifymg the initialization of the Joop. Normally it
data_element specifies the initial stale of the coonter, expi2 & a condition specifying a test
# 4 » made before each iteraiion of the bop. The loop lerminates when the candition
} is mot ruz. expr3 isanexpression thal is periormed at the end of each fieration
of the loop, nammally it incremenis a counter.

Noie thal the most common usage of 1his construct is as follows:

for( i=0:i<mi++) [ The group of data elements occurs ntimes, Coadilional constructs
data_element within the group of data elements may depend an the value of tha
v ipop control variable i, which is set D zere for the first ocairrence,
! incremented to one for the second pecurrence, and 3o forth.

As noled, the group of data elements may contéin nested conditional corstrucis. For compactess, the { )
may be amitied when only one data element follows.

data_element [] data_element [] is an aray of data. The number of data elements is indicated by
the context.
daia_element [n] data_element [n] is the n+1th eiernent of an array of data.

data_element [m][n] data element [m][n] is the m+1n+1 th clement of a two-dimensioral aray of
data.

data_elemen! [[J[m)n] data_element {I]{m] n] is the 1+1,m<+1,0+1 th element of a three-divensional
array of data

data_element [m..n] is the indusive range of bits betwees bit m and bii 0 in the dala_element.

While the syntax is expressed in procedusal terms, it should not be assumed thal 2.4.3 implemments a

satisfactory decoding procedure. In patticolar, it defines a comect and error-free input bitstream.  Actual

decoders mustinclude a means toloek for start codes in order to begin decoding cormrectly, and t identify

errors, erasures or insertions whilz decoding. The mathods to identify thesz situations, and the actions to be

taken, are not dandardized.

Definition of bytealigned function

The function bytealigred () refurns 1 if the current position i3 on a byte boundary, that s the next bit in the
bitstream is the first bit b a byle. Otherwise it retums ().

Definition of nextbits function

The function rextbits () permits comperison ofa bit string with the nax{ bits o be decoded in the
bitstream.

Definition of next_start_code function

The next_start_code fimetion removes any zerobitand wero byte swffing and Jocates the next star code.

Syuiax No. of bits Mnemaonic
pext_start_code() {
while { Ibytealigned() |
zero_hit 1 e
while ( nextbis() = 0000 0000 0000 DOOO DORO VBT
zero_byte K *“00000000™

This function checks whether the cusrent position is bytealigned. [£ it is not, zeso stuffing bits are present.
After that any number of zero byles may be present before the startcode. Therefore start-codes are always
bytealigned and may be preceded by any number of zero siuffing bits,

14
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2.4 Requirements
2.4.1 Coding siruclure and parameters
Yideo seoquance

A ooded video sequence coaunences with a sequence header and is followed by one or more grosps of
pictures and is ended by a sequence_end_code, [mmediately belore each of the groups of piciures there may
be a sequence header. Within each seguence, pictures shall be decodable continuously.

In each of these repeaied sequence headers all of the data elemests with the permitied exception of those
defming the quantization matrices (load_intra_quantizer_matnx, load_non_intra_quantizes matrix and
cptiomally intza_guanlizer_mairix and non_intra_guanlizer_matix) shall have e same values a5 i the fist
sequence beader. The quantization matrices may be rediefined cach time that a scquence: header coours in the
bitsirearn. Thos the data elements load_inwa_quantizer_matmix, load_non_intra_guantizer_matrix and
optionally intra_quantizer_matrix and non_intra_guantizer_matix may bave any (ron-forbidden) values.

Repealing the sequenice beader allows the data elements of the initial sequence header to be repeated in arder
thatrancdlom access into the viden sequence is pussible. Inaddition the quantization matrices may be
changed mside the video sequence as required.

Sequenca header

A video sequence header commences with £ sequence_heacer_code and is followed by a senes of data
dements,

Group of pictures

A group of pictures is a eries of one or more coded pictures intended (0 assist random access inio the
sequence. [n ibe stored bitstream, the firstcoded picture in a group of pictures 1s an [-Ficture, The order of
the pictures in the aoded sueam is the onder in which the decoder processes them ia ormal playback. In
particular, adjacent B-Picturesin the coded stream are in display order. The last coded picture, in display
order, of a group of picures is either an 1-Piciurs or 2 P-Picture

The following is an example of zroups of pictures taken fiom the beginning of a video sequence. In this
example the first group of piciuses contging seven pichwes and subsequent groups of pictures contiin nine
pictures. These are two B-piciures berween seccessive P-pictures and also two B-pictures between
suceessive [~ and P-pictures. Picture "11 is used to form a prediction for picture 4P, Pictures 4P and '11
are both nsed o fonn predictions for picuires 2B' and '3B". Therefore the order of pictures in the aodzd
sequence shall be "11',"4F, "2B", "3B". However, the decoder shiould display them n the order '1T, 28", '3B",
4P,

Al the encoder input,

I 2 3 4 5 6 70 9 10 (1 12 13 14 15 16Q4t7 18 19 20 21 22 23 24 25
I BB F B BEPIRFEE IS B P BB YR BRI BB PMPY EBP

Al the encoder oulpul. i the storad bilsream, and al the decoder mpul

it 4 2 3 7 S5 6 JUOE 9 3 11 1216 14 15019 (7 A8 22 20 21 25 2} 24
R B AP B B B-RE F B P S BT PR P BB .2 R DB

where the double vertical bars mark the gronp of pictures boundaries. Note thal in this example, the First
group 0f pictures is two pictures shorter than subsequent groeps of pictures, since at the begmning of video
coding there are no B-piciures preceding the fust I-Picture. However, in genesal, in display onder, here may
be B-Picuires preceding the first I-Pictusc i the group of pictures, even for the first group of pictares o be
deorded.
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At the decoder output,
1 2 3 4 5 & 7 B 2 10011 12 13 14 15 16 17 I8 15 20 21 322 23 24 25

A proup of pictares may be of any kneth. A group of picures shall confain ane or more FPictares.
Applications reqairing random access, fast-forwand playback, or [adl and normal reverse playback may use
relatively shont groups of pictures, Groups of piciures may also be started at scene cuts or other tasss
where motion compensation is ineffaciive.

The numbes of consecotive B-Picuues is vagable. Neither B- vor P-Piciures nesd be present

A viden sequence of groups of pichures that s read by the decoder may be different from the one at the
encoder outpul due 1o ediling.

Piclure

A source or reconstructed picture consists of three rectan gular matrices of eight-bit numbers; a luminance
mawix (Y), and two chrominance matrices {Cband Cr). The Y-matrix shall have an even nunber of rows
and columns, and the Ch and Cr matrices shall be one haif the size of the Y-matrix in both horizoatal and
verlical dimensions.

The Y, Cb and! Cr coroponents are relaied to the primary (analoguz) Red, Green and Blue Signals '—ER‘ E'G
annd E‘B)nsdcsaibnd in CCIR Recommendation 601. These pamary signals are gumma pre-comected. The

assnmed value of gamma is not defined in this part of [SONEC 11172 bul may typically be m (he region
approximaiely 2,2 Lo approximately 2,8. Applications which require accurale colour reproduction may
choose to specify the value of gamma mare accurately, but this is outside the scope of ths pan of ISOTEC
11172

‘Ihe luminance and chromisance samples ase positioned as showa in figure S, where 1" marks the position
of the luminaoce (Y) samples and "0" marks the position of he chrominasce (Cb and Cr) samples

1 x | x 1 I x x
0 i ] | 0

| ] | X X | x x

X ! x X | x
0 ] 0 | 0

S x | X 1 | x x

1 x I x x | X x
0 | ] | ]

X X I X 1 | x x

Figure 5 — The position of luminance and chrominance samples.
There are four types of coded piciure that use different coding methods.
An Intra-coded picture (I-picture) is coded vsing information only from (tself

A Predictive-coded picture (P-picture) is a piciurs which is coded using motion compensated
prediction from A past I-Piciure or P-Pictare.

A Bidirectionally predictive-coded picture (H-piclure} is a picture which is coded using motion
compensated prediction from a pastand/or future I-Piciur: of P-Picthre

A dc coded (D) pictare & ded using information only from itself Of the DUT coefficients oaly the
dc onzs are present. The D-Pictures skall not be i 1 sequence cantainimg any other picture fypes.
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Slice

A slice is a szries of an arbivary pamber of macroblocks with the order of macroblocks starting [rom the
upper-lefi of the pictare and proceeding by raster-scan order from left 1o right and (op to bottom, The first
and last macroblocks of a slice shall not be skipped macroblocks (see 2.4.4.4). Every slice shall contain at
least one macroblock. Slices shall not overlap and there shall be no gaps betwesn slices, The positicn of
slices may change from picture to picture, The first slice thall start with the first macroblock in the pictare
and the last dice shall end with the Izst macroblock in the picture.

Macroblock

A macroblock contzins a 16-pel by 16-line section of luminance component and (he spatially corresponding 3-pel by
8-line section of each chrominance component. A macroblodk has 4 lominance blocks and 2 chromirance blocks. The
term "macroblock” can refer o source or reconstructed data or to scaled, quantized coefficients. The order of blocks in a
macoblodk is top-left, tog-right, botlom-12t, bottom-right blocks for Y, followed by Cb and Cr. Figure 6 shows the
amangement of these blocks. A skipped macroblock is one for which no information is stored (see 2.4.44).

0 |1 77 | -
2513

Y Ch Cr
Figure 6 — The arrangement of blocks ia a macrohlock.
Block
A block is an orthogonal 3-pel by 8-line seciion of a luminance or chrominance coroponent.

The ieom "block” can refer eitier 10 source and reconsiructed dataor o the comesponding coded dzta
elements,

Reserved, Forbidden and Marker bii

The terms "reserved" and "fosbidden” are wed in the description of some values of saveral fizlds in the coded
bitsteam.

The term “reserved” indicates that the valuz may be used in the future for ISOMEC-defined extznsions.

The werm "forbidden’ indicates a value that shall never te used (usvally im order 10 avoid emulation of start
oodes).

The erm *marker_bi" indicates a one it fiekd in which the value zero is forbidden. These marker bits are
introduced at several points in the syntax to avoid start-code emulation.
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2.4.2 Specification of the coded vidao bitstream syntax

@ ISONEC

2.4.2.1 Start codes
Stan codes are reserved bit patierns that do nototherwise occour in the video stream. Al start codes are
bytealigned.
Name Hexadecimal valug
pichure_sian_code OO 100
slice_stari_codes (including shce_vertical_positions) QKK 101
through
00000 1AF
resexvedd 00000180
reserved 00000181
nser_data_sart_code 0000182
sequence._header code 00000183
sequence_emror_oonde 00000184
exXtEnsion_stan_code 000185
reserved 00000186
sequence_end_code 00000187
group_start_code MO001BE
system start codes (see note) 00000189
throogh
00000 IFF

NOTE - System start codes are defned in ISOMEC 11172-1,

‘The use of the start codes is defined im the following syntax description with the exception of the
seqoence_cmor_code. The sequence ermor_code has been allocated for use by the digiml storage media
interface 10 indicate whene uncorrectable eors bave teen detected.

2.4.2.2 Video sequence layer

Syniax

No. of bits

Mnpemonic

}

video_sequence() |

next_start_code()
dof

mq}m_tm:br(l

do

group_of_pictures()

] while ( nexbits() = group_start_code )
} while [ nexibits() = sequence_header_code )
sequence_end_code

bsibr
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2.4.2.3 Sequence header
Synhax No.of bits Mnemonic
sequence_heade() |
sequence_header_cade 32 bslbf
horizontal_size 12 uimshl
vertical_size 12 uimshl
pel_aspect_ratio 4 uimshl
picture_rate 4 wimsbf
bit_rate 18 wimsbf
marker_bit 1 B
vbv_buffer_size 10 uimsbf
consirained_parameters_flag 1
load_intra_guantizer_matrix 1
if (load_intra_quantizer_matsix )
intra_gquantizer_matrix () 8%64 wimah{
load _non_intra_gquantizer_matrix 1
if (load_non_intra_quantizer_matrix )
non_intra_quantizer_matrix || 8*64 ulmsbf
next_stant_eode()
if (nextbits() == extension_start code ) |
extension_start_code 32 bsibr
while { nexibits O 1= "D000 0000 OODC 0000 0000 0001 ) |
seqquence_extension_data B
)
next_start_code()
)
if (nextbits() = user_dat_stast code ) |
user_data_siart_code 32 bslhf
while ( nextbits() '= "C000 60C0 0000 00DO 0000 0001" ) |
user_data 8
]
next_strt_code()
]
}
19
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2.4.2.4 Group of pictures layer
Syntax No. of bis Mnemonic
group_of_picures() [
group_start_code iz bslbf
time_code 25
closed_gop 1
broken_link 1
next_start_code()
if ( nexbits() = extension_start_code) |
extension start_code 32 bsibf
while ( mextbits() != 0000 0000 0000 0000 D0D0 0001") |
group_extension_data 8
¥
next_stan_code()
)
if ( pextbits() = wser_data_starl_code ) |
user_data_starl_code 32 bslbf
while ( sextbits() 1= "0000 0000 0000 5000 DD DO0L' ) |
user_data B
}
next_start_codel)
)
do {
} while ( aexthits() == piciure_start_code )
H
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2.4.2.5 Ficture layer
Syntax No of bits Mnemonic
picure0) (
picture_start_code 33 bsibf
temporal_reference 10 uimshbf
picture_coding_type K uimshf
vhv_delay 16 uimsbf
if ( (piclure_coding 1ype == 2) | (picture_coding_type==13) ) |
full_pel forward_vector 1
forward _f code 3 uwimshf
)
if ( picture_coding type==13) {
Full_pel _backward_vector 1
backward_{_code 3 uimshf
}
while ( nextbits() =="1") |
extra_bit_picture 1 B
extra_information_picture 8
extra_bit_picture 1 '
nexi_start_code()
if (nexibits() = exension_start code ) {
extension_start_code 32 bsihrl
while ( nextbitsi) != D000 0000 0020 0000 0000 0001 ) |
picture_extension data 8
)
next_start_code()
}
if ( vexibits() = wser_data start_cede ) |
user_dafa_start_code 32 bslbf
while { nextbits() = D000 00X 0D GOD0D 0000 0G01" ) |
user_data 8
}
next_start_code()
}
do {
sliced)
} while (nexthits() == slice_start_code )
|
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2.4.2.6 Slice layer
Symtaz No, of bits Mremonic
dicz) |
slice_stsrt_code 32 bsibf
quantizer_scale 5 uimsbhi
while (nextbits() ="1") {
extra_bit_slice 1 b &
extra_information_slice B
extra_bit_slice 1 "
do {
macroblock()
) while (nextbiss() '="000 D000 DOXD 0ODO 0000 000X )
\ next_start_code()
2.48.2.7 Macroblock layer
Syntax No. of bits Mremonic
macroblock () {
while { nexibits() == 00040 0001 111°)
macroblock_stuffing 11 vielbF
whilz ( nextbits() == "0000 0001 00T )
macroblock_escape 11 vlelbl
macroblock_address_increment 1-11 viclbr
macroblock_type 1-6 viclbi
if ( macroblock_qeant )
quantizer_scale 5 uimsbf
if ( macroblock_metion_forward ) [
motion_horizonta) Jorward code 1-11 viclbf
if ( (forwand_f != 1) &&
(motion_horizontal_forward_code = () )
motion_horizental ferward r 1-6 wimsbi
motion_vertical forward_code 1-11 vielbf
if ( (Forwand_f 1=1) &&
(motion_vertical_forward_code != () )
motion_vertical forward_r 1-6 wimshi
) :
if ( macroblock_motion_backward ) {
motion_horizontal_backward_code 1-11 vielbf
if ( (backward_f'=1)&&
(motion_horizontal _backward_cede I=0))
molion_horizontal_backward r 1-6 uimsbi
motion_vertical _backward_code i-11 vielbf
if ( (hackward_f!=1)&&
(motion_vertical_backward_code '=0))
motion_vertical backward r 1-6 wimshl
}
if ( macroblock_pattern)
coded_block_pattern 3-9 vlelbf
for [ i=0; i<6; i++ )
block( 1)
if ( picwre_ooding_type ==4)
end_of_macroblock 1 "
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2.4.2.8 Block layer

Syotax No. of bits Mremonic
block(i) {

if ( panem_code(i] ) {
if (macsoblock_inra ) {

if (i<4 ) {
det_de_size_luminance 2.7 vielbf
ifide_size luminance !'=0)
det_dc_differential 1-8 ulmsbf
)
else |
det_de_size_chrominance 2.8 vicihf
fidc_size_chromimance '=(])
det_de_differential 1-8 ulmshf
)
else (
det_coeff_first 2-28 viclbf

!
If ( picture_ceding_type i=4 ) {
while [ nextbits() 1="10")
det_coefT_next 3-28 vicibf
end_of_block 2 vielbr
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2.4.3 Semantics for the video bitstream syntax
2.4.3.1 Video sequence layer

sequence_end_code -- The sequence_end_code is the bit string 000001B7 in hexadecimal. It tcrminates a
vidéo seqaence.

2.4.3.2 Sequente header

sequence_header_code - The sequence_header_code is the bit string 00000183 in hexadecmal. It
identifies the beginning of a sequence header.

horizental_size — The horizontal_size is the width of the displayable part of (he luminance component
in pels. The width of the encoded luminance component in macroblocks, mb_width, is
(horizontal_size+15)/16. The displayable part of the pictuse is left-aligned in the encoded picture.

verlical_size -- The vertcal_size is the beight of the displayatle part of the luminance component in
pels. The height of the escoded lnminance component in macroblocks, mb_height is
{(vertical_size+15)/16. The displayable part of the picture i top-aligned in the encoded piclure,

pel_aspect_ratie -- This is a four-bil integer defined in the following table.

_pel_aspect_atio height/width example
0000 forbwdden
001 1.0000 VGAe.
010 0.6735
o1 07031 16:9, 625lkine
0100 07615
0101 08055 i
0110 0.8437 16:9, 525kine
o111 0.8935
1000 09157 'CCIR601, 625line
1001 09815
1010 10255
101 10695
100 1,0950 CCIR601, 525line
101 11575
110 12015
1y reserved

picture_rate -- This is a four-bit mteger defined in the following ahlke,

| picture_sate 1 picwres per second
0000 forbidden
000 23,976
0010 24
011 25
(1) (0 4] 2097
(1) 1) ] 30
0110 50
on 59,04
1000 60
1111 rzserved

Applicatiors and encoders should take ino account the fact that 23,976, 29,97 and 5994 arz not exact
representations of the nomiral picture rate. The exact values arz fousd Trom 24 000/1 001, 30 0001 001,
and 60 000/1 001 and can be derived from CCIR Report 6244,

H
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bit_rate — This is an integer specifying the bitrate of the bitstream measured in mits of 400 bits's,
romded upwards. The value zem is forhidden. The value 3EFFF (11 1111 1111 1111 1111) identifies
viriable bil rute operalion,

marker_bit — This is one bit that shall be set o 1",

vbv_buffer_size -- This is a 10-bit mteger defining the size of the VBV (Video Buffering Vernfier, see
annex C) buffer needed to decode the sequence. It is defmed as:

E=16*1 024 * vbv_bulfer_size
where B is the minimuom VBV buffer size in bits required to decode the sequence (ses annex C),

constrained parameters Flag -- This is 2 one-bir flag which may be set to "17 if the following data
elements megt the following consiraints:

horizontal_size<= 768 pels,

vertical_size <= 576 pels,

((horizontal_size+15)/16) *((vertical_size+15)/16) <=395,
((borizontal_size+15V/16) *((vertical_size+15)/16))*picthire_rate <= 396¥15,
picture_rale <="3( pictures/s,

forward_f code<=4 (see 2.43.4)

backward [ code <=4 (see 2.4.3.4)

If the constrained_parmmeters_flag is set, then the vby_buffer_size field shall indicate a VBV buffer size less
than or equal to 327 680 bits (20* 1024*16; i.e. 40 kbytes).

I (he constramed_pammeters_flag is s, then he bil_rate field shali indicate a coded data rate Iess than or
equal to 1 356 000 bisfss.

lozd_intra_quantizer matrix -- This is 2 one-bit flag which is sstto "1 if an intra_quantizes_matrix
follows. Ifitis setto"0" then the defaull values defined below in raster-scan onder, drcusad umtil he next

occuranes of e sequence header,
B 16 19 22 26 217 2 34
16 16 2 24 27 29 “ 37
19 22 26 7 29 34 34 38
2 22 6 27 29 34 37 40
22 26 a7 29 32 33 40 18
26 27 29 32 35 40 48 58
26 217 2 34 38 46 56 69
27 29 a5 18 46 56 & 83

intra_guantizer_matrix — This i alist of sixty-four 8-bit unsigned inlegers. The new valungs, stored in
the zigzag scanning ocder shown in 2.4.4.1, replace the default values shown above, The value zem &
fobidden. The value for intra_guant{0][0] shall always be 8. The new values shall be in effect uniil the
pext ocaurence of a sequence header,

load_non_iotra_ guantizer_matrix — This is & ope-bit flag which is set to "1" if &
noo_intra_guanfizer_mairix follows. If it is set to "0" then the defanit values defined below are used umiil
the nextocomence of the sequence header,

16 16 16 16 16 16 16 6
16 16 16 lo 16 16 16 16
16 1o 16 16 i6 16 16 16
16 16 16 6 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
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non_intra_quantizer_matrix - This is a list of sixty-four 8-bit uasigned integers. The new values,
stored in the zigzag scanning onder shownin2.4.4 1, replace the defaalt values shownabove. The valoe
zero is forbidden. The new values skall be in effect untl the nex: ocowrence of a sequence hicades.

extension_start_code - The exiension_start_code is the bit siring 00000185 in hexadecimal. It
identifies the beginring of extension data. The exlensioa data contmue until receipt of another start code,
1t is a requireToent to parse extension data comectly.

sequence_extension_data - Reserved

user_daia_start code — The user_data_start_code is the bit string 00000182 in hexadeamal. It
identifies the beginning of userdata. The user data continues until receipt of another slan code.

user_data — The user_data is defined by the users far their specific applications, The user daca shall not
conlain astring of 23 or more rer hits,

2.4.3.3 Group of pictures layer

group_start_code — The group_start_code is the bit string 00000188 in hexadecial. Tt ideniifics the
beginning of a group of pictires,

time_code ~— This 15 a 25-bit field containing the following: drop_frame_(lag, tme_code_hours,
ume_code_minutes, marker_bil, time_code_seconds end time_ccde_pictures. The fields comespoad to the
fields defmed in the [EC standard (Publication 461) for "wne and control codes for video tape recorders™ (see
annex E). The code refers to the first picture in the group of pictures that has a temporal_reference of zero.
"The drop_frame_flag can be set to either “0" or "1". It may be set 1o “1" only if the picture rae is
29,97Hz. Ifitis 0" then pictures ars counted assuming rounding © the nearest integral number of pictures
per second, forexample 29,97 Hz would be rounded 10 and counted as 30 Hz, Ifit & "1" then pidume
pumbers 0 and 1 at the stari-of each minute, except minutes 0, 10, 20, 30, 40, 50 are omitted (rom the

count,
time_code [ gz of valee bils
frame_flag, 1

time_code_bours 0-23 5 uimsbhf
tine_code_mimntes 0-59 6 uimsbf
marker bit 1 1 bt
time code seconds n-59 6 uimsbf
time_code picturncs 0- 59 6 wimabf

dosed_gop - This is 2 one-bil flag which may be set to "1" if the group of pictures has been encoded
withoul mofion veciors pointng 1 the previous group of piclures.

This bit is provided for use during any editing which pceurs after encoding, If the previous groop of pictures
is removed by editing, broken_link may be set to " 1" so that a decoder miy avoid displaying the B-
Ficures immediately following the first 1-Picture of the group of pictures. However if the closed_gop
bit indicales that here are no prediction references to the previous group of pictures then the editar may
choose not io set the broken_link bit as these B-Picures can be correctly decoded in this case,
broken_link — This is a one-bit fag which shall be set to "0" during encoding. Itisset o "1" 0 indicate
that the B-Picteres immediakely following the first I-Picure of a group of pictures cannot be correctly
decoded because the other [-Picuwe or P-Picture which is used for prediction is not available (because of the
action of editing).

A decoder may use this flag (0 avoid displayiag picures that cannot be camectly decoded.
extension_stari_code — Sez 24372,

group_extension_data -- Reserved.

user_data_stari_code — Sec 2432

user_dafa — See 2432
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2.4.3.4 Picture layer

picture_start_code ~ The picture_start_code is a siring 0f 32-bits having the value 00000104 in
hexadecimal.

temporal_reference -- The temporal_refesence is a 10-bit unsigned integer associated with each input
picture. Itis incremented by one, modulo 1024, for each input pictwe. For the earliest picture (in display
onler) in each group of pictures, the lemporal _reference is reset 10 zero.

The emporal_reference is assigned (n sequence) 10 the pictures in display ordet, no zmporal_reference shall
be omitted from the sequence,

picture_coding fype - The picture_cnding_type identifies whether a piciure is an inima-coded pidure(]),
predictive-coded picture(P), bidirectionally predictive-coded picturs(B), or intra-coded with only de
coefficients picture(DD) according to the following table. D-pictures shall never be included in the wame
video sequence as the otheér picture coding types.

E’clure mding type coddmp mathod
(L] forbidden
001 ini=-coded (1)
010 predidtive-coded (P)
011 bidirectionally-predictive-coded (B)
100 dc nitm-coded (D)
101 meserved

vhiv_deay - The vbv_delay is a 16-bit unsigned integer. For consnt bitrate operation, the vbv_delay
is nsed 10 set the initial oczupancy of the decoder’s buffer at (he strtof decoding the pictire so thar the
decoder's baffer does not averflow or underflow. The vhy_delay measures the time needed to fll the VBV
buffer from an miially empty stale at the target bit rate, R, o the correct level immediately before the
current picre is ramoved from the huffer.

The value of vbv_delay is the number of periods of the 90k Hz system clock that the VBV should wait after
recciving the final byte of the pictire start code. It may be calaulated from the state of the VBV & Bllows:

*
vbr_delay =90000*B_ /R

where:
n>0

&
Bn = VBV occupancy, measured in bits, inmediately before removing picture n from the

buffer butafier removing any group of picturs layer data, sequence header data
aund the picture_start_code that inmediately precedes (he dam clements of
picturen.

R = bitrate measured in bis/s, The full precision of the bitrale rather than the romnded
valuz enceded by the bit_rate hield m the sequence header shall be wsed by [he
encader in the VBY model.

For non-constant bitrate operation vbv_delay shall have the value FFFF in hexadecimal.

full_pel_forward_veclor - If set to "1", then the motion vector valves decoded represent integer pel
offsets (ralher than half-pel units) as reflected in the equations of 2.44.2.

forward_[_code - Anunsigned integer taking valaes 1 through 7. The value zero is forbidden. The
variables forwand_r_size and forward £ wsed in the process of decoding the forward motion vectors are derived
from forwand_f_code as described in 2.4.4.2

full_pe!_backward_vector -- If sel 10 ™1", then the motion vector values decoded represent ineger pel
offsess (ratber than half pel miks) as reflected in the equatons of 2443,
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backward_f_code — An unsigned mteger taking values 1 through 7. The value zero is forbidden. The
variables backward_r_size and bacdioward fused in the process of decoding the backward motor vectors are
derived from backward_[_code as described in 2.4 4.3,

extra_bit_picture — A bit indicates the presence of the following exva information. If
extra_bit_picture is set to "1", extra_infoamation_picture will follow it. If itis set to "(", there are no data
following il

extra_information_picture -- Reserved.
extension_star!_code — Spge 24372,
picture_extension_data - Reserved.
user _data_starl code — See 243.2.
user_data -- Ses 243.2.

2.4.3.5 Slice layer

slice_start_code -- The slice_start_code is a string of 32-bits. The first 24-bits have the value 000001
w1 bexadecimal and the last 8-bits are the slice_verical_pesition having a value in the range Ol through AF
hexadecimal inclusive,

slice_vertical_positlen — This is given by the last eight bits of the slice_start_code. I is an unsigred
mteger giving the vertical position i macroblock units of the first macoblock in e slice. The
slice_venical_position of the first row of macroblocks s one. Some slices may have the same
slice_yentical_position. smce slices may start and fnish anywhere. Note that the slice_vertical_position is
constrained by 2.4, to define non-overiapping slices withno gaps between them. The maximuom value of
slicz_vertical_positon is 175.

quanfizer_scsle -- Ar unsigned iniger in the range 1 (031 vsed toscale the reconstruction level of the
retrieved DCT ccefficiznt levels. The decoder shall use this value until another quaatizer_scale is
encountered either at the slice layer or the macroblock layer. The valve zero is forbidden.

extra_bit_slice -- A kit indicates the presence of the following extra information. 1f extra_bil_slice is
wito "1", zxtra_information_slice will folfow it 1f itis setto "0, there arce no data following it,

extra_information_slice - Reserved.
2.4.3.6 Macroblock [fayer

macroblock stuffing -- This is a fixed bit string "0OC0 0001 111" which can be inserted by the encoder
to increase the bit rate o that required of the storage or vansmission medium. It is discarded by the decoder.

macroblock_escape — The macroblock_escape is 2 fixed bit-steing "(000 0001 000" which is used
when the difference between macroblock_address and previous_macroblock_address is greater than 33. It
causes the value of macroblock. address_increment to be 33 greater than the value that will te decoded by
subsequent macroblock_escapes and the macroblock _zddress_increment codewords.

Forexample, if there are two macmblodc_escape codewards precedmg the macroblock_address_increment,
then 65 is added © e value indicated by macroblock_address_increment

macroblock_address_increment -~ This & a varizble length coded integer coded as per table B.1 which
indicates the difference between macrobiock address and previous_macrodlock_address. The maxamum
valse of macroblock_address_ncrement is 33. Values greater than this can be encoded using the
macroblock_escape codeword.

The macroblock_adidress is a variable defining e absolute posifion of the current macroblock. The
macroblock_address of the top-left macroblock is zero.
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The previcus_macoblock_address is 2 varisblz definisg he absoluie position of the last non-skipped

macrobloct (see 2.4 4.4 for the definilion of skipped macroblocks) excepl ai the start of aslice. At the start

of a dicz, previous_macoblock _address is reset as follows:
previovsmacroblock_address=(slice. vertical posibon-1Y*mb_ width-1:

The spatial position in macroblock umits of a macrablock in the picture (mb_row, mb_columon) can he
computed irom the macroblock_address s follows:

mb_row = macroblock _address / mb_width
mb_column = macroblock_address % b width

where mb_width is the number of macroblocks m one row of Lhe picture,
MNOTE - The slice_vertical _pogition differs (rom mb_row by one.

macroblock_type -- Varigble length coded indicator which indicates the method of coding and contznt of
the macroblock acconding i the tables B 24 througl B.2d.

macroblock_quant-- Dertived fivm macroblock_type.

macmblock_mation_forward - Derived from macroblock_type.

macroblock_mation_badoward — Derived friom macroblodk_type.

macroblock_patiern -« Derived fom macoblodk_type.

macroblock_mtm — Derived from macroblock_type.

quantizer scale — An ansigned irteger in the rnge | to 31 vsed 1o scale lhe reconstruction level of the
reirrieved DCT cocfficient levels. The value zero is forbidden. The decoder shall use this value uniil another
quantizer_scale is encountered either at e slice layer or the macroblock layer. The presence of
quantizer_scale is determined from macreblock_type

motion_horizontal_forward_code -- motion_horizontal_forward_code & decoded according 0 tabio
BA. The decoded value is required (along with forward_f - see 2.4.42) to decide whether or pot
motion_harizontal_forward_r appears in the bitstream,

motion_horizontal_forward_r — An untigned integer (of forward_r_size biis - s2¢ 2.4.42) used in the
pmcess of decoding forwan) motion vectors as described in 2,442,

motion_verfical _forward_code - motion_vertical_forward_code is decoded acconding to table B4,
The decded value is reguired (along with forward_f - sees 2.4.4.2) 10 decide whher or not
motion_vertical forward_r appears in the bitstream.,

motion_vertical forward_r — An unsigred inteper (of forward_1_size bils - see 2.4.4.2) used in the
pimeess of decoding forward motion vectors as described in 2.44.2,

motion_horizontal backward cede — motion_horzontal_packward_code is decoded according 10
table B.4. The decoded value is required (along with backward_{ - see 2.4.4.1) to decide whether or not
motion_harontal_hackward_r appears in the bitstreamn.

motion_borizontal_backward_r — An unsigned meger (of backward _r_size bits - see 24.4.2) used in
the process of decoding backward motion vectors as described n 2.44.2.

motion_vertical_backward_cede - motior_veriical_backward_code s decoded accoding to able B 4.
The decoded value is required (abog with backward_{) 10 decide whether o not mation_ventical_backward_r
appears in the bitstrean

motion_vertical_backward_r — Av unsigned integer (of backward_r_size bits] used in the process of
decoding backward motion vectors as described in 2443
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coded block_pattern — coded_block_patiern is a vanable length code that is used o denve the vanable
¢bp acconding to table B3, If macroblock_iatra is zero, chp=0. Then the paterm_code[i] for =005 is
denved from chp using the bllowing:

pattern_cadeli] = ;

if ( cbp & (1<<i5-)) ) pattern_codeli]=1;

if ( macroblock_irtra ) patem_codefil =1

patiera_code[(] — 17 1, then the upper Izft luminance block is to be received in this macroblock.
patiers_code[1] - If 1, then the upper dght lsnmnance block 15 to be received in this macroblock,
pavern_code[2] - I7 1, then the lower I2ft lumisance block is to be received in this macroblock.
patiern_code[2] — I 1, then the lower nght lnminance Hocdk is i be received in this macoblock .
patiern_code[d] — I7 1, then the chrominance block Ch is t be received m (his macroblock.
patiern_code[S] = If 1, then the chrominance block Cr is to be received in this mactoblodk,
énd_of _macroblock -- This is a bil which 13 set o "1" and exists only in D-Piclures.
2.4.3.7 Block layer
det_dc_size_luminance — The number of bits in the following det_dc_differential code,
dc_size_juminance, is derived according to the VLC table BSa Notz that this data element is used inintra
conded blocks.
dct_dc_size_chrominance — The number of bits in the following det_de_differential code,
de_size_cluominance, is dexived according (o the VLC table B.5b. Noie thatthis data elzment is usedin
mitra coded blocks,
det_dc_differential — A variable length ursigned integer, If dc_size luminance or de_size_chrominance
(as appropriate) is zzro, then det_dc_differential is not present in the bitsiream. det_zz [] is the armay of
quantized DCT coefficents in zig-zag scanning order. dct_zz[i] for i=0.63 shall be set o zerc initially. £
de_size_huninance or de_size_chrominance (as appropriate) is greater than zero, then det_zz|0] is compated
as follows from det_dc_differental;
For luminance blocks:

if ( da_de_differential & ( 1 << (dc_size Juminance-1))) det 22[0] = det_de_differential |

elss det_zz[0] = [ (-1) << (dc_size_luminance) )| (der_de_differentialel) ;
For chrominance blocks:

if { da_de_differential & ( 1 << (de_size_chmminance-1}) ) det_zz[0] = det_de_differential |

glse det_zz 0] = { (1) << (dc_size_chrominance) ) (det de_differential+l) |

Note that this data clement i vsed in intra coded blocks.

ezample for dc_size_luminance = 3
det_de_differential det_zz[0] .
000 -7
001 ]
010 -5
011 4
100 4
101 5
110 6
| 111 7

det_coefl_first — A variable length code according to 1ables B.Sc through B.5f for the first coefficient.
The variables rm and level are derived according to these tzbles. The @igzag-scanned quantized DCT
coefficient fist is updated as follows.
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i=mnn;
if [ s=0) dot_zz[i]=level :
if (s==1) dct_zz[i]=- level ;

‘The tenns dee_coefl_firstand det_coe_next are nun-kength encoded md det_rz(i), i>=0 shall be set 1 zero
initially. A variable Jength code accordmg 1o tables B.Sc through B.51 is used © wepresenl the run-length
and level of the DCT cocfficients, Note that this data clement is used in non-inira coded blocks.

det_coeff_next — A variable lengh code according (o tables B.Sc through B.5f for coefficienis lolowing
the first retrieved. The variables run and level are derived according to these ables. The zigzag scmaed
quantized DCT woelficieat list is updated as follows.

i=t+mun+l;
if {s=0) det_zei]=level;
if(s==1)dct_zzi]=-level ;

T macroblock_intra == 1 then the 2rm i shiall be s¢t w0 2¢r0 before the firss dt_coeff next of the block.
The decoding of dei_coel_next shall nol cause i o exceed 63

end_of_block «- This symbol is always used 1o indicate that no additional pon-zero coeficients are
present. It is used eves if det_zz 67] is mon-zero. Iis value is the bit-string " 10" as defined in table B Sc.

3
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2.4.4 The video decoding process
Compliance requirements far decoders are contained in ISO/IEC 111724,
2.4.41 Intra-coded macrablacks

In l-pictures all magoblocks are intra-oded and siored. In P-pictures and B-pictares, some macroblocks
may be intra-coded as identified by macroblock_type, Thus, macroblock_intra identifies te inira-coded
macroblocks.

The variables mb_row and mb_column locate the macoblock in the picture. They are defined i 24.3.6.
The definitions of det_dc_differential, and det_coef_pext also have defined e zigzag-scannsd quantized DCT
coefficient list det_zz{]. Eachdet zz[]is located in the macroblock as defined by patiern codef].

Define det_recon[m][x] o be the matrix of recensiructed DCT aoefficients of the block, where the first index
jdentifies the tow and the second ihe cdlumn of the matrix. Defmedct_dc_y_past, det de_ch_past and
det_de_o_past 10 be the det_recon[(][0] of the most ecently decoded intra-coded Y, Cb and Cr blocks
respectively. The predictors det_de_y_past, det_de cb_past and del_de_cr_past shall all be reset at the start
of a slice and at non-intra-coded macroblocks (meluding skipped macroblocks) to the value 1 024 (I28*8).

Define intra_quant[m)/n] o be the intra guantizer matrix that is specified in the sequence header.

Naie hal intra_guant[0][D] is used in the deguantizer calculations for simplicity of description, but the result
is overwritien by the sabsequent calculation for the de coefficient

Define scan[m][o] o be the matrix defming he zigzap scanning sequence as follows:

5 [+ 14 15 Zi
4 13 16 26 29
12 17 15 30 41
18 24 3 40 4
23 32 39 45 52
33 3R 46 51 55
37 47 50 56 59
48 49 57 58 62

DRBLUSB/E

agaaﬂ:uu@
qEPg=>e-

Where nis the horizontal indes and m is the vertical mdes.

Define pasi_intra_address as the macroblock_address of the most recently retrieved intra-codsd macroblock
within the slice. 11shall be reset to -2 at the begimming of each slice

Then det_recon[m][(n] shall be computed by any means equivalent to the following procedure for the first
luminance block:

for (m=0; m<8; m++) {

for n=0; n<8; n++) |
i=scanm]n];
det_reconfmlfn] = (2 * det_rzfi] ¥ quantizer_scale * intza_guani{m][n] ) /16 5
if (( det_recon[m]fo] & 1)=0)

det_recanfmi[n] = det_recon[m][n] - Sign{dct_recon{m}nh ;

if (dct_recon[m][n] > 2 ¥7) dct_reconm][n] = 2 047 ;
if (det_recoa{m][n] < -2 (48) det_recon[m]n] = -2 (48

|

)

det_reconf0][0] = det_z2{0] * 8 ;

if ( {macioblock_address - past_inira_address> () )
det_recon(0][0) =(128 * 8) +dd_secon[N]{D] ;

det_recon[0f0)=det_dc_y_past+ det_recon[0][0] 5
dat_dc_y_past = dd_secon[0][0] ;

Note that this process disallows even valeed numbess. This has been found o prevent accurmulation of
mismatch errors,

else

32
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For the subsequent luminance blodks in the macroblock, in the order of the list defined by the armay
patiem_code(]:

for (m=0; m<8&; m++) |

for (n=00; n<8, n++) {
i = scanfm][mn] ;
dct_seconfm][n) = ( 2 * det_zz{i] * quandzer_scale * intra_quant/m][n] ) /16 ;
if( (dei_reconfm]n] & 1)==0)

det_recon[m][n] = det_recon|m][n| - Sign(dci_recon[m}{n]) ;

if (det_reconin][n] > 2047) dcl_recon[m](n} =2 047 ;
if (det_recon[m][n] < -2 048) det_recon/m](n] = -2 048 ;

|

)
det_recon[0)[0f =dd_dc_y_past + (dot_zz[0]* 8)
dot_de_y_past = det_repon[0j[0] ;

For the chrominance Cb block,:

for (in={: m<8; m++) {
for (=0; n<8; m-+) (
i=scanfm]f] ;
det_reconfm|[n} =( 2 * dei_ze[i] * quantizer_scale ¥ intra_quan((m’[n] ) /16 ;
if{ (dei_reconfmin] & 1)=10)
det_recon[m]{n] = det_recon/m|[n] - Sign(dct_recon[m]fn]) ;
if (det_recon[m)[m] > 2047) da_seconm][n’ =2 047 ;
if (det_recon[m][n] < -2 048) det_reconm][n] = -2 048 ;
|
]
det_recon[0)[0] =dat_zz{0] = 8;
if ( ( macroblock_addeess - past_mntza_address 1>1)
det_recon[010] = (123 * 83+ det_recon[0][0] &

dc_recon[01]0] = det_dc_ch_past + dct_recon[0][0] ;
det_de_ch_past =dct_recon{010] ;

For the chrominance Cr biodk, :

for (in=0; m<8; m++) {

Tor (n=(; n<B; n4) |
i = scan{m](n] :
det_reconn|fo] =( 2 *da_zz[i] * quantizer_scale * mua_quan(m|(n] ) /16 ¢
if ( (dd_reconfm)n] £ 1)=10)

det_recon[m][a] = det_recon[m][n] - Sign{del_reconfm][n]) ;

if (det_reconfm][n] > 2047) da_reconfm](n] =2 047 ;
if (dct_recon[m][n] < -2 48) det_reconfm][n] = -2 048 ;

|

}

det_recon[0](0] =det_zz[0] * 8;

if ( ( macroblock_address - past_intra_address ) > 1)
det_recan(0][0] = (128 *8) + dct_recon [01(0] ;

det_recon[0][0] = det_dc_er_past+ det_recon([C)[C] ;
det_de o past=dei_recon[0][0] ;

else

After all the blocks in the macroblock are processed:
pas|_intra_address = macoblodc address ;
Values in the coded data elements leading 1o dct_recan[0][0] < Oor det_recon|0](0] > 2 047 are mot penmitted,

Once the DCT coefficients are reconstructed, the inverse DCT transform defined inannex A shall be applied
t0 obtain the inverse ransformed pel values in the range [-256, 255). These pel vzlues shall be limited o

Page 43 of 124 *



ISO/IEC 11172-2: 1993 (E) @ ISOIMEC

the range [0, 253] and placed in the luminance and chrominance matrices in the positions defined Ly
mh_mow, mb_column, and the Estdefined by the array patlem_code(].

2.4.4.2 Predictive-coded macroblocks in P-pictures
Predictivecoded macroblocks in P-Pictures are decoded in two sieps.

Fisst, the value of the forward motion vector for the macroblock is reconstucied and a prediction
macroblock is formed, as detziled below.

Second, the DCT coefficient information stored for same or all of the blocks is décoded, dequaniized, inverse
DCT ransformer, and added [0 the prediction macroblodk.

Le! recen_right_for and recon_down_for be the reconstructed horizontal and venical camponents of
the motion vector for the current macroblock, and recon_right_for_prev and recan_down_for_prey be the
reconstricted motion vectar for the previous predicti ve-coded macroblock. Ifthe current macroblock is the
first macrobleck in the slice, or if the 1ast macroblock that was decoded contained o motion vector
information (cither because it was skipped or macroblock_motion_forward was zem), then
recon_gight_for_prav and recon_down_for_prev shall be sef (o zero.

If 5o forward motion vector datz exisis for the current macmhlnék [either becanse il was skipped or
macroblock_motion_forward = 0), the motion vectors shall be set (o zero,

If forward metion vector data exisss for the current macroblock, then any mems equivalent 6 the following
procedure shall be used o reconstruct the motion vecior horizontal and veriical components.

forward_r_size and forward_f are derived from forward_f_cnde as follows:

forward_r_size = forward_f_cods -1
forward_f= 1 << forward_r_size

if ({forward_{ = 1) li (motion_horizoatal_forwand code==0] ) |
complement_herizontal_forward_r ={);

} else {
canplement_borizontal_forward 1 =forward_f- 1 - motion_horizonial _forward_r;

!

if ( (forward_f = 1) l (motion_vertical_forward_code=—0))
camplement_vertical forward 1=0;

) else

}
right_litile = monon_borzontal_forward_code * forward_f;

if (right_litle—= 0) {
right_big = (;
) else {

camplement_vertical forward_r = forward_f - 1 - molion_vertical_forward_r;

if (rvight_Tittle > 0) {
right_little = right_little - complement horizontal_forward _r |
right_big =right_little - (32 * forward_f};

} else |
right_little = right_little + complzment_borizontal_forward_r ;
right_big =right little + (32 * forward_{);

34
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down_little = mobor_vertical_forward_code * forward_f;
il (down_litde =0) [
down_big = (;
Jelee {
il (down_liude >0) {
down_little = down_littlc - complement_verteal forward r;
down_big = down_liitle - (32 * forwerd_);

down_littke = down_litte + complemneni_vernical_forward 1 ;
dowr_big = down _litle 4 (32 * forward_f);

Jelse {

)

Values of forward_f, motion_borizontal_forward_zode and if present. motion_horizoatal_forward_r shall be
such that right_litde is not equal 10 forward_f * 16.

Values of forwand_f, motion_vertical_forward_code and if present, motion_vertica!_forwasd_r shall be suca
that down_little is not equal to forward_[ * 16,

mar ={ 16 * forward_f ) -

min=( -16 * iorward_f ;

ew_vecior = recor_right_for_prev + right_lintle ;

il ( (new_vector <= max| && (new_vedo >= min) )
recon_right_for= recon_right_for_prev + right_little ;

recan_night_for= recon_righl_for_prev + right_big
recon_right_for_prey = recon_right_for ;

else.

if ( full_pel_forward_vector ) reeon_right_jor= recon_right_for << 1;
new_vecior = recon_down_for_prev + dows_liuk ;
if ( (new -vector c=max| && (new_vector >=min) )

recon_down_for = recon_down_for_prey + down_Euk
else

recon_down_for = recon_down_for_prey +down_big ;
recon_down_for_prev = recon_down_for ;
if ( full_pel_forward_vector) recon_down_for = recor_down_for << 1 ;

The mation vectons in whole pel units for the maaroblock, right_for and down_for, and the balf pel unic
flags, right_balf_for and down_half_for, are compuied as follows:

for chrominance

right_for = ( recon_right_for/ 2) »> 1 ;
down_for = (recon_down_for /2 )>> 1,
right_half_for =recon_right_for2 - (2*right_for) ;
down_half for= recon for/l - (2*down_fon);

for lumninance
right_for = recon_right_for >> 1
down_for = recon_down_for 5> | ;
right _har_rmﬂ I'an_nghLbr (z*ngnt_ror) ;

Motion vectars leading to references outsice 2 reference picture’s boundaries are not allowed.

A positive value of the reconstructed horizonial motion vector (ight_for) indicaies that he refersnced area of
the past reference picture is © e right of the macroblock in the coded picture.

A positive value of the reconstructzd vertical motion vector (down_for) ndicates that the refesenced aea of
the past reference picture & below the macroblock in the coded picture.

Defining pel_past[][] as the pel valnes of the past piclure referenced by the forwand motion vector, and
pe!lJl &s te predicters for the pel values of the block being decoded, then:

if ( (! right_ha¥_for)&& (! down_half _for) )
peli]j]= pel pastfi+down_for]{jright_for] ;
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if ( (! right_helf _for) && down_half_for)
pel(i](j] = ( pel_past{i-down_for)(j+ngh(_for] +
pel_past{ivdown_for+1|[j+right_for]) /Z;

if{ right_hal¥ for && ( down_haif for))
pel[illj] = ( pel_pasi[i+down_foi][j+right_for] +
pel_past[i+down_for[j+right_for+1]1) // 2;

if { right_half_for && down_kali_for )
pellil[j] = ( pel_past[i+cown_for][j+right_for] + pel_past[i+down_for+1J[j+right_for] +
pel_past[i+down_for][j+right_for+1] + pel_past[i-+down_for+| [{}+nght_for+1| ) // 4 ;

Define non_inra_quant[m][n] (o be the nen-inta quantizes matrix thal is specified in the sequence header.

The DCT coeflicients for each block presentin the macroblock shall be reconstrected by any means
equivalent o the following procedure:

for { m=0; m<8; m++ ) |
for (0=0; n<8;n++ ) {
i=scanm]n];
det_recon[m]n] = ( { (2 * doi_zzfi}) + Signldei_zz[i]) ) *
guantzer_scale * von_intra_quantm][n] ) /16
if ( (det_reconfmim] & 1)=10)
dct_recon[m][n] = &et_reconfm|[n] - Sign(dct_recon[m1[nl) ;
if (dct_recon[m)[a] > 2047) dei_reconfm]n] = 2047 ;
if (det_recon[m][n] < -2048) det_reconfin]{n] =-2045 ;
if ( detzzli] = 0)
det_reconfm]in] =0;

}
det_recos[m](n] = 0 for all-mn, n in skipped maaroblocks and whan pattem|i] == 0.

Once the DCT coefficients are reconstructed, the inverse DCT transform defined in annex A shall be applied
10 obtain the inverse transformed pel values in the interval [-256, 255]. The inverse DCT pel valuss shall
be added to the pelfi]{j] which were computed above vsing the motion veciors. The result of the addition
shall be limited © the interval [0,255]. The location of the pels is determined from mb_row, mb_colamn
and the pattern_code Hist

2.4.4.3 Predictive-coded macroblocks in B-pictures
Predictive-coded macroblocks in B-Pictires are decoded in four sieps.

First, the value of the forward motion vector for the macroblock is reconstructed from the retrieved forward
motion vector information, and the forward motion vector reconstrucied for the previous macmblock, asing
the same procedure as for calcalating the forward motion vector in P-piciures. However, for B-pictures the
previous reconstructed motion vectors shall be reset only for the first macroblock in a slice, or when the
last macroblock that was decoded was an mtm-coded macroblock. If no forward motion vector dam exists for
the current macroblock, the motion yectors shall be obtained by:

recon_right_tor = recon_right_for_prey,
recon_down_for = recon_down_Be_prev.

Second, the value of the backward motion vecter for the macioblock shall be reconstructed from the
retieved backward motion vecior information, and the backward motion vector reconsiucted for the
previgus macroblodk using the same pmocedure as for calculating (he forward motion vecior in B -pictures.
In this procadure, the vanahbles neaded to find the backward motion vector are substituied for the variables
needed w find the forward motion vector. The variables and coded daw demeants used to calculate the
backward moton vector are:

recon_right_back_prev, recon_down_back prev, backward_f_code, full_pel_backwamd_vector

motion_hcrizonial_beckward code, motion_harizontal_backward_r,
mption_vertical backward_code, motion_vertical_backward _r,
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backwaed r_size and backward_fare denived from backward_f_code as follows:

backward_r_size =backward £ code -1
backward f= 1 <<backward r_sizz

The followimg variables result from applying the algosithm in 2.44.2, modified as described in the
previous paragraphs in this clanse:

rght_for right_half for down_for down_half_[or
right_back right hzlf back down back  down_half_back

They defing the integral and halfpel value of the rightward and downward components of the forward metion
vector {which references the past picture in display order) and the backward motion vector {(which references
the future picure in display onder).

Third, the-predictors of the pel values of the block being decoded, pel []1], are calculated. 1 only forward
motion vedor infommation was retrisved forthe macroblock, then pel(]{] of the decoded picture shall be
calculated according o the fommalas in 24.4.2. 17 only backward motion vecior information was retriaved
for the macroblock, then pel[][] of the decoded picture shall be calonlated actording to the formulas in the
predictive-coded macroblock clause, with "back™ replacing "for", and pei_future(][] replacing pel_past(][]. I{
both forwand and backward motion vectors mformation are retricved, then let pel_for{][] be the value
calculated from the past picture by use of the réconstructed forwaril motion vector, and let pel_back(][] be
the value calculated from the fuinre picture by use of the reconstructed backward motion vector. Ther the
value of pel[](] shall be caleulated by:

pelfll] = ( pel_forlf] + pel_back([1 ) #2:
Define non_intra_quant{m][n] tobe the non-inwa quaniizer matrix that is specified in the sequence heades.

Fourth, the DCT coefficients for each bleck present in the macroblock shall be reconstructed by any means
equivalent Lo the following procedure:

for ( m=0, m<§; m++ ) {
for ( n=(% n<8; n++) {
i=scan[m]n];
det_recon[m]n] = ({ @ * der_zzfi]) + Sign(de_zzfi]) ) *
quantizer_scale * non_intra_quantiini[n) )/ 16 ;
if (( dct_reconfmlin] &1 3=0}
det_recon[m]{n] = det_recon[m][n] - Sgn(da_secon[m]n]) ;
if (dct_recon[m]in] > 2 047) det_recon|m][u) = 2047 ;
if (det_recon[m]n] < -2 048) dot_recon[m][n] =-2 (48
i (der_zz[f] ==0)
dot_reconimiin=10;

1
dct_recon[m)(n] =0 for all m, n n skipped macroblocks and whern patternli] == 0.

Once the DCT coefficients are reconstructed, the inverse DCT tansform defined in amex A sball be applied
to obiain the mverse transformed pel valoes in the range [-256, 255] The inverse DCT pel values shall be
added o pel[I[], which were computed above from the motion vedors. The result of the addition shall be
limited (© the interval [0,255]. The location of the pels is determined from mb_row, mb_column znd the
paitem_code list

2.44.4 Skipped macroblocks

For some macroblocks there are no coded data, that is neither motion vector information nor DCT
information is available © the decoder. These macroblocks are callzd skipped macreblocks and are indicated
when the macroblock_address_increment s greater than 1.

In I-pictures, all macroblocks shall be coded and there shall be g0 skipped macroblocks.
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In P-pictures, the skipped macroblock is defined o ke 2 macroblock with a reconstructed motioa vecior
equal to zero and no DCT coefficients.

In B-pictures, the skipped macroblock is defined to bave the same macroblock_type (forward, backward, or
both motion veciors) as (e prior macroblock, differental motion vectors equal to zero, and no DCT
coefficients, In 2 B-picture, a skipped macroblock shall not follow an istra-coded macroblock,

2.4.4.5 Forced updating

This function is achieved by forcing the use of an inira-coded macroblock, The update pattem s not

defmed. For control of accumulation of IDCT mismatch error, each macroblock shall be intra-coded at least
once per every 132 limes it is coded in a P-piciire without an intervening I-picture,

38
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Annex A
(nommative)

8 by 8 Inverse discrete cosine transform

The 8 by 3 inverse discrete cosine trinsformn for I-pictures and P-pictures shzll conform to IEEE Draft
Standard, P1180/D2, Jaly 18, 1990. For B-pictures this specification may zlse be applied but may be
unnccesserily stringznt. Note that davse 2.3 of P1IB(VD2 "Considerations of Specifying IDCT Mismatch
Ermors” requires the specification of periodic intra-ceding in order to contml the accumulation of mismatch
emors. The maximum refresh penod requirement for this part of ISO/IEC 11172 shall be 132 intra-coded
pictwres or predicive-coded pictres as stated in 2.44.5, which is the same as indicated in P1180/D2 for
visual elephony according to COTT Recommendation H.251 [SL
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Annex B
(rommalive)

Variable length code tables

Introduction

This annex contains the variable lzngth code twbles for nacroblock addressing, mwacroblock type,
macreblock pattern, motion vectars, and DCT coefficients

B.1 Macroblock addressing

Tzble B.1. -- Varlable length codes for macrobleck address_increment.

macroblock_address increment muacroblock_address_ incremient
increment VLC cods value icrement VLC code value
I 1 0000 0101 10 17
011 2 0200 0101 €1 13
010 K] 0000 0101 (O 19
0011 4 0000 0100 11 20
0010 5 0300 0100 10 21
0001 1 6 0000 0100 C11 22
0001 D T 0000 MO0 C10 23
0000 111 § 0200 0100 €01 24
0000 110 G 0200 0100 (00 25
0000 1011 10 0000 0011 111 26
0000 1010 1 0000 0011 110 217
0000 1001 12 0000 0011 101 28
0000 1000 13 0000 0011 100 29
00000111 14 0000 011 €11 30
0000 0110 15 0200 0011 010 3]
0000 010L 11 16 0000 0011 €01 32
D00 011 00 33
0000 0001 1K1 macroblock_stuffing
0000 (0001 (00 macrohiock pscape
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B.2 Macroblock type
The properties of the macioblodk are determuned by e macroblock type VLC according 10 these tebles.

Table B.2a. - Variatle length codes for macroblock type in intra-coded
pictures (I-pictures).

macroblock_ | macroblock . | macroblock . | maaoblock | magoblock, | macroblock

typeVLC code | quant motion_ motion_ paten intra &
] {! 1
0 0 1

Table B.2b. -- Variable length codes for macroblock type in predictive.coded
pictures (P-pictures),

Table B.2¢. -- Varjable length codes for macrcblock type in bidirectionally
predictivecoded pictares (B-pictures).

| macroblock . )| macroblock_ | macrodlock_ | macoblock_ | macronlock_ | macroblock_
‘ typeVLC code | quant motion_ motGon_ paltzm intra
forvard backward
10 ( 1 1 0 0
11 | 1 1 1 0
010 0 ] 1 0 0
011 () 0 1 1 0
‘ 0010 0 1 Q ] {
0011 0 1 Q 1 1]
00011 0 0 0 0 1
| 00010 1 1 1 1 0
000011 1 1 4] 1 ¢
000010 1 0 1 1 0
| DOOG0 1 1 0 Q { 1

Table B.2d. - Variable length codes for macroblock type in de intra-coded
pictures (D-pictures).

A1
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B.3 Macroblock paitern

Table B.3. - Variable length codes for coded_block_patiern.

coded_block_pattern coded_block_pattern ||

VLC code chp VLC cawde chp

111 60 0001 1100 35 i
1101 4 0001 1011 13 :
1100 8 0001 1010 49 ;
1011 16 0001 1001 21 -
1010 32 0001 1000 41

1001 1 12 0001 0L 11 14

10010 43 0001 0110 50

1000 1 20 0001 0101 22

1000 0 40 0001 0100 42

01111 28 0001 0011 15

0l110 44 0001 0010 51

0110 1 52 0001 0001 23

01100 56 0001 0000 43

0101 1 1 0000 1111 25

0101 0 6l 0000 1110 37

0100 1 2 0000 1101 26

0100 0 62 0000 1100 38 _
0011 11 24 0000 1011 29
0011 10 36 0000 1010 45 i
0011 01 3 0000 1001 53 i
0011 M 63 0000 1000 57

0010 111 5 0000 0111 30

0010 110 9 0000 0110 46

0016 101 17 0000 0101 54

0010 100 33 0000 0100 58

0010 011 6 D000 0011 1 3t

0010 010 10 0000 0011 ¢ 47

0010 001 13 0000 0010 § 55

0010 000 34 0000 0010 0 59

0001 1111 7 0000 0001 1 27

0001 1110 11 (000 0001 0 30

0001 1101 19

2
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E.4 Motion vectors
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Table B.4. -- Variable length codes for motion_horizontal_forward_code,
motion_vertical forward _code, motion_haorizontal_backward_code, and
motien_vertical_backward_code.
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motion I
VL code oude
D000 0011 D01 I-lG
000 0011 011 15
D000 0011 101 -14
0000011111 -13
0000 0100 001 -12
D0 0100011 -11
OO 0100 11 -10
0000 0101 01 9
00000101 11 -8
000 0111 =7
0000 1001 Il -6
0000 1011 -5
0000 111 -4
0001 1 -3
0011 2
01l -1
1 0
010 1
0010 2
00010 3
0000 110 4
0000 1010 5
0000 1000 &
0000 D110 4
0000 D101 10 3
0000 D101 00 9
0000 0100 10 10
0000 D100 010 i1
0000 D100 000 12
0000 D011 110 13
0000 DOL1 100 14
0000 D011 010 15
0000 DO11 000 16

43
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B.5 DCT coefficients

Tzble B.Sa -- Yariable lengih codes for dct_dc_size luminance.

VL codz oct_dc_swe_hmminance
100

00

o

101

110
e
1110
111110
1111110

B sl M LA Bt B e D

Table B.5b. -- Variable length codes for det_dc_size_chrominance.

L wode 1 dct_dc_size_clmominance

00

01

10

110

110
11110
111110
1111110
11111110

ﬁﬁ-ia\'ﬂ N S

44
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Table B.5¢. - Variable length codes for dot_coefT first and dol_coeff_next

det_ccefl_fwstand dot_coefl_next
vaniabie length code  (NOTEIL) || mun level
10 end_of_hlock
ls (NOTEZ) 0 1
s (NOTE3) ] 1
011s | 1
0100 5 0 2
0101 5 2 1
00101 s 13 3
00111 s 3 1
0011 D s 4 1
0001 10s | 2
0001 115 5 1
0001 018 6 1
001 K s 7 1
0000 110 5 0 4
0000 100 s 2 =z ;
0000 111 s 8 1 :
G000 101 s 9 1 '
0000 01 tscape
0010 0110 5 0 5
0010 D001 s 0 6
0010 D101 5 L 3
0010 D100 5 3 2
0010 D111 5 10 1 E
0010 D011 s 11 1
0010 0010 s 12 1
0010 0000 s 13 1
0000 001010 5 0 7
0000 0011 00 s | 4
0000 D010 11 s 2 3
DOR0 DT 11 s i 2
0000 01001 s 5 2
0000 0011 10's 14 1
0000 0011 01 s 15 1
0000 001000 s 16 1
NOTES
1 - The last bit 's' denotes the sign of the tevel, ' for positive
'l' for negative.
2~ Thiscode shall be used forde:_coeff_first. ;
3 - 'Thiscode shall 5 used for de_coeff_next i
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Table B.5d. -~ Variable length codes for det_coeff _first and det coefl next.
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da_coeff_first and det_coefl pext
_ variable ]cnglh code

|| n

fevel

0000 0001 1101 s
0000 0001 1000 s
0000 0001 0011 s
0000 0001 0000 s
0000 O0D1 1011 s
0000 0001 0100 s
0000 0001 1100 s
0000 0001 0010 s
0000001 1110 s
000 0001 0101 s
0000 0001 0001 s
00000001 1111 s
0000 0001 101C s
0000 0001 1001 s
0000 00010111 s
0000 001 011C s
0000 0000 1101 05
0000 QGO0 1100 1 s
60000000 110G 0s
0000 0000 10111 s
0000 0000 1011 O's
0000 000G 1010 1 s
0000 00 1010 0s
0000 0000 1001 1 s
0000 0C00 1001 0's
00000000 1000 1 s
0000 0000 1000 0 s
00000000 111118
00000000 1111 08
0000000011101 s
00000000 1110 0s
0000000011011 s

|

-0 000

-

— Tl B LA o I e el el e B e B el S B o IS RS RS N SR, W T e e ]

'1' for vegative.

NOTE - The last hit 's' denotes be sign of the level, ‘(" for positive,
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Tabie B.5e. -- Variable length codes for det_coeff_first and dct_coeflf_nexi (concluded),
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det_coefl_first andda._coeff_next
viriable length code (NOTE)
_

E

level

0000 0000 0111 11 5
0000 0000 0111 10 5
00000000 0111 01 5
OO0 0CGO0 0111 0D =
0000 0000 0110 11 s
0000 0000 011D 10 s
0000 0000 011D 01 s
0000 0000 0110 00 s
0000 0000 0101 11 5
0000 0000 0101 10 5
D000 0000 0101 01 s
0000 0000 0101 00 s
0000 0000 0100 11 5
D000 0000 0100 10 5
D000 0000 D100 01 =
0000 0000 0100 0D s
D000 0000 0011 (00 s
0000 0000 0010 111 s
DOOO 000C 0010 110 s
0000 0000 0010 101 s
DODO 0000 0010 100 5
D000 0000 0010 011 s
DODO 0000 0010 010 s
0000 0000 0010 001 &
D000 0000 0010 000 5
DODO 0000 0011 111 s
0000 0000 0011 110 s
D000 0000 0011 101 s
D000 D00 0011 100 s
00000000 0011 D11 s
2000 0000 0011 010 s
00000000 0011 001 s
0000 0000 0001 0011 s
D000 0000 (001 0010 s
0000 0000 0001 0D0L s
D000 0000 0001 0200 s
DONO 0000 0001 G100 s
DO0O 0000 0001 1010 s
D000 0000 0001 1001 s
0000 0000 0001 1000 s
D000 0000 0001 011l s
D000 0000 0001 0110 =
OO0 0000 0001 0101 s
D000 0000 0001 1111 s
0000 0000 0001 1110 s
0000 0000 0001 1101 s
0000 0000 0001 1100 s
D000 0000 0001 1011 s

e O e I N IR T o e B 0 e B e O S e e e I s e e e T B e e W o o W W o I

30
31

16
17
18
19
20
21
22
23
24
25
26
27
23
29
30
31
31

ol S S I N S R

NOTE - The last bit 'S’ denotes the sign of the Isvel, '0' for positive,

'1' for pegative,

47



ISONEC 11172-2: 1993 (E)

© ISO/AEC

Table B.5[. -- Encoding ef run and level lollowing an escape code either as a 14-bit
fixed length code (-127 <= level <= 127) or as a 22-bit fixed length code

(-255 <= level <= 118, 128 <= level <= 255).

(Note - This yields total escape code lengths of 20-bits and 2Z8-hits respectively).

forbidden
1000 0000 0000 0001 -255
1000 0000 (000 0010 || -254

1000 0000 0111 1111 [| -129
1000 0000 1000 0000 |f -128
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1000 0001 27
1000 0010 126
1111 1110
SCIRILT

frbiiden

0000 0001

0111 1111 127

0000 0200 1000 6060 || 128
0000 0000 1000 0001 129

0000 0000 1311 1131 Jf 255
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Annex C

(nommative)

Video buffering verifier

Consmant rzte coded viden bitsireamns shall meet constraint imposed through a Video Buffering Verifier
(VBV) defmed in davse C.1.

The VBV is abypathetical decoder which is conceptally connected © the oulput of an encoder. Coded data
are placed in the input buffer of the mode decoder at the constant bitrate that is being used, Coded data is
removed from the buffer as defined in C.1.4, befow. Itis a requirement of the encoder (or cdiwor) that the
bitstream il produces will not canse the VBV input butfer to either overflow or underilow,

C.1 Video buffering verifier

C.1.1 The VBV and the video encoder have the same clock frequency as well as the same picture rate, and
are operated synchronously.

C.1.2 The VBY bas an input buffer of size B, where B is given in the vbv_buifer_size field in the
sequence header.

C.1.3 The VBY input buffer is initially empty. Afier filling the input buffer will all the data that
precedes the firg pictore start code and the piciure start code itself, the inpat buffer is filled from the
bistream for the time specified by the vbv_dehy field in the video bitstream.

C.1.4 All of the picture data for the picture that has been in the buffer longest is instantzneously
removed. Then afier each subsequent picture interval zll of the picture data for the picture which ai that
time has been in the buffer longest is mstantareously removed.

For the purpoeses of thisannex picture dala mcludes any sequence header and group of pictare layer
data that inmedialely precede the picture start code as well as 21l the picture data elemeats and any
trailing stuffing bits or bytes. For the first coded picture in the video ssquence, any zero bitor
byte stuffing inmmediaiely preceding the sequence header is zlso included in the picture data.

The VBV buffer is examined immediately before removing any picture data and immediately after this
picture data is removed. Each limethe VBY 15 examined its occuparncy shall lie between zero bits md B
bits where, B is the size of the VBV buffer indicaled by vhv_buffer_size in the sequence header.

This is & reqquirement for the entire video biistream.

To meet these requirements the number of bits for the (n+ 17'th coded picture d. + shall satisfy

c!]”l )-Bn{-(ZRfP}tB

dml <=B1n + (R/P) Real-valued arithmetic is used mn (hese inegqualities.

o>={(
B = VBY receiving buffer size given by vby_buffer size * 16 384 bis.
Bn= the buffer occupancy (measured in bits) just after ime Y

R = bilrale measured i bitsis. The full precision of the bitraie mther than the rounded
value encoded by the bit_rsate field in the sequence header shall be used by the
sneoder in the VBV model.

P = nominal numbes of pictures per second

L =te tme when the n'th coded picturz is removed from he VBV buffer
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A Sequence & GOE bits:
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Figure C.l -- VBV buffer cccupancy
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Annex D
(informatve)

Guide to encoding video

D.1 Introduction

This annex provides background matenial to belp readers indezstand and implement this part of [SOAEC
11172, The normative chuses of this part of ISO/IEC 11172 do not specify the design of adecoder. They
provide even less infonmation about encoders; they do not spedify what algorithms encoders should zmploy
in order mpu&:celvalﬂbimm The normative material is written in a concise form aad contains few
examples; conseguently & noteasy to inderstand. This anpex atiempts to address this problem by
exphining coding methods, giving examples, and discussing enceding and decoding algorithms which are
not direcdy covered by this part of ISO/IEC 11172,

The normative clauses specily the bitsiream in sucha way that itis fairly straighiforward 1o design o
compliant decoder. Decoders may differ considerably m architecture and implementation details, but have
very few choices (ring the decoding process: the mathods and the results of the decoding process ars dosely
spedfied. Decoders do have some freedom in methods of pest processing and display., but the results of
such post processing cannot be used in subsequem decoding steps.

The situation is quite different for encoders. This part of ISO/AEC 11172 does nat specify bow to designor
implement sn encoder whick produces good quality videc. This ennex devoles a major past 1o discussing
eacoder algorithims.

This part of [SOMTEC 11172 was developed by ISOAEC ITC LISC29/WG1 1 which & widely known as
MPEG (Moving Pictiwres Expert Geoup). This part of ISO/IEC 11172 wis developed in response io
mdustry peeds for an eficient way tfsu)ring and retrieving audio and video information on digital siorage
media (DSM), CD-ROM is an inexpensive mediom which can deliver data at approximately 1,2 Mbits/s,
and this partof INOAEC 11172 mmedﬁappwnmaidylms data nite. The "corstrained parameters
bitstrezn®, 2 subset 0f all permissible bitstreams that is expeced o be widely used, is limited to dag rates
up to 18560(11 bit/s. However, it should be noted that this pat of ISO/IEC 11172 is no: limited to this
value and may be vsad at higher data rates.

Two other relevant Internationsl Standards were being developed dwing the work of the MPEG videy
commiltee: H.261 by CCITT aimed at telecommunications applicafions (5], and ISO/IEC 10918 by the
ISOAEC JITCUSC29 (JPEG) commintee aimed at the coding of «till pictures [6]. Elements of both of
these standards were incorporated itko this part of ISOTEC 11171, but Subsequen! development work by the
commiltee resulied in coding elements that are now to this part of ISOYIEC 11172, Le Gall (2] gives an
account of the method by which ISOAECITCI/SC29/WG11 (MPEG) developed this part of ISO/MEC
11172, and a summary of this part of ISO/AEC 11172 itself.

D.2 Overview
D.2.1 Video concepis

This part of ISO/IEC 11172 defines a formal for compressed digital video, This anvex describes some ways
in which practical encoders and decoders might be implemenied.

Although this pan of ISO/IEC 11172 i quite flexible, the basic algorithms have been tmed 1o work wel
atdata ras of about 1 1o 1.5 M bity/s, al spatial resolutions of about 350 pels horizontally by abouat 250
pels vertically, and picture rates of about 24 1030 pictures/s. The use of the word “picure® as opposed to
"frame’ is deliberate  This pan of ISOMEC 11172 codes progressively-scanried images and does nolt
recognize the concept of interlace, Interlaced source video must be converied 10 4 non-imderlaced format
before coding. Alter decoding, the decoder may optionally produce an inerlaced formal for display.

‘This part of ISO/IEC 11172 i8 designed 10 penmit several methods of viewing coded video which are
normally associated with VCRs such as forward playback, freeze picture, fast forwand, fast reverse, and slow
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forward. In addifion, mndom accessmay be possible. The akility of the decoder to implement these modes
depends 0 some exient on the aature of the digital storage medivin on which the coded video is siored.

The overall process of encoding and decoding is illustratzd below:

Source Preprocessing Encoding —I
Storage
o~ and/cr
Transmissicn
Decoding Posprocessing Display —

Figure D.I -- Coding and decoding process

Figure D.1 shows a typical sequence of operations that must be pediormed before moving pictures can be
seen by a viewer, The mnencoded source msy exist in many forms, such as the CCIR 601 format Clause
D.3 describes how such a source may be converted into the appropriaie rescluton for subsequent encoding.
In the encoding siep, the encoder must be aware of the decoder buffer capacity, and the need of the decoder (©
match the rate of the media to the rate of illing the picmre baffer with each saceessive picture. To this
end, amodel of the decoder buffer and its overflow and mderflow problem is introduced in D.4, and ratz
contral is desaibted mD6.1 The structure of an ISOMEC 11172-2 bitsvrean is covered in [).3, is are the
coding operations that compress the video. Following the encoding process, the bissteam may be copied o
a storage medium. To view the moving pictures, the decoder accesses the [SO/IEC 11172-2 bitstream, and
decodes it zs described in D7 Postprocessing for display is described in D.8.

D.2.2 MPEG video compression techniques

Video is represented as a succession of mdividual pictures, and each piclure is treated as a two-dimensionzl
array of pidure elements (pelsj. The colour representation for each pel comsists of three components: Y
(luminance), and two chrominance components, Cb and Cr.

Compression of digitized video comes from the use of several echniques: subsampling of the chrominance
information 1o match the semsitivity of the human visual system (HVS), qnantization, motion
compensation (MC) to exploit temporal redundancy, frequency transformation by discrete cosing ransform
(DCT) to exploit spatial sedandancy. variable length coding (VLC), and picture nterpolation.

D.2.2.1 Subsampling of chrominance information

The HVS is most sensitive io the resolution of an image's luminance canponent, so the Y pel values are
enooded at full resalution. The HVS is less sensitive to the chraminance information. Sabsampling reduces
the number of pel values by systematically combinirg them with a type of averaging process. This reduces
the amount of information te be compressed by other technigues. The Intereational Standard retains one set
of chrominance pels for each 2x2 neighbourhood of luminance pels.

D.2.2.2 Quantization

Quantizaticn represenis & range of values by a single valuc in the range. For example, converting aneal
nunber o the nearest integer is a fomn of quantzation, The guantized range can be concisely represented as
an integer code, whichcan be used © recover the quantized value during decoding, The difference between
ihe actual valve and the quantized value is called the quantization noise, Under some circamsiances, the
HVS is less sensitive i quantization noise 0 such noise can be allowed to be large, thus increasing coding

efficiency.
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D.2.2.3 Predictive coding

Predictive coding & atechnique (o improve the comipression thsough statistical redundarncy. Based on values
of pels previously decoded. both the encoder and decoder can estimate or predict the valve of £ pel yet o be
encoded or decoded. The difference between the predicted and actual valees is encoded. This difference value s
the prediction error which the decoder can 1se (o comedt the prediction. Mostenor values will be small and
claster aroand the value O since pel valoes typically dc not kave large changes within asmall spatial
naghbourbood. The peobability distribution of the prediction ewror is skewed and compresses better than the
distribudon of the pel values themselves. Addiional infornation can be discarded by quanuzing the
prediction 2nor. In this Intermational Standard predictive coding is also used for the dc-valoes of successive
luminance or chrominance blocks and in the eascoding of motion yedors.,

D.2.2.4 Motion compensation and interframe coding

Motion compensation (MC) predicts the values of a block pels in a picture by relocading a block of
neighbouring pel values from a knowa picture. The motion is described as 2 two-dimensional motion
vector that specifies where to retricve a block of pel valucs from a previously decoded picture that & used to
predict pel values of the current block. The simplest example is a scene where the camera is not moving,
and no objects in the scene are moving. The pel values at each image Iocation remain the same. and the
mation vector for cach block is 0. In geneml however, the encoder may transmit a motion vector for each
macrblock. The ranslated block from the known piciure becomnes a prediction for the block in the picture
tobe encoded. The technique relies on the fact that withis a short sequence of picnires of the same general
sczne, mary objecis remain in the same iocation while others move only a shont distance.

D.2.2.5 Frequency iranslormation

The discrete cosine transfoarm (DCT) converts an 8 by 8 block of pel values 10 an 8 by 8 matrix of
horizonial and vertical spatial frequency coelficients. An 3 by 8 biock of pel values czn be reconstructed by
performing the nverse disoretz cosine rsiorn (IDCT) on the spatial frequency coeffidents. In general,
mostof the esergy s coacentiated in the low frequency coeflicents, which are conventionally wriken in the
upper lefl comer of the ransformed matrix. Campression is ackeved by a quantization siep, where the
quantizaticn intervals are identified by an indez. Singe the encodes ideniifies the inerval and rot the exact
value within the inierval, the pel values of the block recorstucied by the IDCT have recuced accuricy.

The DCT coefficient in location (0,0) (upper left) of the block eprsents the zero bonzontal ad zero
vertical frequency and is called the de coefficient. The de coefficient is propotional to the average pel value
of the 8 by 8 bleck, and additional compression is provided threugh predictive coding since the difference in
the average value of neighbouring § by § blocks lends to be relatively small. The othzr coefficients
represent ane or more nonzero horizootal or nonzero vertical spatiel frequencies, and are called ac
coefficients. The quantization level of the coefficients coresponding to the higher spatial freguencies favors
the creation of an ac coefficient of D by choosing a quantization step size such hat the HVS Is unlikely o
percaive the Ioss of the particular spatial frequency unless the coeffigent value Bes above the particalar
quantization kvel. The satistical encoding of e expected runs of consecutive zero-valued coefficients of
higher-order coefficients accounts for considenible compression gain. To clusier nanzero coefficien's early in
the series and eucode as many zero coefficients as possible following the last nanzero coefficient in the
onjering, the cocflicient sequence is specified D be & zig-2ag ordering; see figure D.30. The ordering
concentrates the hiphest spatizl frequiencies at the end of the series.

D2.2.6 Variable-length coding

Varizble-length coding (VLC) isa staistical coding technique that assigns codewords to values o be
ercoded. Valoes of high frequency of eccunence are assigeed short codewaords, and these of infrequent
occumresce are assigned Jong codzwords. On average the more freguent shorter codewords cominate, such
that the code string is shorker (han the original data.

D.2.2.7 Picture interpolation

If the decoder reconstructs a picture from the pastand 2 picture from the future, (hen e inkemediae
pictures can be reconstrucied by the techaique of interpolation, or bidirectional praficion. Blocks in the
imermediae piciures can be forwand asd backwand predicted and tanslaied by meanas of mation vectors, The
decoder may recomstruct pel values bedooging © a given block as an average of values from (he padt and
future pictares,
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D.2.3 Bitstream hierarchy

The ISONEC 11172-2 coding scheme is amranged in layers comespoading toa bierarchical stuctue. A
sequence is the top layer of the coding hizrarchy and consists of a header and some rumber of groups-
of-pictures (GOPs). The scquence keader initializes the state of the decoder. This allows decoders to
decode any sequence without being affected by past decoding hisiory.

A GOP is a random access point, i itis the smallest coding urit that can be independently dzcoded
within a sequence, and consists of a header and some numbey of pictures. The GOP header contains time
and editing mformation.

A picture corrzsponds 10 a single frame of motion viden, or ko a movie frame. There are four pictive
types: I-pictures, o1 inira coded pictures, which are coded without reference o any other pictares; P-
pictures, or predicive coded pictures, which are coded using motion compensation from a previous I or P-
picture; B-pictures, or bidirectionally predictive coded pictures, which are coded using motion
ompensation from a previoes and a future | or P-pictare, and D pictures, or I2 pictiuces, which are intended
anly for a fast forward search mode. A typical coding scheme contains a mix of §, P, and B-piciures.
Typicelly, an I-pictre may ocour every half a second, to give reasonably fast sandom access, with two B-
pictures inserted betwesn each pair of [ or P-pichires.

il e \é_/\_‘)(__/

Figure D.2 -- Dependency relationsbip between I, B, and P.pictures

Figure D2 illustrates a number of pictures indisplay order. The arrows show the dependency relationship of
the predictive and bidirectiopally prediciive coded pictures,

Note that because of the picture dependencies, the bitstream order, ie. the order in which pictures are
ransmitted, stored, or retrieved. is not the display arder, but rather the order which the decoder requizes them
to decode the hitsiream.  An example of a sequence of pictares, in display ocder, might be:

A B P EHEBPREPRBEILIBRPRBIAP
1 2 3 4 5 ¢ 7 8 9 1011 12 13 14 15 16 17 1§

[
0
Figure D.3 -- Typical sequence of pictures in display order
whereas the bistream crder would be as shown below:

'R BB BB B s B R BR
03 w2 48 0 F 8 1 WH IS4 AK 1617

Figure D.4 — Typical sequence of pictures in bitstream order

Becaise the B-pictures depend on the following (in display order) Lor P-picture, the [ or P-picture must be
ransmited and decoded before the deperdent B-picures.

Pictures consist of a header and one or more slices. The picture header contains time, picture lype, and
ending informetion,

A slice provides some immunity 0 data corpiion. Should the bitstream become unreadable within a
pictire, the decoder should be able to recover by waiting for thenext slice, without having t drop an entire

pictare.
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Stices coasist of a header and one or more macroblocks. At the stast of each slice all of te predictors,
for dc values mnd motion vectors, are resct. The slice header contains position and guanizer scale
iaformation, This s sufficient for recovery from local coruption,

A macroblock is the basic unit for motion compensation and quentizer scale changes

Each macroblock consists of a header and six component § by § blocks: four blocks of luninance, one
block of Ch chrominance, and one bleck of Cr chrominance. See figare D.5. The macroblock beader
contaies quandizer scale and motion compensation Information.

S (R 2

2 13

Y Ch Cr
Figure D.5 -« Macroblock structure
A macroblock coniains a 16-pel by 16-line section of luminance canponent and the spatially
corrzsponding 8-pel by 8-line section of each chrominance component. A skipped macioblock Is one for
which oo inforation is stored [see 244 4).

Note thatthe pictire anea covered by the four blocks of luminance is the same as the area covared by each of
tie chmmimnce blocks. This is dus to subsampling of he chrominaace information

Blocks are (he basic coding unil, and the DCT is applied at this block level. Each block contzins 64
component pels arranged in an § by § aray as shown in figue D6,

Figure D.6 - Block structure
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D.2.4 Decoder overview

A simplified block diagram of a pessble decoder implementation js shown below:
Irvese

| Irpu: YLC - zig-zap k| Ioverse

B [ Lunh v DeT

- Forward
—ey Previons L. g - =
Bt M | Pisplay | o

=gy [nterpolaed
:I ] MO
Future

Dackward

Deceded Viden

Figare D.7 — Simplified decoder block diagram

It 1 instructive 1o follow the method whick the decoder uses b decnds a bitstieam tontaining the sequence
of pictures given in Fig D4, and display them m be order given m Fig D.3. The following description i
simplified for clarity.

The inpat bitstream is accumulated i the Input Buffer untll needed. The Vanable Length Cade (VLC)
Decoder decodes the header of the first piciure, picurs (1, and detennines that it is an l-picture. The VLC
Decoder produces quantized coefficients corresponding to the quanozed DCT coefficients. These are
assembled for each 8 by 8 block of pels in the image by inverss zig-zag scuming. The invense Quantizer
produces the actual DCT coefficients using the quantizaiion siep size. The coefficiznts are then ranslormed
into pel values by the Inverse DCT tmnsformer and stored in the Previous Pictwre Stwre and ibe Display
Buffer, The piciure may be displayed at the appropriale time.

The VL.C Decoder decodes the header of the next piciure, picture 3, aad determines that it & a P-picture.
For each biodk, the VLC Decodzr decodes motion veetors giving the displaicement from the siored previous
picture, and quantized coefficients coresponding 1o the quantized DCT coeffidents of the difference blodk.
These quantized coefficienis are inverse quantized 1o produce the actual DCT coefficients, The coefficieats
are then transformed into pel difference valses and added to the predicied block produced by applying the
motion vectors 10 blocks in the stored previous picture. The resultant block is stored in the Fuure Picnure
Store and the Display Buffer. This picture cannot be displayed unul B-picturcs 1 and 2 have been weceived,
decoded and displayed.

I'he VLC Decoder decodes the beader of the sext picture, picture 1. and deermines that it is a B-picture.
For each blodk, the VLC decoder decodes motion vectors giving the displacement from the stored previous
or future pictures o both, and geantized coslficients conesponding (o the quantized DCT coefficents of the
difference block. These quandzed cocfficients are inverse quantized 1o produce the actual DCT coeffiGents.
The coeificients are then inverse transformed into difference pel valees and added to the predicied black
produced by applying the mation vectos © the stored pictres. The resulan! block is tien stored in the
Display Buffer. Itmay be displayed at the appropriate tme.

The VLC Decoder decodes the header of the next picture, picure 2, aad determines that it & a B-picture. It
is decoded using the same method as for pictere 1. After decoding picture 2, picture 0, which is in the
Previous Picture Siore, s no longer needed and may be discarded.

The VL Decoder decodes the header of the seat picture, picture 6, and determines that it is a P-piclure.

The picture in the Fulure Ficture Store is copied into the Previoes Picture Store, then decodisg proceeds as
for picwre 3. Picture 6 should not be displayed until pictures 4 and 5 have been received and displayed.
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The VLC Decoder decades the header of the next piciure, picture 4, and determines that il is a 3-pictare. It
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the neat picture, pictire 5, and determines that it isa B-picture. It
is decoded using the same method as for piclure 1.

The VIC Decoder decodes the header of the next piciure, picture 9, and determines that it is a P-picure. It
then proceeds as for piclure 6.

The VLC Decoder decodes the header of the next picture, picture 7, and determires 1hat i is a B-picue. It
is decoded using the same method as for picoure 1.

The VLC Decoder decades the header of the next piciure, picture 8, and determites that i is a B-picure. 1t
is decoded using the same method as for picture 1.

The VLC Decoder decodes the header of the next picture, picture 12, anc determines that it is zn [-picture. It
is decoded using the same method as for picture O, This process is repeaied for the subsequent pictures.

D.3 Preprocessing

The source material may exist in many forms, e.g. compuier files or CCIR 601 format, but is general, it
must be processed before being encoded. This dause discusses some aspecis of preprocessing,

For 2 given data rate and source material, there is an ppimum picture rate and spatial resolution a1 which io
code if the best perceived qualily is desired. If the resoiution is too high, then too many bits will be
expended on the overbead assocated with 2ach block leaving Lo few 10 eode the values of each pel
accurately. If the resolution is 0o low, the pel valwes will be rendered accuraiely, buthigh frequency detail
will be lost. The optitnum resolution represeats a tradeoff between the various cocing artifacis (e.g. roise
and blockiness) and the perceived resolution and sharpness of the image. This tradeofT is fusther complicated
by the enknowas of the final viewing conditions, e.g. saeen brighmess and the distance of the viewer from
the streen,

Al datarales of 1 1o 1,5 Mbiisf, reasomabse choices are: picture rales of 24, 25 and 30 pictures/s, a
herizontal resohition of between 250 and 40K pels, and a vertical rescoluion of between 200 asd 300 Iines.
Note that these values are nol hortative and other picture rates and resolutions are valid.

D.3.1 Conversion from CCIR €01 video to MPEG SIF

The two widely vsed scanning standards for colour television are 525 and 625 lines a1 29,97 and 25 frames/s
respectively, The number of lines confaining picture information in the transmitted signal is 484 for the
52540z sysiem and 576 for the 625-line sysiew. Both use interlaced scanning with two fields per picture.

CCIR Recommendation 601 defines standards for the digital coding of colour television signals in
component form. Of these the 4:2:2 standard has becmne widely adopted; the sampling frequency used for
the luminance signal, Y, is 13,5 MHz and the two colour difference signals, Cb or B-Y and Cr or R-Y, are
both sampled al 6,75 MHz. The number of lumimnce samples in the digital active line is 720 but only
about 702 will be used in practice by the analogue active line.

The number of pictire elements in the beight and width of the picture, in the standards defined above, are
wo large foreffective coding at data rates between 1 and 1.5 Mbit/s. More appropnate values are obtzined
by decreasing the resolution in both directions © 2 half. This reduces the pel rale by 2 factor of four.
Intedace should be avoided s it increases the difficulties in achieving low data rates.

One way o reduce the vestical resolution is 10 use only the 0dd or the even fields. If the other fizld is
simply discarded, spatial aliasing will be introduced, and this may produce visible and objectionable
artifacts. More sophisticared methods of rate conversion require more computational power, but can
perceptibly redece the zliasing artifacts.

‘The horizonial and vertical resolutions may be halved by filtering and subsampling. Consider a piciure in
the 4:2:2 formal. See the CCIR 601 sampling patem of figure D.8(a). Such a sampling patiern may be
convened to the SIF sampling patiern of figure D.3(b) 2s follows. The odd ficld only may be extracted,
reducing the numbes of lines by two, and then 2 horizontal decimation filter used on the remaining lines to
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reduce the horizontal resoluion by a factor of ftwo. In addition the chrominance values may be vertically
decimated. The filiers for luminancz and chromimnce have 10 be chosen carefully since particular attenton
has to be given to the location of the samples in the respective [ntemational Standards. The temporal
relationship between luninance and chrominance mist also be comect.

P © ¢ © q O o)

P o ¢ O I I
P © ¢ O @ 0 o
@ p o
¢ o 9 9 4 O %
¢ o ¢ © 1 [ I
® o & o ¢ O O

(a) Sampling pattem for 4:2-2 (CCIR 601) (b) Smpling paitem for MPEG (SIF)

Circles represent luminance; Boxes represent Chrominance
Figure D.8 -- Corversion of CCIR 681 to SIF

The fallowing 7-ap FIR filier has beer fourd lo give good rzslts in decimating the luminavee:

[-29] o [ s fuR| B8 | 0 | 200 wase

Figure D.9 -- Luminance subsampling filter tep weighis
Useof a power of two for the divisor allows a simple bardware itnplemzniation,

The chromisance samples have o appear in the between the luminance samples both horizontally and
vertically. The following tinear filter with a phase shift of half a pel may be found useful,

LT V8- 3ux) ¥8

Figure D.10 -- Chreminance subsampling filter tap weights
To recover the samples consistent with the CCIR 601 grid of figure D.8(a), the process of interpolation is
used. The imterpolation filter applied to a remo-padded signal can be chosen v be equal e decimation
filter employed for the luminance and the two chmominance values in the encoder.
Note that these filters are not part of the Intemational S:andard, and other filt2rs may be uszd.
At the end of the lines some special tectnigue such & renormalizing the filter or replicating the last pel,
must be adopled. The following exampls shows a norizonml line of 16 luminance pels and the same line
after filtering and subsampling, Ia this example the dat in the [in2 is reflected at each end.

10 13 a0y AN, 350 1 1S 19 - 1] ! 19 36 45 0 90 92 S0
12 32 23 9 12 19 95 92

Figure D.11 -- Example of filtering and subsampling of a line of pels
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The result of this filtering and subszmpling is a souice input format (SIF) which has a luminance
resoluion of 360 x 240 or 360 © 288, and a chrominance resolution which is half that of he luminance ia

each dimension,
720
434 720 o 360
/576 (288
CCRsO1Y p—— C“gn'l"f“ el = ' e ’22:32;
Select Horizontal
1 Field Fiter and
Subsample
(a) Luminance
362
3560 180
484 242 242 180
CCIR601 | 1576 Odd | /288 /238 e BT
YV | g Feld | Lorizontal Vertical fak
1 Field Filter and Fiter and
Subsample Subsample
{(b) Chrominance

Figure D.12 -- Conversion from CCIR 601 into SIF

The SIF is not quitz cptimam for processing by MPEG video coders. MPEG video divices the Juminance
component inio macroblocks of 16x16 pels. The borizontal resolution, 360, is not divisble by 16. The
same is true of the vertical resolution, 242, in the case of 525-line systems. A better maich is obtained m
the horizonlal direction by discarding the 4 pels at the end of every Ime of the subsamyled picure, Care
must be taken that this r=sults in the comect configumtion of limmance and chrominance samples in the
macroblock. The remaining piclure is called the significant pel area, and comesponds to the dark area in
figureD 13
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240

288

Luminance

2 176 2

120

1144

Cho G
Figure D.13 — Source input with significant pel area shaded dark
The conversion process is summmarzed in tzble D1,

Table D.1 -- Conversion of source formats

Picure Rate (Jz} P
Piclure Aspect Ratio (widttrbeight) __ |[4:1 4:3 =
Luminance (Y)
CCIR Sample Resolution 720 x 484 720 x 576
SIF 360 1 242 360 x 268
Significant Pel Area 352 1 240 152 x 248
Chromimance (Cb Cr)
CCIR Sample Resolution 360 1 484 360 x 576
SIF 180 x 121 180 x 144
Significant Fel Area 176 1 120 176 x 144

The preprocessing into the SIF formal is not nomative, other processing sieps and other resolutions may
be used. The picture size need not even be a multiple of 16. In this cate an MPEG video coder adds
padding pels 10 the right or bottam edges of a pictuze in order to bring the transmitted resolution np toa
multiple of 1€, and the decoder discards these afier decoding the picture. For ezample, a borizontzl
resolution of 360 pels coald be coded by adding § padding pels to the right edge of each horizontal row
bringing the intal up 1o 368 pels. 23 macroblocks would be coded in esch row. The decoder would discard
the extra padding p:ls aficr decoding, giving a firal decoded borizonal resolution of 360 pels,

D.3.2 Conversion from film

If film matarial can be digilized at 24 pictures's, then it forms an excellent source for an ISOVIEC 111722
bitstream. [t may be digitized at the desired spatial resolution. The pictuse_rate field in the vidzo sequence
header, see 2.4.2.3, allows the picture rale of 24 picures/s t be specified exacily.
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Sometimes the source mmterial available for compression consists of filin material which has been
converied 10 video at some other raie. The encoder may detect this and recode at the origizal Alm mte. For
example, 24 piciures/s film material may have been digitized and converted 10 2 30 frame/s system by the
technigue of 3.2 pulldown. In this mode digitized pictures are shown altemalely for 3 and for 2 ielavision
ficld times. Thi altenation may not be exact since the actual frame rate might be 29,97 frames/s and pot
the 30 frames/s that the 3:2 pulldown technigue gives. To addition the pulldown tmng might havs been
changed by editing and splicing after the cosversion. A sophisticaied encoder might detect the duplicated
fields, average them t reduce digitization roise, and code the result at the original 24 pictures/s rae. This
should give a significant impmvement in quality pver coding al 30 pictures per second, since disect coding
a1 30 picwures’s desroys the 3:2 pulldown timing and gives a jerky appearance (o the final decoded video,

D.4 Model decoder
D.4.1 Need for a decoder modeal

A coded bitstream pontains different types of pictares, and each type ideally requires a different umiber of
bits to encode. [n addition, the video may vary in complexity with time, and an eacoder may wish to
devote more coding bits to one ypan of a sequence than w another. For constant bitrale coding, varying the
mumber of bits allocaed to each picture requires that the decoder have buffering to store the bits notneeded
todecode the immediate picture. The exient to which an encoder can vary the mumber of Lits allocated w
each picture depends on the amount of this buffering. [f the amount of the buffering is large an encoder can
use grezles varizlions, increasmg the picture quality, but at the cost of increasing the decoding delay.
Encoders neal i know ihe size of the amount of the decoder's buffering in order to determine to whatexient
they can vary the distribution of coding bits among the pictures in the sequence

The model decoder is defined 1o solve (wo problems. It constmins the vasiability in the nember of bits that
may be allocated to different pictures and itallows 2 decoder to initialize ils buffenng when the system is
started. 1tshould be noted that Part 1 of this Iniemational Standard addresses the initalisaion of baffers and
the maintenance of synchronisation during playback in the case whea two or more elementary strezms (for
example one audio and one viden siream) are multiplexed wogeter. The ools defined in ISOXEC 1117241
for the mamtenance of synchronisation should be used by decoders when multiplexed streams are being
played.

D.4.2 Decoder model

Annex C contains the definition of a parameterized mode| decoder for this purpoese. It is knownasa Video
Buffer Yerifier (VBV). The paramelers used by a particular encoder are defined i the bitstream. This really
definzs a model decoder that is needed if encoders are to be assured that the coded bitstrezms they produce
will be decodable. The model decoder looks like this:

Figure D.14 —~ Model decoder

A fixed-rate chanuel is assumed to put bits at a constant sate into the Input Buffer. At regolac intervals, set
by the picture rate, the Picure Decoeder instantaneously removes all the bits for the n2xt picture from the
Input Buffer, If there ate oo few bits in the Input Bulfer, i£. all the bits for the nexi pictare havenot been
received, then the Inpat Buffer vnderflows 2nd there is an underflow zrmor. I, during the time between
picture starts, the capacity of ihe Inpul Buffer is exceeded, then there is an overflow error,

Practiczl decoders differ from this model in several tportant ways. They may implement their biffering at
a different point in the decoder, or distributz it throvghout the decoder. They may not remove all the bits
required (o decode a picurs from tie Input Buffer instantaneously, they may not be able to control the start
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of decoding very precisely as requived by the buffer fullness parameter in the picture heades, and they take a
fnite time to decode  They may akobe able 1o delay decoding for 2 short time to reduce the chances ol
underflow occuring. But these differences depend in degree and kind on the exact méthed of mplementztion,
To satisfy requirements of different implementations, the MPEG videa committee (ISO/IECIJTC1
SC2/WG11) chose a very simple model for the decoder. Practical implementstions of decoders must
casure tha they can decode the bitstream constrained by this model. [n many cases this will be achieved by
using an Input Buffer that is hirger than the mmimum required, and by using a decoding delay that is larger
than the value derived from the vby_delay parameter. The designer must compensate for differences between
the actual design 2nd the model in order 1o guaranies thatthe decoder can handle any bitstream thal satisfies
the model

Encoders monitor the status of the model to control the encoder so that overflow problems-do pot
occur. The caleulated buffer fullness is ransmitied at the start of each piciure so that the decoder can
maintain synchrouization.

D.4.3 Buffer size and delay

For coustant bitraie operation each picture beader contains a vbv_delay parameler to enable decoders to start
their decoding correctly, This parameter defines the time needed to fill the Input Buffer of figure D.14 from
an empty state 1o the correct level immediately before the Picture Decoder removes all the bits for the
picture. This time is thus a delay and is measured in units of 1/90 000 s. This number was chosen becawse
iLis almost an exact multiple of the picmre durations: 1/24, 1125, 1/29,97 and 1/30, and becawse it is
compamble in duration o an audio samgple.

The delay is given by
D = vbv_delay / 90 000 5

For example, if vbv_delay were 9 000, thea the delay would be 0,1 sec. This means that at the startofa
picture the Input Buffer of the model decocer should contain exactly 0,1 s worth of data from the input
bitstream.

The bit rate, R, is defined in the sequence header. The number of bits in the Input Bufier at the beginning
of the picure is thus given by:
B =D * R = vhv_deday * R / 90 000 bits

For example, if vbv_delay were 9 000 and R were 1,2 Mbits/s, then the number of bits in the Input Buffer
would be 120 000,

The constrained parameter bitsiream requires that the Input Bulfer have a capacity of 317 680 bits, and B
should neverexceed this valuz,

D.5 MPEG video bitstream syntax

This clause describes the video bitstream in a top-down fashion. A sequence is the twp level of vidso coding.
Itbegins with asequence header which defines impertant pasameters needed by the decoder. The sequance
header is followed by one or more groups of piciures. Groups of pictures, as the name suggests, consist of
one or more mdividual picmires, The sequence may contam dditional sequence headers, A seguence is
terminated by asequence_end_code. ISO/IEC 11172-1 allows cansiderable Aexikbility o specifying
application parameters such s bit rate, picture rate, picture resolution, and picture aspect ratio. These
parameiers are specified in the sequence beader.

If these parameters, and some othars, Fall within cetain Enits, then the bitstrezm is called a coastrained
parameter bitstream.
D.5.1 Sequence

A video sequence commences with a sequence header and is followed by one or more groups of pictures and
isended by asequence_snd_onde. Addiional sequence headers ay appesar within the sequence. In each
such repeated sequence header, all of the data elements with the p2rmited exception of those defining
quantization matrices (load_intra_quantizer_matsix, Joad_non_intra_juantizer,_mawix and optionally

62
Page 72 of 124



© ISONEC ISONEC 11172-2 1983 (E)

inira_quantizer_matrix and non_inlyz_quantizer_matrix) saall have the same valics & the [t seqoeace
header. Repeating the sequence heacer with |ts daia elements makes rardom access into the video sequence
possible. The quantization matrices may be redefined as required with each repeated sequence header.

The encoder may set such parameiers as the piciure size and aspect ratic in the sequence beader, (o define the
resources that a decoder requires. n addition, usérdata may be mcuded

D.51.1 Sequence header code

A coded sequence begins wilh 2 sequence header and the header starts with the sequence stant code. Tts value
is:

hex: 0D (D01 B3

biary: 0000 (000D 00C0 H000 DOOD D001 1011 0011

Thisis 4 unique string of 32 bis that cannot be emulated anywhere else is the bitstream, and is byte-
aligned, as are all start codes. To achieve by alignment the sncodermay precede the sequence stan code
with any number of ze70 bits. These can have a secondary function of preventing decoder input buffer
underflow. This procedore is called bit stuffing, and may be performed before any start code, The swffing
bits must all be zero. The decoder discards all such stuffing bits.

Toe sequence siant code, like all video stant codes, begins with a siring of 23 zeros. The coding scheme
ensures that such a swring of conscourive zeros canuct be produced by my other coinbiration of codes, Le. it
cannot be emulated by other codes in the vidzo bitsteam, This string of z270s can only be pioduczsd by a
start code, or by stuffing bits preceding a stant oods.

D.5.1.2 Horizontal size

This is 4 12-bit number representmg the width of th picture in pels ie. the borizoutal resolution. Itis an
unsigned integer with the most significant bit first. A value of zero is aotallowed (0 avoid start code
emulation) se the legal range is from 1 10 4 095, In practice values are ussally a muluple of 16. A115
Mbits/s, a popular horizontal resalution is 352 pels. The value 352 is dedived fram half the CCIR €01
horizontal resolution of 720, roxnded down to the nearest multiple of 15 pels. Otherwise the encoder mus!
fill out the picture o the right (o the next higher multiple of 16 so that the last few pels canbe coded in 2
macroblock. The decoder should discard these extra pels before display.

For efficient coding of the extra pels, the encoder shonld add pel values that radece the sumber of bits
gencrated in the transformed block . Rzplicating Lhe last column of pds © usmlly superior to filling in the
remaining pels with 1 gray level.

D.5.1.3 Vertical sizs

This is a 12-bit number representing the beight of the piciore in pels, ie. the vertcal resolulion. Itis an
unsigned integer with the most significant bit first. A value of zero s not allowed {to avaid start code
emulation) so the iegal range is from 1 to 4 095, In practice values are usaally a multiple of 16, Note that
the maximun valve of slice_vertical_position is 175 (decimal), which corresponds to a picture helght of

2 800 lines, At 1.5 Mhits/s, a popular vertical resolation is 240 1 288 pels. Valves of 240 pels are
convenizni for interfacing to 525-ne NTSC systems, and values of 288 pels ar mose spproariate for 625-
line PAL and SECAM systems.

[f the vertical resolution is not a multiple of 16 lives, the eneoder must fill cut the picture a the bottom 10
the next higher multiple of 16 50 that the last few Enes can be coded in 2 macroblock. The decoder should
discard these exira lines before display.

FFor efficient coding, replicating the ki line of pels is usually betier than filling in the remaining pels with
a grey level,

D.5.1.4 Pel aspect ratio

This is o four-bit number which defines the shape of the pel on the viewing screen. This is needed since tie
homzontal and vertical picture sizes by themszlves da not specify the shape of the displayed picture,

The pel aspect ratio does not give the shape directly, but is an index 1o the following look up tablz:
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Table D2 - Pel aspect ratio

COMMENT
- —_
Forbidden
squarz pels

169 525-lIne

16:9 525-line
702x575 aL 43 = 09157

T1x487 ar 43 = 1,0950

resrved

The code 0000 is forbidden Lo aveid start code emulation. The code 0001 bas square pels. This is
appropriate for many computer graphics sysiems. The code 1000 is suitable for displaying pictures on the
625-Tme 50Hz TV system (see CCIR Recommendartion 601).

heirht / width = 0,75 * 702/ 575 = 09157

The code 1100 is svitable for displaying pictures on the 525-line 60Hz TY system (see CCIR
Recommendation 6)1).

height / width = 0,75 * 711/ 487 = 1,0950
The code 1111 is resexved for possible fuiure extensions to this part of ISO/IEC 11172,

The remaining poirts m the table were filled in by interpolating between these two points 1000 and 1100
psing the formula:

aspect ratio = 0,5835 + (,044N

where N isthe value of the code in fable D.2. These addigonal pel aspect ratios might be vseful for HDTV
where ratios of 16:9 and 5:3 hzve been proposed.

It 15 evident tat e specification does not allow all possible pe! aspect ratios to be specified. We therefore
presume that & certiin degree of tolerance is allowable. Encoders will converl the actual pel aspect ratio o

the nearest valie in the table, and decoders will display the decoded values to the nearest pel aspect ratio of
which they are capable,

D.5.1.5 Picture rale

This is a four-bit integer which is an index t the following table:
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Table D.3 -« Picture rate

PICTURES FER SECOND
Forbidden

0001 23,976
0010 24
D011 3
0100 .97
0101 0
0110 0
0111 5994
1000 )
1001 Reserved
1111 Resenved

The allowed picture rates are commonly available sources of analog or digital sequences, One advantage in
not allowing greater flexihility m piciure rates is that standard techniques may be used to convert to the
display rawe of the decoderif it does not match the coded rake.

D.5.1.5 Bit rate

The bit rale is an 18-bit inleger giving the bit rate of the data channel in units of 400 bits/s. The it rate is
assumed 0 be constznt for the entire sequence. The actal bit rate is rounded up (o the nearest multiple of

400 bite/s. For examplz, 2 bit rate of 830 100 hits/s would be rounded op to B30 400 bits/s giving a coded
bit rate of 2 76 units.

Ifall 18 bitsare | then the biistream is miended for variable bit rate opesation. The value zero is forbidden.

For constznt bit raie pperation, the bit raie is osed by the decoder in conjurnction with the vbv_delay
parameter in the picture header to maintain synchronization of the decioder with a consian rate daia channel.
If the stream is multiplexed using [SO/IEC 11172-1, the time-stamps and sysiem clock reference
information fefined m ISO/IEC 111372-1 provide 2 more appropriate ioal for performing this function

D.5.1.7 Marker bit

The bitrale is ollowed by a single reserved bit which is always sct to 1. This bit prevents emulation of
startcodes.

D.51.8B VBV buffer size

‘Tae burfer size is a 10-bitinkeger giving the minimum required size of the input buffer in the model decoder
in units of 16 384 bits (2 048 bytes). For example, a buffer size of 20 would reguire an input baffer of 20
x 16 384 = 327 680 bits (= 40 960 bytes). Decoders may provide more memory than this, but if they
provide less they will probably run into buffer overflow problems while the sequence 18 being decoded.

D.5.1.9 Constrained Parameter flag

If certain parameters specified m the bistream fall within predefined limits, then the bitstream is called a
constrained parmeter bitsiream. Thus the constrained parameter bitstream s a standard of periommance
giving guidelines 10 encoders and decoders to facilitale the exchange of bitstreams.

The bitrate paramater allows values up 1o about 100 Mbits/s, but a constrained parameter bitstream mist
have a bit rate of 1,856 Mbis/s or less. Thus the bit rte parameter must be 3 712 or less.

The picture rate parametes allows picture rates up 10 60 pictures’s, bul a constmined parametes bilsream
must have a picture rare of 30 piciuresss or less,

The resolation of the coded picmre is also specified in the sequence header. Horizontal resolutions up to
4095 pels are allowed by the syniax, bat in 2 constrained parameter ditstream the resolution is limited 0o
768 pels or kess. Vertical resolutions up 10 4 095 pek are allowed. but that in a constrained parampter

Page 75 of 124 6



ISOVIEC 11172-2: 1993 (E) © ISOVIEC

bitstream is limited © 576 pelsorless. Ina constraired parameter bitstream, the total number of
macroblocks per picure is fimited o 396 This seis a imit on the maximum area of the pictare which i
only about ooe quarter of the area of a 720x576 pel picure. In a coastrained parameter bilstream, the pel
rate is limited © 2 534 400 pelv/s. For a given picture rate, this sels ancther limit on the maximum area
of the picurz. [f the picture has the maximum zrez of 396 macroblocks, then the picture rate is restricted lo
25 pictres/s o1 less. If the picure rzie has the maximum corstrained value of 30 pictures/s the mazimum
asea is limited 10 330 macroblocks,

A constrained paramzter bitstream can be decoded by a model decoder widi a buffer size of 327 580 bits
without overflowing or underflowing during he decoding process. The maximum boffer size that can be
specified for a constrined parameter bistrzam is 20 units.

A constrained parameter bitstream uses a forward_f code or backward_f_code less tzn or equal to4. This
constreins the maximum range of motion veciors that can be represenied in the bitstream (see table D.7).

1f all these conditions are met, then the bilstrean is constrained and (he constrained_parameters_flag in the
sequence header should be set to 1. TF any parameler is exceeded, the flag shall be set to 0 to inform
decoders that more than a mimmum capability is required to decode the sequence.

0.5.1.10 Load intra quantizer matrix

‘This isa one-bit flag. 1f it is set to 1, sixty-four 8-bit integers follow. These define an § by 8 set of
weights which are used to quantize the DCT coefficients. They are ransmitied in the zigzag scan order
shown in figure D_30. None of these weights can be zero. The firsi weight must be eight which malches
the fixed quantzalion level of the de coefficient.

1f the flag is set 10 zero. the inta guantization matrix must be reset (o the following default value:

8 16 19 22 26 17 29 M
16 22 24 27 29 34 37
22 26 27 29 34 34 38
22 26 27 29 34 37 40
26 17 29 32 35 40 48
27 29 32 35 40 48 S8
27 29 34 38 46 56 69
29 35 38 46 56 69 83

HERRNBESR

Figure D.15 -- Default intra guantization matrix

The default quantization matiix is based on work performed by ISO/AEC JTCI SC29/WG10 (JPEG) [6].
Experience has shown thal it gives good results over 2 wide range of video malenial. For resolutions close
10 3502250 there should nommally beno need 1o redefine the intra quantization matrix. If the picture
resolution departs significandy from this vominal resolution, then some pther matrix may give perceplibly
batter results.

The weights increase 1o the ight and dows. This reflects the human visaal system which is less sensilive
0 geantization noise at highar frequencies.

D.5.1.11 Load non-intra quantizer matrix

This is a one-bit flag. If it is set to 1, sixty-four 8-bit integers follow in zigzag scan order. None of thess
integers can be zero.

1f the flag is set to zevo, the non-intra quantizatisn matrix must be reset i tie following defan't valve
which consisis of all 16s.

6
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16 16 16 16 16 15 16 16
16 16 16 16 i6 15 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
6 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16
16 16 16 16 16 16 16 16

Figare D.i6 -- Default noncintra quantication matrix

This fat cefauk guantization matrix was adopted from H 261 which uses a flat matrix for the equivaleut of
Ppictures [5]. Litle work has been perfoned to determine the opLmam non-intra matrix for MPEG video
coding, but evidence suggests hat it is more dependen! on video material than is the intrz matix, The
optimum non-inlra matrix may be scmewbere between the flat default non-intra matrix and the stongly
frequency-dependeni values of the default mira matris.

0.51.12 Extension data
This start code is byte-aligned and is 32 bits long. 1ts valoe is

hea: 00 0D 01 BS
bimary: 0000 0200 0000 0000 D0X0 0001 1011 0101

Itmzy be preceded by any number of z2ros. 1Fit 15 present then it will be followed by an undeiermined
numbex of data bytes terminated by the nex( stat code. These data bytes are reserved for future exiensions
fo this par: of ISOMEC 11172, and should nat be generated by encoders. MPEG video decoders should have
the capability to discard any exiension data found.

D.5.1.13 User dala

A user dat stast code may follow the optional extension data. This start code s byte-aligned and is 32 bits
long, Iis valueis

bex:  0000(C1 B2
binary: 0000 0000 0000 06000 DOOO BOOT 1011 0010

It may be preceded by any number of zeros. 10it is present thea it will be followed by an undetennised
number of data bytes terminated by the next stant code. These data bytes can be used by the encodes for any
purpese. The mly restriction on the data is that they cannot emulate a start code, even if not byte-aligned.
This means tha asuing of 23 consecutive zeros must nol occur, One way 10 prevent emulation is o force
the most sigeificant bit of allemale byies tobea 1.

In closed encoder-decoder systams ihe decoder may te able o use the data. In the mare general case,
decoders snould be capable of discanding the wser data

D.5.2 Group of pictures

Twodistivet picture orderngs exist, the disply order and the bitstream order (as they appear in the video
bitstream). A group of pictures (gop) is aset of pictures which ase contiguouos in display order. A group of
piclures must contain al least one [-picture. This required picture may be followed by any number of [ and
P-picqures  Any number of B-pictures may be interspersed between each pair of 1 or P-picnues, and may
also precede the first I-picture.

Property 1. A group of pictercs, in bitstream order, must start with an [-picture asd may be followed by
any number of [, P or B-pictures ia any onder.

Property Z. Another property of a group of pictures is hal itmus! begin, n display order, with an I ora B-
picture, and must end with an [ o7 a P-picture. The smallest group of pictures consists of a single I-pictuce,
wherzas the largest size is unlimited.

Page 77 of 124 57



ISONEC 11172-2:1993 () © ISOMIEC

The original concept of a group of pictures was a szt of pictures thal could be coded and displayed
independently of any other zroup. In the final version of Lhis part of ISO/IEC 11172 this is not always
true, and any B-pictures preceding {in display order) the first I-picture in a gronp may requirs the [ast picre
in the previous group in order © be decoded. Nevertaelzst encoders can stll construct groups of pictumes
which arz independent of ore anather, One way to do thisis to omit any B-pictures preceding the first1-
piciure. Another way is 0 allow such B-piciures, but to code them using only backward motion
compensation.

Property 3. From a coding point of view, aconcisely staled property is that a group of pictures begins
with 2 group of pictures beader, and either ends at the next group of pictures header or at the next sequence
header or a1 the end of sequence, whichever comes first

Some exarmples of groups of piciures are given below:

b o o e
i Yt T
o=
o mm
Wy
[==ia=N~=}
TR

B P BB P
B 1 BB X I
Figure D.17 -- Examples of proups of pictures in display order

These ¢xamples illostrate what s possible, and do not constitute a suggestion for structures of groups of
pictures,

Group of pictures start code

The group of piclumes header stans with the Group of Pictures start code.  This eode is byte-aligned and i
32 bits long. Tis value is

hex: 00 00 01 BE
binary:  00C0 0000 0000 COCO 0000 0001 1011 1000

[t may be preceded by any number of zzros. The encoder may bave inserted some zeros 10 getbyie
alignment, and may have inseried additional zeros to prevent bulfer underflow. An editor may have inserted
zers in order to match the vbv_delay parameter of the first picture in the group.

Time code

A fime codz of 25 bits immediately follows Lhe group of pictures stant code, This encodzs the same
nformation as the SMPTE time code |4)

The time code can be broken down intp six fields as shown in table D.4

Table D4 — Time code fields

FIELD BITS | VALUES
Drop frame flag 1
Hours 5 0w B
Minotes 6 Do 0
Fixed 1 1
Seconds 6 0w 9
Picture pumber [ 1) to 60

The time code refers 1o the frst pichre in the groupin display order, i.e. the first picture with a lemporal
reference of zero. The SMPTE time code is included to provide a video time identification to applications,
[t may be discontinnous. The presentation ime-stamp in the System layer (Part 1] has a much higher
precision and identifies the lime of presentation of the piciure.
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Closed GOP

A one bit Nlag ollows the fime code. Tt dznotes whether the group of pictres 5 open or closed, Closed
gmups can be decoded without using decoded pictures of the previous grovp for motion compensatioa,
whersas open groups require such piciures ©o be available

A typical example of a closed group & saown in figure D.18a.

I R B B'B P B S R B B'P
WM 2 B ol ok 8 a0 8 O
(a) closed group
BB ¥ & .23 P BE'BE P B B EEB B
a-1¥ 2 ¥ 4§ 8 E 8 3¢ 1I2 13 %
(b) open or dosed group

Figure D.18 -- Example groups eof pictores in display erder

A less typical example of 2 closad group is shown m figure D.18b. In this example, the B-pictures which
precede the first I-piclure must wse backward motion compensation only, i.e any maotion compensation
must be based enly on picture nomber 2 in the group.

Ifthe closed_gop flag is set to () then the grou) is oper. The first B-pictures that precede ihe first [-picture
in the group may bave been encoded usiag the last pidture in the previous group for motion compensation.

Broken link

A onz hit fiag follows the closed_gop flag. It desotes whetker the B-pictures which precede the fisst [-
picture m the GOP can be correctly decoded. If it isset to 1, these pictures cannot be comrectly decoded
because the I-picure or P-picurz fiom the previous group pictures thal is required (o form the peecictions &
not available (presumably because the preceding group of pictures has been removed by editing). The
decoder will probably choese nat to dispiay these B-pictures.

If the sequence is edited so that the orginal group of pictures nd longer precedes the current group of
pictures then this flag normally will be setio | by theeditor. However, if the closed_gop flag for the
current group of pictures is set, then tae editor should not set the broken_link flag. Because the group of
pictures is closed, the first B-piciures if any) canstill be decoded comrectly.

Extension dafa
This start code is bytz-aligned and is32 bits long. [is value is

hex: 00 00 D1 BS
bmary: 0000 0000 0000 0000 DONO 0001 1011 0101

Itmay be preceded by any number of zeros. If itis present then it will be followed by @ yndetermined
number of data bytes tenninated by thz next start code. These dats bytes are reserved for future extzpsions
to this partof ISOAEC 11172, and should not be genemted by encoders. MPEG video decoders should have
the capability to discard any extension data found.

User data

A user data star: code may follow the optional exteasion daw. This start coce is byte-aligned and is 32 bits
long. lis value is

hex: 000021 B2
binary: 0000 00C0O 6000 0000 D000 00T 1011 DO1C

Itmay be preceded by any number of zeros. IF itis present then it will be followed by an undetermined

number of data bytes tenninaled by the rext startcode. These daa bytes can be used by the encoder for any
purpose. The only restriction on the data is that they canhot emulate a start code, evenif not byte-alignad.
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This means that a swring of 23 coasccutive zeros must nol occur. One way © prevert emulation is to force
the most significant bit of aliemate bylestobe a 1.

In dosed encoder-decoder sysiems the decoder may be ablz 1o use the data. In the more gevesal case,
decoders should te capabie of discanding the user data

D.5.3 Picture

‘The picture layer contains all the coded information forone picture. The header identifies the emporal
reference of the picture, the picture coding rype, the delay in e video buffer verifier (VBV) and, if
appropriate, the mnge of mction vectors used.

D.5.3.1 Picture header and start code

A picture begins with a picture header. Tae header stans with 2 picture start code. ‘This code is bye-aligned
and is 32 bids long. Its value is:

hex: 00 00 01 DO
binary: 0000 0000 0000 (000 0000 0001 00H0 DOOO

11 may be preceded by any namber of zercs.

D.5.3.2 Temporal reference

The Temposal Reference is a ten-bit number which can be used to define the order in which the piclures
ousi be displayed. It may be vseful since pictures are not transmitted in display onder, but rather in the
onder which the decoder reeds 1o decode them. The first picture, i display osder, in each group must have
Temparal Rzference equal to zere: This is incremenied by one for each picture in the group.

Some example groups of pictures with their Temporal Refercnce nwmbers are given below:

Example(@lin I B P E P

displayoider 0 1 2 3 4

Example(a) in FligE R

decodingorder 0 2 1 4 3

Exampleb)in B B I E B P BE B P B B P
display osder T e G SR O TR TR R R L O
Examgle()in I B B P B B P B B P B B
coded onder A ¢ R T . T S S A i L L (3]
Example()in B T B E B 3 P B 1 B B I I
display onder 01 .2 3435 6789 WUR
Examplec)in I B P E B B B I B I B B I
oded order (N ¢ YT i N FOE R T O U S T

Figure D.19 -- Examples of groups of pictures and temporal references

Tf there are more than 1024 pictures in a group, then the Temporal Reference is reset Lo zerm znd then
iscrzmenis anew. This is illuswraed below:

BB LB B . Paxpmpulk. B H P o' BB B P dpayoiks
Y 2 3 ¥ 5 LR 1O8 01 L A2 4T3 48 4%

Figure D20 - Example group of pictures containing 1500 piclures
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D.5.3.3 Picture coding type

A three bit number follows the temparal refesrence. This is an index mito the following table defining the
type of picture.

Tzble DS -- Piclure typs

The various types of pictures are described in (3.2.3. Codes 101 through 111 are reserved for foune
extensions o this part of ISO/IEC 11172, Decoders should bz capable of diseading all pictures of this
type, and scan for the ext piclure siar code, group starteode or sequence start code, Code (00 will never e
used o avoid stan ¢ode emuladon.

D.53.4 VBV delay

For constant bit rate operation, vby_delay can be used at the start of decoding and after 3 random access 10
easire that the cormect numter of bifs have been read by the decader before the first picture is displayed.

The buffer fullness is not spedified in bits but rather i anits of ime, The vby_delay is a 16-bil number

defming the time needed in units of 190000 5 to 3l the input baffer of the model decoder from an empty

State 1o the cored state al the bitrate specified i the sequence header,

For example, suppose the vby_delay had a decimal value of 30000, then the time delay would be:
D=320000/920000="!73s

If the channel bit At weie 1,2 Mbits/s iben the contents of the baffer beforz the picture is decoded would
be:

B =1200.000 / 3 =400 000 bits

[fihe decoder determined that its actual buffer fullness differed significantly from this value, then it woud
have to adopt ome strategy for regaining synchronizaiion.

The meaning of vbv_delay is indefmed for variable bit rate operation.
D.53.5 Full pel forward vector

This 1s a one bit flag giving the precision of the forward motion veetnrs, it is 1 then the precision of the
vectors is in integer pels, ifit is rero thea the precision is half 2 pel. Thus if the flag is set o one the
veckors have twice (he range than they do il the Nag set © zero,

This fiag is presznt only in the headers of P-pictwses and B-pictures. It is abseat in I-pictures and D
piclures,

D.5.36 Forward f-code

This is a three-bit number and, like the full pel forwand vector flag, is present ouly in the beaders of P-
pictures and B-pictures. [l provides informasion used for decoding the coded forward vectors and controls the
maximum size of the forward vectors thal can be coded. It can take oaly valves of 1 through 7; a value of
zero s forbidden.
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Two parameters used o decoding te forward motion vecurs are derived from forward _{ code, orward_r_size
and forward_f.

The forward_r_size is one less than the forward_{_code and so can take values [ through 6.
The Irwax)_f parameter is given by table D.&

Table D.6 -- [ codes

forwardbackward_{ code forwardbackward {

1 1

2 2
3 4
4 8
5 16
6 32
7 64

D.5.8.7 Full pel backward vector
This is a oae bit flag giving the precision of the backward motien vectors, Ifitis | then the precision of
the vectors is ininleger pels, if [t is zero then the precision is hatf a pel. Thus il the (lag is set o cne the
vectars have twice the range than they do if the flag set o zero,
This flag is oaly present in Lthe beaders of B-pictures. Itis absent in I-pictures, P-pictures and D pictures.
D.5.3.8 Backward f-code
This is a three- bit sumber and, like the fufl pel backward vector flag, is present only in the headers of B-
pichires. It provides information used for decoding the coded hackwanl veclors. [t can take only values of 1
through 7; a valoe of zew & forbidden.
The backward_f parameler is derived from the backward_£_code and is given by table D.6
D.5.3.9 Extra picture infarmation
Extra picage informaion © the next field in the picwre header. Any number of informalion bytes may be
presenl. An information byte is preceded by a flag bit which is st to L. Information bytes are therefore
generally not byte-aligned. The last information byte is followed by a zero bit. The smallest size of this
field is therefore one biy, a (0, that has no information bytes. The largest size is unlimited, The following
exarnple has L6 bits of extra information denated by E:

IEEEEEEEEIEEEEEEEEQD
Where E is an extra infonmaton bit.
The extra information bytes are reserved for future extersions to this part of ISOTEC 11172, The meaning
ofthese bytes is currently undefined, so encoders must not generate such hytes and decoders must be capable
of discarding them.
D.5.3.10 Extension data
This start code is byle-aligned and is 32 bits lonz. [ts value is:

hex: 000001 B3
binary: 0000 06000 0000 0000 OCOC 0001 1011 (101

[t may be preceded by any number of zeros. ¥ if is present then it will be followed by an undetermined
number of data bytes lerminated by the nex! start code. These data hytes are reserved for futire extensions
to this part of ISO/MEC 11172, and should not be generated by encoders. MPEG video decoders must be
capable of discading them,
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D.5.3.11 User data
This start code is byie-aligned and is 32 bits loag. Its value is

bex  DOOQOI B2
binary. 0000 0000 0000 DOGKO 0000 0001 1011 0010

Itmzy be preceded by any number of zeros. If it is present then it will be followed by an undetermined
number of data byles terminated by the next start code. These data byles can be used by the encoder for any
purpose. The only restriction on the data is that they cannot emulare a start code, even if not byle-aligned.
One way 10 preveal emulatien is 1 foree the most significant bit of alternate bytes to be a 1.

In closed encoder-Gecoder systems the decoder may bz able to use the data. Inthe more general case,
decoders should be capable of discanding the wses data

D.5.4 Slice

Pictures are divided mto slices. Each slice consists of an integral number of macroblocks in raster scan
order. Slices can be of diffetent sizes witkina picture, and the division in one picture need not be the same
as the division in anv other picture. Slices czn beginand end at any macroblock in a picture subject (o the
following restrictions. The first slice must begin at the top left of the picture, and the end of the last shice
mus( be the botom fight macrchlock of the piciurz. There can be no gaps between slices, nor can shices
overlap. The minimum nomber of slices in a picture is ore, the waximum number is equal o the number
of macroblocks,

Each slice starts with a slice start code, the exact value of which defines the vertical position of Lhe slice.
‘This is followed by a code that sets the quanhizziicn step-size. At the start of each slice the predictors for
the dc coefficieat vakses and the predictors for the vector decoding are all resel. The horizoatal position of
the stast of the slice is given by the macroblock address of the first macroblock in the slice. The result of
all this is that, within a picture, a slice can be decoded without mformation from the previous slices.
‘Therefore, if a data emror occars, decoding can begin again at the subsequent shice.

If the data are to be used in an error free environment, then one slice per picire may be appropraie. If the
environment is noisy, then oae slice per row ofmacroblocks may be more desirable, s shown in figure
D.21.

1 begin end 1
2 begin end 2
3 begin end 3
4 begin end 4
5 begin end 5
6 begin end 6
7 begin end 7
8 begin end 8
9 begin end 9
10 begn end 10
11 begn end 11
12 begn end 12
13 beghn end 13

Figure D.21 -- Possible arrangement of slices in a 156x192 picture

In this figure and in the nexy, each sirip is one macroblock high, i.e. 16 pels high,
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Since each slice header requires 40 bits, there is some penalty for incloding more than the minimum
pumber of slices. For example, a sequence with a vertical resolution of 240 lines coded at 30 picquiess
requires approximately 40x30 = 1 200 bits/s for the slice headers using one slice per pictare, aad 40x15x30
= 18 000 bits/s with one slice per row, an additional overbead of 16 800 bits/s. The caloulation is
approzimate and undemstimates the impact, since the inclusion of 2 slice imposes additional requirements
that the macroblock immediately before the slice header be coded, as well as the first macroblock in the
slice.

The coding struciure permits great flexibility in dividing a picture up into dices. One possible armangement

is shown in fAgure D.22.
1 begin
end 1] 2 begin
end 2| 3 begin end 3| 4 begin
erd 4| 5 begin
end 5
6 begin
end 6| 7 begin
end7|8 8f9 begin and 9] 10 begin
end 10

Figure D.22 -- Possible arrangement of slices in a 256x192 picture
This division into slices is given [or illustrative puarposes only. (L is pot ineended as a suggestion on how (o
divide a picre into slices.
D.5.4.1 Slice header and start code
Slices start with 4 slice headzr. Each slice header starts with a shice start code. This code is byte-aligned

and is 32 bits bong. The last eight bits can tske on a range of values which define the vertical position of
the slice m the picture. The permitted slice stant codes are:

hex: from (0 000101
to 0D 0001 AF

binary: from (000 CO00 0000 00GO D000 DOO1 0000 0001
o 000 000D 0000 00C0 D000 DOOT 1010 1111

Each slice start code may be preceded by ay number of zeros.
The last 8 bits of the slice start code give the slice vertical positios, i€ the vertical position of the first
macroblock in the slice in units of macroblocks sarting with position 1 atthe top of the picture, A useful
variable is macroblock row. This is similar © dice vertical position excep! that row 0 is at the p of the
picture. Thuos

slice vertical position =macroblock row + 1

For example, 2 shice start code of §0000101 hex means that the first macroblock in the slice is at vertical
position | or macroblock row 0, ie. at the top of the picture. A slice start code of 00000120 hex mezns
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1hat the first macroblock is at vertical position 32 or macioblock row 31, Le. at the 495tk row of pels It
is possible for two or more slices 10 have the same vertical position.

The maximurs vertical position is 175 uniis. A slice with this position would recuire & verical size of
175x16 = 2 800 pels.

The horizontal position of e fust mecroblock in e slice can be caleulated from its macmblock address
increment. Thus its positicn in the picture can be delermined without referring toany previous slice or
macroblock. Thes a decoder may decods any slicein a picture without having decoded any other slice in the
same piciare. This feature allows decoders to recover from bit errors by searching for the next slice start
code and then resuming decoding.

D.5.4.2 Quantizer scale

The quantizer scale is a five-bit integer which is used by the decoder 10 calculate the DCT coefficienss from
the iransmifted quantized coefficents, A value of ( is forbidden, so the quantizer scale can have any value
between | and 31 inclusive

Note in addition that the quaniizer scale may be sei al any macrobloct,
D.5.4.3 Extra slice information

Extra slice information forms the lastfield inthe siice beader. Any number of information bytes may be
present. An information byte is preceded by 1 flag bit which is set to 1. Information bytes ace therefore
generally not byie-aligned. ‘The last information byte is followed by a zero bic The smallest size of this
field is therefore one bit, a 0, hat has no information bytes. The largest size is uolimiled  The following
example has 24 bits of extra formation dencied by E:

1EEEEEEEEE1EEEEEEEEIEEEEEEEED

‘The extra information bytes are ressrved for future exiensions to (his part of ISO/IEC 11172, The meaning
of these byles s currently undefined, so encoders must nol gererate such bytes and decoders must discard
them.

The slice hieader is followed by code defming the wacroblocks in the slice.

D.5.5 Macroblock

Slices aredivided into macmoblocks of 16 x 16 pels. Macroblocks ane coded with a header that contaias
infonmation op the macroblock address, macrablock type, and the optional quaniizer scale. The beader is
followed by data defining each of thesix blocks in the magrobleck 11 is convenient [ discuss the
macroblock header fields in the onder in which they are coded.

D.5.5.1 Macroblock stuffing

The first field m the macroblock header is "macroblock suffing'. This i: an optional field, and may be
iserted or omitied at the discietion of the encoder. 17 preseni it consists of any number of 11-bit strings
with the patem "0000 0001 111°. THs stuffing code is used by the encoder (0 prevent underflow, and is
discarded by the decoder. 11 the encoder dewermines thatunderfllow is aboul 10 occur, then i can insers as
mwany stulfing codes into the first fizld of the macreblock header it likes.

Note thatan encoder Ias other straiegies to prevent buffer anderflow. 1t can insert stuffing bits immediately
before & start code. It can reduce the quantizer scale (o increass the number of coded coefficients. & can even
starta new tlice.

D.552 Macroblock address increment and macroblock escape
Maaroblocks have an address which is the number of the macroblock in raster scan order. The op left

macroblock ina picture bas address 0, the next one to thz nght bas address 1 and so on. If there are M
macroblocks in a picture, then the botiom right macreblock bas an address M-1
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The address of amacroblock is indicated by ransmiting the difference between the addresses of the cumen:
macroblock and the previously coded macroblock. This difference is called the macroblock addsess
incremeat. In I-pictures, all macroblocks are coded and so the macroblock address increment is nearly
always one. Thereis one exception. Atthe beginning of each slice the macroblock address is sel w Lhatof
the right hznd macroblock of the previous row. At the beginning of the pictuse it is set 0 -1. Ifa slice
does ot start at the left edge of the picture, then the macroblock address increment for the first macroblodk
in the slice will be larges than ope. For example, the picure of figure D22 has 16 macroblocks pes row.
At the smstof slice 2 the macioblock address s sct to 15 which is the address of the macroblock at the right
hand 2dge of the top row of macroblocks. If the first slice contained 26 macroblocks, 10 of them would be
i the second row, so the address of the first macrohlock n glice 2 would be 26 and the macrpblock address
increment would be 11,

Mzcroblock address increments are coded wsing the VLC codes iu the table in B, L

[t can be seen that there is no tode to indicate a macroblock address increment of zero. This is why the
macroblock address is set o -1 rather than zers af the lop of a picture. The first macroblock will have an
ncrement of one making its addess equal to ze10,

The macroblock address increments allow the pesition of the macroblock within the picture to be
delermined. For example, assume that a slice beader has the slan code equal to 00 00 01 OA bex, that e
picture width is 256 pels and thet a macroblock address increment code 0000111 is in the macroblock
header of the first macreblock in the slice. A pictre widih of 256 pels implies that there are 16
macroblocks per row in this piciure. The slice siast code tells us that the slice vertical position 1s 10, and
50 the macroblock row is 9. The slice header sets the previous macroblock address to e last magoblack on
row 8§, which has address 143. The macroblock address incsement VLC leads to amacroblock address
mcrement of B, and so the macroblock address of the first macroblock in the slice is 143 + § = 151.

The macroblock row may be calculated from the address:

macohock ow =macroblock address / macroblock width

L5t 7 16
= 9
The division symbol signifies integer tnmcation, not rounding.
The macroblock column may also be calculated from the address:
macroblock column = macroblock address % macroblock widlh

151 % 16
7

Columns are numbered fram the left of the picture starting at .
There are two special codewords: escape and suffing.

The escape code means “add 33 o the following macroblock address increment”. This allows mcrements
greater than 33 to be coded. For example, an mcrement of 40 would be coded as escape plus an increment
of 7

0000 DOD1 0000 D010
An incremeni of 70 would be coded as two eseape codes followed by the code foran increment of 4:
0C0C 0001 0000 G000 0010 0000 11

The stulfing code & included sirce the decoder must be able to distinguish it from increment codes. [is
used by the enceder to prevent underflow, and is discarded by the decoder.
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D5.5.3 Macroblock types

Each of the picture types I, P, and B, have thar own macroblack types. See. respectively, D6.3, D.6.4,
and .65 for the codes and their descripbons.

D5.5.4 Motion horizontal/vertical forward/backward codes
The interpeetation of these codes is explaned 1 D.6.2.3.

D.5.5.5 Motion horizontal/vertical forward/backward R

The interpretation of these codes is explained in D.6.2.3,

D.5.5.6 Coded block pattern

This code describes which blocks within the macroblock are coded and transmitied. The intespretation of
this codz is exphlained in D.6.4.2

D5.5.7 End of macroblock
This code i vsed aoly in D-pictures and (s described in D65,

D.5.6 Block

A block is an amay of B by B component pd values, treated as a vnit and mput 10 the Discrete Cosing
Transform (DCT). Blocks of 8 by 8 pels are transformed into amrays of 8 By 8 DCT coefficieats using the
two dimensional disciete cosinse wansform,

D.6 Coding MPEG video
D.6.1 Rate control and adapilive quantization

The encoder must comtrol the hit rate so that the moded decoder input buffer neither ovesflows nor
underflows. Since the model decoder removes all the bits associated with a picture from ihe input buffer
instantaneously, it is necessary to conxrol only the total number of bits per picture. The encoder should
allocdie the total numbers of bits among the various types of pictures so that the perceived quality is
suitably balanced. The distribution will vary with the scene coatent and with the paricular distribution of
the three picture types (I, Pand B-pictres),

Within a pictare the encoder should allocate the wtal murber of bits availablz among the macroblocks to
maximize the visual quality of the picture.

One method by which an encoder cnisols the bit rate is o vary the quantizer scale, This is st in each slice

header, and may be set 2t the beginning of any macmoblock, ziving the encodar excellent control over the bit

raie withina picture.

D6.1.1 Rate control within a sequence

For atypical coding scheme represented by the following group of pictures in display order:
BBIBBPBBPBBPBBP

it has been found that good results can be obtained by maiching the vissal quality of the Tand P-pictures,

and by reducing the code size of the B-pictures 10 save bits giving a generally lower quality for the B-

pictures,

The best allocation of bits among the pictume types depends on the scere content. Work of the MPEG

video commiuee suggests that allotting P-pictures bout 2-5 times @5 many bits as B-pictures, and alloting

I-pictures up o 3 tmes 45 many bits zs P-pictures gives good resolts for typical natural socnes. If there is
litde motion or change in the video, then a greater proporticn of the bits shoald be allonied 1o the pictures.
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If there is a lot of motion ar change, then the proportion allotied 10 l-pictures should be reduced and mosi of
the savings given o the P-pictures.

A rezsonable encoder algoritkm is to st vith tie foregning estimates, then reallocale bits dynamically
deocading on the nature of the video.

D5.1.2 Rate control within a picture

11 the buffer is beading toward overflow, th> quantizer scale sbould be increased, 1f this action is nol
sulficient t prevent an impending overflow then, as a last resort, the encoder could discanl high frequeacy
DCT coxfficients and transmil only low frequency ones. Although this would probably produce visible
artifacts in the decoded video, it would in 0 way comprom:se the validity of the coded bitstream.

If the buffer is beading toward underflow, the quantizer scake should be reduced. IF (his is not sufficicnl, the
encoder can insert macroblock stuffing iato the bitsiream, or add leadivg rems (o start codes.

Lluder normal circumstances, he encoder calcalakes and mowitors the state of the model decoder buffer and
chan ges the quantizer scale to avert both overflow and underflow problems.

One siwple algorithm that belps accomplish this is 1o monitor the buffer Fallness. Assume that the bits
have been allocated among the various pictare types, and that an average quantzer scale for cach picire type
bias beer established. The actual buffer fullaess st any maciblock in a picture can be calculated ad
compared with the nominal fullness, ie. the valve that wouold be obtained il the bits were uniformly
distribnied amosg all the macroblocks in the picture, If the buffer fullness is targer than the nominal valse,
then the quantizer scale should be set higher than (he average, whereas ifthe bafTer fullness is smaller han
the nominal, the quantizer seale should be set lower than the avemge.

[f the quantizer scale is kepl constant over a picture, thes, for a given number of coding bits, the total mean
square error of the coded picture will tend © be dose 10 he mmimum. However, the visual appearance of
mast pictures can be mproved by varying ihe quantizer scale over the picture, making it smalier in smooth
areas of the pictore and larger in busy areas. This techmique reduces the visibility of bioddisess in smooth
areas at the expense of increased quantization noise in the busy areas where, however, it is masked by the

Thus a good glgorithm for controlling the bitrate within a picture adjusts the quantizer scale depeading on
both the calculaied buffer fuliness and oa the local image conient Examples of tectniques for rae control
and ¢uantization may be found i [T][8].

D.5.1.2 Buffer fullness .

To give the best visual quality, the encodershouk] almost fill the input buffer before instrociing the decoder
to start decoding.

D.6.2 Motion estimation and compensation
D.6.2.1 Motion compensation

P-pictures use motion compessalion o exploit lemporal redundancy in the video. Decoders consiruct 2
predicted tlock of pels from pels ia a previously transmitted picure. Motion within the pictwres (eg. a
pan) bsually implics that the pels in the previous pictare will be in a different position from the pels in the
cusrent block, ard the displacemeni is gives by motion vectors encoded in the bitstream. The predicted
block is usaally a good estmate of the cunrent block, and it is usually more efficient i Cansmit the motion
vector plus the difference between the predicted block and the curmrent block, than w transmit a description of
ihe current block by itself.

Consider the following typical group of picures
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Figure D23 ~ Group of pictures in display order

T‘leJ«ptunm, pictare 2, is decoded without requiring any motion vectors. The firs: P-picture, number 5, is
decoded using modon veciors from picture 2. This motion compensaton is called forward motion
compensation singe it is forward in time. Motion vectors define the molion of a macroblock, i.c. the
motion of 2-16x16 block of lnminance pels and the associated chromnance components, Typically, most
macroblocks in a P-picture use motion campensation, Non-zero motion vectors are transmitted
differemtially with reference to the last transomitted motion vector,

The ransmitied vectors usually have a precision of balfa pel. The maximum range of the veetor is set by
the forward [ purameter in the picure header. Somelimes, if the motion is unusually large, the range may
be deubled and the accuracy reduced 10 integer pels, by the full_pel forward_vecior bitin the picture header

A positive value of the horizontal or vertical component of the motion vecior signifies that the prediction is
formed from pels i the refercneed picture which are spatially o the right o1 below the pels being predicted.

Not zH macroblocks in a P-pictare necessarily use motion compensation.  Some macroblocks, as defined by
the transmitied macroblock type (see @ble B.2b), may be intra-coded, and these are reconstructed without
motion compensation. Full detzils defiring the method of decoding the vectors and constructing the
motion-compensaked macyoblock are givea in 2442

P-picture § in figure D.23 uses forward motion compensation from pictire 5. P-pictures alwvays use
forward motion compensation from the lagt transmitted [ or P-picture.

B-pictures may use motior compensztion from the previous 1 or P-picture, from the next (in display onder) |
or P-picture, or beth; i.e., from the last two transmiteed 1 ar P-pictores.

Prediction is called forward if reference & made w 2 picture in the pest and called backward if refesence is
made (@ a picture in the fumre. For example, B-picture 3 in figure .23 uses forward motion compensation
from I-picwre 2, and backward motion compensation from P-picture 5. B-pictures may use both forward ana
backward motion compensation and average (heresuk. This operation is called mterpolative motion
compensation,

All three types of motion compensation are useful, and typically are nsed in coding B-picturcs
Inierpolative motion compensation bas he advantage of averaging any noise preseat. Forward or backward
motion compersalion may be more weful near the edges of pictures, or where a foreground object is
passing in frontof a fixed or slow moving background.

Note that this techaique of coding with P and B-picunes increases the coding efficiency, B-piciunes can
have greater ervors of recoustructicn fian 1 or P-pictures to conserve coding bits, bit since they are aot used
as the basis of mofion compensation for folure picres, these enors may be tolerated.,

D.6.2.2 Motion estimation

Motion compensation in adecoder is straightforward, but mofion estimation which includes determining the
best motion veciors and which must be performed by the encoder, presents a formidable compatational
challenge.

Various methods are available 1 the encoder. The more computationally inteasive methods tend to give
better results, so there is tradeofl to be made in the encoder: compuational power, imd hence sy, vertus
coded video guality,
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Using a search straiegy the encoder attempis to match the pels in a macoblock with those in & previoas or
futare picture. The vector corresponding © the best maich is reponed afler the scarch is compieted.

D.6.2.21 Block matching criteria

Jn seeking 2 match, the encoder must decide whetber to use the decoded past and future pictures as the
reference, or use the origmal pastand future pictures. Formotion ¢stimation, usz of the decoded pictures by
the encoder gives the smallest enor in the error picture, whereas use of the onginal pictures gives the most
acamate moticn vectors. The choice depends oa whether the artifacts of increased noise, or grealer spuricus
motion are judged 1o be the more objectionable. There is usually Tittlz or no difference 1a quality berween
tbe two metbods, Note that the deceder does pot perfornn motion estimation. It perfarms motion
compensated prediction and inlerpolation ising vectars calculated in the encoder and siored in the bitstream.
In motion compenszted prediction and interpolaiion, both ke encoder and decader must use the decoded
picures as the refercnces.

Several matching criteria are available. The mean square error of the difference between the mption-
compensated block and the current blodk is an obvious chioice. Anvther possible criterion & he mean
absolute difference between the motion-compensaked block and the current block.

Fot half pel shift, the pel values could be interpokated by several methods, Since the decoder vses a simple
linear interpolation, there is litde reason io use a more complex method in the encoder. The linear
interpolation methed given in this partof ISO/IEC 11172 is squivalent to the following  Consider four
pels baving values A, B, D and E as shown in Ggure D.24:

A h B
v c
D E

Figure D24 -- Interpolation of hall pel shifts
The value of the borizontally interpolated pel is
h=(A+B)/2

where the double division symbol means division with rownding to the rearest integer. Half integer valves
are to be rounded to the next higher value. Thus if A =4 and B =9 then h= 6.5 which is ounded up to 7.

The value of the vertically interpolaied pel is
v=(A+D)/2
The value of the central interpolated pel is
c=(A+B+D+E)/ A
D.6.2.2.2 Search range
Once a block matching criterion has beéen seleded, soms kind of search jtratezy mustbe adopted. This

must recogize the limitations of the VLC tables ased o code the vectors. ‘The maximum range of the
vector depends upon forward_{_code or backward_f_code. The motion vector ranges are given intable D.7,
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Table .7 -- Range of mofion vectors

forward_f_code or Motion veclor mnge
full_pel=)
1 810175

2 -1610 155
3 -2 w0315
4 -64 0 635
5
6
7

-128 10 127,5 -256 10 255
-256 10 255,5 51210 511
-512 w0 511,5 | -1 024101023

The range depends on the value of full_pel_forward_vecior or full_pel_backward_vector in the pichre
header. Thus if all the motion vectors wese found to be 15 pels or less, the encoder would nsually select
half pel accuracy and a forward_f_code or backward_ £ code value of 2.

The search must be constrained 1o [ake place within the boundaries of the decoded reference picture, Motion
vectors which refer 0 pels ontside the piclure are aotallowed.  Any hitstream waich refers o such pels does
not confonm to this pant of ISC/AEC 11172.

D.6.2.2.3 2-D search sirategy

There are many possible methods of sezrching anather picire for the best match to a carrent block, and a
few simple ames will be described.

The simplest search is a full-search. Withm e chosen search range all possible displacements zre
evalvated using the block maiching criterion.

The full search is compulzationally expeasive, and practical encoders may not be able o afford the time
required for a full search.

A simple modification of Ihe fullsearch is 1o search using only integer pel displacements. Once the best
integer match bas been found, the zight neighbouring balf-mteger pel displacements ar evaluated, znd the
best one selectad as dlustrated below:

* E3 & a4 * )'

3 ¥ % 1 € y+1
+ 4 + y+1,5

W L4 + = + & * y+2
+ + + y+2,5

& " ® 4 & §H‘3

* E3 = 4 L y+4

X x+1 x+2 x43 x+4

Figure D.25 -- Integer pel and half pel displacements

Assume that the position 1+2,y+2 gives the best fnteger displacement matchmg using the selected block
matching criterion, thea the encoder weuld evaluate the eight positions with balf pel displacements marked
by + signs is figure D.25. 1f one of them were a better match then it wonld become the motion vector,
otherwise th: molior vector would remain that of the integer displacement x+2,y+2.

If during (he integer pel search, two or more positions have the same block matching value, the encoder can
adopt a cunsistent tie-breaking mle,

The modified full search @lgorithm is approximalely an order of magnitede simples than the full search.
Using only integer displacements [or the: first smge of the search reduces the number of cvaluations by a
factor of four. In additon, the evalustions arc simpler since the pel differences can be caleulated directly and
do not have o be intzrpolated.
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For some applications even the modified full seanch may be o0 time copsuming, and 2 faster search method
may be required. One such methed is the Iogarithmic search,

D.6.2.2.4 Logarithmic search

In this search method, grids of 9 displacements are examined, and the search conlinved based on a smaller
£rid centered on the position of the best match. If the grids are reduced in size by a factor of 3 at each step
then the search i maximally efficieat in the sense that any imeger shift has a umque selection path toit.,
This method will find the bestmatch only for a rather Iimited set of image types. A more robust method is
(o reduce the size of the grids by a smaller factor at each siep. eg. by a factor of 2. The scaling factors can
also be adjusted m match the search ranges of table D.7.

The method will be illustrated with an example. Consider the set of mteger shifis in figure D26

# O % kKRR NN E R RN
oK % Ska HED HEad B W O W X
* OE B B OB B OF K % F # E * F R
¥ % FUH LN RN % ¥ ¥ K
LR S R RVERPURFERE I S
#OF k= F K= K W= &R R
* O & F & F ¥ N B O 4 ® ¥ B B
*OE R % & B4 X R F A KRR
ok o o E B R R R
FOE OB & S 3 & b W W
K OE X X E N E %S s
B O R OH KB N KR A X A W W N
E B U T T

# % E e B W KT W R
¥ % o LWL o # O % kX N

Figure D.26 — Legarithmic search method Fer integer pel shilts

The first grid has a spacing of 4 pels. The first step examines pels at shifts of 0, 4, or 4 pels in each
direction, marked 1 in figure D.26. The best position is used as the centere point of the second grid.

Assurne it is the pel marked 1 directly to the left of the center pel. The second grid has a spading of 2 pels.
The second step examines pels at shifts of D, 2, or -2 pels i each direction from the center of the new grid,
marked 2 in ths figure, The best positin is used as the center point of the third grid, assume it is the lower
nght pel of the second grid. The third grid has a spacing of 1 pel. The third step examines pels at shifts of
0, 1, or -1 pels ingach direcion from the center of the grid. The best position is used as the enier point of
the fourth grid. The founh grid hasa spacing of 1/2 pel. The fourth sicp examines pels atshifts of 07 172,
or -1/2 pels in zach direction fom the center of the grid using the same method &s in the modified full
search. The best position detennines the motion veclor,

Some possible grid spzcings for various search ranges are givenin table D8,

Table D.8 -- Grid spacings For logarithmic searches

forward_{ code " HANGE '. STEPS GRID SPACINGS

| 1 1.5 &7 421172
2 £15,5 5 42112
3 91,5 6 16842112

ForP-pichwes only forward searches are performed, but B-pictures require both forward and backwand
searches. Mot all the vectors calculaed during the search are necessarily ased. In B-piciures either forward
or backward motion compensation might be used nsiead of interpolated motion compensation, and in both
P and B-pictures the encoder might decide that a block it better codzd as intra, in which case no vectors are
ransmitted.

D.6.2.25 Telescopic search

Even with the faster methods of the modified {ull search, or the logarithmic search, the search might be
quite expensive. For example, if the encoder decides to use amaximum search range of 7 pels per picture
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interyal, and if there ar 4 B-pictares preceding a P-picure, then the full search range for the P-picture would
be 35 pels. This large search range may exceed the capabilitics of the encoder.

One way of reducing the scarch mnge i< 10 ase a telescopic search technique. This i best eaplained by
ilustrating with an example, Censider the group of pictares in igure D27,

i 5 BB P BB BB B R P
Dok 2 F.% )y E W &R N )2

Figure 0.17 -- Example group of pictures in display order

The encoder might proceed using its selected Hock matching ariterion and D search strategy. For ezch P-
picture and the preceding B-pictures, it fisst cakeulates all the forward veclors, then calculates all the
backward vectors. The first set of pichares corsists of pictures 0 through 4.

To caleulate the complete set of forwand vectors, the encoder first calculiates all the forward veciors fom
pictare 0 lo pictare | using a 2-D search strategy ceatered on zero displacement. 1L neai calenlates al) the
forward veciors fiom picture (1o picture 2 wsing a 2-D search siralegy centered on the displacements
calculated for the corresponding Mock of picture 1. It neat caleulates all the forward vectors from picture 0
w0 picture 3 wsing a 2-D search stategy centered on he displacements calculated for the corresponding block
of pictsre 2. Finally, it calculates all the forward vectors from picture 0 10 picture 4 using a 2-1) search
strategy ceniered on the displacements cakulated for the coresponding block of picture 3,

To calculate the complete set of backward vectors, the encoder first caleulates all the backward vectors from
picture 4 0 picwe 3 using 2 2-D search srategy centered on zero displaczment. [t neat caleulates all the
backward veciors from pictire 4 0 picture 2 using a 2-D search strategy cenlered on the displacements
czlculaied for the carresponding block of picture 3. Finally, it cakulates all the backward vectors from
picture 4 0 picture 1 using 8 2D sesrch straeegy centered on the displacements calculated foc the
corresponding block of picture 2.

Further methods of mation ¢stimation are givea by Neiravali and Haskell [1].

D.6.23 Coding of metion vectors

The motion vector of a macroblock lends to be well comrelated with the vector of the previons macrobloct.
For example, in a pan all vectors would be soughly the same. Motion vectors are coded using a DPCM
technique to make use of this correlation.

In P-pictures the motion vector used for DPCM, ihe prediction vector, is sel (0 zero at the san of cach skice
and at each intm-coded macioblock. Note that macroblpcks which are coded as predictive but which have no
motion vector, also set the prediciion veclor (o zevo.

InB-pictures there are iwo motion vectors, forward and backward. Each vecioris coded relaiive to the
predicted vectar of the same type. Both motion vectors are set (o zero at the start of each slice and at each
intra-coded macrohlock. Nole thit predictive mmacroblocks which have only a forward vecior do not affect
the value of the predicted backward vector. Similarly, predictive maercblocks which have only a badcwand
vector do nol affect the value of the predicied forward vector.

The range of the vectors is set by two parameters. The full_pel_Forward_vector and
full_pel tackward vector flags in the picture heacer delermise whether the vectrs are defined in half-pel or
inicger-pel units.

A second parameier. forward_[_code or backward [ _code, is related o the number of bits appended to the
VLC codes in mabic D.9.
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Table D9 -- Differential metion code.

1000 0011 001
D000 0011 011
00000011 101
00000011 111
D000 0100 001
0000 0100011
0000 0100 11
00000101 01
00000101 11
0000 0111
0000 1001
0000 1011
0000 11

0001 1

not1

o1t

1

010

2010

D10

D000 110
D020 1010
D020 1000
00200110
DOXO101 10
DOX0 0101 00
D020 0100 10
000 0100010
D030 0160 000
DOX0 0011 110
D020 001 100
0000 0011 010
DODO 0611 000

© ISO/IEC

Advantage is taken of the faci that the range of displacement vector values iz constrained. Each VLC
represents a pair of difference valuzs. Only one of the pair will yield a motion vector [alling withifi the

permitted range.

Tbe range of the vector is limited © the values shown in table D7. The values obtainzd by decoding the
differential values must be kept within this range by adding or subtmacting a modulus which depeads on the

f valwe as shown in table D.1D.

Table D10 -- Modulus for motion vectors
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The use of the modulus, which refers only 1o the numbers in tables D.8 tkrough D10, will be illustrated
by an examplz, Assumec that 1 slice has the following vectars, expresszd in the usits set by e full pel
Mag.

3 10 30 30-14-16 27 24

The range is such that an f valne of 2 canbe used The initial prediciion is zero, so the differential values
e

372 042433

The diff>rential values are reduced 0 the range -32 to 431 by adding or sublracting the modulus 64
pomespanding to the forward_(_code of 2.

372 020-2-21 3

Tocreate the codeword, tmyd + Gign(mvd)*forward_f-1)) )is divided by forward_f. The signed quotient of
this division i3 used to find a variable length codeword from table D9, Then the absolite value of the
remainder 8 vsed to generaie 2 fixed length code tha is concatenated with the variable lengih code. The
codes generated by this example are shown below:

Value VYLC Code

3 100

7 0000 1100

20 0000 0100 101
0 1

20 0000 0100 101
-2 0111

=21 0200 0100 €110
-3 1.0

D.6.3 Coding I-pictures

[n coding I-pictures, the encoder has two main decis.ons 0 make thal are not mandated by this partof
[SO/IEC 11172. These are: how to divide the picture up into slices, and how to set the quantizer sealke.

D.6.3.1 Slices in I-piclures

Division of the picture into slices is described in D.5.4.

D.6.3.2 Macroblacks in |-pictures

D.6.3.2.1 Macroblock types in I-pictures

There are two types of macrotlock in [-pictares. Both pse intra ceding. One uses the corrent quantizer
scale, whereas the other defines anew valoe for the quantizerscale They are identified in the coded
hitstream by the VLC codes given m table D.11.

Table D11 -- Macrobleck type VLC for [-pictures (table B.2Za.)

TYPE JANT | VLC
mita-d 1
il g 1 01

The types are refered to names in thisannex. Intra-d is the defank type where the guantizer scale is not
changed Intra-q sets the quantizer scale.

In prder wo allow for possible futre extension to MPEG video, the VILC for intra-¢ is O] rather than 0.
Additional types could be addad to this tsble without interfesing with the existing entries. The VL.C mble &
thus open for future additions, and not closed. A policy of making the coding tables open in this way was
adopted by in developing this part of ISOMEC [1172. The advantage of future extension was judged o be
warth the slight coding inefficiency.
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D.6.3.2.2 Quantizer scale

IF the macroblock type is mtra-g, then the macreblock header coutains a five-bit integer which defines the
quantizer scale. This is used by the decoder © calculate the DCT ceefficients from the ransmited quartized
coeificients. A value of  is forbidden, so the quantizer scale can have any value between 1 and 31
inclusive

Note that also the quantizer scale is ¢t i a slice beader.

If the blook rype is intra-d, then no quantizer scale is ransmitied and the decoder uses the previously set
value. For a discossion on stralegies encadess might use to set the quantizer seale, see D.6.1.

Note that the cost of transmitting a rew quantizer scale is six bits: onz for the extra lengh of he
macroblock type code, and five to define the value. Although this is nonmally a small fraction of the bits
allocated to coding each macroblock, the encoder shoeld exerdse some restraint and avoid making a large

number of very small changes.
D.6.3.3 DCT transform

The DCT is illuswated in figure D.23.
u, increasing
x horizonial frequency
]
y v, increasing
| y veriical frequency
(a) Pels () DCT Coeflicients

Figure D.28 -- Transformation of pels to coelficients

The pels are shown m raster scan order, whereas the coeffidents are armanged in frequency ordes. The top lefi
coefficient is the detern and is proportional to the average vilue of the componentpel values. The other
coefficients are called ac coefficients. The ac coefficicnts to the right of the de cofTicient represent
increasing horizontal frequencies, whereas ac coefficients below the de coeflicient represent increasing
vertical fiequencies, The remaining ac coefficients contzin both horizontal and vertical frequency
components. Nole thal as image coataming only vertical fings contains only horizontal frequencGes.

The ceeflficient aray confains zll the information of the pel array and the pel amray can be exacly
reconstructed from the coxfficient array, except for information lost by the use of finite arnthmetic precision.

The two-dimersional DCT is defined as

7 7
F(u,v) = % T ¥ Fixy) cos (m(2x+1Dw/16)cos (x(Zy=1)v/16)
x=0
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wih: uwvxy=012..7
wicre  x,y = spatid coordmaes in the pel domain
u, v = eoordinates in the wansform doman
Clu) =1/v2foru=0
Civ) =1/v2forv=0
=1 otherwise

This transform is separable, e a one-dimeasional DCT transform may be applied first ia the horizontal
directiopn and then i the vertical direction. The formulz for e ore dimensionzl vansfonm is:

7
Fw =1 cn) 3 fxcostr2x+1)w/16)
E x=l}

Fast DCT vansforms exist, analogous to fast Fourer trunsfonns. See reference [3],

‘The input pel valies have arange from 0 to 255, giving a dymsamic range for the dc coefficient from 0 1o
2040. The maximum dynamic range for any ac coefficient is about -1 000 to 1 000, Note that for P and
B-pictures the component pels represent difference values and range from <255 1o 255, This givesa
maximum dymamic range for any coefficieat of about -2 000 1© 2 00D, The encoder may thes repretent e
coefficicats using 12 bits whese values range from -2 048 10 2 047,

D.6.3.4 Qeuantization

Enach array of § by § coefficients produced by the DCT transform operation is quantized 1o produce an § by 8
array of quantized coelficients. Normally the number of non-zer quantized coefficients is quite small, and
this is one of the main reasons why the compression scheme works as well as it does,

‘The caefficients are quantized with a wnifonm quantizer. The characteristic of this quantizer, only forI-

blodcks, is shown below:
Index |

Coefficent

Figare D29, - Uniform quantizer characteristics

Thae value of the coefficientis Jivided by the goantizer siep size and rounded 10 the nearest whoks nunber 0
produce the quantized cocficient. Half integer values may be rounded up or cown without direcily affecting
image quality, However, rounding towards zero tends to give the smallest code size and so is preferred, For
ciample, witha step size of 16 al coefficients with valves betweea 25 md 40 Inchisive would give &
quantized ceefficient of 2.
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The quantizer step size is derived from the quantization matria and the quantizer scale. Itcan thus be
different for diferent coefficients, and may change between macroblocks  The only exception 's the de
coeTicient which is reated differently.

The eye is quitz seasitive (o large area lominance arers, and so the aceuracy of coding te de valve & fixed.
The quantizer step size for the de coefTicients of the hnmmance and chrominance components is fired at
eight. The dc quantized coefficient is obtained by dividing the de coefficen by eight and rounding © the
vearest whaole number. This effectively quantizes the average de velue o one past in 256 for the
reonsructed pels.

For example, a de coefficient of 21 is quantized to a value of 3, independent of the value of the quamtizer
scake.

The ac coefTicients are quantized using the inlra quanizaton matix. The quantized coefficient i{u,v] is
produced by quantizing the coefficient c[u,v] for I-blocks. One equation is given by the formula:

ilu,v] = 8 * cluyv] // (g * mu,v])

where mju,v] 5 the coresponding element of the intra quantization matrix, and g is the quantizer scale. ‘The
quantized coefficient is limited to the rimpe -255 to +255,

The intra quancization matriz might be the defanlt matrix, or it might kave been downloaded in the sequence
heades,

D.6.3.5 Coding of quantized coefficients

The top Izft coefficientin figure D.23b is called the de coefficent, the remainder are cdled ac coefficients,
The de cocfiicient is camrelated with the de coefficizni of the preceding block, and advaniage is taken of this
in coding, The ac coefficients zre not well comrelated, and are coded independeatly.

After the dc coefficient of a block has been quantized it is coded losslessly bya DPCM technique. Coding
of the luminance blocks within a macroblock follows the 1aster scan order of figure D.5,0t0 3. Thusths
de value of block 3 becomes the dec predictor for block 0 of the following macioblock. The dc value of each
chrominance Hock is coded using the dr valve of the comesponding block of the previous macrohlock as a
predictor, At the begimning of each slice, all three de predictors for Y, Ch and Cr, are sei to 1024 (128%8).

The differential dc values thes generated are categorized according 1o their sbsolule value as shown in tzble
D.12.

Table D.12. -- Differential dc size and VLC

VLC CODE VLC CODE
Tuminan (chrominance)
0 100 00
1 00 01
2 01 10
3 101 10
Sto 15 4 110 1110
161031 5 1110 1110
120563 6 11110 11110
6410 127 7 111110 1111 110
128 1o 255 B 1111 110 1017 111D

The size is ransmitied using a VLC, This VLC is different for luminance and chrominance since the
stanstics are different.

The size defines the number of additonal bits required to define the level uniquely. Thusa size of 6 is
followed by 6 additomal bits. These bits define the ®evel i order, from low to high. Thus the first of these
exta bits gives the sign: 0 for negative and 1 for positive. A size of zero requires no additional bits.

The additional codes are given in able D13,
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Table D.13. -- Differential dc additional code

ADDITIONAL CODE
-25510-128 8 00000000 10 01111111
1270 -64 7 0000000 o 01111 11
-63 in -32 6 000000 © 011111
31 1 -16 5 00000 o (1111
-15m 3 A 0000 1o 0111
-Tio-4 3 000 1w 011
32 2 D00 01
-1 1 0
0 0
1 1 |
2t03 2 100 11
407 3 100w 111
8w 15 4 1000 to 1111
16t 31 5 10000 o 11111
32 0 63 6 100000 o 111111
64 to 127 7 1000000 to 1111111
128 10 255 3 10000000 10 11111111

For example, a lumivance dc change of 10 would be coded as 1101010. table D.12 shows that the Grst
three bits 110 indicate that the size is 4. This means that four additional bils are required © define the exact
value. The nzxi bit is a 1, and mble D.13 shows that the differential dc value must be somewhere between
8 and 15 inclusive. The last three bits, 010, show that the exact value is 10.

The decoder reconstructs dc quantized ceefficients by following the inverse procedure.

The ac quantized coefficients are coded using a nm leagth and level technigue. The quantized coefficients are
first scanned in the zigzag order shown in figure D.30.

Increasng Horizorntal Fteq:mcv*

== =% 15 L& 28 29
A

L] B 1¢ 17 27T g 43
$27
4 y’ g 13 16 26 3l 42 44

¥
e 33 A% 35 3% e 45 54

11 20 4 33 a0 16 5) &5

21 a3 34 39 47 32 56 £l

Incrzasing| . y )
Vettical 23 35 38 48 El 57 60 £2
Frequen
quency 3¢

37 49 50 B 59 B3 64
Figare D30, -- Quantized coefficient block in zigzag scan order
Tie scanning order stans at 1, passes through 2, 3 eic i order, eventually reaching 64 in the bottom righe

comer. The length of a nn & the number of zero quantized coefficients skipped over. For example, the
quantized cozfficients in figare D31 produce the list of run lengths and levels in mble D.14.

Page 99 of 124 89



ISO/IEC 11172-2: 1993 (E) @ ISQVNEC
1 a Q 0 0 0 0 o C
r 0 0 0 2 0 0 ¢
N =D 1] 0 0 9 0 0 0
1 0 0 120 0 2 0 0 ¢
0 o 0 0 0 b 0 0 d
L] 0 0 0 0 it 0 0 ¢
0 0 0 0 0 J 0 0 L
0 0 0 0 0 0] 0 ¢ 1]

Figure D.31. -- Example guantized coefficients

Table D.J4. - Example ron lengths and levels

The scan starts al position 2 since the top left quanized coefficient is coded separaicly & the de quantized
coefficient.

Using a zig zag scan rather [han a rester scan is more efficieat 4s & gives f2wer runs and czn be coded with
shorter VLC codes.

The List of run lengihs and levels is coded wsing mbe D.1S Not all possible combinations of mun leagth
and level are in hese @atles, only the more common anes. For combinations nol in the tables, an escape
sequeace is used. In tahle .15, he last bit ‘s’ denokes the sign of the level; O means a positive level ad |
means a negative level. The escape code is wsed followed by the run length derived from table D. 16 and then
the level from table D.17.
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Table D.15. <« Combination codes for
DCT quantized coefficients. s = 8 for

positive level, s

1 for negative level

ISONEC 11172-2: 1993 (E)

RUN

LEVEL ||

VLC CODE

<

LEVEL

g

el el el B B B i e e e B = e e o B e e B e e e e = e e e R e e [ i o e e e I = = T Y = = B = R e W B v

10

| 1s TF ist COEFF
1 112 NOT 151 COEFF
0100 s

DOLO 1s

D000 110s
2000110 &

| 0010 D001 5

| 0000 0010 10s

il DOOO 0001 1101 s
D000 0001 100D =

'] 0000 0001 DOLL s

3000 0001 0000 s

0000 0000 1101 Os
f 2000 DOXO 1100 15
0000 000 1100 Os
0000 0O00 1011 Ls
0000 OODO OI1LL 18
DORO DO 01T 10s
0000 0000 0111 Ol
0000 DODO 0111 OOs
| 0000 0000 0110 s
0000 DOKO 0110 10s
0000 DO0O G1LO Ols
D00 0000 0110 D0s

G000 DOOO 0101 ils
0000 DODO 0101 Ols

il 0000 DOOO 0010 1115
0000 DOOD DOLD 110s
00C0 0000 0010 101s
| 0000 D000 0010 1005

00C0 0000 0010 001s
0000 0000 0010 D00s
olis

| 001 10s

| 0010 0101 5

0000 0H0: 1 00s

8000 0001 10(1 s
0000 0000 1011 Os
0000 D000 1010 15
0000 0000 DOIL 111s
| 000D 0000 DOI1 110s

DI 0000 D000 0011 101s

0000 00600 0011 100s
600G 0000 DOLL DLIs
0000 0000 DOLT D10s
0000 0000 0011 DOIs
0000 0000 DOOL D01 1s
0000 0000 D001 00L0s
GOCO 0000 DOD1 000 1s
0000 0000 000L 00NTs

ESCAPE

O e S . A P N B N e K T N S B S B N S S WU N I N R P S 3 I SR

VLC CODE

0101 ¢

0000 100s

0000 0010 11

(000 00CL D100 s
o) 800D 1010 Os
1l |s

01D 0160 s

000 0001 1100 s
0000 6OGO 1001 1s
Ll os

000 0011 11s

0000 6001 D010 s
W s

0000 0010 D1s

000 0000 1061 Ds
0001 01s

o0 6001 1110 s
OO0 0000 DO O1D0s
D001 00s .

0000 0001 0101 s
0000 |11s

0000 0001 0001 s
oDo0 1015

0300 (000 1060 1s
0210 0111 s

0000 (000 LO0D Ds
0010 0011 =

0000 0000 DOOL 1010
0010 (010 =

0300 0000 D001 10D1s
010 (OO0 5

0000 0000 DOOL 10D0s
00 0011 10s

0000 0000 DOOL O111s
0000 G011 O1s

0000 CD0D D001 D110s
0000 0010 00s

000 0000 000 01018
0000 CO01 (111 &
0000 €001 010 &
000 CO01 001 &
0000 COO01 0111 &
0000 COO01 0110 =
0000 €000 (111 1s
0000 €600 1111 Ds
0000 CO00 (110 1s
0000 CO0D (110 Ds
0000 CODD (101 1s
0000 CO00 BDOT 1111
0000 COOO GDOL 1110:
0000 CO00 000F 1101
0000 CO0G 0001 | 100s
0000 COO0 0001 1011
00040 01
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Table D16, — Zero ran lenpth cedes

0000 01
D000 10

111110
Aijj11L1 1

Table D.17. -- Level codes for DCT quantized coefficients

LEVEL CODE
[ ——— e —
-256 | FORBIDDEN

-255 | 1000 0000 6000 001
=254 1 1000 0000 6000 00510

-120 1 1000 €000 0111 11711
-128 | 1000 €000 1000 0060
-127 | 1000 €001
-126| 1000 €010

21 1111 1110
111111 1n
0] FORBIDDEN
1§ 0000 €001
2§ 000D €010

126{ 0110 1110
12710111 1111
128 | (00O 000 1000 D000
129 | (00D €000 1000 0001

254 | 000D 0000 1111 1110
255 | 0002 €000 1111 1111

[Tsing tables 1215 through D.17 we can derive the VLC codes for the example of table D_14:

Table D.18. - Example run lengths, values, and VLC codes

| COMMENT

ese seq

ese soq

The firstthree codes in table D.18 are derived directly from table D.15. The next cade is desived indirectly
since table D.15 dozs not contain an entry corresponding 0 arum kength of 3 and a level of 5. Instead the
escape code 000001 isused. This is followed by ihe siz-hit code (00011 from tible D.16 indicating a nm
length of 3. Lasdy the cight-bit code from table D.17 (11111011 - indicating a kevel of -5) is appeaded.

After the last coefficient has been coded, 2n EOB code 15 used to inform the decoder that there are no more
quantzed cefficieats in the current 8 by 8 block. This BOB code is used even if the last quantized
coefficient is at the bottam right of the block.

There are two codes for the 0,1 run length, level combination, as indicaled in table D15 Intra block

coding always has the first quantized coefficiznt, the de quantized coefficient, coded using the de Sze method,
Consequenily intra blocks al'ways use the code 118 o denote a rup length, level canbination of 0,1, Tt will
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be seen laer that predicively ooded Hodks code the de quantized ceefficient differently, and may use the
shorer code.

D.6.4 Coding P-pictures

As in L-pictures, each P-picture is divided up inie one or more slices, which are, intum, divided inlo
macrotlocks. Coding is more complex than for I-pictures, since motor-compensated macroblocks may be
consiructed. The difference between the motion cempersaed macroblodk and the corven! macroblock is
transformed wilh a two-dimensioral DCT giving an array of 8 by & transform ceefficients. The cocfficients
are guantized 1o produce aser of quantized coefficients. The quantized ceefficienis zre then encoded usinga
fun-length value technigoe,

As in I-pictres, the encodernesds to store the decoded P-picture since this may be used as the staring poiot
for motion compensation, Thesefore, the encoder will reconstruct the image from the quantized coefficients.

In coding P-pictuees, the encodder has more decisions to mzke than in the case of 1-pictures, These decisions
are: how fo divide the picture up into slices, determine the best motion vectos © use, décide whether to
code ezch macmblock as intra or predicied, and how 10 set the quantizer scale.

D.64.1 Slices in P-pictures

P-pictures ase divided mto shices in the same way as [-pictores. The same considesations as o the best
method of dividing a pictare into slices apply, see D.5.4.

D.6.4.2 Macroblocks in P-pictures

Slices are divided inio macroblocks. in the same way as for I-picures. The major difference is the
complexity introducsd by motion compensation.

The macroblock beader may contzin stuffing, The position of the macroblock is determmed by the |
macroblock address. Whereas the macmoblock address increment withina slice for I-pictures is restrictzd o !
one, it may be hrger for P-pictures. Any macroblocks thus skipped over are calied "skipped macroblocks”,

The decoder copies them from the previous picture into the cument picture. Skipped macroblocks are as

predicted macroblocks with a zero motion vector for which no additional correction is available. They

require very few bits to transmit.

The next field in the macroblock header defines the macroblock type. ‘
D.6.4.2.1 Macroblock types in P-piclures

Thes are eight types of macroblock in P-pictures:

Table D.19 -- Macroblock type VLC for P-pictures (table B.1b)

CODED QUANT
PATTERN

0 1 0

0 0 i ]
pedm 001 0 1 0 0
intra-d 0001 1 1 0 0 0
predmog 00010 0 1 i 1
pred-oq 0000 1 0 0 1 1
intra-q 0000 01 1 0 0 1
skipped N/A

Not all pessible combinations of motion compensation, coding, quantization, and intra coding occur. For
example, with ntmacoded macroblocks, intra<d znd inra-q, motion vectors are not ransitied.

Skipped macroblocks bave no VLC code. Instead they are coded by baving the macroblock address
incremini code skip over them.
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D.6.4.2.2 Quantizer scale

If the mzcroblock type is pred-meg pred-cq ox inira-g, ie. if the QUANT column in tabke D19 hasal,
then a quantizer sczle is ransmiilied . If the macrobiock types ase pred-mc, pred<C ar intra-d, thea the DCT
correction & ended using the previously established value for the quantizer scale,

D.6.4.2.3 Motion vectors

If the macroblock type i pred-m, pred-mc or pred-ma, ie. if he MOTION FORWARD column in table
D.19 hasa 1, then horizental and vertical forward molien vecions ane ransmitled in SUCCESsioiL.

D.6.4.2.4 Coded block pattern

If the macroblock type is pred-c, pred-mc, pred-og or pred-mcg, ie. if the CODED PATTERN column im
table D.19 has a 1, then a coded block patiem is traasmilted. This informs the decoder which of the six
blocks in the macroblock ase coded, i.z. have ransmited DCT quantized coefficients, and which are not
coded, i.c. bave no additional comection after maticn compensation,

The coded block pauern is a mmaber from € 1o 63 that indicates which of the blocks are coded, ie. have at
keast oone transmitted coefficient, and which are not coded. To understand the structure of the coded block
patem, we refer to figure D.5 and invoduce the variables PN 1o indicate the smatus of each of the six blocks.
If block N is coded then PN has the value one, if itis not coded then PN is zero, The coded block paemn is
defined by the equation:

CEP = 32*P) + 16*P1 + B*P2 + 4*P3 + 2'P4 + P3
This is equivalent 1o the definition given in 24 3.6.

For example, if the top two luminance blocks and the Ch block are coded, and the other three are not, then
PO=1,P1=1,P2=0,P3=0,P4=1, and P5 = 0. The coded block pattem is:

CBP = 32%] + 16%1 + 8*0+ 4*0 + 2*1 + 0 = 5D
Cenain patems are more common than others, Advzntage is taken of this fad © increase the coding
cfficiency and tansmit a VLC representing the coded block pattern, mther than the coded blodk patiem
itself. The VLC codes are given in tzble D.20,

Table D20 - VLC table for coded block pattern

VLC CODE CEP] VL.C CODE CEP] VLC CODE
50 50010 111 51 0001 0010
4f nor 9| 0010 110 23 | oot ool
8lf 1100 17{ 0010 101 43 | 0001 00t
16/ 1011 33 0010 100 25 | 0000 1111
32/ 1010 6/ 0010 011 37 | 0000 1110
12 1001 t 10] o010 010 26 | 0000 1101
18] 1001 0 18 0010 001 33 0000 1100
204 1000 © 34| 0010 000 2¢ | 0900 1011
10]f 1000 0 7{ 0001 1111 45 | 0000 1010
28l 6111 1t i1/ 0001 1110 53 {0000 1001
ufoin o 19 0001 1101 57 | 0000 1000
52§ 0110 1 35| 00T 1100 30 |0d00 0111
56|l 0110 0 13§ 0001 1011 46 | 0000 0110
1fl 0101 1 59§ 0001 1010 54 | 0000 0101
s1j{ 0101 0 21§ 0001 1001 58 | 0000 0100
2§l 0100 1 110001 1000 31 | 0000 €011 1
s2fl 0100 0 14| coo1 0111 7 | 0000 €011 0
24 co11 11 50 0001 0110 55 | 0000 G010 |
36f| 0011 10 22| 0001 0101 59 | 0900 (010 0
3flcon m 12| oot 0100 21 | 0000 0001 1
s3j 0011 00 15{ 0001 0011 39| 0300 0001 O
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Thus the coded block patizm of the previcus example, 30, would be represented by the code "00010110".

Note that there is 10 code representing Lhe state in wiich sone of ihe blocks are coded, a coded block pattern
equal to zero. Instead, this date is indicated by the macrablock type.

For macrcblocks in I-pictures, and for intra coded macroblocks in Pand B-pictures, the coded block pattern
is not tansmitted, but & 2ssamed to have a value of 63, ie. all the blocks in the macroblock ase coded.

The use of coded block patterns instead of transmitting end of block codes for all blocks follows the practice
in CCITT Recommendation H 261,

D.6.4.3 Selection of macroblock type
An encoder has the difficult task of choosing between the different types of macroblocks,

An exhaustive method is to try coding a macroblock to the same degree of accuracy wsing each type, then
choose the type tat requires the least number of coding bits

A simpler method, znd one that is computationally less expensive, is to make a series of decisions. One
way |0 order these decisions is:

I motion compensation o ro Molion compensation, L, is a mation yector transmiczed or
is it assumed 1o be zero,

E - intra or non infra cading, i.¢. is he wacroblock type intra of is it predicied using the
motion vector foumd in step 1.
. - if he macioblock type & rou-intrz, is it coded or not coded, i.e. is the residual armr large

enough to be coded ising the DCT transform.
4 decide if the quantizer scale is satisfactory or should be changed.

These decisions are summarized in figure D32

Intra.
lotra ].QMBL__'S

lntra
Inira M

Figure D32 - Selection of macroblock types in [P-pictures

The four decision steps are discosted in the vex! four clauses.
D6.4.3.1 Motion compensation decision

The enender has an option whether 10 transmit modon vecions or ot for predictive-coded macroblocks, If

the motow vector is zeo then some code may be saved by oot transmiting e wolion vectors. Thas one

algorithm s 10 search for fie best maich and compare the eovor of the predicted block with that formed with
a zero vecwor. IF the motion-compensatzd block is oaly shighily better thas the uncompemsated block, using
the selected block maiching crilerion, then the zero vecior might be used o save coding bis.
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An algorittm used in the development of both CCTTT Recommendanos H.261 and this part of ISO/IEC
11172 was as follows.

The hock-maiching criterian is the sum of zbsolute differences of all the laminance pels in a mzcroblock.
when compared with the motion-compensaied macroblock. 17 the sum is M for the moticn-compensated
block, and Z for the zero vector, then the decision of wheber 1o make use of the moton vector is dzfined by
figure D.33.

y=M256

- N @ B ;e o~

Figure D.33 .- Characteristic MC/No MC

Pomts opa the line dividing the No MC (no motion compensation, i.e. zero vector), from the MC (motion
compensation) regions, e reganied as belonging 1o the no Moo Compeasation region

[t can bhe seen that if 1he eoor is sufficently low, then 10 motion compensation should be used. Thus a
way © speed ap the decision is Lo ezamine the zeso veaor fisst and decideif it is good eaongh.

The foregoing algorithm was designed for ielecommanicafions sequesces in which the camera was fixed, and
in which any movement of the background caused by e dngalmgdfeu of nearby woving abjects was
very objectionable. Great care was taken 10 reduce this spurions motion, @md ths accounts for the cunous
shape of the boumdary between the 1wo regions in figure D 33,

D.6.4.3.2 Intra/non-intra coding decision

Afier the encoder has deiermined the best motion vector, it is in a position (o decide whether 10 ase it ot
disregard il eptirzly and code the macroblock as intra. The obvious way 1o do this is o code the block as
infra. and compare (he total number of bis required when coded as motion compensated plus cormedtion with
the same quantizer scale, The method vsing the fewest bits may be used.

This may be o computationall y expensive for the encoder to do, and a faster algorithm may he required,
Dine such algorithm, vsed in the simulation model during the development of this pan of ISC/IEC 11172,
was based on the variance of the luminance component of the macroblock. The variance of the current
macroblock axd of the difference macroblock (current - motion-compensated previous) is comparad. Ttis
cakulated using the method representad by the following C program fragment. Note thit in calculating the
vanance of the differeace macroblode, the average value is assumed to be zzro.
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it pelp[ 61 16}; /* Pel values in the Previous macroblock after motion compersation ¥/
int pelc[16)(16]); M Pel values in e Curent macroblock */
long dif; /* Difference between two pel values */
long sum; M Sum of the curreat pel valies ¢/
long vard; M* Variance of the Difference macroblock */
long varc; MVariance of the Current macroblock */
int x,y; M coordinaies */
sum = 0;
vand =();
vare =0,
for (y=05y<16,y-4) (

for (=<l (
sum = sum + peldy|[xl;
varc= varc + (pele[yl[x]*pelely] [x]);

dif = pelely(x] - pelplvlixl;
| vard = vard + {dif*dif);
)
vand = vard/256;  /* assumes mean is close to zero ¥/
vare = ( varc/256 ) - ( (sum/256)*(sumv256) );

The decision as 10 whedher to 0xde a5 intra or non intra s ten based on figure D34,

varc
: Nen-inlm <233
» B G
e s o O
; | Ot
o (2] 13 192 256
vard

Figure D.34 -- Characteristic intra/non-intra

Poinis on the line dividing the non-intra from the intm regions, are regasded as belonging to the noa-intm
region.

D.6.4.3.3 Coded/not coded decisiaon

The choice of coded prnot coded & a result of quantization; when all coefficients are zexo then a bleck isnot
coded. A macroblock B mot coded if no block in il 1scoded, else itis coded.

D.6.4.3.4 Quantizer/no quantizer decision

Generally the quantizer scale is changed based an Jocal scene content (0 improve the picture quality, and on
the buffer fullness of the model decoder to prevent ovaTlbw and anderflow,

D.64.4 DCT ftransform

Coefficients of ntra blocks ace ransformed into quantized coefficients in the same way that they were for
intra blocks n [-pictures. Prediction of the de coefficen: differs, however. The de predicted values are all
set to 1024 (128*8) (o intra bocks in P and B-pictures, ualess the previous block was intra coded.
Coefficients of non-intra Hlocks are endzd in a sitnllar way, The main difference is that tie coefficients (o

be transformed represent differences betwoen pel valies rather thanthe pel valoes themselves. The
differences arc obtained by subtracting the motion-compensated pel values from the previows picire from
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the pel values in the current macoblodk, Since the coding is of differences, there is no spatial prediction of
the dc tem.

D.6.4.5 Quantization of P-pictures
Intra macroblocks in Pand B-pictures are quantized nsing the same method as desaribed for Ipictures.

Non-intra macroblocks in P and B-pictares are quantized vsing the quantizer scale and the non-intra
quantization matrix. Both dc and the ac coeffidents are guantized the same way.,

The following quantization formula was derived by inverting the reconstruction formula given in 2.4.42.
Nole that the divisor indicates muncation owards zem.

int coefibrig; * original coefficient *

nt coeffgant; {* quantized cocfficient ¥/

int coefirec; * recorstrucied coeflicient */

int nigmatsix; /# non-intea quantization matrix */
int quaniscale: /* quantizers scale */

cocffgant = (8 * coefforig) / (quantscale * nigmatnx);

The process is illustraied below:
nimatnx 16 16 16 16 16
quantscale 10 10 10 10 10
crefiprig -30-20  -19-19 20-39 40--59 a0-79
coeffant -1 0 1 Zz 3
coeffrec -29 0 29 49 64

The Last fime shows the reconsimicied coefficient valses. The following diagram shows the chamcteristics of
this quantizer. The flat spot around zero gives this type of quaniizer its name a dead-zone quantizer.

Quaniized Coeff ‘

Coefficent

—

Figure D35 -- Deuad zone yuantizer churacteristic
D.6.4.6 Coding of quantized coefficients |
D.6.4.6.1 Coding of inira blocks
Intra blocks in P-pictures are coded the same way as mntra blocks in I-pictures. The only difference Jies in

the prediation of the dec coefficient. The dc predicted value is 128, unless the previous block was inura
cnded.
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D.6.4.6.2 Coding of non-Inira blocks

The coded block pattern is transmutted mdicating which blocks bave coefficieat data, These are codad 1 2
similar wa¥ 1o the coding 0f inira blocks except that the de ceefficent is oded in the same way as the ac
woelhicieats.

D.6.5 Coding B-pictures

As in ] and P-pictures, each B-picture is divided up into one or more slices, which are, n rm, divided inio
nacroblocks. Coding is more complex than for P-pictures, since several types of motion compensated
macroblock may be constructed: forward, backwand, and intempolated. The difference between the mation-
compensated macroblock and the current macroblock is transformed with a two-dimensional DCT giving an
array of § by § transform coeflicients. The coefficients are quantized (o produce a set of quantized
coefficieats. The quastized coefficients are then excoded 1sing a run-ength valwe lechnique.

The encoder does not need (o stare the decoded B-piciumes since they will not e nsed for motion
compensation

In coding B-pictures, the encoder basmore decisions tomake than in the case of P-pictares. These
decisions are: how o divide the pictre up inlo slices, determine the best molion veclors to use, decide
whether 0 use forward or backward or interpolated motior compensstion or (0 code as mta, and bow 10 st
the quantizer scale,

D.6.5.1 Slices in B-pictures

B-picturcs are divided into slices in the same way &S | and P-picturss. Since B-piciures are nuot used 35 a
reference for motion compensaton, errors in B-pictures are dightly kess importan! than in I or P-pictures,
Comsequently, it might be gpproorate 10 use fewer slices for B-pictwes.

D.6.5.2 Macroblocks in B-pictures
Slices are divided into macrotlozks in the came way as for I-pictures,

The macioblock header may cortain stuffing. The position of the macroblock is detesmned by (he
macroblock address. Whereas the macroblock addess increment witkina dice for [-picures is restricted o
one, itmay be barger for B-pictures. Any macroblocks thas skipped over are called "skipped macroblocks” .
Skipped macroblocks in B-pictures differ from skipped macroblocks m P-picnures, Whereas in P-pictiues
skipped macrcblocks have a motion vecior equal to zero, in B-pictares skipped macroblncks have (he same
motion vecior and the same macroblock type as the previous mzcroblock, which cannot be intra coded, As
there is no additional DCT comection. they reguire very few bits 10 transmit,

The next fiedd in the macroblock header defines the macroblock (ype.
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D.6.5.2.1 Macroblock types in B-pictures
Thereare 12 types of macroblock in B-picture=s:

Tzble D.21 -- Macreblock type VLC for B-pictures (table B.2d)

TYPE I VILC INIRA MOTION MOTION CODED QUANT
FORWARD | BACKWARD | PATTERN |
= ——

predi 10 0 1 1 0 0
peed-ic 11 L] 1 1 1 0
pred-b 010 0 1] 1 0 0
pred-be 011 ] 0 1 1 0
pred£ 0010 (] 1 0 0 0
pred-ic 0011 0 i 0 1 0
imora-d 0001 1 1 a 0 0 1]
pred-icq 0001 0 0 1 1 1 ]
prediog 0000 11 (] 13 0 l 1
predbey 0000 10 0 (1] 1 | i 1
intra-q 0000 01 1 ] 0 0 1
skipped NA

Compared with P-pictures, there are exira types due (o the introduction of the backward moton vector. If
only a forward motion vector is present. then thz motion compensated-macroblock is construcied froma
previcus pictire, as in P-pictures. If only a backward mofion vector is present, thea the motion-
compensaled macroblock is constructed from a futere picture. If both forward and backward motion vectars
are present, then motion-compensated macroblocks are construcied from both previous and futare pictures,
znd the result B averaged to form the "interpolated” motion-compensaled macroblodk.

D.6.5.22 Quantizer scale

If the macroblock type is pred-icy, pred-fig, pred-beg, or intrz-q. i.e. if the QUANT column intable D.21
hasa 1, then aquantizer scale is trapsmitizd. For the remaining macroblock types, the DCT correction is
coded using the previously establizhed value for the quantizer scale.

D.6.5.2.3 Notion vectars

If the MOTION FORW ARD columa in tzble 12.2] bas a 1, then herizontal and venical forwand motion
vectors are transmitted in specession. If the MOTION BACKWARD column in table .21 bas a 1, then
horizontal and vertical backward motion vectors are trarsmitted in snccession. Ifbaoth types are preseni then
four component vedors are wanspitied in the following order

borzontal forward
verical forward
borzontal backwand
vertical baclkward

D.6.5.2.4 Coded block pattern

If the CODED PATTERN column in table D.21 bas a 1, thea a coded block patem is tmnsmitted. This
informs the decoder which of the six blacks in the macroblock are coded, i.2. have ransmitted DCT
quantized coeflicients, and which are not codzd, i.e. have no additional correction afier motion
COMmpensation.

D.6.5.3 Selection of macroblock type

The encoder has maere types of macroblock to choose from in B-pictures, than in P-pictules, and
comsequently is job isa fittle harder.

For the simulation model used during develcpment of this part of ISO/IEC 11172, the following sequential
dedsion alporithm was used:
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I: motion compensation mode, Le. is forward or backward or intsrpolative motion
compensation best? What of the vector valnes?

infra or non intra coding, ie. is the macroblodk type ntra or & it motion compensated
using mode and the veciors found m step 17

if the macroblodck typs is non-intra. is it coded or not coded. 1.2, i8 the residual error large
enough 0 be coded using the DCT transfomm.

4; decide if the quantizer scale is salisfaciory or shonld be changed,

[ 8]
Ho

Lad
W

These decisions are summarized i the following diagram:

Forward MC
- A
Begin | Backward MC i
Interpalated MC A
Quant Pred-"cq
Coded
No Quant Pred-‘c
MNon-Inira
Not Coded Pred-* or Skipped
* o t——
Quant Intrag
Intra
No Quant intrad
*=zijf,erb

Figure .36 -- Selection of macroblock type in B-pictures
The four decision sieps are discussed in the next four clauses.
D.6.5.3.1 Selecting motion-compensation mode

An encoder should altempt to code B-pictares vsing skipped macroblocks if possible. This suggesis tha
the encoder should firsi examine the case where the motion compensation is e same as for the previous
macroblock. If the previous macroblock was nen-intra, and if the motion-compensated block is good
enough, there will be no additional DCT correction required and the block can be coded as skipped.

If the macroblock cannot be coded as skipped, thern the following procedure may be followed.

For the simulation model, the selection of a motion compensation made for a macroblock was based on the
minimization of acost function. The cost function was the MSE of the luminance difference betwzea the
motion-compensaied macioblock and the current macroblock. The encoder calculated the best motion-
compensated macroblock for forward motion campensafion. [t then cilculated the hest mofion-compensated
macvoblock for backward motion compensation. by asunilar method. Finally it averaged the two motioa-
compensatec macroblocks to prodice the mterpolated macroblock. 1t then selected the one thet bad the
smallest mezn square differeace between it and the current macroblodk. In the event of a tie, nterpalative
mode was ckosen.
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D.6.5.3.2 Intra/non-intra coding decision

Based on the smallest MSE, a decision 1s made between the best of the threz possible predicuion modes and
the [ntra mode. The calaulation is similar to that of P-pictures. The variances Of the difference macroblock,
vard, znd of the corrent macroblock, varr, are calcolated.

In the simulation medel the final decision was based on simply the macoblock type with the smallest
varmance. If the two variances wee equai, non-intra coding was chosen.

D.6.5.3.3 Coded/not-coded decision

‘The choice of eoded ornot coded (s a result of quantization, when all coefficients are zero then a block is not
wded. A macroblock is notcoded if no biock in it is coded, clse itis coded.

D.6€.5.4 DCT transform

Coefficients of blocks are transfonned inte guantized cozfficients in the same wiy that they are for Blocks in
P-pictures.

D.6,5.5 Quantization of B-pictures
Blocks in B-pictures are quantized in the same way as far P-pictures.
D.6.5.6 Coding quanlized ccefficients

Blocks in B-pictures are coded the same way as blocks in P-pictures.

D.5.6 Coding D-pictures

D pictures contaia only low irequency information. They are intended 1o be vsed for fast visibie search
modes. I is intended that the low frequency information they contain is sulficient for the user to locate the

D pictures are coded as the de coefficients of blocks. There is a bit trensmitted for the macroblock type,
although only one macroblock type exists. In addition there is a bit deneting end of macroblock.

D.6.7 Coding at lower picture rates

This part of TSO/MEC 11172 dozs not allow pictures to be dropped at the sncoder. This differs from the case
of CCITT Recommendation H 261 [5] where temporal sub-sampling may be done by omitting coded
pictures from the sequence. This part of ISOAEC 11172 requires that all source pictures must he enended
and that coded pictures must be inseried into the bitstream nomipally al the rate defined by the
piciure_rale field in the sequenc: header.

Despite (his requirement it is possible for encoders to operate at a lower effective picture rat (han the one
defmed in the sequence header by using P-pictures or B-pictures that consist entirely of macrotlocks that are
copied from a neighbouring reference picture with no DCT information. This creates a flexiblz method of
temporal sub-sampling and picture repetition that may be implemented in the encoder by inserting a definzd
block of data. For example, (0 encode at an effective rate of 12,5 Hz in 2 25 Hz bitsiream, alternale pichwes
can be copied from (he preceding picture by msarting the hlock of data in table D.22.
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Table D.22 -- Example of the coded data clements needed to gemerate
repeated pictures

Value !hi ts) Mupemonic Length (bits
0000 0000 0000 000D picture_siar_onde 32 bits
0030 0001 0000 0000
XXEX XAXX XX temnporal_reference 10 bits
D10 pictare_coding_type 3 bits
XX XXXX XXKI XXXK vbwv_delay 16 bits
0 full_pel_forvard_code 1 bit
0oL forward_{_onde 3 bits
0000 D00 siulfing 7 birs
0000 0000 0000 0000 slice_gart_code 32 bits
0000 0001 0000 0001
0000 1 quantizer_scale S bits
| magoblock_address_increment 1 bit
001 macroblock_type 3 bits
0 motion_horizontal_forwand_code 1 bit
0 motion_vertical_forward_code 1 bit
0000 0001 000 (x 11) macmblock_escape (x11) 121 bits
0000 0011 001 macaoblock_address_increment 11 bits
001 macroblock_type 3 bits
0 moton_hovzootal_forwanl_code 1bit
0 motion_vertical_forwasd_code 1 bii
0000 sulfing e 4 bits -
Total 256 bits

D.7 Decoding MPEG video

D.7.1 Decoding a sequence
D.7.1.1 Decoding for forward playback

Aithe beginning of a sequence, the decoder will decode the sequence header including the sequence
parameiers. 1F a parameler exceeds the capatility of be decoder, ther the decoder should epost thus, L the
decoder determines thar itcan decode the bitstream, then it will set up ils parameiers to match those defined
in the sequence header. ‘This will include the horizontal and vertical resolutions and aspect rtio, the bit
raic, and the quinhzation matrices.

Next the decoder will decode the group of pictures header, including the closad_gop and broken_link
informaticn, and lake any appropriate action. It will decode the first picture header ia the group of pictures
and ead the vby_delay fidd. If the decoder uses the vbyv_delay information t slan-up decoding ralber thas
the infarmation in the sysiem stream (ISO/IEC 11172-1) then it must delay displaying pictures until after a
time deiermined by the vby_delay information and a tnowiedge of the (ecoder's archileciure.

1f the closed-gop flag is 0. indicating that the group is open, and the broken_lisk flag is L, then any B-
pictures preceding (in display order) the first I-pictare in the group cannot be decoded. The decuder may
adopt one of severl strategies. Itmay display (he first [-picture during the time that the uadecodable B-
pictures would hedisplayed. This stratagy maintains asdd synchronization and buffer fullness. Howeves it
is likzly that the broken link has occured because of post coding editing, in which case audic may be
discontinuous, An altemative srategy might be to discard the B-piciares entirely, and delay decoding the |-
picture undil the buffer follness is within limits.

If playback begins from a random poin! in the bitstream, the decoder sbould discard all the bits until it finds
a sequence s code, 3 group of picures start code, ora piclure sian code which introducas an 1-picuire.
The slices and macroblocks in the picture are decoded and written (néd & disply buffer, and perhaps into
anotber buffer, The decoded pictures may be post processed and displayed In the order defined by the
temporzl reference at the picture rate defined i the sequence header,
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Subsequent pictures are processed at the appropriate times to avoid buffer averfiow and underflow,
D.7.1.2 Decoding for fast playback

Fast forwand can be supported by D pictures. 1t can also be supported by an appropriale spacing of I-
picures it 2 sequence, Forexample, if T-pictures were spaced regularly every 10 pictures, then a dzcoder
might be able o playback the sequence at 10 times the normal speed by daceding and displaying only the I-
pictures. This simple concept places considerable bardens on the media and the decoder. The mediamust
be capable of speeding up and delivering 10 times the data rate, the decoder mast be capable of acceplng

this higher data ate and decoding the I-pictares. Since I-pictutes typically require significantdy more bits (o
code than P or B-pictures, the decoder will bave 1o decode significantfy more than 10% of th: dala, even if it
can search for picture start codes and discard ke data for P and B-pickres.

For examplke, 2 sequence might be coded as follows:
IBFEPBPBPBIBPBPEPBPBI..

Assume that the average code size per picture is C, that each B-picture requires 0,3C, that each P-pichime
requires 1,5C, and that each I-picture requires 2,50, then the 1-pictures reguire 25% of the code for their 10%
of the disply time.

Amother way to achieve fast forward in a constant bit rale application, is for the media itself to sort out the
I-pictures and ransmit them. This would allow the data ratz to remain constant. Since this selection
precess can be made to produce a valid ISOTEC 11172-2 bitsuzam, the decoder should be able to fecode it
If every [-picture of the preceding example were selecied, then one I-picture would be transmitted every 2.5
picture periods, and the speed up rate would be 10/2,5= 4 umes. The decoder might be able to display tha
I-pictures @t exactly 2.5 pedods, or it mightaliernale displays at 2 and 3 periods.

If alternate I-pictares of the preceding example were selecied, then one [-pictire would again be transmitied
every 2,5 picture periods, but the speed up rate would be 20/2.5 = B times.

If ane in N [-pictures of the preceding exaniple were selected, (hen the speed up rate would be 10N/2,5 = 4N
times.

D.7.1.3 Decoding for pauss and step modes

Decoding for panse requires the decoder 10 be abls to control the incoming bitstream, and display adecoded
picture without decoding any additional picuures. If the decoder has full contral over the bitstream, then it
can be stopped for pause and resumed when playback resumes, If the decoder has less control, as in the case
of a CD ROM, then there may be adelay before playback can be resomed.

D.7.1.4 Decoding for reverse playback

Todecode a hitsream and playback inreverse, the decoder must decode each group of pictures in the forward
direction, siors the decoded pictwres, then display them in reverse order, This places severs siorage
requirements o the decoder in addition b any problems mn gaining access 1o the coded bitstream in the
comect order.

To reduce decoder memory requirements, groaps of pictures should be small. There is no mechanism in the
syntax for e encoder to stale what the decoder requirements are in order (o playback in reverse,

The amournt of display buffer storage may be redoced by reardering the pictures, either by haviag the storage

unit reac and transmit them in anpther order, or by reordering the coded pictures in a decoder buffer. To
illustrate the savings, consider the following typical group of pictures:

104
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B BI B B P B B P B B F pruresindsplayonie
0 1 2 3 4 3 6 7 8 9 10 11 temporal refecence

1 BB P B B FEBB P B B pictwesincoded order
2 01 5 3 4 8 6 7 119 10 temporal 2feence

1 PP P B B EB B B B B picluresinneworder
2 5 8 11109 7 6 4 3 1 € temponalrefeece

Figure D.37 -- Example group of pictures

The decoder would decode the pictures in the new order, and display them in the reverse of the nomal
display order. Since the B-pictures are pot decoded until they are ready 1o be displayed, the display buffer
storage is minimized. The first two B-picwres, () and 1. would remain stored in the inpat buifer uniil the
last P-picture in the previows group of pictures is decoded,

D.8 Post processing

D.8.1 Editing

Editing of a video sequence is best performed befors compression, but situations arise where only the coded
bilstrzam i3 available. One possible method would be 1o decods the bitstream, perform (he reguired editing,
and recode the bitstream. This usually leads to a loss in video quality, and it is better, if possible, to edit
the coded bitstream iself,

Although ediling may take several founs, the following discussian perains only to editing al the picure
level: deletion of coded video material fromn a bitstream, insertion of coded video maenial into abilstream,
or rearmangement of coded videomaterial withm a bilstream.

If editing is anticipated, e.g. dip video is provided analogous © clipart for till pictures, thes the videocan
be encoded with well defined catting points. These cufting pomis are placesat which the bitstream may be
broken apét or joined. Each cuiting point should bz followzd by a closed group of picwres. This allows
smooth playback after editng.

An editor must lake care to ensore that the bitstream it produces is a legal bitsteam., In particulas it must
emsure thal the new bitstrean comyplies with the requirements of the video baffering verifier. Thisisa
difficult task and in genera it will nos be possible to edit togeihes arbitrary sectons of bitstreams that
comply with this part of ISOAEC 11172 to prodace another bilstream that also complies wilh this part of
ISO/TEC 11172 (see for example figure D.38),

]

Original A B

Edited A G

Figure D.38 -- Sequences

It may however be possible to deliberately encode bitstreams in amanner that allews some editing 10 occur.
For instance, if all Groups of Pictures had the same number of pidures and were eacoded with the same
number of biis, then many of the problems of complying with the video buffering verifier would be solved.

The casies editing task is © cul at the beginning of groups of pictures. 1 the group of pictures following
the cut is epen, which czn be deiecied by examining the dosed_gop flag in the group of picures header,
then the editor must set the boken_link bitto 1 o indicae (o the decoder that (e previows group of
pictures cannot be used fordecoding any B-picures,
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D.B.2 Resampling

The decoded bitsiream may nol match the picture rale or the spatial resolution of the display device. Inthis
quitz frequent situation, the decoded video must be resampied or scaled.

One examplz, considered undes preprocessing, & the case where the decoded video has SOF resolution and
must be converted to CCIR 601 resoluticn.

D.8.2.1 Conversion of MPEG SIF to CCIR 601 format
A SIF is converied to its comesponding CCIR 601 format by spaial npsampling. A lirear phase FIR

filter is applied after the insertion of zeroes between samples, A filier that can be used for upsampling the
leminance is shown in figure D.39:

(2T o [0 2%6] 0] ¢ | 12 w256

Figure D39 - Upsampling filter for Juminance
Al the end of the lines some special technigue, such as replicating the lastpel, nuit be adopezd.
According 1o CCIR Rec. 501 the chrominance samples need to be co-sited with the laminance samplks 1,

3, 5,... Inorder to achieve the proper location, the upsampling filter should have an even number of taps,as
shown in figure D.40.

1 I3 |3 11 u4

Figure D.40 -- Upsampling filter for chrominance

The SIF may tnmcmmn.cmdhyaddmgmtlackpclstoeactcndnfmehonwma]hmmaucehnumﬂn
decoded bitmap, and two gray peks © each ead of the horizontal chrominance lines. The lummance SIF
naymmbemanpleﬂmwaﬂyandmmm]ly The chrommance SIF should be upsampled once
horzootally and twice vertically. This process is illastated by the following diagram:

720
N e 124 240
/2aa 1288
SIF - - CClH 601Y
Horizontal Vertcal
Upsamplng Upsanpling
Filter Fiiter
igg 120 s 240 i 240
r?”;- /144 /288 1288 CCIR 601 | 480
| uv 15
— vertical Horizontal Vertical »
Upsampling Upsampling Upsampling
Fiter Fifter Filer
(b) Chroma

Figure D41 -- Simplified decoder block diagram
D.8.2.2 Temporal resampling
Since the picture rales are limited 1o those contmonly used m the (elevision indusiry. the same ieciniques

may be applied. For example, conversion fiom 24 pictures/s to 60 fields/s may be achicved by the
tecknique of 3:2 pulldown.

Page 116 of 124

/576



@ ISOMEC ISONEC 11172-2 1983 (E)

Video coded al 25 pictures/s can be coaverted © 50 fields/s by displaying the original decoded lines in the
odd CCIR 671 faelds, znd the inerpolated lines in the even felds. Vidzo coded at 29.97 or 30 pictures/s
may be convered toa field ralz twice as large using the same method.

Video coded al 23,976 or 24 pictures/s may be converted to 50 fields/s by speeding it up by about 4% and
decoding it a5 i it had been encoded at 25 picires/s. The decoded pictares could be displayed in the pdd
fields, and interpolaied pictures in the even fiekls The asdio must be mamntained in syncaronization, either
by increasing the pich, or by speeding it up withow a pitch change.

Video eoded al 23,976 or 24 pictures/s may be converted 10 59,94 or 6) fields/s using the techaique of 3:2
pull dowr,
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Annex F
finformative)

List of palent holders

The nser’s attertion is called (o the possibility tha - for scene of the processes specified in this pan of
ISOMEC 11172 - compliance with this Intermtional Standard may require se of as invention covered by
patent rights

By publication of this part of ISOVIEC 11172, no positon is takes with respzct to the valdity of this
chim or of any patent 6 ghts i conneciion therewith However, each company lisied in this annex has filed
with the Information Technclogy Task Force (ITTF) a suakement of willingness to granta license inder
suchrights that they hold on reasonable and nondiscrimnatory trms and conditiocs to applicants desiring
1o oblain such a license.

Iiiformation regarding such patents can be obiained from ;

AT&ET

32 Avenue of the Amencs
New York

NY 10013-2412

USA

Aware

1 Memorial Drive
Cambridge

02142 Massachuseits
USA

Belicore

290 W Mount Pleasant Avenoe
Livingston

NJY 07039

USA

The British Broadeasting Corparation
Broadcasting House

London

WI1A 1AA

United Kingdom

British Tedecommunications ple
Intellectual Property Unit

13th Floor

151 Gower Street

Landon

WCIE 6BA

United Kingdom

CCETT

4 Rue du Clos-Coureld
BP9

F-35512
Cesson-Sevigne Cedex
France
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CNET
3840 Rue du Gieneral Leclerc
F-02131 Issy-les-Moulineanx
France

Compression Labs, Incorporated
2560 Junction Avenne

San Jose

CA 95134

USA

CSELT

Via (i Reiss Romoli 274
10148 Tonno

Ttaly

CompuSonics Corporation
PO Box 61017

Palo Alto

CA 94306

USA

Daimler Benz AG
PO Box 300 230
Epplestrasse 225
D-70C0 Suutgart 80
Gennany

Domier Gmobh

An der Bundesstmsse 31
D-7990 Friednchshafen 1
Gemany

Fraunhofer Gesselschaft zur Foerdening der Angerwandten Forschang e V.
Leanrodstrasse 54

8000 Muenchen 19

Gemnany

Hitschi Led
6 Kanda-Surugadai 4 chome
Chiyoda-ku

Institut filr Rundfunktechnik Ginbh
Florianmiibistrate 60

8000 Miinchen 45

Geunany

Internationsl Business Machines Corporation
Armonk

New York 10504

USA

KDD Corperation
7-3-2 Nishshmjoku
Shinjuku-kn

Tokyo

Japan
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Licentiz Patent-Verwalongs-Gmbh
Theodor-Sem-Ka &

D-6000 Frankfurt 70

Germary

Massacauseiss [nstitute of Techuolegy
20 Ames Street

Cambridge

Massachusens 02139

USA

Matspshiu Fleciric Industrial Co. Tid
1006 Oaza-Kadoma

Kadoma

Osaka 571

Japan

Mitsubishi Electric Corporation
2-3 Marunouchi

2-Chome

Chiyoda-Ku

Tokyo

100 Japan

NEC Corpomton
7-1 Shiba 5-Chome
Mipato-ku

Tokyo

Japan

Nippon Hoso Kyokai
2-2-1 Jin-nan
Shibuya-ky

Tokyo 150-01

Japan

Philips Electronics NV
Groenewoncseweg 1
5621 BA Eindhoven
The Netherlands

Pioneer Electronic Corporation
4-1 Meguro 1-Chome
Megurn-ku

Tokyo 153

Japan

Ricoh Co, Ltd
1-3-6 Nakamagome
Ohta-ku

Tokyo 143

Japan

Schawartz Enginceriag & Design
15 Buckland Coan

San Carlos. CA 24070

LSA
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Sony Carporation
6-7-35 Kitashinagawa
Shinagawa-ku

Tokyo 141

Japan

Symbionici

St Jobn's Innovation Centrz
Cowley Road

Cambridze

CB4 4WS

United Kingdom

Telefunken Fermseh und Ryndfunk GinbH
Goltinger Chaussee

D-3000 Hanmpver 21

(Gemany

Thomson Consumer Electronics
9, Place des Vosges

LaDéfense 5

92400 Courbeveie

France

Toppan Printing Co, Lid
1-5-1 Taiw

Taito-ku

Tokyo 110

Japan

Toshiha Corporation
1-1 Shibaru 1-Chome
Minawo-ku

Tokyo 105

Japan

Victor Company of Japzn Lid
12 Moriya-cho 3 chome
Kanagawau

Y ckohama

Kanagawa 221

Japan
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