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Corrected Edition, June 1996

The following corrections have been made to this edition:

Page 23: The designation of reference [A5] has been corrected to ANSI/EIA/TIA 526-14-1990. [ Note that
further updates to annex A can be found in I SO/IEC 8802-3: 1996.]

Page 32: In thelast line of text on the page, the word “fourth” has been corrected to “sixth.”

Page 174: In figure 24-11, the “BAD SSD” box text has been corrected. “RXD<3.0> 0 1110” now reads
“RXD<3:0> [0 1110".

Page 234. The page, containing subclauses 27.7.4.11 and 27.7.4.12, was inadvertently omitted from thefirst
printing. It is now included.

Page 286: Under list item &), notes 2 and 3 were misnumbered and have been corrected. Also, referencesin
notes 2 and 3 to table 29-2 have been corrected to table 29-3.

Page 301: In table 30-1d, “aAutoNegAdvertisedTechnologyAbilit” has been corrected to
“aAutoNegAdvertisedTechnologyAbility” .

Page 312: In subclause 30.4.1.1.2, the reference to 20.2.2.3 for “other” has been corrected to 30.2.5.
Page 323: In subclause 30.5.1.1.2, the reference to 20.2.2.3 for “ other” has been corrected to 30.2.5.

Note that additional corrections are under consideration, and that some reference documents have been
updated. These will be included in future maintenance documents.
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Introduction

(Thisintroduction is not part of IEEE Std 802.3u-1995.)

This standard is part of a family of standards for local and metropolitan area networks. The relationship
between the standard and other members of the family is shown below. (The numbers in the figure refer to
| EEE standard humbers.)
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* Formerly IEEE Std 802.1A.

Thisfamily of standards dealswith the Physical and Data Link layers as defined by the International Organi-
zation for Standardization (1SO) Open Systems I nterconnection Basic Reference Model (1SO 7498 : 1984).
The access standards define several types of medium access technologies and associated physical media,
each appropriate for particular applications or system objectives. Other types are under investigation.

The standards defining the technol ogies noted above are as follows:

« |EEE Std 802%: Overview and Architecture. This standard provides an over-
view to the family of |EEE 802 Standards. This document
forms part of the 802.1 scope of work.

* ANSI/IEEE Std 802.1B LAN/MAN Management. Defines an Open Systems
[ISO/IEC 15802-2]: Interconnection (OSI) management-compatible architecture,
and services and protocol elements for usein aLAN/MAN
environment for performing remote management.

* ANSI/IEEE Std 802.1D MAC Bridging. Specifies an architecture and protocol for the
[ISO/IEC 10038]: interconnection of |EEE 802 LANSs below the MAC service
boundary.
* ANSI/IEEE Std 802.1E System Load Protocol. Specifies a set of services and protocol
[ISO/IEC 15802-4]: for those aspects of management concerned with the loading of

systems on |EEE 802 LANSs.

1The 802 Architecture and Overview standard, originally known as |EEE Std 802.1A, has been renumbered as |IEEE Std 802. This has
been done to accommodate recognition of the base standard in afamily of standards. References to IEEE Std 802.1A should be consid-
ered asreferences to | EEE Std 802.
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* ANSI/IEEE Std 802.2 [ISO/IEC 8802-2]: Logica Link Control

* ANSI/IEEE Std 802.3 [ISO/IEC 8802-3]: CSMA/CD Access Method and Physical Layer Specifications
* ANSI/IEEE Std 802.4 [ISO/IEC 8802-4]: Token BusAccess Method and Physical Layer Specifications
* ANSI/IEEE Std 802.5 [ISO/IEC 8802-5]: Token Ring Access Method and Physical Layer Specifications

* ANSI/IEEE Std 802.6 [ISO/IEC 8802-6]: Distributed Queue Dual Bus Access Method and Physical
Layer Specifications

« |EEE Std 802.9: Integrated Services (IS) LAN Interface at the Medium Access
Control (MAC) and Physical (PHY) Layers

« |EEE Std 802.10: Interoperable LAN/MAN Security, Currently approved:
Secure Data Exchange (SDE)

 |[EEE 802.12: Demand Priority Access Method/Physical Layer Specifications

In addition to the family of standards, the following is a recommended practice for a common Physical

Layer technology:

* |[EEE Std 802.7: |EEE Recommended Practice for Broadband Local Area

Networks
The following additional working groups have authorized standards projects under devel opment:

< |EEE 802.11: Wireless LAN Medium Access Control (MAC) Sublayer and
Physical Layer Specifications

* |EEE 802.14: Standard Protocol for Cable-TV Based Broadband
Communication Network

The reader of this standard is urged to become familiar with the complete family of standards.

Conformance test methodology

An additional standards series, identified by the number 1802, has been established to identify the
conformance test methodology documents for the 802 family of standards. Thus the conformance test
documents for 802.3 are numbered 1802.3, the conformance test documents for 802.5 will be 1802.5, and so
on. Similarly, 1SO will use 18802 to number conformance test standards for 8802 standards.
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IEEE Std 802.3u-1995

At the time this standard (IEEE Std 802.3u-1995) was published, the IEEE 802.3 standard consisted of the
following published documents:

— ISO/IEC 8802-3: 1993 [ANSI/IEEE Std 802.3, 1993 Edition]

— |EEE Std 802.3j-1993, Fiber Optic Active and Passive Star-Based Segments, Type 10BASE-F
(Clauses 15-18)

— |EEE Std 802.3k-1992, Layer Management for 10 Mb/s Baseband Repeaters (Clause 19)

— |EEE Std 802.31-1992, Type 10BASE-T Protocol Implementation Conformance Statement (PICS)
Proforma (Subclause 14.10)

— |EEE Std 802.3p-1993 and |IEEE Std 802.39-1993, Guidelines for the Development of Managed
Objects (GDMO) (ISO/IEC 10165-4) Format for Layer-Managed Objects (Clause 5) and Layer
Management for 10 Mb/s Baseband Medium Attachment Units (MAUS) (Clause 20)

— |EEE Std 1802.3d-1993, Type 10BASE-T Medium Attachment Unit (MAU) (Conformance Test
Methodology (Clause 6)

At the time this standard was published, there was revision and supplementary material that had been
approved and scheduled for publication. Also, a new edition of 1SO/IEC 8802-3 was in preparation to con-
solidate a significant amount of the above material. Information on the current state of this and other IEEE
802 standards may be obtained from

Secretary, |EEE Standards Board
445 Hoes Lane

PO. Box 1331

Piscataway, NJ 08855-1331
USA

| EEE 802 committee working documents are available from

|EEE Document Distribution Service
AlphaGraphics #35 Attn: P. Thrush
10201 N. 35th Avenue

Phoenix, AZ 85051

USA

Patent information

The |EEE Standards Board calls attention to the fact that it is claimed that portions of IEEE Std 802.3u-1995
are the subject of patents owned by a number of companies. The |EEE takes no position with respect to
patent validity. Each of these companies has assured |EEE that it iswilling to grant alicense on these patents
on reasonable and nondiscriminatory terms to anyone wishing to obtain such alicense. The undertakings of
these companies in this respect are on file with the |IEEE Standards Department, and the license details may
be obtained by contacting the Standards Department.
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IEEE Standards for Local and Metropolitan Area Networks:

Supplement to Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) Access Method and Physical Layer
Specifications

Revisions to ISO/IEC 8802-3 : 1993 [ANSVIEEE Std 802.3,
1993 Edition]

EDITORIAL NOTES

1—The following changes to ISO/IEC 8802-3 : 1993 [ANSIIEEE Std 802.3, 1993 Edition] (and supplements 802.3;-
1993, 802.3k-1992, 802.31-1992, and 802.3p&q-1993) affect clauses 1, 2. 4, 5, 14, 19, 20, Annex A, and Annex D. These
changes must also be applied to the 1995 edition of ISO/IEC 8802-3, which will incorporate all the supplements.

2—The text as shown includes editorial changes that accommodate recent changes to the IEEE style.

3—Editing instructions are shown in bold italic type. Where modifications are made to paragraphs of existing text, dele-
tions are shown in strikethroughtype and additions are underscored. Editorial notes will not be carried over into future
editions.

Replace figure 1-1 with the following:

OSI
REFERENCE LAN
MODEL CSMA/CD
LAYERS LAYERS
APPLICATION HIGHER LAYERS
PRESENTATION / v LLC—LOGICAL LINK CONTROL
SESSION
TRANSPORT
NETWORK
DATA LINK PHY
PHYSICAL
MEDIUM MEDIUM MEDIUM
1 Mb/s, 10 Mb/s 10 Mb/s 100 Mb/s
AUl = ATTACHMENT UNIT INTERFACE PLS = PHYSICAL LAYER SIGNALING
MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
MIl = MEDIA INDEPENDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT
MAU = MEDIUM ATTACHMENT UNIT PHY = PHYSICAL LAYER DEVICE

PMD = PHYSICAL MEDIUM DEPENDENT

NOTE—The three types of layers below the MAC sublayer are mutually independent.
* AUl is optional for 10 Mb/s systems and is not specified for 1 Mb/s and 100 Mb/s systems.
** Mil is optional for 10 Mb/s DTEs and for 100 Mb/s systems and is not specified for 1 Mb/s systems.
*** PMD is specified for 100BASE-X only; 100BASE-T4 does not use this layer.
For an exposed AUI residing below an Ml, see 22.5.

Figure 1-1—LAN standard relationship to the ISO Opens Systems Interconnection
(OSI) reference model
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IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

Change 1.1.1toread asfollows:

The Carrier Sense Multiple Access with Collision Detection (CSMA/CD) media access method is the means
by which two or more stations share a common transmission medium. To transmit, a station waits (defers)
for aquiet period on the medium (that is, no other station is transmitting) and then sends the intended mes-
sage in bit-serial form. If, after initiating a transmission, the message collides with that of another station,
then each transmitting station intentionally sends-afea—additional-bytes transmits for an additional pre-
defined period to ensure propagation of the collision throughout the system. The station remains silent for a
random amount of time (backoff) before attempting to transmit again. Each aspect of this access method
process is specified in detail in subsequent sections of this standard.

This is a comprehensive standard for Local Area Networks employing CSMA/CD as the access method.
This standard isintended to encompass several mediatypes and techniques for signal rates of from 1 Mb/sto
20-Mbis 100 Mb/s. This edition of the standard prowdas the necawary specifications for 20-Mb/s-baseband
- sebal ' it three families of systems: a1 Mb/s
baseband g(stem 10 M b/s baseband and broadband g[stems and a 100 Mb/s baseband system.

Change 1.1.2.2 to read as follows:
Fwo Three important compatibility interfaces are defined within what is architecturally the Physical Layer.

a) Medium Dependent Interfaces (MDI). To communicate in a compatible manner, all stations shall
adhere rigidly to the exact specification of physical media signals defined in Seetion clause 8 (and
beyond) in this standard, and to the procedures that define correct behavior of a station. The
medium-independent aspects of the LLC sublayer and the MAC sublayer should not be taken as
detracting from this point; communication by way of the ISO/IEC 8802-3 [ANSI/IEEE Std 802.3]
Local Area Network requires complete compatibility at the Physical Medium interface (that is, the
coaxial physical cable interface).

b)  Attachment Unit Interface (AUI). It is anticipated that most DTEs will be located some distance from
their connection to the eeaxial physical cable. A small amount of circuitry will exist in the Medium
Attachment Unit (MAU) directly adjacent to the eeaxial physical cable, while the majority of the
hardware and all of the software will be placed within the DTE. The AUI is defined as a second com-
patibility interface. While conformance with thisinterfaceis not strictly necessary to ensure commu-
nication, it is highly recommended, since it allows maximum flexibility in intermixing MAUs and
DTEs. The AUl may be optional or not specified for some implementations of this standard that are
expected to be connected directly to the medium and so do not use a separate MAU or its intercon-
necting AUI cable. The PLS and PMA are then part of asingle unit, and no explicit AUl implemen-
tation is required.

C) Media Independent Interface (MII). It is anticipated that some DTES will be connected to a remote
PHY, and/or to different medium dependent PHYs. The Ml is defined as a third compatibility inter-
face. While conformance with implementation of this interface is not strictly necessary to ensure
communication, it is highly recommended, since it allows maximum flexibility in intermixing PHY's
and DTEs. The M| is optional.

1.3 References

Replace 1.3 with the following:

The following standards contain provisions which, through references in this text, constitute provisions of
this International Standard. At the time of publication, the editions indicated were valid. All standards are
subject to revision, and parties to agreements based on this International Standard are encouraged to investi-
gate the possibility of applying the most recent editions of the standards listed below. Members of IEC and
ISO maintain registers of currently valid International Standards.
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IEEE
CSMA/CD Std 802.3u-1995

EDITORIAL NOTE—In the following references, changes are not indicated by strikethroughs and underscores.

ANSI X3.237-1995, Rev 2.1 (1 January 1995), FDDI Low-Cost Fibre Physical Layer—Medium Dependent
(LCF-PMD) (ISO/IEC CD 9314-9).

ANSI X3.263: 1995, Revision 2.2 (1 March 1995), FDDI Twisted Pair—Physical Medium Dependent (TP-
PMD) (ISO/IEC CD 9314-10).

CISPR 22: 1993, Limits and Methods of Measurement of Radio Interference Characteristics of Information
Technology Equipment.

IEC 60, High-voltage test techniques.?
IEC 68, Basic environmental testing procedures.

IEC 96-1: 1986, Radio-frequency cables, Part 1: Genera requirements and measurement methods, and
Amendment 2: 1993.

IEC 169-8: 1978 and -16: 1982, Radio-frequency connectors, Part 8: Radio-frequency coaxial connectors
with inner diameter of outer conductor 6.5 mm (0.256 in) with bayonet lock—Characteristic impedence
50 ohms (Type BNC) and Part 16: Radio-frequency coaxia connectors with inner diameter of outer conduc-
tor 7 mm (0.276 in) with screw coupling—Characteristic impedence 50 ohms (75 ochms) (Type N).

IEC 380: 1985, Safety of electrically energized office machines.3
IEC 435: 1983, Safety of data processing equipment.*

IEC 603-7: 1990, Connectors for frequencies below 3 MHz for use with printed boards, Part 7: Detail speci-
fication for connectors, 8-way, including fixed and free connectors with common mating features.

IEC 793-1: 1992, Optical fibres, Part 1: Generic specification.

IEC 793-2: 1989, Optical fibres, Part 2: Product specifications.”
IEC 794-1: 1993, Optical fibre cables, Part 1. Generic specification.
IEC 794-2: 1989, Optical fibre cables, Part 2: Product specifications.

IEC 807-2: 1992, Rectangular connectors for frequencies below 3 MHz, Part 2: Detail specification for a
range of connectors with assessed quality, with trapezoidal shaped metal shells and round contacts—Fixed
solder contact types.

IEC 825-1: 1993, Safety of laser products, Part 1: Equipment classification, requirements and user’'s guide.

1CISPR documents are available from the International Electrotechnical Commission, 3 rue de Varembé, Case Postale 131, CH 1211,
Genéve 20, Switzerland/Suisse. CISPR documents are also available in the United States from the Sales Department, American
National Standards Institute, 11 West 42nd Street, 13th Floor, New York, NY 10036, USA.

2IEC publications are available from International Electrotechnical Commission. IEC publications are also available in the United
States from the American National Standards Institute.

3IEC 380: 1985 was withdrawn in 1991. It has been replaced by IEC 950: 1991.
4IEC 435: 1983 was withdrawn in 1991. It has been replaced by 1EC 950: 1991.

5Subclause 9.9 isto be read with the understanding that the following changes to IEC 793-2: 1989 have been requested: a) Correction of
the numerical aperture tolerancein table I11 to +0.015; and b) Addition of another bandwidth category of 150 MHz referred to 1 km, for
thetype Alb fibreintablelll.
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IEC 874-1: 1993, Connectors for optical fibres and cables, Part 1: Generic specification.

IEC 874-2: 1993, Connectors for optical fibres and cables, Part 2: Sectional specification for fibre optic con-
nector—Type F-SMA.

IEC 950: 1991, Safety of information technology equipment, including electrical business equi pment.6

IEC 1076-3-101: 1995 [48B Secretariat 276], Detail specification for a range of shielded connectors with
trapezoidal shaped shells and nonremovable rectangular contacts on a1.27 x 2.54 millimeter centerline.’

IEEE Std 802-1990, |EEE Standards for Loca and Metropolitan Area Networks. Overview and Architecture
(ANSI).8

IEEE Std 802.1F-1993, |IEEE Standards for Local and Metropolitan Area Networks: Common Definitions
and Procedures for |EEE 802 Management Information (ANSI).

1SO 2382-9: 1984, Data processing—\Vocabulary—Part 9: Data communications.®
1SO 7498: 1984, Information processing systems—Open Systems | nterconnection—Basic Reference Model.

ISO/IEC 8824: 1990, Information technology—Open Systems Interconnection—Specification of Abstract
Syntax Notation One (ASN.1).

ISO/IEC 8825: 1990, Information technology—Open Systems |nterconnection—Specification of Basic
Encoding Rules for Abstract Syntax Notation One (ASN.1).

1SO 9314-1: 1989, Information processing systems—Fibre Distributed Data Interface (FDDI)—Part 1:
Token Ring Physical Layer Protocol (PHY).

1SO 9314-2: 1989, Information processing systems—Fibre Distributed Data Interface (FDDI)—Part 2:
Token Ring MediaAccess Control (MAC).

1SO 9314-3: 1990, Information processing systems—Fibre Distributed Data Interface (FDDI)—Part 3:
Physical Layer Medium Dependent (PMD).

ISO/IEC 10040: 1992, Information technology—Open Systems Interconnection—Systems management
overview.

ISO/IEC 10164-1: 1993, Information technology—Open Systems Interconnection—Systems manage-
ment—Object Management Function.

ISO/IEC 10165-1: 1993, Information technology—Open Systems | nterconnection—Management informa-
tion services—Structure of management information—Management Information Model.

ISO/IEC 10165-2: 1992, Information technology—Open Systems | nterconnection—Management informa-
tion services—Structure of management information—Definition of management information.

81EC 950: 1991 replaces |IEC 380: 1985 and 435: 1983.
"Presently thisis a committee draft.

8|EEE publications are available from the Institute of Electrical and Electronics Engineers, Service Center, 445 Hoes Lane, PO. Box
1331, Piscataway, NJ 08855-1331, USA.

9150 and ISO/IEC publications are available from the International Organization for Standardization, Case Postale 56, 1 rue de
Varembé, CH-1211, Genéve 20, Switzerland/Suisse. They are also available in the United States from the American National Standards
Ingtitute.
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ISO/IEC 10165-4: 1992, Information technology—Open Systems Interconnection—Management informa:
tion services—Structure of management information—Part 4: Guidelines for the definition of managed
objects.

ISO/IEC 7498-4: 1989, Information processing systems—Open Systems I nterconnection—Basic Reference
Model—Part 4: Management framework.

ISO/IEC 8877: 1992, Information technology—Telecommunications and information exchange between
systems—Interface connector and contact assignments for ISDN Basic Access Interface located at reference
pointsSand T.

ISO/IEC 9646-1: 1994, Information technology—Open Systems Interconnection—Conformance testing
methodology and framework—~Part 1: General concepts.

ISO/IEC 9646-2: 1994, Information technology—Open Systems |nterconnection—Conformance testing
methodology and framework—Part 2: Abstract Test Suite specification.

ISO/IEC 10165-4: 1992, Information technology—Open Systems Interconnection—Structure of manage-
ment information—Part 4: Guidelines for the definition of managed objects.

ISO/IEC 11801: 1995, Information technology—Generic cabling for customer premises.

NOTE—Local and national standards such as those supported by ANSI, EIA, IEEE, MIL, NPFA, and UL are not afor-
mal part of the ISO/IEC 8802-3 standard except where no international standard equivalent exists. Reference to such
local or national standards may be useful resource material and are located in annex A.

1.4 Definitions

EDITORIAL NOTE—The definitions subclauses within severa clauses of ISO/IEC 8802-3 are consolidated in this
revised clause. In the following definitions, changes are not indicated by strikethroughs and underscores. See the end of
this subclause for further editing instructions.

Replace 1.4 with the following text:

1.4.1 100BASE-FX: IEEE 802.3 Physical Layer specification for a 100 Mb/s CSMA/CD LAN over two
optical fibers. (See IEEE 802.3 clauses 24 and 26.)

1.4.2 100BASE-T: |IEEE 802.3 Physical Layer specification for a 100 Mb/s CSMA/CD LAN. (See |IEEE
802.3 clauses 22 and 28.)

1.4.3 100BASE-T4: |EEE 802.3 Physical Layer specification for a 100 Mb/s CSMA/CD LAN over four
pairs of Category 3, 4, and 5 unshielded twisted-pair (UTP) wire. (See IEEE 802.3 clause 23.)

1.4.4 100BASE-TX: IEEE 802.3 Physical Layer specification for a 100 Mb/s CSMA/CD LAN over two
pairs of Category 5 UTP or shielded twisted-pair (STP) wire. (See |IEEE 802.3 clauses 24 and 25.)

1.4.5 100BASE-X: |IEEE 802.3 Physical Layer specification for a 100 Mb/s CSMA/CD LAN that uses the
PMD sublayer and MDI of the SO 9314 group of standards developed by ASC X3T12 (FDDI). (See |IEEE
802.3 clause 24.)

1.4.6 10BASE2: |EEE 802.3 Physical Layer specification for a 10 Mb/s CSMA/CD LAN over RG 58 coax-
ia cable. (See |EEE 802.3 clause 10.)

1.4.7 10BASES: |IEEE 802.3 Physical Layer specification for a10 Mb/s CSMA/CD LAN over coaxial cable
(i.e., thicknet). (See IEEE 802.3 clause 8.)
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1.4.8 10BASE-F: IEEE 802.3 Physical Layer specification for a 10 Mb/s CSMA/CD LAN over fiber optic
cable. (See |IEEE 802.3 clause 15.)

1.4.9 10BASE-FB port: A port on a repeater that contains an internal 10BASE-FB Medium Attachment
Unit (MAU) that can connect to a similar port on another repeater. (See IEEE 802.3 clause 9, figure 15-1(b)
and 17.3.)

1.4.10 10BASE-FB segment: A fiber optic link segment providing a point-to-point connection between two
10BASE-FB ports on repeaters. (See link segment | EEE 802.3 figure 15-1(b) and figure 15-2.)

1.4.11 10BASE-FL segment: A fiber optic link segment providing point-to-point connection between two
10BASE-FL MAUSs. (See link segment IEEE 802.3 figure 15.1 (c) and figure 15-2.)

1.4.12 10BASE-FP segment: A fiber optic mixing segment, including one 10BASE-FP Star and al of the
attached fiber pairs. (See IEEE 802.3 figure 15-1(a), figure 15-2, and mixing segment.)

1.4.13 10BASE-FP Star: A passive device that is used to couple fiber pairs together to form a 10BASE-FP
segment. Optical signalsreceived at any input port of the 10BASE-FP Star are distributed to al of its output
ports (including the output port of the optical interface from which it was received). A 10BASE-FP Star is
typically comprised of apassive-star coupler, fiber optic connectors, and a suitable mechanical housing. (See
IEEE 802.3, 16.5.)

1.4.14 10BASE-T: IEEE 802.3 Physical Layer specification for a 10 Mb/s CSMA/CD LAN over two pairs
of twisted-pair telephone wire. (See |EEE 802.3 clause 14.)

1.4.15 10BROAD36: |IEEE 802.3 Physical Layer specification for 10 Mb/s CSMA/CD LAN over single
broadband cable. (See |EEE 802.3 clause 11.)

1.4.16 1BASES: IEEE 802.3 Physical Layer specification for 1 Mb/s CSMA/CD LAN over two pairs of
twisted-pair telephone wire. (See |EEE 802.3 clause 12.)

1.4.17 ability: A mode that a device can advertise using Auto-Negotiation. For modes that represent a type
of data service, adevice shall be able to operate that data service before it may advertise this ability. A device
may support multiple abilities. (See |IEEE 802.3, 28.2.1.2.2.)

1.4.18 Acknowledge Bit: A bit used by |EEE 802.3 Auto-Negotiation to indicate that a station has success-
fully received multiple identical copies of the Link Code Word. This bit is only set after an identical Link
Code Word has been received three timesin succession. (See IEEE 802.3, 28.2.1.2.4.)

1.4.19 advertised ability: An operational mode that is advertised using Auto-Negotiation. (See |EEE 802.3,
28.21.2.2)

1.4.20 agent code: A term used to refer to network management entity software residing in a node that can
be used to remotely configure the host system based on commands received from the network control host,
collect information documenting the operation of the host, and communicate with the network control host.
(See |EEE 802.3 clause 30.)

1.4.21 agent: A term used to refer to the managed nodes in a network. Managed nodes are those nodes that
contain a network management entity (NME), which can be used to configure the node and/or collect data
describing operation of that node. The agent is controlled by a network control host or manager that contains
both an NME and network management application (NMA) software to control the operations of agents.
Agentsinclude systemsthat support user applications as well as nodes that provide communications services
such as front-end processors, bridges, and routers. (See |[EEE 802.3 clause 30.)
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1.4.22 agile device: A device that supports automatic switching between multiple Physical Layer technolo-
gies. (See |IEEE 802.3 clause 28.)

1.4.23 Attachment Unit Interface (AUI): In 10 Mb/s CSMA/CD, the interface between the MAU and the
dataterminal equipment (DTE) within a data station. Note that the AUI carries encoded signals and provides
for duplex data transmission. (See |EEE 802.3 clauses 7 and 8.)

1.4.24 Auto-Negotiation: The algorithm that allows two devices at either end of alink segment to negotiate
common data service functions. (See |EEE 802.3 clause 28.)

1.4.25 balanced cable: A cable consisting of one or more metallic symmetrical cable elements (twisted
pairs or quads). (From ISO/IEC 11801: 1995.)

1.4.26 Base Link Code Word: The first 16-bit message exchanged during IEEE 802.3 Auto-Negotiation.
(SeelEEE 802.3, 28.2.1.2.)

1.4.27 Base Page: See: Base Link Code Word.

1.4.28 baseband coaxial system: A system whereby information is directly encoded and impressed upon
the transmission medium. At any point on the medium only one information signal at a time can be present
without disruption.

1.4.29 baud: A unit of signaling speed, expressed as the number of times per second the signal can change
the electrical state of the transmission line or other medium. Note—Depending on the encoding strategies, a
signal event may represent a single bit, more, or less that one bit. Contrast with: bit rate; bits per second.

(From |EEE Std 610.7-1995 [A16].19)

1.4.30 Binary Phase Shift Keying (Binary PSK or BPSK): A form of modulation in which binary data are
transmitted by changing the carrier phase by 180 degrees. (See |IEEE 802.3 clause 11.)

1.4.31 bit cell: Thetimeinterval used for the transmission of asingle data (CDO or CD1) or control (CVH or
CVL) symboal.

1.4.32 bit rate (BR): Thetotal number of bits per second transferred to or from the Medium Access Control
(MAC). For example, 100BASE-T has a hit rate of one hundred million bits per second (108 b/s).

1.4.33 bit time (BT): The duration of one bit as transferred to and from the MAC. The bit timeis the recip-
rocal of the bit rate. For example, for 100BASE-T the bit rate is 10 sor 10 ns.

1.4.34 BR/2: One half of the BR in Hertz.
1.4.35 branch cable: In 10BROAD36, the AUI cable interconnecting the DTE and MAU system components.

1.4.36 bridge: A layer 2 interconnection device that does not form part of a CSMA/CD collision domain but
rather, appears asa MAC to the collision domain. (See also |EEE Std 610.7-1995 [A16].)

1.4.37 Broadband LAN: A local area network in which information is transmitted on modulated carriers,
allowing coexistence of multiple simultaneous services on a single physical medium by frequency division
multiplexing. (See |IEEE 802.3 clause 11.)

10Numbers in brackets correspond to those of the additional reference material in annex A.
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1.4.38 bundle: A group of signalsthat have a common set of characteristics and differ only in their informa-
tion content.

1.4.39 carrier sense: Inaloca area network, an ongoing activity of a data station to detect whether another
station is transmitting. Note—The carrier sense signal indicates that one or more DTESs are currently trans-
mitting.

1.4.40 Category 3 balanced cabling: Balanced 100 Q and 120 Q cabling (cable and associated connecting
hardware) whose transmission characteristics are specified up to 16 MHz (i.e., performance meets the
requirements of a Class C link in accordance with |SO/IEC 11801: 1995). Commonly used by |EEE 802.3
10BASE-T installations. In addition to the requirements outlined in 1SO/IEC 11801: 1995, IEEE 802.3
clause 23 specifies additional requirements for these cables when used with 100BASE-T4.

1.4.41 Category 4 balanced cabling: Balanced 100 Q and 120 Q cabling (cable and associated connecting
hardware) whose transmission characteristics are specified up to 20 MHz in accordance with 1SO/
IEC 11801: 1995. In addition to the requirements outlined in ISO/IEC 11801: 1995, |IEEE 802.3 clause 23
specifies additional requirements for these cables when used with 100BASE-T4.

1.4.42 Category 5 balanced cabling: Balanced 100 Q and 120 Q cabling (cable and associated connecting
hardware) whose transmission characteristics are specified up to 100 MHz (i.e., performance meets the
requirements of a Class D link as per ISO/IEC 11801: 1995). In addition to the requirements outlined in
ISO/IEC 11801: 1995, |EEE 802.3 clauses 23 and 25 specify additional requirements for these cables when
used with 100BASE-T.

1.4.43 CATV-Type broadband medium: A broadband system comprising coaxial cables, taps, splitters,
amplifiers, and connectors the same as those used in Community Antenna Television (CATV) or cable televi-
sion installations. (See | EEE 802.3 clause 11.)

1.4.44 center wavelength: The average of two optical wavelengths at which the spectral radiant intensity is
50% of the maximum value. (See |EEE 802.3 clause 11.)

1.4.45 channel: A band of frequencies dedicated to a certain service transmitted on the broadband medium.
(See |EEE 802.3 clause 11.)

1.4.46 circuit: The physical medium on which signals are carried across the AUl for 10BASE-T or MII (for
100BASE-T). For 10BASE-T, the data and control circuits consist of an A circuit and a B circuit forming a
bal anced transmission system so that the signal carrier on the B circuit is the inverse of the signal carried on
the A circuit.

1.4.47 Class | repeater: A type of 100BASE-T repeater set with internal delay such that only one repeater
set may exist between any two DTES within a single collision domain when two maximum length copper
cable segments are used. (See |EEE 802.3 clause 27.)

1.4.48 Class || repeater: A type of IEEE 802.3 100BASE-T repeater set with internal delay such that only
two or fewer such repeater sets may exist between any two DTES within asingle collision domain when two
maximum length copper cable segments are used. (See |EEE 802.3 clause 27.)

1.4.49 Clocked Data One (CD1): A Manchester-encoded data 1. A CD1 isencoded asalL O for thefirst half
of the bit-cell and aHI for the second half of the bit-cell. (See IEEE 802.3 clause 12.)

1.4.50 Clocked Data Zero (CDO0): A Manchester-encoded data 0. A CDO is encoded as a HI for the first
half of the bit-cell and aL O for the second half of the bit-cell. (See IEEE 802.3 clause 12.)
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1.4.51 Clocked Violation HI (CVH): A symbol that deliberately violates Manchester-encoding rules, used
as a part of the Collision Presence signal. A CVH is encoded as atransition from LO to HI at the beginning
of the bit cell, HI for the entire bit cell, and a transition from HI to LO at the end of the bit cell. (See IEEE
802.3 clause 12.)

1.4.52 Clocked Violation LO (CVL): A symbol that deliberately violates Manchester-encoding rules, used
as a part of the Collision Presence signal. A CVL is encoded as a transition from HI to LO at the beginning
of the bit cell, LO for the entire bit cell, and a transition from LO to HI at the end of the bit cell. (See IEEE
802.3 clause 12.)

1.4.53 coaxial cableinterface: The electrical and mechanical interface to the shared coaxia cable medium
either contained within or connected to the MAU. Also known as the Medium Dependent Interface (MDI).

1.4.54 coaxial cable section: A single length of coaxial cable, terminated at each end with amale BNC con-
nector. Cable sections are joined to other cable sections via BNC plug/receptacle barrel or Type T adapters.

1.4.55 coaxial cable segment: A length of coaxial cable made up from one or more coaxia cable sections
and coaxial connectors, and terminated at each end in its characteristic impedance.

1.4.56 coaxial cable: A two-conductor (center conductor, shield system), concentric, constant impedance
transmission line used as the trunk medium in the baseband system.

1.4.57 Code Rule Violation (CRV): An analog waveform that is not the result of the valid Manchester-
encoded output of a single optical transmitter. The collision of two or more 10BASE-FB optical transmis-
sions will cause multiple CRVs. The preamble encoding of a single 10BASE-FP optical transmission con-
tainsasingle CRV. (See IEEE 802.3, 16.3.1.1.)

1.4.58 code-bit: In 100BASE-X, the unit of data passed across the PMA service interface, and the smallest
signaling element used for transmission on the medium. A group of five code-bits constitutes a code-group
in the 100BASE-X PCS. (See |EEE 802.3 clause 24.)

1.4.59 code-group: For |IEEE 802.3, a set of encoded symbols representing encoded data or control infor-
mation. For 100BASE-T4, a set of six ternary symbols that, when representing data, conveys an octet. (See
IEEE 802.3 clause 23.) For 100BASE-TX and 100BASE-FX, a set of five code-bits that, when representing
data, conveys anibble. (See |EEE 802.3 clause 24.)

1.4.60 collision domain: A single CSMA/CD network. If two or more MAC sublayers are within the same
collision domain and both transmit at the same time, a collision will occur. MAC sublayers separated by a
repeater are in the same collision domain. MAC sublayers separated by a bridge are within different colli-
sion domains.

1.4.61 collision presence: A signal generated within the Physical Layer by an end station or hub to indicate
that multiple stations are contending for access to the transmission medium. (See |EEE 802.3 clauses 8 and 12.)

1.4.62 collision: A condition that results from concurrent transmissions from multiple DTE sources within a
single collision domain.

1.4.63 common-mode voltage: The instantaneous algebraic average of two signals applied to a balanced
circuit, with both signals referenced to a common reference. Also called longitudinal voltage in the tele-
phone industry.

1.4.64 compatibility interfaces: The MDI cable, the AUI branch cable, and the MII; the three points at

which hardware compatibility is defined to allow connection of independently designed and manufactured
components to a baseband transmission medium. (See |IEEE 802.3 clause 8.)
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1.4.65 continuous wave (CW): A carrier that is not modulated or switched.

1.4.66 Control Signal One (CS1): An encoded control signal used on the Control In and Control Out cir-
cuits. A CSlisencoded asasignal at half the bit rate (BR/2). (See IEEE 802.3 clause 12.)

1.4.67 Control Signal Zero (CS0): An encoded control signal used on the Control In and Control Out cir-
cuits. A CS0 isencoded as asignal at the bit rate (BR). (See |IEEE 802.3 clause 12.)

1.4.68 cross connect: A group of connection points, often wall- or rack-mounted in awiring closet, used to
mechanically terminate and interconnect twisted-pair building wiring.

1.4.69 data frame: Consists of the Destination Address, Source Address, Length Field, logical link control
(LLC) Data, PAD, and Frame Check Sequence.

1.4.70 Data Terminal Equipment (DTE): Any source or destination of data connected to the LAN.

1.4.71 dBmV: Decibels referenced to 1.0 mV measured at the same impedence. Used to define signal levels
in CATV-type broadband systems. (See |EEE 802.3 clause 11.)

1.4.72 dedicated service: A CSMA/CD network in which the collision domain consists of two and only two
DTEs so that the total network bandwidth is dedicated to supporting the flow of information between them.

1.4.73 differential-mode voltage: The instantaneous a gebraic difference between the potential of two sig-
nals applied to the two sides of abalanced circuit. Also called metallic voltage in the telephone industry.

1.4.74 drop cable: In 10BROAD36, the small diameter flexible coaxial cable of the broadband medium that
connectsto aMAU. (See: trunk cable.)

1.4.75 eight-pin modular: An eight-wire connector. (From ISO/IEC 8877: 1992.)

1.4.76 End-of-Stream Delimiter (ESD): A code-group pattern used to terminate a normal data transmis-
sion. For 100BASE-T4, the ESD is indicated by the transmission of five predefined ternary code-groups
named eopl-5. (See |IEEE 802.3 clause 23.) For 100BASE-X, the ESD is indicated by the transmission of
the code-group /T/R. (See IEEE 802.3 clause 24.)

1.4.77 Extinction Ratio: Theratio of the low optical power level to the high optical power level on an opti-
cal segment. (See IEEE 802.3 clause 15.)

1.4.78 Fast Link Pulse (FLP) Burst: A group of no more than 33 and not less than 17 10BASE-T compati-
ble link integrity test pulses. Each FLP Burst encodes 16 bits of data using an aternating clock and data
pulse sequence. (Seefigure 14-12, IEEE 802.3 clause 14 and figure 28-4, IEEE 802.3 clause 28.)

1.4.79 Fibre Distributed Data I nterface (FDDI): A 100 Mb/s, fiber optic-based, token-ring LAN standard
(ANSI X3T12, formerly X3.237-199X.

1.4.80 fiber optic cable: A cable containing one or more optical fibers as specified in IEEE 802.3, 15.3.1.

1.4.81 Fiber Optic Inter-Repeater Link (FOIRL): A Fiber Optic Inter-Repeater Link segment and its two
attached MAUSs. (See |IEEE 802.3 clause 15.)

1.4.82 Fiber Optic Inter-Repeater Link Segment (FOIRL Segment): A fiber optic link segment provid-
ing a point-to-point connection between two FOIRL MAUSs or between one FOIRL MAU and one 10BASE-
FL MAU. See: link segment.
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1.4.83 Fiber Optic Medium Attachment Unit (FOMAU): A MAU for fiber applications. (See |IEEE 802.3
clause 9.)

1.4.84 Fiber Optic Medium-Dependent I nterface (FOMDI): For 10BASE-F, the mechanical and optical
interface between the optical fiber cable link segment and the FOMAU. (See |EEE 802.3 clause 9.)

1.4.85 Fiber Optic Physical Medium Attachment (FOPMA): For 10BASE-F, the portion of the FOMAU
that contains the functional circuitry. (See IEEE 802.3 clause 9.)

1.4.86 fiber pair: Optical fibers interconnected to provide two continuous light paths terminated at each end
in an optical connector. Any intermediate optical connections must have insertion and return loss character-
istics that meet or exceed | EEE 802.3, 15.3.2.1 and 15.3.2.2, respectively. (See IEEE 802.3, 15.3.1.)

1.4.87 FOIRL BER: For 10BASE-F, the mean hit error rate of the FOIRL. (See |IEEE 802.3 clause 9.)

1.4.88 FLP Burst Sequence: The sequence of FLP Bursts transmitted by the Local Station. This term is
intended to differentiate the spacing between FLP Bursts from the individual pulse spacings within an FLP
Burst. (See |[EEE 802.3 clause 28.)

1.4.89 FOIRL collision: For 10BASE-F, the simultaneous transmission and reception of datain a FOMAU.
(See |EEE 802.3 clause 9.)

1.4.90 FOIRL Compatibility Interface: For 10BASE-F, the FOMDI and AUI (optiona); the two points at
which hardware compatibility is defined to allow connection of independently designed and manufactured
components to the baseband optical fiber cable link segment. (See IEEE 802.3 clause 9.)

1.4.91 FOMAU'’s Receive Optical Fiber: For 10BASE-F, the optical fiber from which the loca FOMAU
receives signals. (See IEEE 802.3 clause 9.)

1.4.92 FOMAU’s Transmit Optical Fiber: For 10BASE-F, the optical fiber into which the local FOMAU
transmits signals. (See IEEE 802.3 clause 9.)

1.4.93 full duplex: A type of networking that supports duplex transmission as defined in IEEE Std 610.7-
1995 [A16]. Although some types of full-duplex networking are popularly referred to as Ethernet because
they use the IEEE 802.3 defined frame, full duplex does not employ CSMA/CD and is not covered by this
standard.

1.4.94 group: A repeater port or a collection of repeater ports that can be related to the logical arrangement
of portswithin arepeater.

1.4.95 group delay: In 10BROAD36, the rate of change of total phase shift, with respect to frequency,
through a component or system. Group delay variation is the maximum difference in delay as a function of
frequency over a band of frequencies. (See IEEE 802.3 clause 11.)

1.4.96 headend: In 10BROAD36, the location in a broadband system that serves as the root for the branch-
ing tree comprising the physical medium; the point to which all inbound signals converge and the point from
which all outbound signals emanate. (See |EEE 802.3 clause 11.)

1.4.97 header hub (HH): The highest-level hub in a hierarchy of hubs. The HH broadcasts signal s transmit-
ted to it by lower level hubs or DTESs such that they can be received by all DTEs that may be connected to it
either directly or through intermediate hubs. (See |EEE 802.3, 12.2.1 for details.)
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1.4.98 hub: A device used to provide connectivity between DTEs. Hubs perform the basic functions of
restoring signal amplitude and timing, collision detection, and notification and signal broadcast to lower
level hubs and DTESs. (See |IEEE 802.3 clause 12.)

1.4.99 idle (IDL): A signal condition where no transition occurs on the transmission line, that is used to
define the end of aframe and ceasesto exist after the next LO or HI transition on the AUI or MII circuits. An
IDL always begins with a HI signal level. A driver isrequired to send the IDL signal for at least 2 bit times
and a receiver is required to detect IDL within 1.6 bit times. (See IEEE 802.3, 7.3 and 12.3.2.4.4 for addi-
tional details.)

1.4.100 in-band signaling: The transmission of a signal using a frequency that is within the bandwidth of
theinformation channel. Contrast with: out-of-band signaling. Syn: in-channel signaling. (From IEEE Std
610.7-1995 [A16].)

1.4.101 Inter-Repeater Link (IRL): A mechanism for connecting two and only two repester sets.

1.4.102 Inter-Packet Gap (IPG): A delay or time gap between CSMA/CD packets intended to provide
interframe recovery time for other CSMA/CD sublayers and for the Physical Medium. (See IEEE 802.3,
4.2.3.2.1 and 4.2.3.2.2.) For example, for 10BASE-T, the IPG is 9.6 s (96 bit times); for 100BASE-T, the
IPG is0.96 us (96 bit times.)

1.4.103 intermediate hub (IH): A hub that occupies any level below the header hub in a hierarchy of hubs.
(See |IEEE 802.3, 12.2.1 for details.)

1.4.104 Jabber function: A mechanism for controlling abnormally long transmissions (i.e., jabber.)

1.4.105 jabber: A condition wherein a station transmits for a period of time longer than the maximum per-
missible packet length, usually due to afault condition.

1.4.106 link: The transmission path between any two interfaces of generic cabling. (From 1SO/
IEC 11801: 1995.)

1.4.107 Link CodeWord: The 16 bits of data encoded into a Fast Link Pulse Burst. (See IEEE 802.3 clause
28)

1.4.108 link partner: The device at the opposite end of alink segment from the loca station. The link part-
ner device may be either a DTE or arepeater. (See IEEE 802.3 clause 28.)

1.4.109 link pulse: Communication mechanism used in 10BASE-T and 100BASE-T networks to indicate
link status and (in Auto-Negotiation-equipped devices) to communicate information about abilities and
negotiate communication methods. 10BASE-T uses Normal Link Pulses (NLPs), which indicate link status
only. 10BASE-T and 100BASE-T nodes equipped with Auto-Negotiation exchange information using a Fast
Link Pulse (FLP) mechanism that is compatible with NLP. (See IEEE 802.3 clauses 14 and 28.)

1.4.110 link segment: The point-to-point full-duplex medium connection between two and only two MDIs.

1.4.111 Link Segment Delay Value (L SDV): A number associated with a given segment that represents the
delay on that segment used to assess path delays for 100 Mb/s CSMA/CD networks. LSDV is similar to
SDV; however, LSDV vaues do not include the delays associated with attached end stations and/or repeat-
ers. (See |[EEE 802.3, 29.3))

1.4.112 local ability: See: ability.
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1.4.113 local device: The loca device that may attempt to Auto-Negotiate with a link partner. The local
device may be either a DTE or repeater. (See |EEE 802.3 clause 28.)

1.4.114 Media Access Control (MAC): The data link sublayer that is responsible for transferring data to
and from the Physical Layer.

1.4.115 Media I ndependent Interface (MI1): A transparent signal interface at the bottom of the Reconcili-
ation sublayer. (See IEEE 802.3 clause 22.)

1.4.116 Medium Attachment Unit (MAU): A device containing an AUI, PMA, and MDI that is used to
connect arepeater or DTE to atransmission medium.

1.4.117 Medium Dependent Interface (MDI): The mechanical and electrical interface between the trans-
mission medium and the MAU (10BASE-T) or PHY (100BASE-T).

1.4.118 Message Code (MC): The predefined 12-bit code contained in an Auto-Negotiation Message Page.
(See |EEE 802.3 clause 28.)

1.4.119 Message Page (MP): An Auto-Negotiation Next Page encoding that contains a predefined 12-bit
message code. (See |EEE 802.3 clause 28.)

1.4.120 Management I nformation Base (M1B): A repository of information to describe the operation of a
specific network device.

1.4.121 mixing segment: A medium that may be connected to more than two MDIs.

1.4.122 network control host: A network management central control center that is used to configure
agents, communicate with agents, and display information collected from agents.

1.4.123 Next Page Algorithm (NPA): The agorithm that governs Next Page communication. (See |EEE
802.3 clause 28.)

1.4.124 Next Page Bit: A hit in the Auto-Negotiation base Link Code Word or Next Page encoding(s) that
indicates that further Link Code Word transfer is required. (See IEEE 802.3 clause 28.)

1.4.125 Next Page: General class of pages optionally transmitted by Auto-Negotiation-able devices follow-
ing the base Link Code Word negotiation. (See |EEE 802.3 clause 28.)

1.4.126 nibble: A group of four data bits. The unit of data exchange on the MI1. (See IEEE 802.3 clause 22.)

1.4.127 NL P Receive Link Integrity Test Function: Auto-Negotiation's Link Integrity Test function that
allows backward compatibility with the 10BASE-T Link Integrity Test function of IEEE 802.3 figure 14-6.
(See |IEEE 802.3 clause 28.)

1.4.128 NL P sequence: A Normal Link Pulse sequence, defined in IEEE 802.3, 14.2.1.1 asTP_IDL.

1.4.129 Normal Link Pulse (NLP): An out-of-band communications mechanism used in 10BASE-T to
indicate link status. (See |EEE 802.3 figure 14-12.)

1.4.130 NRZI-bit: A code-bit transferred in NRZI format. The unit of data passed across the PMD service
interface in 100BASE-X.

This is an Archive IEEE Standard. It has been superseded by a later version of this standgyd.

AMX and Dell, Inc.
Exhibit 1025-00030



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

1.4.131 NRZI: Non-Return-to-Zero, Invert on Ones. An encoding technique used in FDDI (I1SO 9314-1:
1989, 1SO 9314-2: 1989, 1SO 9314-3: 1989) where a polarity transition represents a logical ONE. The
absence of a polarity transition denotes alogical ZERO.

1.4.132 octet: A byte composed of eight bits. (From IEEE Std 610.7-1995 [A16].)
1.4.133 Optical Fiber Cable Interface: See: FOMDI.

1.4.134 Optical Fiber Cable Link Segment: A length of optical fiber cable that contains two optical fibers
and is comprised of one or more optical fiber cable sections and their means of interconnection, with each
optical fiber terminated at each end in the optical connector plug. (See IEEE 802.3, 9.9.5.1 and 9.9.5.2.)

1.4.135 optical fiber: A filament-shaped optical waveguide made of dielectric materials.

1.4.136 Optical Idle Signal: The signal transmitted by the FOMAU into its transmit optical fiber during the
idle state of the DO circuit. (See IEEE 802.3 clause 9.)

1.4.137 Optical Interface: The optical input and output connection interface to a 10BASE-FP Star. (See
|EEE 802.3 clause 15.)

1.4.138 out-of-band signaling: The transmission of a signal using a frequency that is within the pass band
of the transmission facility but outside a frequency range normally used for data transmission. Contrast
with: in-band signaling. (From IEEE Std. 610.7-1995 [A16].)

1.4.139 packet: Consists of a data frame as defined previously, preceded by the Preamble and the Start
Frame Delimiter, encoded, as appropriate, for the PHY type.

1.4.140 page: In Auto-Negotiation, the encoding for a Link Code Word. Auto-Negotiation can support an
arbitrary number of Link Code Word encodings. The base page has a constant encoding as defined in
28.2.1.2. Additional pages may have a predefined encoding (see: M essage Page) or may be custom encoded
(see: Unformatted Page).

1.4.141 parallel detection: In Auto-Negotiation, the ability to detect 100BASE-TX and 100BASE-T4 tech-
nology specific link signaling while also detecting the NLP sequence or FLP Burst sequence. (See |IEEE
802.3 clause 28.)

1.4.142 Passive-Star Coupler: A component of a 10BASE-FP fiber optic mixing segment that divides opti-
cal power received at any of N input portsamong all N output ports. The division of optical power is approx-
imately uniform. (See |EEE 802.3 clause 15.)

1.4.143 patch cord: Flexible cable unit or element with connectors(s) used to establish connections on a
patch panel. (From ISO/IEC 11801: 1995.)

1.4.144 patch pandl: A cross-connect designed to accommodate the use of patch cords. It facilitates admin-
istration for moves and changes. (From I SO/IEC 11801: 1995.)

1.4.145 Path Delay Value (PDV): The sum of al Segment Delay Valuesfor all segments along a given path.
(See |EEE 802.3 clauses 13 and 29.)

1.4.146 Path Variability Value (PVV): The sum of al Segment Variability Valuesfor all the ssgments along
agiven path. (See |EEE 802.3 clause 13.)

1.4.147 path: The sequence of segments and repeaters providing the connectivity between two DTEs in a
single collision domain. In CSMA/CD networks there is one and only one path between any two DTES.
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1.4.148 Physical Coding Sublayer (PCS): A sublayer used in 100BASE-T to couple the MII and the PMA.
The PCS contains the functions to encode data bits into code-groups that can be transmitted over the physi-
cal medium. Two PCS structures are defined for 100BA SE-T—one for 100BASE-X and one for 100BA SE-
T4. (See IEEE 802.3 clauses 23 and 24.)

1.4.149 Physical Layer entity (PHY): The portion of the Physical Layer between the MDI and MII consist-
ing of the PCS, PMA, and, if present, PMD sublayers. The PHY contains the functions that transmit, receive,
and manage the encoded signals that are impressed on and recovered from the physical medium. (See IEEE
802.3 clauses 23-26.)

1.4.150 Physical Medium Attachment (PMA) sublayer: That portion of the Physical Layer that contains
the functions for transmission, collision detection, reception, and (in the case of 100BASE-T4) clock recov-
ery and skew alignment. (See |EEE 802.3 clauses 23 and 24.)

1.4.151 Physical M edium Dependent (PM D) sublayer: In 100BASE-X, that portion of the Physical Layer
responsible for interfacing to the transmission medium. The PMD is located just above the MDI. (See IEEE
802.3 clause 24.)

1.4.152 Physical Signaling Sublayer (PLS): In 10BASE-T, that portion of the Physical Layer contained
within the DTE that providesthe logical and functional coupling between the MAU and the Data Link Layer.

1.4.153 port: A segment or IRL interface of arepeater unit.

1.4.154 postamble: In 10BROAD36, the bit pattern appended after the last bit of the Frame Check
Sequence by the MAU. The Broadband End-of-Frame Delimiter (BEOFD). (See IEEE 802.3 clause 11.)

1.4.155 Priority Resolution Table: The look-up table used by Auto-Negotiation to select the network con-
nection type where more than one common network ability exists (L00BASE-TX, 100BASE-T4, 10BASE-
T, etc.) The priority resolution table defines the relative hierarchy of connection types from the highest com-
mon denominator to the lowest common denominator. (See |EEE 802.3 clause 28.)

1.4.156 quad: See: star quad.

1.4.157 Reconciliation Sublayer (RS): A 100BASE-T mapping function that reconciles the signals at the
MII to the MAC-PLS service definitions. (See |EEE 802.3 clause 22.)

1.4.158 remotefault: The generic ability of alink partner to signal its status even in the event that it may not
have an operational receive link. (See IEEE 802.3 clause 28.)

1.4.159 renegotiation: Restart of the Auto-Negotiation algorithm caused by management or user interac-
tion. (See |EEE 802.3 clause 28.)

1.4.160 repeater port: See: port.

1.4.161 repeater set: A repeater unit plusits associated Physical Layer interfaces (MAUs or PHY s) and, if
present, AU or Ml Interfaces (i.e., AUIs, MlIs).

1.4.162 repeater unit: The portion of arepeater that isinboard of its PMA/PLS or PMA/PCS interfaces.

1.4.163 repeater: A device used to extend the length, topology or interconnectivity of the physical medium
beyond that imposed by a single segment, up to the maximum allowable end-to-end trunk transmission line
length. Repeaters perform the basic actions of restoring signal amplitude, waveform, and timing applied to
the normal data and collision signals. For wired star topologies, repeaters provide a data distribution func-
tion. In 100BASE-T, a device that allows the interconnection of 100BASE-T Physical Layer network
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segments using similar or dissimilar PHY implementations (e.g., 100BASE-X to 100BASE-X, 100BASE-X
to 100BASE-T4, etc.). (See |IEEE 802.3 clauses 9 and 27.)

1.4.164 Return Loss: In 10BROAD36, the ratio in decibels of the power reflected from a port to the power
incident to the port. An indicator of impedance matching in a broadband system. (See |[EEE 802.3 clause 11.)

1.4.165 router: A layer 3 interconnection device that appears as a MAC to a CSMA/CD collision domain.
(See |EEE Std 610.7-1995 [A16].)

1.4.166 Seed: In 10BROAD36, the 23 bits residing in the scrambler shift register prior to the transmission of
apacket. (See IEEE 802.3 clause 11.)

1.4.167 Segment Delay Value (SDV): A number associated with a given segment that represents the delay
on that segment including repeaters and end stations, if present, used to assess path delays for 10 Mb/s
CSMA/CD networks. (See |EEE 802.3, 13.4.)

1.4.168 Segment Variability Value (SVV): A number associated with a given segment that represents the
delay variability on that segment (including arepeater) for 10 Mb/s CSMA/CD networks. The SVVsfor dif-
ferent segment types are specified in |EEE 802.3 table 13-3. (See IEEE 802.3, 13.4.)

1.4.169 segment: The medium connection, including connectors, between MDIsin a CSMA/CD LAN.

1.4.170 Selector field: A five-hit field in the Base Link Code Word encoding that is used to encode up to 32
types of messages that define basic abilities. For example, selector field 00001 indicates that the base tech-
nology is 1EEE 802.3. (See |EEE 802.3 clause 28.)

1.4.171 shared service: A CSMA/CD network in which the collision domain consists of more than two
DTEs so that the total network bandwidth is shared among them.

1.4.172 shielded twisted-pair (STP) cable: An electrically conducting cable, comprising one or more ele-
ments, each of which is individually shielded. There may be an overall shield, in which case the cable is
referred to as shielded twisted pair cable with an overall shield. (From ISO/IEC 11801: 1995.) Specifically
for IEEE 802.3 100BASE-TX, 150 Q balanced inside cable with performance characteristics specified to
100 MHz (i.e., performance to Class D link standards as per ISO/IEC 11801: 1995). In addition to the
requirements specified in 1SO/IEC 11801: 1995, IEEE 802.3 clauses 23 and 25 provide additional perfor-
mance requirements for 100BASE-T operation over STP,

1.4.173 Simplex Fiber Optic Link Segment: A single fiber path between two MAUSs or PHY's, including
the terminating connectors, consisting of one or more fibers joined serialy with appropriate connection
devices, for example, patch cables and wall plates. (See |IEEE 802.3 clause 15.)

1.4.174 simplex link segment: A path between two MDIs, including the terminating connectors, consisting
of one or more segments of twisted pair cable joined serially with appropriate connection devices, for exam-
ple, patch cords and wall plates. (See |IEEE 802.3 figure 14-2.)

1.4.175 skew between pairs: The difference in arrival times of two initially coincident signals propagated
over two different pairs, as measured at the receiving end of the cable. Total skew includes contributions
from transmitter circuits as well as the cable.

1.4.176 special link (SL): A transmission system that replaces the norma medium. (See |[EEE 802.3, 12.8.)

1.4.177 Spectral Width, Full-Width Half Maximum (FWHM): The absolute difference between the
wavelengths at which the spectral radiant intensity is 50% of the maximum. (See |EEE 802.3 clause 15.)
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1.4.178 spectrum mask: A graphic representation of the required power distribution as a function of fre-
guency for a modulated transmission.

1.4.179 star quad: A cable element that comprises four insulated connectors twisted together. Two diamet-
rically facing conductors form a transmission pair. Note—Cables containing star quads can be used inter-
changeably with cables consisting of pairs, provided the electrical characteristics meet the same
specifications. (From |SO/IEC 11801: 1995.)

1.4.180 Start-of-Stream Delimiter (SSD): A pattern of defined code words used to delineate the boundary
of a data transmission sequence on the Physical Layer stream. The SSD is unique in that it may be recog-
nized independent of previously defined code-group boundaries and it defines subsequent code-group
boundaries for the stream it delimits. For 100BASE-T4, SSD is a pattern of three predefined sosb code-
groups (one per wire pair) indicating the positions of the first data code-group on each wire pair. For
100BASE-X, SSD consists of the code-group sequence /JK/.

1.4.181 stream: The Physical Layer encapsulation of a MAC frame. Depending on the particular PHY, the
MAC frame may be modified or have information appended or prepended to it to facilitate transfer through
the PMA. Any conversion from a MAC frame to a PHY stream and back to a MAC frame is transparent to
the MAC. (See |IEEE 802.3 clauses 23 and 24.)

1.4.182 symbol: The smallest unit of data transmission on the medium. Symbols are unique to the coding
system employed. 100BASE-T4 uses ternary symbols; 10BASE-T and 100BASE-X use binary symbols or
code bits.

1.4.183 symbol rate (SR): The total number of symbols per second transferred to or from the Media Depen-
dent Interface (MDI) on a single wire pair. For 100BASE-T4, the symbol rate is 25 megabaud; for
100BASE-X, the symbol rate is 125 megabaud.

1.4.184 symbol time (ST): The duration of one symbol as transferred to and from the MDI viaasingle wire
pair. The symbol time is the reciprocal of the symbal rate.

1.4.185 Technology Ability Field: An eight-bit field in the Auto-Negotiation base page that is used to indi-
cate the abilities of alocal station, such as support for 10BASE-T, 100BASE-TX, 100BASE-T4, as well as
full-duplex capabilities.

1.4.186 ternary symbol: In 100BASE-T4, aternary data element. A ternary symbol can have one of three
values: —1, O, or +1. (See |EEE 802.3 clause 23.)

1.4.187 trandlation: In asingle-cable 10BROAD36 system, the process by which incoming transmissions at
one frequency are converted into another frequency for outgoing transmission. The trand ation takes place at
the headend. (See IEEE 802.3 clause 11.)

1.4.188 truncation loss: In a modulated data waveform, the power difference before and after implementa-
tion filtering necessary to constrain its spectrum to a specified frequency band.

1.4.189 trunk cable: The main (often large diameter) cable of acoaxia cable system. (See: drop cable.)

1.4.190 twisted-pair cable binder group: A group of twisted pairs within a cable that are bound together.
Large telephone cables have multiple binder groups with high interbinder group near-end crosstalk loss.

1.4.191 twisted-pair cable: A bundle of multiple twisted pairs within a single protective sheath. (From 1SO/
|EC 11801: 1995.)

1.4.192 twisted-pair link: A twisted-pair cable plus connecting hardware. (From ISO/IEC 11801: 1995.)
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1.4.193 twisted-pair link segment: In 100BASE-T, atwisted-pair link for connecting two PHY's.

1.4.194 twisted pair: A cable element that consists of two insulated conductors twisted together in aregular
fashion to form a balanced transmission line. (From ISO/IEC 11801: 1995.)

1.4.195 Unfor matted Page (UP): A Next Page encoding that contains an unformatted 12-bit message field.

Use of thisfield is defined through Message Codes and information contained in the UP. (See IEEE 802.3,
28.2.1.2)

1.4.196 unshielded twisted-pair cable (UTP): An electricaly conducting cable, comprising one or more
pairs, none of which is shielded. There may be an overall shield, in which case the cable is referred to as
unshielded twisted pair with overall shield. (From ISO/IEC 11801: 1995.)

1.4.197 weight of 6T code group: The algebraic sum of the logica ternary symbol values listed in the
100BASE-T4 8B6T code table. (See |IEEE 802.3 clause 23.)

Remove the definitions from 7.1.1, 8.1.2, 9.2, 10.1.2, 11.1.2, 12.1.3, 13.2, 14.1.2, 15.1.2, and 19.1.3 and
insert the following text under each of these subclauses:

Seeld.
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2. MAC service specification

Replace figure 2-1 with the following:

osl
REFERENCE LAN
MODEL CSMA/CD
LAYERS LAYERS
HIGHER LAYERS
APPLICATION
PRESENTATION LLC—LOGICAL LINK CONTROL
SESSION MAC—MEDIA ACCESS CONTROL
TRANSPORT | [ RECONCILIATION | | RECONCILIATION
Ml —p
NETWORK
PCS
DATA LINK AUl —p PMA PHY
MAU { | PMA | PMA | **PMD
PHYSICAL MDI —] mpl —»[ | MDI—»] |
MEDIUM é MEDIUM § | MEDIUM
1 Mbls, 10 Mb/s 10 Mb/s 100 Mb/s

AUl = ATTACHMENT UNIT INTERFACE
MDI = MEDIUM DEPENDENT INTERFACE
MII = MEDIA INDEPENDENT INTERFACE
MAU = MEDIUM ATTACHMENT UNIT

PLS = PHYSICAL LAYER SIGNALING
PCS = PHYSICAL CODING SUBLAYER
PMA = PHYSICAL MEDIUM ATTACHMENT
PHY = PHYSICAL LAYER DEVICE

PMD = PHYSICAL MEDIUM DEPENDENT

NOTE—The three types of layers below the MAC sublayer are mutually independent.

* AUl is optional for 10 Mb/s systems and is not specified for 1 Mb/s and 100 Mb/s systems.
** MIl is optional for 10 Mb/s DTEs and for 100 Mb/s systems and is not specified for 1 Mb/s systems
*** PMD is specified for L00BASE-X only; 100BASE-T4 does not use this layer.
For an exposed AUI residing below an MII, see 22.5.

Figure 2-1—Service specification relation to the LAN model
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4. Media Access Control
Replace figure 4-1 with the following:

SUPPLEMENT TO 802.3:

osl
LAN
REFERENCE o
MODEL SMA/CL
LAYERS
APPLICATION ‘ HIGHER LAYERS ‘
PRESENTATION LLC—LOGICAL LINK CONTROL
SESSION / MAC—MEDIA ACCESS CONTROL
TRANSPORT | / / RECONCILIATION RECONCILIATION
Ml —>;|I
NETWORK
. PCS
DATALINK |/ "AUI— PMA PHY
MAU {] PMA [ pwA | ***PMD
PHYSICAL MDI =] MOT—S] | =
Z MEDIUM § <, MEDIUM < MEDIUM
1 Mbls, 10 Mb/s 10 Mb/s 100 Mb/s

AUl = ATTACHMENT UNIT INTERFACE
MDI = MEDIUM DEPENDENT INTERFACE
MIl = MEDIA INDEPENDENT INTERFACE
MAU = MEDIUM ATTACHMENT UNIT

PLS = PHYSICAL LAYER SIGNALING
PCS = PHYSICAL CODING SUBLAYER
PMA = PHYSICAL MEDIUM ATTACHMENT
PHY = PHYSICAL LAYER DEVICE

PMD = PHYSICAL MEDIUM DEPENDENT

NOTE—The three types of layers below the MAC sublayer are mutually independent.

* AUl is optional for 10 Mb/s systems and is not specified for 1 Mb/s and 100 Mb/s systems.
** Mll is optional for 10 Mb/s DTEs and for 100 Mb/s systems and is not specified for 1 Mb/s systems.
*** PMD is specified for 100BASE-X only; 100BASE-T4 does not use this layer.
For an exposed AUI residing below an Mil, see 22.5.

Figure 4-1—MAC sublayer partitioning, relationship to the ISO Open Systems
Interconnection (OSI) reference model

Add to 4.4.2 the following subclause:
4.4.2.3 Parameterized values

The following parameter values shall be used for 100 Mb/s implementations:

Parameters Values
slotTime 512 bit times
interFrameGap 0.96 ps
attemptLimit 16
backoffLimit 10
jamSize 32 bits
maxFrameSize 1518 octets
minFrameSize 512 bits (64 octets)
addressSize 48 bits

WARNING—Any deviation from the above specified values may affect proper operation of the network.
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5. Layer management
Insert before 5.1:

Clause 5 is deprecated by clause 30.

14. Twisted-pair Medium Attachment Unit (MAU) and baseband medium,
Type 10BASE-T

EDITORIAL NOTE—The following changes add references to Auto-Negotiation and specifications for Auto-Negotia-
tion to the appropriate places in clause 14 of 1SO/IEC 8802-3: 1993 [ANSI/IEEE Std 802.3-1993 Edition] and |EEE Std
802.31-1992. (These changes will also identically affect the 1995 edition of 1SO/IEC 8802-3.) The changes do not alter
the specifications for existing systems.

In 14.2, renumber thelist items (1) through (7) as a) through g) and add the following paragraph as the
eighth functional capability:

h)  Auto-Negotiation. Optionally provides the capability for a device at one end of a link segment to
advertise its abilities to the device at the other end (its link partner), to detect information defining
the abilities of the link partner, and to determine if the two devices are compatable.

Add to 14.2.1 the following sentence to the end of the paragraph:

The MAU may optionally provide the Auto-Negotiation algorithm. When provided, the Auto-Negotiation
algorithm shall be implemented in accordance with clause 28.

Add to 14.2.1.1 the following paragraph after the fourth paragraph:

For aMAU that implements the Auto-Negotiation a gorithm defined in clause 28, clause 28 shall define the
allowabl e transmitted link pulse sequence.

Add to 14.2.1.7 the following sentence at the end of the fourth paragraph:

For a MAU that implements the Auto-Negotiation algorithm defined in clause 28, the MAU shall enter the
LINK TEST FAIL RESET state at power-on as specified in clause 28. For a MAU that does not implement
the Auto-Negotiation algorithm defined in clause 28, it is highly recommended that it also power-on in the
LINK TEST FAIL RESET state, athough implementations may power-on in the LINK TEST PASS state.
For aMAU that implements the Auto-Negotiation function defined in clause 28, the Auto-Negotiation Tech-
nology Dependent Interface shall be supported. Supporting the Technology Dependent Interface requires
that in the Link Integrity Test function state diagram ’link_status=OK’ is added to the LINK TEST PASS
state and 'link_status=FAIL’ is added to the LINK TEST FAIL RESET state. Note these SO message vari-
ablesfollow the conventions of clause 21.

Add to 14.3.1.2.1 the following paragraph after the sixth paragraph:

For a MAU that implements the Auto-Negotiation agorithm defined in clause 28, the FLP Burst Sequence
will consist of multiplelink test pulses. All link test pulsesin the FLP Burst sequence shall meet the template
requirements of figure 14-12 when measured across each of the test loads defined in figure 14-11; both with
the load connected directly to the TD circuit and with the load connected through the twisted-pair model as
defined in figures 14-7 and 14-8.
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Add to 14.10.4.5.1 the following entry as the eighth parameter:

Parameter Section Req Imp Value/Comment

8 Auto-Negotiation C Function provided by MAUs
implementing the Auto-Nego-
tiation algorithm, as defined in
clause 28

Add this new subclause after 14.10.4.7:

14.10.4.8 PICS proforma tables for Auto-Negotiation-able MAUs

The following are conditional on whether the Auto-Negotiation algorithm is provided (clause 28).

Parameter Section Req Imp Value/Comment
1 TP_IDL 14211 C Defined in clause 28.2.1
2 Link Integrity Test Function 14.2.1.7 C Power-onin Link Test Fail
State Diagram power-on Reset state
default
3 Link Test Fail state exit condi- | 14.2.1.7 C autoneg_wait_timer expired
tions and either RD = active or con-
secutive link test pulses =
3 min., 10 max
4 Technology Dependent Inter- 14.2.1.7 C Inthe Link Integrity Test state
face support diagram function
"link_status=OK’ is added to
the LINK TEST PASS state
and 'link_status=FAIL’ is
added tothe LINK TEST FAIL
RESET state
5 Link test pulse waveform for 143121 C Within figure 14-10 template
FLP Burst with and without for, al pulsesin FLP Burst,
twisted-pair model overshoot < +50mV after
excursion below -50 mV

19. Layer management for 10 Mb/s baseband repeaters
EDITORIAL NOTE—This clause can be found in |EEE Std 802.3k-1992.

Insert the following phrase in front of 19.1:

Clause 19 is deprecated by clause 30.
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20. Layer management for 10 Mb/s baseband Medium Attachment Units
(MAUSs)

EDITORIAL NOTE—This clause can be found in | EEE Stds 802.3p& g-1993.

Insert the following phrase in front of 20.1:

Clause 20 is deprecated by clause 30.

Annex A

(informative)t

Additional reference material

EDITORIAL NOTES

1—This clause was changed from Annex to Annex A by IEEE Std 802.3]-1993.

2—In the following references, changes are not indicated by strikethroughs and underscores.

3—Thereference numbersin this annex do not correspond to those of 1SO/IEC 8802-3: 1993 or the 1995 edition of |SO/
IEC 8802-3.

Replace annex A with the following:

[A1] ANSI/EIA 364A: 1987, Standard Test Procedures for Low-Frequency (Below 3 MHz) Electrical Con-
nector Test Procedure.

[A2] ANSI/EIA 455-34: 1985, Fiber Optics—Interconnection Device Insertion Loss Test.

[A3] ANSI/EIA/TIA 455-59-1989, Measurement of Fiber Point Defects Using an Optical Time Domain
Reflectometer (ODTR).

[A4] ANSI/EIA/TIA 455-180-1990, FOTP-180, Measurement of the Optical Transfer Coefficients of a Pas-
sive Branching Device (Coupler).

[A5] ANSI/EIA/TIA 526-14-1990, Optical Power Loss Measurements of Installed Multimode Fiber Cable
Plant.

[A6] ANSI/EIA/TIA 568-1991, Commercial Building Telecommunications Wiring Standard.

[A7] ANSI/IEEE Std 770X 3.97-1983, |EEE Standard Pascal Computer Programming Language. 12

[A8] ANSI/NFPA 70-1993, National Electrical Code.

[A9] ANSI/UL 94-1990, Tests for Flammability of Plastic Materials for Parts in Devices and Appliances.

[A10] ANSI/UL 114-1982, Safety Standard for Office Appliances and Business Equipment.3

1This annex is informative for the International Standard but normative for 1EEE Std 802.3.

L2ANSI/IEEE Std 770X3.97-1983 has been withdrawn; however, copies can be obtained from Global Engineering, 15 Inverness Way
East, Englewood, CO 80112-5704, USA, tel. (303) 792-2181.

I3ANSI/UL 114-1982 was withdrawn and replaced by ANSI/UL 1950-1994.
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[A11] ANSI/UL 478-1979, Safety Standard for Electronic Data-Processing Units and Systems.*

[A12] ANSI/UL 1950-1994, Safety Standard for Information Technology Equipment Including Electrical
Business Equipment.

[A13] ECMA-97 (1985), Local Area Networks Safety Requirements.

[A14] EIA CB8-1981, Components Bulletin (Cat 4) List of Approved Agencies, US and Other Countries,
Impacting Electronic Components and Equipment.

[A15] FCC Docket 20780-1980 (Part 15), Technical Standards for Computing Equipment. Amendment of
Part 15 to redefine and clarify the rules governing restricted radiation devices and |ow-power communication
devices. Reconsidered First Report and Order, April 1980.

[A16] IEEE Std 610.7-1995, |IEEE Standard Glossary of Computer Networking Terminol ogy.

[A17] IEEE Std 802.9a-1995, |IEEE Standards for Local and Metropolitan Area Networks: Integrated Ser-
vices (IS) LAN: IEEE 802.9 Isochronous Services with Carrier Sense Multiple Access with Collision Detec-
tion (CSMA/CD) MediaAccess Control (MAC) Service.1®

[A18] IEEE P1394/D8.0v3, Draft Standard for a High-Performance Serial Bus (July 7, 1995).
[A19] MIL-C-17F-1983, General Specification for Cables, Radio Frequency, Flexible and Semirigid.

[A20] MIL-C-24308B-1983, Genera Specifications for Connector, Electric, Rectangular, Miniature Polar-
ized Shell, Rack and Panel.

[A21] AMP, Inc., Departmental Publication 5525, Design Guide to Coaxia Taps. Harrisburg, PA 17105,
USA.

[A22] AMP, Inc., Instruction Sheet 6814, Active Tap Installation. Harrisburg, PA 17105, USA.

[A23] Brinch Hansen, P. The Architecture of Concurrent Programs. Englewood Cliffs, NJ. Prentice Hall,
1977.

[A24] Digital Equipment Corporation, Intel, Xerox, The Ethernet, Version 2.0, November 1982.

[A25] Hammond, J. L., Brown, J. E., and Liu, S. S. Development of a Transmission Error Model and Error
Control Model. Technical Report RADC-TR-75-138. Rome: Air Development Center (1975).

[A26] Shoch, J. F, Dald, Y. K., Redell, D. D., and Crane, R. C., “The Evolution of Ethernet,” Computer
Magazine, August 1982.

[A27] UL Subject No 758: UL VW-1, Description of Appliance Wiring Material.

MANSI/UL 478-1979 was withdrawn and replaced by ANSI/UL 1950-1994.

15As this standard goes to press, IEEE Std 802.9a-1995 is approved but not yet published. The approved draft standard is, however,
available from the IEEE. Anticipated publication date is early 1996. Contact the |EEE Standards Department at 1 (908) 562-3800 for
status information.
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Annex D

(normative)

GDMO specifications for CSMA/CD managed objects

EDITORIAL NOTE—This annex can be found in IEEE Stds 802.3p& g-1993.

Insert the following note at three places immediately following the headings D1, D2, and D3:

NOTE—The arcs (that is, object identifier values) defined in annex 30A deprecate the arcs previously defined in D1
(Layer Management), D2 (Repeater Management), and D3 (MAU Management). See |EEE Std 802.1F-1993, annex C4.

This is an Archive IEEE Standard. It has been superseded by a later version of this standgyd.

AMX and Dell, Inc.
Exhibit 1025-00042



IEEE Standards for Local and Metropolitan Area Networks:

Supplement to Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) Access Method and Physical Layer
Specifications

Media Access Control (MAC) Parameters, Physical
Layer, Medium Attachment Units, and Repeater for
100 Mb/s Operation, Type 100BASE-T (Clauses 21-30)

21. Introduction to 100 Mb/s baseband networks, type 100BASE-T

21.1 Overview

100BASE-T couples the ISO/IEC 8802-3 CSMA/CD MAC with a family of 100 Mb/s Physical Layers.
While the MAC can be readily scaled to higher performance levels, new Physical Layer standards are
required for 100 Mb/s operation.

The relationships between 100BA SE-T, the existing 1 SO/IEC 8802-3 (CSMA/CD MAC), and the ISO Open
System Interconnection (OSI) reference model is shown in figure 21-1.

100BASE-T uses the existing ISO/IEC 8802-3 MAC layer interface, connected through a Media-Indepen-
dent Interface layer to a Physical Layer entity (PHY) sublayer such as 100BASE-T4, 100BASE-TX, or
100BASE-FX.

100BASE-T extends the ISO/IEC 8802-3 MAC to 100 Mb/s. The bit rate is faster, bit times are shorter,
packet transmission times are reduced, and cable delay budgets are smaller—all in proportion to the change
in bandwidth. This means that the ratio of packet duration to network propagation delay for 100BASE-T is
the same asfor 10BASE-T.

21.1.1 Reconciliation Sublayer (RS) and Media Independent Interface (Mll)

The Media Independent Interface (clause 22) provides an interconnection between the Media Access Con-
trol (MAC) sublayer and Physical Layer entities (PHY) and between PHY Layer and Station Management
(STA) entities. This MII is capable of supporting both 10 Mb/s and 100 Mb/s data rates through four bit
wide (nibble wide) transmit and receive paths. The Reconciliation sublayer provides a mapping between the
signals provided at the MI1 and the MAC/PLS service definition.

21.1.2 Physical Layer signaling systems

This standard specifies a family of Physical Layer implementations. 100BASE-T4 (clause 23) uses four
pairs of ISO/IEC 11801: 1995 Category 3, 4, or 5 balanced cable. 100BASE-TX (clauses 24 and 25) uses
two pairs of Category 5 balanced cable or 150 Q shielded balanced cable as defined by ISO/IEC
11801: 1995. 100BASE-FX (clauses 24 and 26) uses two multi-mode fibers. FDDI (1SO 9314 and ANSI
X3T12) Physical Layers are used to provide 100BASE-TX and 100BASE-FX physical signaling channels,
which are defined in 100BASE-X (clause 24).
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o8| LAN
REFERENCE CSMA/CD
MODEL LAYERS
LAYERS
HIGHER LAYERS
APPLICATION LLC—LOGICAL LINK CONTROL
PRESENTATION MAC—MEDIA ACCESS CONTROL
SESSION RECONCILIATION 100BASE-T
TRANSPORT Baseband
Repeater 100BASE-T
NETWORK Baseband
PCS PCS PCS Repeater
DATA LINK PMA PMA PMA Set
“* PMD PHY ** PMD PHY I pMD PHY
PHYSICAL “*AUTONEG “*AUTONEG “*AUTONEG
MDI—»] ] MDI —p] ] MDI —»
| MEDIUM | MEDIUM
100 Mb/s link segment 100 Mb/s link segment

MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
MIl = MEDIA INDEPENDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT
PHY = PHYSICAL LAYER DEVICE
PMD = PHYSICAL MEDIUM DEPENDENT

* Ml is optional for 10 Mb/s DTEs and for 100 Mb/s systems and is not specified for 1 Mb/s systems.
** PMD is specified for LOOBASE-X only; 100BASE-T4 does not use this layer.
Use of MIl between PCS and Baseband Repeater Unit is optional.
*** AUTONEG is optional.

Figure 21-1—Architectural positioning of 100BASE-T

21.1.3 Repeater

Repeater sets (clause 27) are an integral part of any 100BASE-T network with more than two DTEsin acol-
lision domain. They extend the physical system topology by coupling two or more segments. Multiple
repeaters are permitted within a single collision domain to provide the maximum path length.

21.1.4 Auto-Negotiation

Auto-Negotiation (clause 28) provides a linked device with the capability to detect the abilities (modes of
operation) supported by the device at the other end of the link, determine common abilities, and configure
for joint operation. Auto-Negotiation is performed out-of-band using a pulse code sequence that is compati-
ble with the 10BASE-T link integrity test sequence.

21.1.5 Management

Managed objects, attributes, and actions are defined for all 100BASE-T components (clause 30). This clause
consolidates all IEEE 802.3 management specifications so that 10 Mb/s, 100 Mb/s or 10/100 Mb/s agents
can be managed by existing 10 Mb/s-only network management stations with little or no modification to the
agent code.
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21.2 Abbreviations

This document contains the following abbreviations:

8802-3 ISO/IEC 8802-3 (IEEE Std 802.3)

8802-5 ISO/IEC 8802-5 (IEEE Std 802.5)

ASIC application-specific integrated circuit
ASN.1 abstract syntax notation one as defined in |SO/IEC 8824: 1990
AUI attachment unit interface

BPSK binary phase shift keying

BR bit rate

BT bit time

CAT3 Category 3 balanced cable

CAT4 Category 4 balanced cable

CATS Category 5 balanced cable

CDO clocked data zero

CD1 clocked data one

CMIP common management information protocol as defined in |SO/IEC 9596-1: 1991
CMIS common management information service as defined in | SO/IEC 9595; 1991
CMOS complimentary metal oxide semiconductor
CRC cyclic redundancy check

CVH clocked violation high

CVL clocked violation low

CRV code rule violation

Cs0 control signal zero

Cs1 control signal one

Ccw continuous wave

DTE data terminal equipment

ELFEXT equal-level far-end crosstalk

ESD end of stream delimiter

FCS frame check sequence

FDDI fibre distributed data interface

FEXT far-end crosstalk

FIFO firstin, first out

FLP fast link pulse

FOIRL fiber optic inter-repeater link

FOMAU fiber optic medium attachment unit
FOMDI fiber optic medium dependent interface
FOPMA fiber optic physical medium attachment
HH header hub

IH intermediate hub

IPG inter-packet gap

IRL inter-repeater link

LAN local area network

LLC logical link control

LSDV link segment delay value

MAC medium access control

MAU medium attachment unit

MC message code

MDELFEXT multiple-disturber equal-level far-end crosstalk
MDFEXT multiple-disturber far-end crosstalk

MDI medium dependent interface

MDNEXT multiple-disturber near-end crosstalk

MIB management information base
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MII media independent interface
MP message page

NEXT near-end crosstalk

NLP normal link pulse

NPA next page algorithm

NRZI non return to zero and invert on ones
PCS physical coding sublayer
PDV path delay value

PHY Physical Layer entity sublayer
PICS protocol implementation conformance statement
PLS physical signaling sublayer
PMA physical medium attachment
PMD physical medium dependent
PMI physical medium independent
PVV path variability value

RS reconciliation sublayer

SSD start-of-stream delimiter

SDV segment delay value

SFD start-of-frame delimiter

SR symbol rate

ST symbol time

STA station management entity
STP shielded twisted pair (copper)
SVV segment variability value
UCT unconditional transition

UP unformatted page

UTP unshielded twisted pair

SUPPLEMENT TO 802.3:

21.3 References

References are shown beginning on pages 2 and 23 of this document (as updatesto 1.3 and annex A).

21.4 Definitions

Definitions are shown beginning on page 5 of this document (as an update to 1.4).

21.5 State diagrams

State machine diagrams take precedence over text.

The conventions of 1.2 are adopted, with the following extensions.
21.5.1 Actions inside state blocks

The actions inside a state block execute instantaneously. Actions inside state blocks are atomic (i.e., uninter-
ruptible).

After performing all the actions listed in a state block one time, the state block then continuously evaluates
its exit conditions until one is satisfied, at which point control passes through a transition arrow to the next
block. While the state awaits fulfillment of one of its exit conditions, the actions inside do not implicitly
repeat.
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The characters » and [bracket] are not used to denote any special meaning.
Valid state actions may include .indicate and request messages.
No actions are taken outside of any state block.

21.5.2 State diagram variables

Once set, variables retain their values as long as succeeding blocks contain no references to them.

Setting the parameter of a formal interface message assures that, on the next transmission of that message,
the last parameter value set will be transmitted.

Testing the parameter of a formal interface messages tests the value of that message parameter that was
received on the last transmission of said message. M essage parameters may be assigned default values that
persist until the first reception of the relevant message.

21.5.3 State transitions

The following terms are valid transition qualifiers:

a) Boolean expressions

b)  Anevent such asthe expiration of atimer: timer_done

¢) Anevent such as the reception of amessage: PMA_UNITDATA.indicate
d) Anunconditional transition: UCT

€) A branch taken when other exit conditions are not satisfied: EL SE

Any open arrow (an arrow with no source block) represents a global transition. Global transitions are evalu-
ated continuously whenever any state is evaluating its exit conditions. When a global transition becomes
true, it supersedes all other transitions, including UCT, returning control to the block pointed to by the open
arrow.

21.5.4 Operators
The state machine operators are shown in table 21-1.

Table 21-1—State machine operators

Character M eaning

Boolean AND

Boolean OR

Boolean XOR

Boolean NOT

Lessthan

Lessthan or equal to
Equals (atest of equality)
Not equals

Greater than or equal to
Greater than

Indicates precedence
Assignment operator
Indicates membership
Indicates nonmembership
ELSE No other state condition is satisfied

O

VIIVI™ I|IN A= O +

—~
~

]
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21.6 Protocol Implementation Conformance Statement (PICS) proforma
21.6.1 Introduction

The supplier of a protocol implementation that is claimed to conform to any part of the IEEE 802.3u
100BASE-T clauses 21 through 30 shall complete a Protocol Implementation Conformance Statement
(PICS) proforma.

A completed PICS proforma is the PICS for the implementation in question. The PICS is a statement of
which capabilities and options of the protocol have been implemented. A PICSisincluded at the end of each
clause as appropriate. The PICS can be used for a variety of purposes by various parties, including the
following:

a) Asachecklist by the protocol implementor, to reduce the risk of failure to conform to the standard
through oversight;

b) As adetaled indication of the capabilities of the implementation, stated relative to the common
basis for understanding provided by the standard PICS proforma, by the supplier and acquirer, or
potentia acquirer, of the implementation;

c¢) Asabasisfor initially checking the possibility of interworking with another implementation by the
user, or potential user, of the implementation (note that, while interworking can never be guaranteed,
failure to interwork can often be predicted from incompatible PICS);

d) Asthebasisfor selecting appropriate tests against which to assess the claim for conformance of the
implementation, by a protocol tester.

21.6.2 Abbreviations and special symbols

The following symbols are used in the PICS proforma:

M mandatory field/function

o optional field/function

O.<n> optional field/function, but at |east one of the group of options|abeled by
the same numeral <n> is required

O/<n> optiona field/function, but one and only one of the group of options
labeled by the same numeral <n> isrequired

X prohibited field/function

<item>: simple-predicate condition, dependent on the support marked for <item>

<item1>*<item2>: AND-predicate condition, the requirement must be met if both optional

items are implemented
21.6.3 Instructions for completing the PICS proforma

The first part of the PICS proforma, Implementation Identification and Protocol Summary, is to be com-
pleted asindicated with the information necessary to identify fully both the supplier and the implementation.

The main part of the PICS proformais afixed-format questionnaire divided into subclauses, each containing
agroup of items. Answers to the questionnaire items are to be provided in the right-most column, either by
simply marking an answer to indicate arestricted choice (usually Yes, No, or Not Applicable), or by entering
avalue or a set or range of values. (Note that there are some items where two or more choices from a set of
possible answers can apply; al relevant choices are to be marked.)

Each item is identified by an item reference in the first column; the second column contains the question to

be answered; the third column contains the reference or references to the material that specifies the item in
the main body of the standard; the sixth column contains values and/or comments pertaining to the question
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to be answered. The remaining columns record the status of the items—whether the support is mandatory,
optional or conditional—and provide the space for the answers.

The supplier may also provide, or be required to provide, further information, categorized as either Addi-
tional Information or Exception Information. When present, each kind of further information is to be pro-
vided in a further subclause of items labeled A<i> or X<i>, respectively, for cross-referencing purposes,
where <i> is any unambiguous identification for the item (e.g., Ssimply anumeral); there are no other restric-
tions on its format or presentation.

A completed PICS proforma, including any Additiona Information and Exception Information, is the Proto-
col Implementation Conformance Statement for the implementation in question.

Note that where an implementation is capable of being configured in more than one way, according to the
items listed under Mgjor Capabilities/Options, asingle PICS may be able to describe all such configurations.
However, the supplier has the choice of providing more than one PICS, each covering some subset of the
implementation’s configuration capabilities, if that would make presentation of the information easier and
clearer.

21.6.4 Additional information

Items of Additiona Information allow a supplier to provide further information intended to assist the inter-
pretation of the PICS. It is not intended or expected that a large quantity will be supplied, and the PICS can
be considered complete without any such information. Examples might be an outline of the waysin which a
(single) implementation can be set up to operate in a variety of environments and configurations; or a brief
rationale, based perhaps upon specific application needs, for the exclusion of features that, although
optional, are nonetheless commonly present in implementations.

References to items of Additional Information may be entered next to any answer in the questionnaire, and
may be included in items of Exception Information.

21.6.5 Exceptional information

It may occasionally happen that a supplier will wish to answer an item with mandatory or prohibited status
(after any conditions have been applied) in a way that conflicts with the indicated requirement. No pre-
printed answer will be found in the Support column for this; instead, the supplier isrequired to write into the
Support column an X<i> reference to an item of Exception Information, and to provide the appropriate ratio-
nale in the Exception item itself.

An implementation for which an Exception item is required in this way does not conform to this standard.

Note that a possible reason for the situation described above is that a defect in the standard has been
reported, a correction for which is expected to change the requirement not met by the implementation.

21.6.6 Conditional items

The PICS proforma contains a number of conditional items. These are items for which both the applicability
of the item itself, and its status if it does apply—mandatory, optional, or prohibited—are dependent upon
whether or not certain other items are supported.

Individual conditional items are indicated by a conditional symbol of the form “<item>:<s>" in the Status

column, where “<item>" is an item reference that appears in the first column of the table for some other
item, and “<s>" isastatus symbol, M (Mandatory), O (Optional), or X (Not Applicable).

This is an Archive IEEE Standard. It has been superseded by a later version of this standgyd.

AMX and Dell, Inc.
Exhibit 1025-00049



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

If the item referred to by the conditional symbol is marked as supported, then 1) the conditiona item is
applicable, 2) its status is given by “<s>", and 3) the support column is to be completed in the usua way.
Otherwise, the conditional item is not relevant and the Not Applicable (N/A) answer is to be marked.

Each item whose reference is used in a conditional symbol isindicated by an asterisk in the Item column.

21.7 Relation of 100BASE-T to other standards
Suitable entries for table G1 of ISO/IEC 11801: 1995, annex G, would be as follows:

a)  Within the section Balanced Cable Link Class C (specified up to 16 MHz):

CSMA/CD 100BASE-T4 ISO/IEC 8802-3/DAD 1995 4

b)  Within the section Optical Link:
CSMA/CD 100BASE-FX ISO/IEC 8802-3/DAD 1995 2

c)  Within the section Balanced Cable Link Class D (Defined up to 100 MHz):
CSMA/CD 100BASE-TX ISO/IEC 8802-3/DAD 1995 2

NOTE—To support 100BASE-T4 applications, class C links shall have a NEXT value of at least 3 dB in excess of the
values specified in 6.2.4.

Suitable entries for table G2 of 1SO/IEC 11801: 1995, annex G, would be as follows:

Balanced cabling Performance based cabling per clause 6

per clauses5, 7,and 8 ClassA ClassB ClassC ClassD

Doorw—~o 0N
Noorhr~20
Doorui—~9 (0
DONPFRPW~D 0O
DoONRDM—~D 0
DoNRFRI~D (0
vouper
voor
DoNEF
voupr
voor
DoNE
vouper
voor
voNEk
voupr
voor
voNEk
voupr

8802-3: 100BASE-T4

*

8802-3: 100BASE-TX

* 8802-3 imposes additional requirements on propagation delay.
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A suitable entry for table G3 of ISO/IEC 11801: 1995, annex G, would be as follows:

Fibre Optical link per clause 8
per 5,7,and 8 Horizontal Building backbone | Campusbackbone
62.5/ 62.5/ 62.5/ 62.5/
Ton | 501125 | 10/125 | G52 | 50/125 | 10/125 | 02 | 50/125 | 10/125 | O | 50/125 | 10/125
um Hm pm um pm pm um Hm pm um pm Hm
MME | MMF | MMF | mot | MMF | MMF | o | MMF | MMF | foe | MMF | MMF
8802-3: 100BASE-FX | N I N I N I N |

21.8 MAC delay constraints (exposed Mil)

100BASE-T makes the following assumptions about MAC performance. These assumptions apply to any
MAC with an exposed MII used with a 100BASE-T PHY.

Table 21-2—MAC delay assumptions (exposed MiIl)

Sublayer . I -
Min Max Input timing Output timing
measurement Event (bits) (bits) reference reference
points
MAC = MlII MAC transmit start to TX_EN 4 TX_CLK
sampled rising
CRS assert to MAC detect 0 8
CRS de-assert to MAC detect 0 8
CRS assert to TX_EN sampled 16 TX_CLK
(worst case nondeferred transmit) rising
COL assert to MAC detect 0 8
COL de-assert to MAC detect 0 8
COL assert to TXD = Jam 16 TX_CLK
sampled (worst-case collision rising; first
response) nibble of jam
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22. Reconciliation Sublayer (RS) and Media Independent Interface (Mll)

22.1 Overview

This clause defines the logical, electrical, and mechanical characteristics for the Reconciliation Sublayer
(RS) and Media Independent Interface (MII) between CSMA/CD media access controllers and various

PHYs. Figure 22-1 shows the relationship of the Reconciliation sublayer and MII to the ISO (IEEE) OSI
reference model.

Osl

LAN
RE,&E%ETCE CSMA/CD
LAYERS LAYERS
APPLICATION HIGHER LAYERS
PRESENTATION /| LLC—LOGICAL LINK CONTROL
SESSION MAC—MEDIA ACCESS CONTROL
TRANSPORT | / RECONCILIATION
NETWORK |/ Ml —»
/ PCS
DATALINK |/ PMA S
* PMD
PHYSICAL S AUTONEG
MDI —»
100 Mb/s
MDI = MEDIUM DEPENDENT INTERRACE PCS = PHYSICAL CODING SUBLA'ER
MIl = MEDIUM INDEPENDENT INTERRACE PMA = PHYSICAL MEDIUM ATTACHMENT

PHY = PHYSICAL LAYER ENTITY
PMD = PHYSICAL MEDIUM DEPENDENT

* Mll is optional br 10 Mb/s DTEs and br 100 Mb/s systems and is not specied for 1 Mb/s systems
** PMD is speciied for 100BASE-TX and -FX only;100BASE-T4 does not use this Iger.

*** AUTONEG communicates with the PMA subayer through the PMA sewice interface messages
PMA_LINK request and PMA_LINK.indicate

**** AUTONEG is optional.

Figure 22-1—MII location in the protocol stack

The purpose of this interface is to provide a simple, inexpensive, and easy-to-implement interconnection

between Media Access Control (MAC) sublayer and PHYs, and between PHYs and Station Management
(STA) entities.

This interface has the following characteristics:

a)
b)
©)
d)
e)
f)

It is capable of supporting both 10 Mb/s and 100 Mb/s data rates.

Data and delimiters are synchronous to clock references.

It provides independent four bit wide transmit and receive data paths.

It uses TTL signal levels, compatible with common digital CMOS ASIC processes.
It provides a simple management interface.

It is capable of driving a limited length of shielded cable.
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22.1.1 Summary of major concepts

a) Each direction of data transfer is serviced with seven (making a total of 14) signals: Data (a four-bit
bundle), Delimiter, Error, and Clock.

b) Two media status signals are provided. One indicates the presence of carrier, and the other indicates
the occurrence of a collision.

¢) A management interface comprised of two signals provides access to management parameters and
services.

d) The Reconciliation sublayer maps the signal set provided at the MII to the PLS service definition
specified in clause 6.

22.1.2 Application

This clause applies to the interface between MAC sublayer and PHYs, and between PHY's and Station Man-
agement entities. The implementation of the interface may assume any of the following three forms:

a) A chip-to-chip (integrated circuit to integrated circuit) interface implemented with traces on a
printed circuit board.

b) A motherboard to daughterboard interface between two or more printed circuit boards.

¢) An interface between two printed circuit assemblies that are attached with a length of cable and an
appropriate connector.

Figure 22-2 provides an example of the third application environment listed above. All MII conformance
tests are performed at the mating surfaces of the MII connector, identified by the line A-A.

MIl Connector

PHY %—\\/

Figure 22-2—Example application showing location of conformance test

This interface is used to provide media independence for various forms of unshielded twisted-pair wiring,
shielded twisted-pair wiring, fiber optic cabling, and potentially other media, so that identical media access
controllers may be used with any of these media.

To allow for the possibility that multiple PHY's may be controlled by a single Station Management entity, the
MII management interface has provisions to accommodate up to 32 PHY's, with the restriction that a maxi-
mum of one PHY may be attached to a management interface via the mechanical interface defined in 22.6.
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22.1.3 Rates of operation

The MII can support two specific data rates, 10 Mb/s and 100 Mb/s. The functionality is identical at both
datarates, as are the signal timing relationships. The only difference between 10 Mb/s and 100 Mb/s opera-
tion isthe nominal clock frequency.

PHY s that provide an MII are not required to support both data rates, and may support either one or both.
PHY's must report the rates they are capable of operating at via the management interface, as described in
22.24.

22.1.4 Allocation of functions

The alocation of functions at the M1l is such that it readily lendsitself to implementation in both PHY s and
MAC sublayer entities. The division of functions balances the need for media independence with the need
for asimple and cost-effective interface.

While the Attachment Unit Interface (AUI) was defined to exist between the Physical Signaling (PLS) and
Physical MediaAttachment (PMA) sublayersfor 10 Mb/s DTEs, the M11 maximizes mediaindependence by
cleanly separating the Data Link and Physical Layers of the ISO (IEEE) seven-layer reference model. This
allocation also recognizes that implementations can benefit from a close coupling of the PLS or PCS sub-
layer and the PMA sublayer.

22.2 Functional specifications

The MII is designed to make the differences among the various media absolutely transparent to the MAC
sublayer. The selection of logical control signals and the functional procedures are all designed to this end.
Additionaly, the MI1 is designed to be easily implemented at minimal cost using conventional design tech-
nigues and manufacturing processes.

22.2.1 Mapping of Mll signals to PLS service primitives and Station Management
The Reconciliation sublayer maps the signals provided at the Ml to the PLS service primitives defined in
clause 6. The PLS service primitives provided by the Reconciliation sublayer behave in exactly the same

manner as defined in clause 6. The M1 signals are defined in detail in 22.2.2 below.

Figure 22-3 depicts a schematic view of the Reconciliation sublayer inputs and outputs, and demonstrates
that the M1l management interface is controlled by the Station Management entity (STA).

22.2.1.1 Mapping of PLS_DATA.request

22.2.1.1.1 Function

Map the primitive PLS_DATA request to the MIl signals TXD<3:0>, TX_EN and TX_CLK.
22.2.1.1.2 Semantics of the service primitive

PLS DATA request (OUTPUT_UNIT)

The OUTPUT_UNIT parameter can take one of three values. ONE, ZERO, or DATA_ COMPLETE. It repre-
sents a single data bit. The values ONE and ZERO are conveyed by the signals TXD<3>, TXD<2>,
TXD<1> and TXD<0>, each of which conveys one bit of data while TX_EN is asserted. The value
DATA_COMPLETE is conveyed by the de-assertion of TX_EN. Synchronization between the Reconcilia-
tion sublayer and the PHY is achieved by way of the TX_CLK signal.
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PLS Service Primitives Reconciliation sublayer MII Signals

———» TX_ER

L » TXD<3:.0>

PLS_DATA request —» — TX_EN
«—— TX_CLK

PLS_SIGNAL.indicate ~€— 4¢—— COL

l4—— RXD<3:0>
l«—— RX_ER
l4—— RX_CLK

PLS_DATA indicate

l«—— RX_DV

PLS_CARRIER.indicate ¢——] ¢ CRS

[l

Station Management
MDC

MDIO

Figure 22-3—Reconciliation Sublayer (RS) inputs and outputs
and STA connections to Mil
22.2.1.1.3 When generated
The TX_CLK signal is generated by the PHY. The TXD<3:0> and TX_EN signals are generated by the Rec-
onciliation sublayer after every group of four PLS DATA request transactions from the MAC sublayer to
request the transmission of four data bits on the physical medium or to stop transmission.
22.2.1.2 Mapping of PLS_DATA.indicate
22.2.1.21 Function
Map the primitive PLS DATA .indicate to the MII signals RXD<3:0>, RX DV, RX ER, and RX CLK.
22.2.1.2.2 Semantics of the service primitive
PLS_DATA .indicate (INPUT_UNIT)
The INPUT_UNIT parameter can take one of two values: ONE or ZERO. It represents a single data bit. The
values ONE and ZERO are derived from the signals RXD<3>, RXD<2>, RXD<1>, and RXD<0>, each of

which represents one bit of data while RX DV is asserted.

The value of the data transferred to the MAC is controlled by the RX_ER signal, see 22.2.1.5, Response to
RX _ER indication from MII.

Synchronization between the PHY and the Reconciliation sublayer is achieved by way of the RX CLK
signal.

22.2.1.2.3 When generated
This primitive is generated to all MAC sublayer entities in the network after a PLS DATA request is issued.

Each nibble of data transferred on RXD<3:0> will result in the generation of four PLS DATA .indicate trans-
actions.
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22.2.1.3 Mapping of PLS_CARRIER.indicate

22.2.1.3.1 Function

Map the primitive PLS_CARRIER.indicate to the MIl signals CRS and RX_DV.
22.2.1.3.2 Semantics of the service primitive

PLS_CARRIER.indicate (CARRIER_STATUS)

The CARRIER_STATUS parameter can take one of two values: CARRIER_ON or CARRIER_OFF. The
values CARRIER_ON and CARRIER_OFF are derived from the Ml signals CRS and RX_DV.

22.2.1.3.3 When generated

The PLS_CARRIER.indicate service primitive is generated by the Reconciliation sublayer whenever the
CARRIER_STATUS parameter changes from CARRIER_ON to CARRIER_OFF or vice versa.

While the RX_DV signal is de-asserted, any transition of the CRS signal from de-asserted to asserted must
cause a transition of CARRIER_STATUS from the CARRIER_OFF to the CARRIER_ON value, and any
transition of the CRS signal from asserted to de-asserted must cause a transition of CARRIER_STATUS
from the CARRIER_ON to the CARRIER_OFF value. At any time after CRS and RX_DV are both asserted,
de-assertion of RX_DV must cause CARRIER_STATUS to transition to the CARRIER_OFF vaue. This
transition of CARRIER_STATUS from the CARRIER_ON to the CARRIER_OFF value must be recog-
nized by the MAC sublayer, even if the CRS signal is still asserted at the time.

NOTE—The behavior of the CRS signal is specified within this clause so that it can be mapped directly (with the appro-
priate implementation-specific synchronization) to the carrierSense variable in the MAC process Deference, which is
described in 4.2.8. The behavior of the RX_DV signal is specified within this clause so that it can be mapped directly to
the carrierSense variable in the MAC process BitReceiver, which is described in 4.2.9, provided that the MAC process
BitReceiver isimplemented to receive a nibble of data on each cycle through the inner loop.

22.2.1.4 Mapping of PLS_SIGNAL.indicate

22.2.1.4.1 Function

Map the primitive PLS_SIGNAL .indicate to the MI1 signal COL.
22.2.1.4.2 Semantics of the service primitive

PLS_SIGNAL.indicate (SIGNAL_STATUS)

The SIGNAL_STATUS parameter can take one of two valuess SIGNAL_ERROR or
NO_SIGNAL_ERROR. SIGNAL_STATUS assumes the value SIGNAL_ERROR when the MIl signal COL
is asserted, and assumes the value NO_SIGNAL_ERROR when COL is de-asserted.

22.2.1.4.3 When generated

The PLS_SIGNAL.indicate service primitive is generated whenever SIGNAL_STATUS makes a transition
from SIGNAL_ERROR to NO_SIGNAL_ERROR or vice versa.

22.2.1.5 Response to RX_ER indication from Ml

If, during frame reception, both RX_DV and RX_ER are asserted, the Reconciliation sublayer shall ensure
that the MAC will detect a FrameCheckError in that frame.
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This requirement may be met by incorporating a function in the Reconciliation sublayer that produces a
result that is guaranteed to be not equal to the CRC result, as specified by the algorithm in 3.2.8, of the
seguence of nibbles comprising the received frame as delivered to the MAC sublayer. The Reconciliation
sublayer must then ensure that the result of this function is delivered to the MAC sublayer at the end of the
received frame in place of the last nibble(s) received from the Ml I.

Other techniques may be employed to respond to RX_ER, provided that the result is that the MAC sublayer
behaves as though a FrameCheckError occurred in the received frame.

22.2.1.6 Conditions for generation of TX_ER

If, during the process of transmitting a frame, it is necessary to request that the PHY deliberately corrupt the
contents of the frame in such a manner that a receiver will detect the corruption with the highest degree of
probability, then the signal TX_ER may be generated.

For example, a repeater that detects an RX_ER during frame reception on an input port may propagate that
error indication to its output ports by asserting TX_ER during the process of transmitting that frame.

Since there is no mechanism in the definition of the MAC sublayer by which the transmit data stream can be
deliberately corrupted, the Reconciliation sublayer is not required to generate TX_ER.

22.2.2 Mll signal functional specifications
22.2.2.1 TX_CLK (transmit clock)

TX_CLK (Transmit Clock) is a continuous clock that provides the timing reference for the transfer of the
TX_EN, TXD, and TX_ER signals from the Reconciliation sublayer to the PHY. TX_CLK issourced by the
PHY.

The TX_CLK frequency shall be 25% of the nominal transmit data rate + 100 ppm. For example, a PHY
operating at 100 Mb/s must provideaTX_CLK frequency of 25 MHz, and aPHY operating at 10 Mb/s must
provideaTX_CLK frequency of 2.5 MHz. The duty cycle of the TX_CLK signal shall be between 35% and
65% inclusive.

NOTE—See additional information in 22.2.4.1.5.

22.2.2.2 RX_CLK (receive clock)

RX_CLK isacontinuous clock that provides the timing reference for the transfer of the RX_DV, RXD, and
RX_ER signals from the PHY to the Reconciliation sublayer. RX_CLK is sourced by the PHY. The PHY
may recover the RX_CLK reference from the received data or it may derive the RX_CLK reference from a
nominal clock (e.g., the TX_CLK reference).

The minimum high and low times of RX_CLK shall be 35% of the nominal period under all conditions.

While RX_DV isasserted, RX_CLK shall be synchronous with recovered data, shall have a frequency equal
to 25% of the datarate of the received signal, and shall have a duty cycle of between 35% and 65% inclusive.

When the signal received from the medium is continuous and the PHY can recover the RX_CLK reference
and supply the RX_CLK on a continuous basis, there is no need to transition between the recovered clock
reference and a nominal clock reference on a frame-by-frame basis. If loss of received signal from the
medium causes a PHY to lose the recovered RX_CLK reference, the PHY shall source the RX_CLK from a
nominal clock reference.
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Transitions from nominal clock to recovered clock or from recovered clock to nominal clock shall be made
only while RX DV is de-asserted. During the interval between the assertion of CRS and the assertion of
RX DV at the beginning of a frame, the PHY may extend a cycle of RX_CLK by holding it in either the
high or low condition until the PHY has successfully locked onto the recovered clock. Following the de-
assertion of RX_DV at the end of a frame, the PHY may extend a cycle of RX_CLK by holding it in either
the high or low condition for an interval that shall not exceed twice the nominal clock period.

NOTE—This standard neither requires nor assumes a guaranteed phase relationship between the RX CLK and
TX CLK signals. See additional information in 22.2.4.1.5.

22.2.2.3 TX_EN (transmit enable)

TX_EN indicates that the Reconciliation sublayer is presenting nibbles on the MII for transmission. It shall
be asserted by the Reconciliation sublayer synchronously with the first nibble of the preamble and shall
remain asserted while all nibbles to be transmitted are presented to the MII. TX EN shall be negated prior to
the first TX CLK following the final nibble of a frame. TX EN is driven by the Reconciliation sublayer and
shall transition synchronously with respect to the TX CLK.

Figure 22-4 depicts TX_EN behavior during a frame transmission with no collisions.

AN

™xXeN __/ ) -
TXD<3:0> KPXRXEXAXMXBX'—XEX::X A XA XXX
CRS [” A

COoL N

AN

\ -

Figure 22-4—Transmission with no collision

22.2.2.4 TXD (transmit data)

TXD is a bundle of 4 data signals (TXD<3:0>) that are driven by the Reconciliation sublayer. TXD<3:0>
shall transition synchronously with respect to the TX CLK. For each TX CLK period in which TX_EN is
asserted, TXD<3:0> are accepted for transmission by the PHY. TXD<0 >is the least significant bit. While
TX_EN is de-asserted, TXD<3:0> shall have no effect upon the PHY.

Figure 22-4 depicts TXD<3:0> behavior during the transmission of a frame.

Table 22-1 summarizes the permissible encodings of TXD<3:0>, TX_EN, and TX_ER.

22.2.2.5 TX_ER (transmit coding error)

TX ER shall transition synchronously with respect to the TX CLK. When TX ER is asserted for one or
more TX_CLK periods while TX_EN is also asserted, the PHY shall emit one or more symbols that are not
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Table 22-1—Permissible encodings of TXD<3:0>, TX_EN, and TX_ER

TX_EN TX_ER TXD<3:0> Indication
0 0 0000 through 1111 Normal inter-frame
0 1 0000 through 1111 Reserved
1 0 0000 through 1111 Normal datatransmission
1 1 0000 through 1111 Transmit error propagation

part of the valid data or delimiter set somewhere in the frame being transmitted. The relative position of the
error within the frame need not be preserved.

Assertion of the TX_ER signal shall not affect the transmission of datawhen aPHY isoperating at 10 Mb/s,
or when TX_EN is de-asserted.

Figure 22-5 shows the behavior of TX_ER during the transmission of aframe propagating an error.

Table 22-1 summarizes the permissible encodings of TXD<3:0>, TX_EN, and TX_ER.

e JUUUUUUUUUWUUUUUUUUL
™en __/ N A
TXD<3:0> /(PXRXEXAXMXBXLXEXXXX:::X FXX XX

TX_ER /_\

Figure 22-5—Propagating an error

The TX_ER signal shall be implemented at the M1l of a PHY, may be implemented at the MII of a repeater
that provides an MII port, and may be implemented in MAC sublayer devices. If a Reconciliation sublayer
or arepeater with an MII port does not actively drive the TX_ER signal, it shall ensure that the TX_ER sig-
nal is pulled down to an inactive state at al times.

22.2.2.6 RX_DV (Receive Data Valid)

RX_DV (Receive Data Valid) is driven by the PHY to indicate that the PHY is presenting recovered and
decoded nibbles on the RXD<3:0> bundle and that the data on RXD<3:0> is synchronous to RX_CLK.
RX_DV shall transition synchronously with respect to the RX_CLK. RX_DV shall remain asserted continu-
ously from the first recovered nibble of the frame through the final recovered nibble and shall be negated
prior to the first RX_CLK that follows the final nibble. In order for a received frame to be correctly inter-
preted by the Reconciliation sublayer and the MAC sublayer, RX_DV must encompass the frame, starting
no later than the Start Frame Delimiter (SFD) and excluding any End-of-Frame delimiter.

Figure 22-6 shows the behavior of RX_DV during frame reception.
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Figure 22-6—Reception with no errors
22.2.2.7 RXD (receive data)

RXD isabundle of four data signas (RXD<3:0>) that transition synchronoudly with respect to the RX_CLK.
RXD<3:0> are driven by the PHY. For each RX_CLK period in which RX_DV isasserted, RXD<3:0> transfer
four bits of recovered data from the PHY to the Reconciliation sublayer. RXD<0> is the least significant bit.
While RX_DV isde-asserted, RXD<3:0> shall have no effect on the Reconciliation sublayer.

While RX_DV is de-asserted, the PHY may provide a False Carrier indication by asserting the RX_ER sig-
nal while driving the value <1110> onto RXD<3:0>. See 24.2.4.4.2 for adescription of the conditions under
which aPHY will provide a False Carrier indication.

In order for a frame to be correctly interpreted by the MAC sublayer, a completely formed SFD must be
passed across the MIl. A PHY is not required to loop data transmitted on TXD<3:0> back to RXD<3:0>
unless the loopback mode of operation is selected as defined in 22.2.4.1.2.

Figure 22-6 shows the behavior of RXD<3:0> during frame reception.

Table 22-2 summarizes the permissible encoding of RXD<3:0>, RX_ER, and RX_DV, aong with the spe-
cific indication provided by each code.

Table 2—Permissible encoding of RXD<3:0>, RX_ER, and RX_DV

RX_DV RX_ER RXD<3:0> Indication
0 0 0000 through 1111 Normal inter-frame
0 1 0000 Normal inter-frame
0 1 0001 through 1101 Reserved
0 1 1110 False Carrier indication
0 1 1111 Reserved
1 0 0000 through 1111 Normal data reception
1 1 0000 through 1111 Data reception with errors
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22.2.2.8 RX_ER (receive error)

RX_ER (Receive Error) is driven by the PHY. RX_ER shall be asserted for one or more RX_CLK periods to
indicate to the Reconciliation sublayer that an error (e.g., a coding error, or any error that the PHY is capable
of detecting, and that may otherwise be undetectable at the MAC sublayer) was detected somewhere in the
frame presently being transferred from the PHY to the Reconciliation sublayer. RX ER shall transition syn-
chronously with respect to RX_CLK. While RX DV is de-asserted, RX_ER shall have no effect on the Rec-
onciliation sublayer.

While RX DV is de-asserted, the PHY may provide a False Carrier indication by asserting the RX_ER sig-
nal for at least one cycle of the RX CLK while driving the appropriate value onto RXD<3:0>, as defined in
22.2.2.7. See 24.2.4.4.2 for a description of the conditions under which a PHY will provide a False Carrier
indication.

The effect of RX_ER on the Reconciliation sublayer is defined in 22.2.1.5, Response to RX_ER indication
from MIL

Figure 22-7 shows the behavior of RX ER during the reception of a frame with errors.

oo 17 -
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Figure 22-7—Reception with errors

Figure 22-8 shows the behavior of RX ER, RX DV and RXD<3:0> during a False Carrier indication.
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Figure 22-8—False Carrier indication
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22.2.2.9 CRS (carrier sense)

CRS shall be asserted by the PHY when either the transmit or receive medium is nonidle. CRS shall be de-
asserted by the PHY when both the transmit and receive media are idle. The PHY shall ensure that CRS
remains asserted throughout the duration of a collision condition.

CRS is not required to transition synchronously with respect to either the TX CLK or the RX CLK.

The behavior of the CRS signal is unspecified when the duplex mode bit 0.8 in the control register is set to a
logic one, as described in 22.2.4.1.8, or when the Auto-Negotiation process selects a full duplex mode of
operation.

Figure 22-4 shows the behavior of CRS during a frame transmission without a collision, while Figure 22-9
shows the behavior of CRS during a frame transmission with a collision.

22.2.2.10 COL (collision detected)

COL shall be asserted by the PHY upon detection of a collision on the medium, and shall remain asserted
while the collision condition persists.

COL shall be asserted by a PHY that is operating at 10 Mb/s in response to a signal_guality_error message
from the PMA.

COL is not required to transition synchronously with respect to either the TX CLK or the RX CLK.

The behavior of the COL signal is unspecified when the duplex mode bit 0.8 in the control register is set to a
logic one, as described in 22.2.4.1.8, or when the Auto-Negotiation process selects a full-duplex mode of
operation.

Figure 22-9 shows the behavior of COL during a frame transmission with a collision.

TX_EN _/ A
N \Y \UY \Y \Y
TXD<3:0> ,(PXRXEXQXMXBXLXEX JAM A JAM Jf\‘MX JAM\

CRS l” N
A |

Figure 22-9—Transmission with collision

|\ -

NOTE—The circuit assembly that contains the Reconciliation sublayer may incorporate a weak pull-up on the COL sig-
nal as a means of detecting an open circuit condition on the COL signal at the MIIL. The limit on the value of this pull-up
is defined in 22.4.4.2.
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22.2.2.11 MDC (management data clock)

MDC is sourced by the Station Management entity to the PHY as the timing reference for transfer of infor-
mation on the MDIO signal. MDC is an aperiodic signal that has no maximum high or low times. The mini-
mum high and low times for MDC shall be 160 ns each, and the minimum period for MDC shall be 400 ns,
regardless of the nominal period of TX_CLK and RX_CLK.

22.2.2.12 MDIO (management data input/output)

MDIO isabidirectional signal between the PHY and the STA. It is used to transfer control information and
status between the PHY and the STA. Control information is driven by the STA synchronously with respect
to MDC and is sampled synchronously by the PHY. Status information is driven by the PHY synchronously
with respect to MDC and is sampled synchronously by the STA.

MDIO shall be driven through three-state circuits that enable either the STA or the PHY to drive the signal.
A PHY that is attached to the M1 viathe mechanical interface specified in 22.6 shall provide aresistive pull-
up to maintain the signal in ahigh state. The STA shall incorporate aresistive pull-down on the MDIO signal
and thus may use the quiescent state of MDIO to determine if a PHY is connected to the MII via the
mechanical interface defined in 22.6. The limits on the values of these pull-ups and pull-downs are defined in
22442

22.2.3 Frame structure

Data frames transmitted through the M1 shall have the frame format shown in figure 22-10.

<inter-frame><preamble><sfd><data><efd>

Figure 22-10—Mll frame format

For the MII, transmission and reception of each octet of data shall be done a nibble at a time with the order
of nibble transmission and reception as shown in figure 22-11.

First Bit MAC's Serial Bit Stream
LSB MSB
S ’ DO ‘ D1 ‘ D2 ‘ D3 ‘ D4 ‘ D5 ‘ D6 ‘ D7‘
First ‘ Second
N bble Nibble
DO ‘
LSB
Mil D1
Nibble D2
Stream
mss | P8

Figure 22-11—Octet/nibble transmit and receive order
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The bits of each octet are transmitted and received as two nibbles, bits 0 through 3 of the octet corresponding
to bits 0 through 3 of the first nibble transmitted or received, and bits 4 through 7 of the octet corresponding
to bits 0 through 3 of the second nibble transmitted or received.

22.2.3.1 Inter-frame

The inter-frame period provides an observation window for an unspecified amount of time during which no
data activity occurs on the MII. The absence of data activity is indicated by the de-assertion of the RX_DV
signal on the receive path, and the de-assertion of the TX_EN signal on the transmit path. The MAC inter-
FrameSpacing parameter defined in clause 4 is measured from the de-assertion of the CRS signal to the
assertion of the CRS signal.

22.2.3.2 Preamble and start of frame delimiter

22.2.3.2.1 Transmit case

The preamble <preamble> begins a frame transmission. The bit value of the preamble field at the MII is
unchanged from that specified in 7.2.3.2 and shall consist of 7 octets with the following bit values:

10101010 10101010 10101010 10101010 10101010 10101010 10101010
In the preceding example, the preamble is displayed using the bit order it would have if transmitted serially.
This means that for each octet the leftmost | value represents the LSB of the octet, and the rightmost 0 value
the octet MSB.

The SFD (Start Frame Delimiter) <sfd> indicates the start of aframe and follows the preamble. The bit value
of the SFD at the MI1 is unchanged from that specified in 7.2.3.3 and is the bit sequence:

10101011

The preamble and SFD shall be transmitted through the Ml as nibbles starting from the assertion of TX_EN
as shown in table 22-3.

Table 3—Transmitted preamble and SFD

Signal Bit values of nibbles transmitted through M1
TXDO X |1 /112|122 |2 |22 |2|1]1 |1 |11 |Do* D4
TXD1 X|ol/ojo|o|o 0o|O0O|O|O|O|O|O|O|O|O |O| D1 |D5
TXD2 X1 /11|11 1 |12|2|2|2|2]2 |21 |11 |1 |D2 |D6
TXD3 X|ol/ojo|o|o 0o|O|O|O|O|O|O|O|O|O |1 |D3 |D7
TXEN |0 |1 |1 1 (1211|2222 |11 |1]1 |11 1

*1st preamble nibble transmitted.

T1st SFD nibble transmitted.

*1st data nibble transmitted.

$Do through D7 are the first eight bits of the data field from the Protocol Data Unit (PDU).
22.2.3.2.2 Receive case

The conditions for assertion of RX_DV are defined in 22.2.2.6.
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The alignment of the received SFD and data at the MII shall be as shown in table 22-4 and table 22-5.
Table 22-4 depicts the case where no preamble nibbles are conveyed across the MII, and table 22-5 depicts
the case where the entire preamble is conveyed across the M|,

Table 4—Start of receive with no preamble preceding SFD

Signal Bit values of nibbles received through M1
RXDO X|X| X X|X|Xx|x|1]|1 |Do" | Da*
RXD1 X X| X| X[ X|X|X|]0 |O D1 D5
RXD2 X[ X| X[ X|X|X|X|1 1 D2 D6
RXD3 XX X| X[ X| X|X]|O0 1 D3 D7
RX_DV 0/0|0|0|0|0]|O0]|1 1 1 1

“1st SFD nibble received.
T1st data nibble received.
Do through D7 are the first eight bits of the data field from the PDU.

Table 5—Start of receive with entire preamble preceding SFD

Signal Bit values of nibbles received through M1
RXDO X|1 |12 2|22 ]12 |21 1|2 |1|1|1]|1]|1|Do* |D48
RXD1 X|o|o|o|lo|lo|/o|o|Oo|O|lO|O|O|O|O|O|O|D1l |DS5
RXD2 X|1|212]2|12|2 /1|2 ]2 12|21 |2]1|1|1|1|D2 |D6
RXD3 X|o|o|lo|lo|lo|/o|o|Oo|O|lO|O|O|O|O|O|1|D3 |D7
RXDV [0 |1 |1 |21 |21 |2 |2 |2 |2 2|2 |2 2|2 21|21 |1]1 1

*1st preamble nibble received.

T1st SFD nibble received.

*1st data nibble received.

$Do through D7 are the first eight bits of the data field from the PDU.

22.2.3.3 Data

Thedatain awell formed frame shall consist of N octets of data transmitted as 2N nibbles. For each octet of
datathe transmit order of each nibbleis as specified in figure 22-11. Datain acollision fragment may consist
of an odd number of nibbles.

22.2.3.4 End-of-Frame delimiter (EFD)

De-assertion of the TX_EN signa constitutes an End-of-Frame delimiter for data conveyed on TXD<3:0>,
and de-assertion of RX_DV constitutes an End-of-Frame delimiter for data conveyed on RXD<3:0>.

22.2.3.5 Handling of excess nibbles
An excess nibble condition occurs when an odd number of nibbles is conveyed across the MII beginning

with the SFD and including all nibbles conveyed until the End-of-Frame delimiter. Reception of a frame
containing a non-integer number of octets shall be indicated by the PHY as an excess nibble condition.
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Transmission of an excess nibble may be handled by the PHY in an implementation-specific manner. No
assumption should be made with regard to truncation, octet padding, or exact nibble transmission by the
PHY.

22.2.4 Management functions

The management interface specified here provides a simple, two-wire, serial interface to connect a manage-
ment entity and a managed PHY for the purposes of controlling the PHY and gathering status from the PHY.
Thisinterfaceis referred to as the MIl1 Management Interface.

The management interface consists of apair of signalsthat physically transport the management information
across the MII, aframe format and a protocol specification for exchanging management frames, and aregis-
ter set that can be read and written using these frames. The register definition specifies a basic register set
with an extension mechanism.

The basic register set consists of two registers referred to as the Control Register (register 0) and the Status
Register (register 1). The status and control functions defined here are considered basic and fundamental to
100 Mb/s PHY's. All PHY sthat provide an M1l shall incorporate the basic register set. Registers 2 through 7
are part of the extended register set.

The full set of management registersislisted in table 22-6.

Table 6—MIl management register set

Register address Register name Basic/Extended

Control

Status

3 PHY ldentifier

Auto-Negotiation Advertisement

Auto-Negotiation Link Partner Ability

ol |b|N|FR|O

Auto-Negotiation Expansion

7 Auto-Negotiation Next Page Transmit

8 through 15 Reserved

mi m m| m m|m m| @, | @

16 through 31 Vendor Specific
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22.2.4.1 Control register (register 0)

The assignment of bitsin the Control Register is shown in table 22-7 below. The default value for each bit of
the Control Register should be chosen so that theinitial state of the PHY upon power up or reset is a normal
operational state without management intervention.

Table 7—Control register bit definitions

Bit(s) Name Description RIW"

0.15 Reset 1=PHY reset RW
0= normal operation SC

0.14 L oopback 1 = enable loopback mode R/W
0 = disable loopback mode

0.13 Speed Selection 1=100 Mb/s R/W
0=10Mb/s

0.12 Auto-Negotiation Enable 1 = Enable Auto-Negotiation Process R/W
0 = Disable Auto-Negotiation Process

0.11 Power Down 1 = power down R/W
0= normal operation’

0.10 Isolate 1 =electricaly Isolate PHY from MII RIW
0= normal operation?

0.9 Restart Auto-Negotiation 1 = Restart Auto-Negotiation Process R/W
0 =normal operation SC

08 Duplex Mode 1= Full Duplex* RIW
0 = Half Duplex

0.7 Collision Test 1 =enable COL signal test R/W
0 = disable COL signal test

0.6:0 Reserved Write as O, ignore on Read R/W

*R/W = Read/Write, SC = Self-Clearing.

"For normal operation, both 0.10 and 0.11 must be cleared to zero, see 22.2.4.1.5.
1ESpecifications for full-duplex mode operation are planned for future work.

22.2.4.1.1 Reset

Resetting aPHY is accomplished by setting bit 0.15 to alogic one. This action shall set the status and con-
trol registers to their default states. As a consequence this action may change the internal state of the PHY
and the state of the physical link associated with the PHY. This bit is self-clearing, and a PHY shall return a
value of onein bit 0.15 until the reset processis completed. A PHY is not required to accept awrite transac-
tion to the control register until the reset process is completed, and writes to bits of the control register other
than 0.15 may have no effect until the reset process is completed. The reset process shall be completed

within 0.5 sfrom the setting of bit 0.15.

The default value of bit 0.15 is zero.

NOTE—This operation may interrupt data communication.
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22.2.4.1.2 Loopback

The PHY shall be placed in aloopback mode of operation when bit 0.14 is set to alogic one. When bit 0.14
is set, the PHY receive circuitry shall be isolated from the network medium, and the assertion of TX_EN at
the M1 shall not result in the transmission of data on the network medium. When bit 0.14 is set, the PHY
shall accept data from the MII transmit data path and return it to the M1 receive data path in response to the
assertion of TX_EN. When bit 0.14 is set, the delay from the assertion of TX_EN to the assertion of RX_DV
shall be less than 512 BT. When bit 0.14 is set, the COL signal shall remain de-asserted at all times, unless
bit 0.7 is set, in which case the COL signal shall behave as described in 22.2.4.1.9. Clearing bit 0.14 to zero
allows normal operation.

The default value of bit 0.14 is zero.

NOTE—The signa path through the PHY that is exercised in the loopback mode of operation is implementation spe-
cific, but it is recommended that the signal path encompass as much of the PHY circuitry asis practical. Theintention of
providing this loopback mode of operation is to permit adiagnostic or self-test function to perform the transmission and
reception of aPDU, thus testing the transmit and receive data paths. Other loopback signal paths through aPHY may be
enabled viathe extended register set, in an implementation-specific fashion.

22.2.4.1.3 Speed selection

Link speed can be selected via either the Auto-Negotiation process, or manual speed selection. Manual
speed selection is allowed when Auto-Negotiation is disabled by clearing bit 0.12 to zero. When Auto-Nego-
tiation is disabled, setting bit 0.13 to alogic one configures the PHY for 100 Mb/s operation, and clearing bit
0.13 to alogic zero configures the PHY for 10 Mb/s operation. When Auto-Negotiation is enabled, bit 0.13
can be read or written, but the state of bit 0.13 has no effect on the link configuration, and it is not necessary
for bit 0.13 to reflect the operating speed of the link when it isread. If aPHY reports via bits 1.15:11 that it
is ableto operate at only one speed, the value of bit 0.13 shall correspond to the speed at which the PHY can
operate, and any attempt to change the setting of the bit shall be ignored.

The default value of bit 0.13 is one, unless the PHY reports via bits 1.15:11 that it is able to operate only at
10 Mb/s, in which case the default value of bit 0.13 is zero.

22.2.4.1.4 Auto-Negotiation enable

The Auto-Negotiation process shall be enabled by setting bit 0.12 to alogic one. If bit 0.12 is set to alogic
one, then bits 0.13 and 0.8 shall have no effect on the link configuration, and the Auto-Negotiation process
will determine the link configuration. If bit 0.12 is cleared to a logic zero, then bits 0.13 and 0.8 will deter-
mine the link configuration, regardless of the prior state of the link configuration and the Auto-Negotiation
process.

If aPHY reportsviabit 1.3 that it lacks the ability to perform Auto-Negotiation, the PHY shall return avalue
of zeroin bit 0.12. If aPHY reports via bit 1.3 that it lacks the ability to perform Auto-Negotiation, bit 0.12
should always be written as zero, and any attempt to write aone to bit 0.12 shall be ignored.

The default value of bit 0.12 is one, unless the PHY reports via bit 1.3 that it lacks the ability to perform
Auto-Negotiation, in which case the default value of bit 0.12 is zero.

22.2.4.1.5 Power down

The PHY may be placed in a low-power consumption state by setting bit 0.11 to a logic one. Clearing bit
0.11 to zero alows normal operation. The specific behavior of a PHY in the power-down state isimplemen-
tation specific. While in the power-down state, the PHY shall respond to management transactions. During
the transition to the power-down state and while in the power-down state, the PHY shall not generate spuri-
ous signals on the MII.
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A PHY is not required to meet the RX_CLK and TX_CLK signa functional requirements when either bit
0.11 or bit 0.10 isset to alogic one. A PHY shall meet the RX_CLK and TX_CLK signal functional require-
ments defined in 22.2.2 within 0.5 s after both bit 0.11 and 0.10 are cleared to zero.

The default value of bit 0.11 is zero.
22.2.4.1.6 Isolate

The PHY may be forced to electrically isolate its data paths from the MII by setting bit 0.10 to alogic one.
Clearing bit 0.10 allows normal operation. When the PHY isisolated from the Ml it shall not respond to the
TXD<3:0>, TX_EN, and TX_ER inputs, and it shall present a high impedance on its TX_CLK, RX_CLK,
RX_DV, RX_ER, RXD<3:0>, COL, and CRS outputs. When the PHY is isolated from the MII it shall
respond to management transactions.

A PHY that is connected to the MI1 viathe mechanical interface defined in 22.6 shall have a default value of
one for bit 0.10 so as to avoid the possibility of having multiple MI1 output drivers actively driving the same
signal path simultaneously.

NOTE—This clause neither requires nor assumes any specific behavior at the MDI resulting from setting bit 0.10 to a
logic one.

22.2.4.1.7 Restart Auto-Negotiation

If a PHY reports via bit 1.3 that it lacks the ability to perform Auto-Negotiation, or if Auto-Negotiation is
disabled, the PHY shall return avalue of zeroin bit 0.9. If aPHY reportsviabit 1.3 that it lacks the ability to
perform Auto-Negotiation, or if Auto-Negotiation is disabled, bit 0.9 should always be written as zero, and
any attempt to write aone to bit 0.9 shall be ignored.

Otherwise, the Auto-Negotiation process shall be restarted by setting bit 0.9 to alogic one. This bit is self-
clearing, and a PHY shall return a value of onein bit 0.9 until the Auto-Negotiation process has been initi-
ated. The Auto-Negotiation process shall not be affected by writing a zero to bit 0.9.

The default value of bit 0.9 is zero.
22.2.4.1.8 Duplex mode

The duplex mode can be selected via either the Auto-Negotiation process, or manual duplex selection. Man-
ual duplex selection is allowed when Auto-Negotiation is disabled by clearing bit 0.12 to zero. When Auto-
Negotiation is disabled, setting bit 0.8 to alogic one configuresthe PHY for full-duplex operation, and clear-
ing bit 0.8 to alogic zero configures the PHY for half-duplex operation. When Auto-Negotiation is enabled,
bit 0.8 can be read or written, but the state of bit 0.8 has no effect on the link configuration. If aPHY reports
viabits 1.15:11 that it is able to operate in only one duplex mode, the value of bit 0.8 shall correspond to the
mode in which the PHY can operate, and any attempt to change the setting of bit 0.8 shall be ignored.

When aPHY is placed in the loopback mode of operation viabit 0.14, the behavior of the PHY shall not be
affected by the state of bit 0.8.

The default value of bit 0.8 is zero, unless a PHY reports via bits 1.15:11 that it is able to operate only in
full-duplex mode, in which case the default value of bit 0.8 is one.

22.2.4.1.9 Collision test

The COL signal at the M1 may be tested by setting bit 0.7 to alogic one. When bit 0.7 is set to one, the PHY
shall assert the COL signal within 512 BT in response to the assertion of TX_EN. While bit 0.7 is set to one,
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the PHY shall de-assert the COL signa within 4 BT in response to the de-assertion of TX_EN. Clearing bit

0.7 to zero alows normal operation.

The default value of bit 0.7 is zero.

NOTE—It isrecommended that the Collision Test function be used only in conjunction with the loopback mode of oper-

ation defined in 22.2.4.1.2.

22.2.4.1.10 Reserved bits

Bits 0.6:0 are reserved for future standardization. They shall be written as zero and shall be ignored when

read; however, aPHY shall return the value zero in these bits.

22.2.4.2 Status register (register 1)

The assignment of bitsin the Status register is shown in table 22-8 below. All of the bitsin the Status register

areread only, awrite to the Status register shall have no effect.

Table 8—Status register bit definitions

IEEE
Std 802.3, 1998 Edition

Bit(s) Name Description RW"

115 100BASE-T4 1=PHY ableto perform 100BASE-T4 RO
0= PHY not able to perform 100BASE-T4

114 100BASE-X Full DupI@(T 1=PHY ableto perform full-duplex 100BASE-X RO
0=PHY not able to perform full-duplex 100BA SE-X

113 100BASE-X Half Duplex 1=PHY ableto perform haf-duplex 100BASE-X RO
0=PHY not able to perform half-duplex 100BASE-X

112 10 Mb/s Full Dupl exP 1=PHY ableto operate at 10 Mb/sin full-duplex mode RO
0= PHY not able to operate at 10 Mb/sin full-duplex mode

111 10 Mb/s Half Duplex 1=PHY ableto operate at 10 Mb/sin haf-duplex mode RO
0=PHY not able to operate at 10 Mb/sin half-duplex mode

1.10:7 Reserved ignore when read RO

16 MF Preamble Suppression 1=PHY will accept management frames with preamble RO
suppressed.
0=PHY will not accept management frames with preamble
suppressed.

15 Auto-Negotiation 1 = Auto-Negotiation process completed RO

Complete 0 = Auto-Negotiation process not compl eted

14 Remote Fault 1 = remote fault condition detected RO/
0 = no remote fault condition detected LH

13 Auto-Negotiation Ability 1=PHY isableto perform Auto-Negotiation RO
0=PHY isnot able to perform Auto-Negotiation

12 Link Status 1=linkisup RO/
0=link isdown LL

11 Jabber Detect 1 = jabber condition detected RO/
0 = no jabber condition detected LH

1.0 Extended Capability 1 = extended register capabilities RO
0 = basic register set capabilities only

*RO = Read Only, LL = Latching Low, LH = Latching High
J'Specifications for full-duplex mode operation are planned for future work.
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22.2.4.2.1 100BASE-T4 ability

When read as a logic one, bit 1.15 indicates that the PHY has the ability to perform link transmission and
reception using the 100BASE-T4 signaling specification. When read as a logic zero, bit 1.15 indicates that
the PHY lacks the ability to perform link transmission and reception using the 100BA SE-T4 signaling spec-
ification.

22.2.4.2.2 100BASE-X full-duplex ability

When read as a logic one, bit 1.14 indicates that the PHY has the ability to perform full-duplex link trans-
mission and reception using the 100BASE-X signaling specification. When read as a logic zero, bit 1.14
indicates that the PHY lacks the ability to perform full-duplex link transmission and reception using the
100BASE-X signaling specification.

NOTE—Specifications for full-duplex mode operation are planned for future work.

22.2.4.2.3 100BASE-X half-duplex ability

When read as alogic one, bit 1.13 indicates that the PHY has the ability to perform half-duplex link trans-
mission and reception using the 100BASE-X signaling specification. When read as a logic zero, bit 1.13
indicates that the PHY lacks the ability to perform half-duplex link transmission and reception using the
100BASE-X signaling specification.

22.2.4.2.4 10 Mb/s full-duplex ability

When read as alogic one, bit 1.12 indicates that the PHY has the ability to perform full duplex link transmis-
sion and reception while operating at 10 Mb/s. When read as a logic zero, bit 1.12 indicates that the PHY
lacks the ability to perform full duplex link transmission and reception while operating at 10 Mb/s.
NOTE—Specifications for full-duplex mode operation are planned for future work.

22.2.4.2.5 10 Mb/s half-duplex ability

When read as a logic one, bit 1.11 indicates that the PHY has the ability to perform half-duplex link trans-
mission and reception while operating at 10 Mb/s. When read asalogic zero, bit 1.11 indicates that the PHY
lacks the ahility to perform half-duplex link transmission and reception while operating at 10 Mb/s.
22.2.4.2.6 Reserved bits

Bits 1.10:7 are reserved for future standardization and shall be ignored when read; however, a PHY shall
return the value zero in these bits. Bits 1.10:8 are specifically reserved for future PHY capabilities that will
be reflected in the Auto-Negotiation base link code word Technology Ability field, as defined in 28.2.1.2.
22.2.4.2.7 MF preamble suppression ability

When read as alogic one, bit 1.6 indicates that the PHY is able to accept management frames regardless of
whether they are or are not preceded by the preamble pattern described in 22.2.4.4.2. When read as alogic
zero, bit 1.6 indicates that the PHY is not able to accept management frames unless they are preceded by the
preamble pattern described in 22.2.4.4.2.

22.2.4.2.8 Auto-Negotiation complete

When read as a logic one, bit 1.5 indicates that the Auto-Negotiation process has been completed, and that
the contents of registers 4, 5, 6, and 7 are valid. When read as a logic zero, bit 1.5 indicates that the Auto-
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Negotiation process has not been completed, and that the contents of registers 4, 5, 6, and 7 are meaningless.
A PHY shall return a value of zero in bit 1.5 if Auto-Negotiation is disabled by clearing bit 0.12. A PHY
shall also return avalue of zero in bit 1.5 if it lacks the ability to perform Auto-Negotiation.

22.2.4.2.9 Remote fault

When read as a logic one, bit 1.4 indicates that a remote fault condition has been detected. The type of fault
as well as the criteria and method of fault detection is PHY specific. The Remote Fault bit shall be imple-
mented with alatching function, such that the occurrence of aremote fault will cause the Remote Fault bit to
become set and remain set until it is cleared. The Remote Fault bit shall be cleared each time register 1 is
read via the management interface, and shall also be cleared by aPHY reset.

If aPHY has no provision for remote fault detection, it shall maintain bit 1.4 in acleared state. Further infor-
mation regarding the remote fault indication can be found in 28.2.1.2, and in 24.3.2.1.

22.2.4.2.10 Auto-Negotiation ability

When read as alogic one, bit 1.3 indicates that the PHY has the ability to perform Auto-Negotiation. When
read as alogic zero, bit 1.3 indicates that the PHY lacks the ability to perform Auto-Negotiation.

22.2.4.2.11 Link Status

When read as a logic one, bit 1.2 indicates that the PHY has determined that a valid link has been estab-
lished. When read as alogic zero, bit 1.2 indicates that the link is not valid. The criteriafor determining link
validity is PHY specific. The Link Status bit shall be implemented with a latching function, such that the
occurrence of a link failure condition will cause the Link Status bit to become cleared and remain cleared
until it is read via the management interface. This status indication is intended to support the management
attribute defined in 30.5.1.1.4, aMediaAvailable.

22.2.4.2.12 Jabber detect

When read as alogic one, bit 1.1 indicates that a jabber condition has been detected. This statusindication is
intended to support the management attribute defined in 30.5.1.1.6, aJabber, and the MAU notification
defined in 30.5.1.3.1, nJabber. The criteriafor the detection of ajabber condition is PHY specific. The Jabber
Detect bit shall be implemented with a latching function, such that the occurrence of a jabber condition will
cause the Jabber Detect bit to become set and remain set until it is cleared. The Jabber Detect bit shall be
cleared each time register 1 is read via the management interface, and shall also be cleared by aPHY reset.

PHY s specified for 100 Mb/s operation (100BASE-X and 100BASE-T4) do not incorporate a Jabber Detect
function, as this function is defined to be performed in the repeater unit in 100 Mb/s systems. Therefore,
100BASE-X and 100BASE-T4 PHY s shall always return avalue of zero in bit 1.1.

22.2.4.2.13 Extended capability

When read as alogic one, bit 1.0 indicates that the PHY provides an extended set of capabilities which may
be accessed through the extended register set. When read as alogic zero, bit 1.0 indicates that the PHY pro-
vides only the basic register set.

22.2.4.3 Extended capability registers

In addition to the basic register set defined in 22.2.4.1 and 22.2.4.2, PHY s may provide an extended set of
capabilities that may be accessed and controlled via the M1l management interface. Six registers have been

defined within the extended address space for the purpose of providing a PHY-specific identifier to layer
management, and to provide control and monitoring for the Auto-Negotiation process.
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If an attempt is made to perform a read transaction to a register in the extended register set, and the PHY
being read does not implement the addressed register, the PHY shall not drive the MDIO line in response to
the read transaction. If an attempt is made to perform awrite transaction to aregister in the extended register
set, and the PHY being written does not implement the addressed register, the write transaction shall be
ignored by the PHY.

22.2.4.3.1 PHY Identifier (registers 2 and 3)

Registers 2 and 3 provide a 32-bit value, which shall constitute a unique identifier for a particular type of
PHY. A PHY may return avalue of zero in each of the 32 bits of the PHY Identifier.

Bit 2.15 shall be the MSB of the PHY |dentifier, and bit 3.0 shall be the LSB of the PHY |dentifier.

The PHY ldentifier shall be composed of the third through 24th bits of the Organizationally Unique Identi-
fier (OUI) assigned to the PHY manufacturer by the IEEE,?8 plus a six-bit manufacturer’s model number,
plus afour-bit manufacturer’s revision number. The PHY Identifier isintended to provide sufficient informa-
tion to support the oResourceTypel D object as required in 30.1.2.

Thethird bit of the OUI isassigned to bit 2.15, the fourth bit of the OUI isassigned to bit 2.14, and so on. Bit
2.0 contains the eighteenth bit of the OUI. Bit 3.15 contains the nineteenth bit of the OUI, and bit 3.10 con-
tains the twenty-fourth bit of the OUI. Bit 3.9 contains the MSB of the manufacturer’s model number. Bit 3.4
contains the LSB of the manufacturer’s model number. Bit 3.3 contains the MSB of the manufacturer’s revi-
sion number, and bit 3.0 contains the LSB of the manufacturer’s revision number.

Figure 22-12 depicts the mapping of this information to the bits of Registers 2 and 3. Additional detail
describing the format of OUls can be found in |EEE Std 802-1990.

a b|c rl s x
Organizationally Unique Identifier
12|3 18|19 24
15 0]15 10
Register 2 Register 3
9 4] 3 0
5 0| 3 0
Manufacturer’s Revision
Model Number Number

Figure 22-12—Format of PHY Identifier

22.2.4.3.2 Auto-Negotiation advertisement (register 4)

Register 4 provides 16 bits that are used by the Auto-Negotiation process. See 28.2.4.1.

28) nterested applicants should contact the IEEE Standards Department, Institute of Electrical and Electronics Engineers, 445 Hoes
Lane, PO. Box 1331, Piscataway, NJ 08855-1331, USA.
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22.2.4.3.3 Auto-Negotiation link partner ability (register 5)

Register 5 provides 16 bits that are used by the Auto-Negotiation process. See 28.2.4.1.

22.2.4.3.4 Auto-Negotiation expansion (register 6)

Register 6 provides 16 bits that are used by the Auto-Negotiation process. See 28.2.4.1.

22.2.4.3.5 Auto-Negotiation next page (register 7)

Register 7 provides 16 bits that are used by the Auto-Negotiation process. See 28.2.4.1.

22.2.4.3.6 PHY specific registers

A particular PHY may provide additional registers beyond those defined above. Register addresses 16
through 31 (decimal) may be used to provide vendor-specific functions or abilities. Register addresses 8
through 15 (decimal) are reserved for assignment within future editions of this standard.

22.2.4.4 Management frame structure

Frames transmitted on the M1l Management Interface shall have the frame structure shown in table 22-9.
The order of bit transmission shall be from left to right.

Table 9—Management frame format

Management frame fields

PRE ST oP PHYAD REGAD TA DATA IDLE

READ 1.1 01 10 AAAAA RRRRR Z0 DDDDDDDDDDDDDDDD z

WRITE | 1.1 01 01 AAAAA RRRRR 10 DDDDDDDDDDDDDDDD Z

22.2.4.4.1 IDLE (IDLE condition)

The IDLE condition on MDIO is a high-impedance state. All three state drivers shall be disabled and the
PHY’s pull-up resistor will pull the MDIO line to alogic one.

22.2.4.4.2 PRE (preamble)

At the beginning of each transaction, the station management entity shall send a sequence of 32 contiguous
logic one bits on MDIO with 32 corresponding cycles on MDC to provide the PHY with a pattern that it can
use to establish synchronization. A PHY shall observe a sequence of 32 contiguous one bits on MDIO with
32 corresponding cycles on MDC before it responds to any transaction.

If the STA determines that every PHY that is connected to the MDIO signal is able to accept management
frames that are not preceded by the preamble pattern, then the STA may suppress the generation of the pre-
amble pattern, and may initiate management frames with the ST (Start of Frame) pattern.

22.2.4.4.3 ST (start of frame)

The start of frame isindicated by a <01> pattern. This pattern assures transitions from the default logic one
line state to zero and back to one.
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22.2.4.4.4 OP (operation code)
The operation code for a read transaction is <10>, while the operation code for a write transaction is <01>.
22.2.4.4.5 PHYAD (PHY Address)

The PHY Address is five bits, allowing 32 unique PHY addresses. The first PHY address bit transmitted and
received is the MSB of the address. A PHY that is connected to the station management entity via the
mechanical interface defined in 22.6 shall always respond to transactions addressed to PHY Address zero
<00000>. A station management entity that is attached to multiple PHY's must have a priori knowledge of
the appropriate PHY Address for each PHY.

22.2.4.4.6 REGAD (Register Address)

The Register Address is five bits, allowing 32 individual registers to be addressed within each PHY. The first
Register Address bit transmitted and received is the MSB of the address. The register accessed at Register
Address zero <00000> shall be the control register defined in 22.2.4.1, and the register accessed at Register
Address one <00001> shall be the status register defined in 22.2.4.2.

22.2.4.4.7 TA (turnaround)

The turnaround time is a 2 bit time spacing between the Register Address field and the Data field of a man-
agement frame to avoid contention during a read transaction. For a read transaction, both the STA and the
PHY shall remain in a high-impedance state for the first bit time of the turnaround. The PHY shall drive a
zero bit during the second bit time of the turnaround of a read transaction. During a write transaction, the
STA shall drive a one bit for the first bit time of the turnaround and a zero bit for the second bit time of the
turnaround. Figure 22-13 shows the behavior of the MDIO signal during the turnaround field of a read trans-
action.

<R> <7> <0>

MDC |

Figure 22-13—Behavior of MDIO during TA field of a read transaction

22.2.4.4.8 DATA (data)

The data field is 16 bits. The first data bit transmitted and received shall be bit 15 of the register being
addressed.

22.3 Signal timing characteristics

All signal timing characteristics shall be measured using the techniques specified in annex 22C. The signal
threshold potentials Vi min) and Vijgyay) are defined in 22.4.4.1.
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The HIGH time of an MII signal is defined as the length of time that the potential of the signal is greater than
or equal to Viy iy The LOW time of an MII signal is defined as the length of time that the potential of the
signal is less than or equal to Vijiy ).

The setup time of an MII signal relative to an MII clock edge is defined as the length of time between when
the signal exits and remains out of the switching region and when the clock enters the switching region. The
hold time of an MII signal relative to an MII clock edge is defined as the length of time between when the
clock exits the switching region and when the signal enters the switching region.

The propagation delay from an MII clock edge to a valid MII signal is defined as the length of time between
when the clock exits the switching region and when the signal exits and remains out of the switching region.

22.3.1 Signals that are synchronous to TX_CLK

Figure 22-14 shows the timing relationship for the signals associated with the transmit data path at the MII
connector. The clock to output delay shall be a minimum of 0 ns and a maximum of 25 ns.

\ // \\ Vin(min)
TX_CLK / | —  e—
ANYXOONXX /. N\X// Vih(min)
TXD<3.0>, TX_EN, TX_ER 77 XXXXXS Z77XNN Vimax)
Ons MIN
METIT S

Figure 22-14—Transmit signal timing relationships at the Mil

22.31.1 TX_EN

TX_EN is transitioned by the Reconciliation sublayer synchronously with respect to the TX CLK rising
edge with the timing as shown in figure 22-14.

22.3.1.2 TXD<3:0>

TXD<3:0> is transitioned by the Reconciliation sublayer synchronously with respect to the TX CLK rising
edge with the timing as depicted in figure 22-14.

22.31.3 TX_ER
TX_ER is transitioned synchronously with respect to the rising edge of TX CLK as shown in figure 22-14.

22.3.2 Signals that are synchronous to RX_CLK

Figure 22-15 shows the timing relationship for the signals associated with the receive data path at the MII
connector. The timing is referenced to the rising edge of the RX CLK. The input setup time shall be a mini-
mum of 10 ns and the input hold time shall be a minimum of 10 ns.
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//—\\ \ Vin(min)
RX_CLK / \_Vih(max)
X7 X777 Vih(min)
RXD<3:0>, RX_DV, RX_ER A 28N Vih(max)
10 ns MIN —>| —

- €— 10 nsMIN

Figure 22-15—Receive signal timing relationships at the Mll

22.3.21 RX_DV

RX DV is sampled by the Reconciliation sublayer synchronously with respect to the rising edge of
RX CLK with the timing shown in figure 22-15.

22.3.2.2 RXD<3:0>

RXD<3:0> is sampled by the Reconciliation sublayer synchronously with respect to the rising edge of
RX CLK as shown in figure 22-15. The RXD<3:0> timing requirements must be met at all rising edges of
RX_CLK.

22.3.2.3 RX_ER

RX ER is sampled by the Reconciliation sublayer synchronously with respect to the rising edge of
RX CLK as shown in figure 22-15. The RX_ER timing requirements must be met at all rising edges of
RX CLK.

22.3.3 Signals that have no required clock relationship

22.3.31 CRS

CRS is driven by the PHY. Transitions on CRS have no required relationship to either of the clock signals
provided at the MII.

22.3.3.2 COL

COL is driven by the PHY. Transitions on COL have no required relationship to either of the clock signals
provided at the MII.

22.3.4 MDIO timing relationship to MDC

MDIO (Management Data Input/Output) is a bidirectional signal that can be sourced by the Station Manage-
ment Entity (STA) or the PHY. When the STA sources the MDIO signal, the STA shall provide a minimum
of 10 ns of setup time and a minimum of 10 ns of hold time referenced to the rising edge of MDC, as shown
in figure 22-16, measured at the MII connector.

When the MDIO signal is sourced by the PHY, it is sampled by the STA synchronously with respect to the

rising edge of MDC. The clock to output delay from the PHY, as measured at the MII connector, shall be a
minimum of 0 ns, and a maximum of 300 ns, as shown in figure 22-17.
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\\ \\ Vih(min)
MDC \ \ Viimax)
X7V Y77 Vingminy
MDIO v
77 XN ZXNN ii(max)
10 ns MIN —>| <—
- €— 10 ns MIN

Figure 22-16—MDIO sourced by STA

/ Vih(min)
MDC \ / Vil(max)
—7 7
AN SX77 Vingrmin)
MDIO 2K v
77 XXXXXN 77 XN\ ii(ma)
0ns MIN <
300 ns MAX

Figure 22-17—MDIO sourced by PHY

22.4 Electrical characteristics

The electrical characteristics of the M1 are specified such that the three application environments described
in 22.1 are accommodated. The electrical specifications are optimized for the integrated circuit to integrated
circuit application environment, but integrated circuit drivers and receivers that are implemented in compli-
ance with the specification will also support the mother board to daughter board and short cable application
environments, provided those environments are constrained to the limits specified in this clause.

NOTE—The specifications for the driver and receiver characteristics can be met with TTL compatible input and output
buffersimplemented in adigital CMOS ASIC process.

22.4.1 Signal levels

The M1l uses TTL signal levels, which are compatible with devices operating at a nominal supply voltage of
either 5.0 or 3.3V.

NOTE—Care should be taken to ensure that all MII receivers can tolerate dc input potentials from 0.00V to 550V, refer-
enced to the COMMON signal, and transient input potentials as high as 7.3V, or aslow as—1.8 V, referenced to the COM-
MON signal, which can occur when MII signals change state. The transient duration will not exceed 15 ns. The dc source
impedance will be no less than Ryymin)- The transient source impedance will be no less than (68 x 0.85=) 57.8 Q.
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22.4.2 Signal paths

MI1 signals can be divided into two groups. signals that go between the STA and the PHY, and signals that
go between the Reconciliation sublayer and the PHY.

Signals between the STA and the PHY may connect to one or more PHY's. When a signal goes between the
STA and asingle PHY, the signal’s path is a point-to-point transmission path. When a signal goes between
the STA and multiple PHY's, the signal’s transmission path has drivers and receivers attached in any order
along the length of the path and is not considered a point-to-point transmission path.

Signals between the Reconciliation sublayer and the PHY may also connect to one or more PHY's. However,
the transmission path of each of these signals shall be either a point-to-point transmission path or a sequence
of point-to-point transmission paths connected in series.

All connections to a point-to-point transmission path are at the path ends. The simplest point-to-point trans-
mission path has a driver at one end and a receiver at the other. Point-to-point transmission paths can also
have more than one driver and more than one receiver if the drivers and receivers are lumped at the ends of
the path, and if the maximum propagation delay between the drivers and receivers at a given end of the path
isavery small fraction of the 109%—-90% rise/fall time for signals driven onto the path.

The MII shall use unbalanced signal transmission paths. The characteristic impedance Z, of transmission
pathsis not specified for electrically short paths where transmission line reflections can be safely ignored.

The characteristic impedance Z,, of electrically long transmission paths or path segments shall be 68 Q + 15%.

The output impedance of the driver shall be used to control transmission line reflections on all electrically
long point-to-point signal paths.

NOTE—In the context of this clause, a transmission path whose round-trip propagation delay is less than half of the
10%—90% rise/fall time of signals driven onto the path is considered an electrically short transmission path.

22.4.3 Driver characteristics

The driver characteristics defined in this clause apply to all MIl signal drivers. The driver characteristics are
specified in terms of both their ac and dc characteristics.

NOTE—Rail-to-rail driversthat comply with the driver output V-I diagramsin annex 22B will meet the following ac and
dc characteristics.

22.4.3.1 DC characteristics

The high (one) logic level output potential Vg, shall be no lessthan 2.40V at an output current | 5, of 4.0 mA.
The low (zero) logic level output potential V, shall not be greater than 0.40V at an output current I of
4.0mA.

22.4.3.2 AC characteristics

Drivers must also meet certain ac specifications in order to ensure adequate signal quality for electrically
long point-to-point transmission paths. The ac specifications shall guarantee the following performance
requirements.

Theinitial incident potential change arriving at the receiving end of a point-to-point MIl signal path plusits

reflection from the receiving end of the path must switch the receiver input potential monotonically from a
valid high (one) level to Vjj < Vjjmax) —200 mV, or from avalid low (zero) level to Vi, 2 Vipmin) + 200 mV.
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Subsequent incident potential changes arriving at the receiving end of a point-to-point MII signal path plus
their reflections from the receiving end of the path must not cause the receiver input potential to reenter the
range Vjjmax) — 200 mV <V; <Vipmin) + 200 mV except when switching from one valid logic level to the
other. Such subsequent incident potential changes result from a mismatch between the characteristic imped-
ance of the signal path and the driver output impedance.

22.4.4 Receiver characteristics

The receiver characteristics are specified in terms of the threshold levels for the logical high (one) and logi-
cal low (zero) states. In addition, receivers must meet the input current and capacitance limits.

22.4.4.1 Voltage thresholds

An input potential V; of 2.00 V or greater shall be interpreted by the receiver as alogical high (one). Thus,
Vih(min) = 2.00 V. An input potential V; of 0.80'V or less shall be interpreted by the receiver asalogical low
(zero). Thus, Vjjmax) = 0.80 V. The switching region is defined as signal potentials greater than Vj;may) and
less than Vip(min)- When the input signal potential isin the switching region, the receiver output is undefined.

22.4.4.2 Input current

The input current requirements shall be measured at the M1l connector and shall be referenced to the +5V
supply and COMMON pins of the connector. The input current requirements shall be met across the full
range of supply voltage specified in 22.5.1.

The bidirectiona signal MDIO has two sets of input current requirements. The MDIO drivers must be dis-
abled when the input current measurement is made.

Theinput current characteristics for all Ml signals shall fall within the limits specified in table 22-10.

Table 10—Input current limits

Symbol Parameter Condition Signal(s) Min (pHA) Max (HA)

lin Input High Current V;=5.25V All except COL, — 200
MDC, MDIO
coL’ — 20
MDC¥ _ 20
MDIO® — 3000
MDIO™ — 20

liy Input Low Current V;=0.00V All except COL, -20 —
MDC, MDIO?
coLb —200 _
MDC® 20 —
MDIOd4 _180 _
MDIO® 3800 _
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Table 10—Input current limits (Continued)

Symbol Par ameter Condition Signal(s) Min (HA) Max (HA)
lig Input Quiescent Current V=24V | MDIO¢ _ 1450
MDIO® 1450 —

*Measured at input of Reconciliation sublayer for CRS, RXD<3:0>, RX_CLK, RX_DV, RX_ER, and TX_CLK. Mea-
sured at inputs of PHY for TXD<3:0>, TX_EN, and TX_ER.

TMeasured at input of Reconciliation sublayer.

*Measured at input of PHY.

SMeasured at input of STA.
Measured at input of PHY, which can be attached via the mechanical interface specified in 22.6.

NOTE—These limits for dc input current allow the use of weak resistive pull-ups or pull-downs on the input of each Ml
signd. They alow the use of wesk resistive pull-downs on the signals other than COL, MDC, and MDIO. They alow the
use of aweak resistive pull-up on the signal COL. They allow the use of aresistive pull-down of 2 kQ + 5% on the MDIO
signd inthe STA. They require aresistive pull-up of 1.5 kQ + 5% on the MDIO signal in aPHY that is attached to the M|
via the mechanica interface specified in 22.6. The limits on MDC and MDIO alow the signals to be “bused” to several
PHY sthat are contained on the same printed circuit assembly, with asingle PHY attached viathe MII connector.

22.4.4.3 Input capacitance

For all signals other than MDIO, the receiver input capacitance C; shall not exceed 8 pF.

For the MDIO signal, the transceiver input capacitance shall not exceed 10 pF.

22.4.5 Cable characteristics

The MII cable consists of abundle of individual twisted pairs of conductors with an overall shield covering
this bundle. Each twisted pair shall be composed of a conductor for an individua signal and a return path

dedicated to that signal.

NOTE—It is recommended that the signals RX_CLK and TX_CLK be connected to pairs that are located in the center
of the cable bundle.

22.4.5.1 Conductor size

The specifications for dc resistance in 22.4.5.6 and characteristic impedance in 22.4.5.2 assume a conductor
size of 0.32 mm (28 AWG).

22.4.5.2 Characteristic impedance

The single-ended characteristic impedance of each twisted pair shall be 68 Q + 10%. The characteristic
impedance measurement shall be performed with the return conductor connected to the cable’s overall shield
at both ends of the cable.

22.4.5.3 Delay

The propagation delay for each twisted pair, measured from the M1l connector to the PHY, shall not exceed
2.5 ns. The measurement shall be made with the return conductor of the pair connected to the cable's overall
shield at both ends of the cable. The propagation delay shall be measured at a frequency of 25 MHz.
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22.4.5.4 Delay variation

The variation in the propagation delay of the twisted pairs in a given cable bundle, measured from the Mi|
connector to the PHY, shall not exceed 0.1 ns. The measurement shall be made with the return conductor of
the pair connected to the cable’s overall shield at both ends of the cable.

22.4.5.5 Shielding

The overall shield must provide sufficient shielding to meet the requirements of protection against electro-
magnetic interference.

The overall shield shall be terminated to the connector shell as defined in 22.6.2. A double shield, consisting
of both braid and foil shielding, is strongly recommended.
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22.4.5.6 DCresistance

The dc resistance of each conductor in the cable, including the contact resistance of the connector, shall not
exceed 150 mQ measured from the M1l connector to the remote PHY.

22.4.6 Hot insertion and removal

The insertion or removal of a PHY from the MII with power applied (hot insertion or removal) shall not
damage the devices on either side of the MII. In order to prevent contention between multiple output buffers
driving the PHY output signals, a PHY that is attached to the MII via the mechanical interface defined in
22.6 shall ensure that its output buffers present a high impedance to the M1 during the insertion process, and
shall ensure that this condition persists until the output buffers are enabled via the Isolate control bit in the
management interface basic register.

NOTE—The act of inserting or removing a PHY from an operational system may cause the loss of one or more packets
or management frames that may be in transit across the M1l or MDI.

22.5 Power supply

When the mechanical interface defined in 22.6 is used to interconnect printed circuit subassemblies, the Rec-
onciliation sublayer shall provide aregulated power supply for use by the PHY.

The power supply shall use the following Ml lines:

+5V: The plus voltage output to the PHY.
COMMON: The return to the power supply.

22.5.1 Supply voltage

The regulated supply voltage to the PHY shall be 5 Vdc + 5% at the M1l connector with respect to the COM-
MON circuit at the MI1 over the range of load current from 0 to 750 mA. The method of over/under voltage
protection is not specified; however, under no conditions of operation shall the source apply a voltage to the
+5V circuit of lessthan 0V or greater than +5.25Vdc.

Implementations that provide a conversion from the Ml to the Attachment Unit Interface (AUI) to support
connection to 10 Mb/s Medium Attachment Units (MAUSs) will require a supplemental power source in
order to meet the AUI power supply requirements specified in 7.5.2.5.

22.5.2 Load current

The sum of the currents carried on the +5 V lines shall not exceed 750 mA, measured at the M1l connector.
The surge current drawn by the PHY shall not exceed 5A peak for a period of 10 ms. The PHY shall be
capable of powering up from 750 mA current limited sources.

22.5.3 Short-circuit protection

Adeqguate provisions shall be made to ensure protection of the power supply from overload conditions,
including a short circuit between the +5V lines and the COMMON lines.
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22.6 Mechanical characteristics

When the MII is used to interconnect two printed circuit assemblies via a short length of cable, the cable
shall be connected to the circuit assembly that implements the Reconciliation sublayer by means of the
mechanical interface defined in this clause.

22.6.1 Definition of mechanical interface

A 40-pole connector having the mechanical mateability dimensions as specified in IEC 1076-3-101: 1995
shall be used for the MII connector. The circuit assembly that contains the MAC sublayer and Reconciliation
sublayer shall have a female connector with screw locks, and the mating cable shall have a male connector
with jack screws.

No requirements are imposed on the mechanical interface used to connect the MIl cable to the PHY circuit
assembly when the M1 cable is permanently attached to the PHY circuit assembly, as shown in figure 22-2.
If the cableis not permanently attached to the PHY circuit assembly, then a male connector with jack screws
shall be used for the M1l connector at the PHY circuit assembly.

NOTE—AII MII conformance tests are performed at the mating surfaces of the MI1 connector at the Reconciliation sub-
layer end of the cable. If a PHY circuit assembly does not have a permanently attached cable, the vendor must ensure
that all of the requirements of this clause are also met when a cable that meets the requirements of 22.4.5 is used to
attach the PHY circuit assembly to the circuit assembly that contains the Reconciliation sublayer.

22.6.2 Shielding effectiveness and transfer impedance

The shells of these connectors shall be plated with conductive materia to ensure the integrity of the current
path from the cable shield to the chassis. The transfer impedance of this path shall not exceed the values
listed in table 22-11, after a minimum of 500 cycles of mating and unmating. The shield transfer impedance
values listed in the table are measured in accordance with the procedure defined in annex L of IEEE P1394
[A18].

Table 11—Transfer impedance performance requirements

Frequency Value
30 MHz —26 dBQ
159 MHz -13dBQ
500 MHz -5dBQ

All additionsto provide for female shell to male shell conductivity shall be on the shell of the connector with
male contacts. There should be multiple contact points around the sides of this shell to provide for shield
continuity.
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22.6.3 Connector pin numbering

Figure 22-18 depicts the MII connector pin numbering, as seen looking into the contacts of a female connec-
tor from the mating side.

0200190180170 601 o1401301201101009 O8 07 06 O5 04 03 02 O

o40 o39 038 o 036 o35 o O 0 o31 o o29 o28 027 026 o25 o24 023 022 0

Figure 22-18—MIl connector pin numbering

22.6.4 Clearance dimensions

The circuit assembly that contains the MAC sublayer and Reconciliation sublayer shall provide sufficient
clearance around the MII connector to allow the attachment of cables that use die cast metal backshells and

overmold assemblies. This requirement may be met by providing the clearance dimensions shown in
figure 22-19.

O OO0 O0OO0O0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0O0
O OO0 00O O0OO0OO0OO0OO0ODO0ODO0ODO0ODO0OO0ODO0OO0ODO0OO0OO0

15.0 mm

Figure 22-19—MII connector clearance dimensions
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22.6.5 Contact assignments

Table 22-12 shows the assignment of circuits to connector contacts.

IEEE

Std 802.3, 1998 Edition

Table 12—MIl connector contact assignments

Contact Signal name Contact Signal name

1 +5V 21 +5V

2 MDIO 22 COMMON

3 MDC 23 COMMON

4 RXD<3> 24 COMMON

5 RXD<2> 25 COMMON

6 RXD<1> 26 COMMON

7 RXD<0> 27 COMMON

8 RX_DV 28 COMMON

9 RX_CLK 29 COMMON

10 RX_ER 30 COMMON

11 TX_ER 31 COMMON

12 TX_CLK 32 COMMON

13 TX_EN 33 COMMON

14 TXD<0> 34 COMMON

15 TXD<1> 35 COMMON

16 TXD<2> 36 COMMON

17 TXD<3> 37 COMMON

18 coL 38 COMMON

19 CRS 39 COMMON
20 +5V 40 +5V
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22.7 Protocol Implementation Conformance Statement (PICS) proforma for clause 22,
Reconciliation Sublayer (RS) and Media Independent Interface (MI1)2°

22.7.1 Introduction

The supplier of a protocol implementation that is claimed to conform to |EEE Std 802.3u-1995, Reconcilia-
tion Sublayer (RS) and Media Independent Interface (MI1), shall complete the following Protocol Imple-
mentation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

22.7.2 ldentification

22.7.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier's terminology
(e.g., Type, Series, Model).

22.7.2.2 Protocol summary

Identification of protocol standard IEEE Std 802.3u-1995, Reconciliation Sublayer (RS)
and Media Independent Interface (MI1)

| dentification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to the standard.)

Date of Statement

29Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.

This is anzArchive IEEE Standard. It has been superseded by3 |ateromassipreofitissiandard.

AMX and Dell, Inc.
Exhibit 1025-00088



CSMA/CD

IEEE
Std 802.3, 1998 Edition

22.7.3 PICS proforma tables for reconciliation sublayer and media independent interface

22.7.3.1 Mapping of PLS service primitives

Item Feature Subclause Status | Support Value/Comment
PL1 Response to RX_ER 22215 M Must produce FrameCheckEr-
ror at MAC
22.7.3.2 Mll signal functional specifications
Item Feature Subclause Status | Support Value/Comment
SF1 TX_CLK frequency 22221 M 25% of transmitted data rate
(25 MHz or 2.5 MHz)
SF2 TX_CLK duty cycle 22221 35% to 65%
SF3 RX_CLK min high/low time 22222 35% of nominal period
SF4 RX_CLK synchronousto re- 22222
covered data
SF5 RX_CLK frequency 22222 M 25% of received data rate
(25 MHz or 2.5 MHz)
SF6 RX_CLK duty cycle 22222 35% to 65%
SF7 RX_CLK sourceduetolossof | 22.2.2.2 Nominal clock reference
signal (e.g., TX_CLK reference)
SF8 RX_CLK transitions only 22222 M
while RX_DV de-asserted
SF9 RX_CLK max high/low time 22222 M max 2 timesthe nominal period
following de-assertion of
RX_DV
SF10 TX_EN assertion 22223 On first nibble of preamble
SF11 TX_EN remains asserted 22223 Stay asserted while al nibbles
are transmitted over MlI
SF12 TX_EN transitions 22223 Synchronous with TX_CLK
SF13 TX_EN negation 22223 Beforefirst TX_CLK after fina
nibble of frame
SF14 TXD<3:0> transitions 22224 Synchronous with TX_CLK
SF15 TXD<3:0> effect on PHY 22224 No effect
while TX_EN is de-asserted
SF16 TX_ER transitions 22.2.25 Synchronous with TX_CLK
SF17 TX_ER effect on PHY while 22.2.25 Cause PHY to emit invalid
TX_EN isasserted symbol
SF18 TX_ER effect on PHY while 22225 M No effect on PHY
operating at 10 Mb/s, or when
TX_EN isde-asserted
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Item Feature Subclause Status | Support Value/Comment
SF19 TX_ER implementation 22225 At MII of aPHY
SF20 TX_ER pulled downiif notac- | 22.2.2.5 At MII of arepeater or MAC/
tively driven RS only
SF21 RX_DV transitions 22.2.2.6 Synchronous with RX_CLK
SF22 RX_DV assertion 22.2.2.6 From first recovered nibble to
final nibble of aframe per
figure 22-6
SF23 RX_DV negation 22.2.2.6 M Before thefirst RX_CLK fol-
lows the final nibble per
figure 22-6
SF24 RXD<3:0> effect on Reconcil- | 22.2.2.7 M No effect
iation sublayer while RX_DV
is de-asserted
SF25 RX_ER assertion 222238 By PHY to indicate error
SF26 RX_ER transitions 22.2.2.8 Synchronous with RX_CLK
SF27 RX_ER effect on Reconcilia- 222238 No effect
tion sublayer while RX_DV is
de-asserted
SF28 CRS assertion 22229 M By PHY when either transmit
or receive iSNON-IDLE
SF29 CRS de-assertion 22229 M By PHY when both transmit
and receive are IDLE
SF30 CRS assertion during collision | 22.2.2.9 Remain asserted throughout
SF31 COL assertion 22.2.2.10 By PHY upon detection of col-
lision on medium
SF32 COL remains asserted while 22.2.2.10 M
collision persists
SF33 COL response to SQE 22.2.2.10 M Assertion by PHY
SF34 MDC min high/low time 222211 M 160 ns
SF35 MDC min period 222211 M 400 ns
SF36 MDIO usesthree-state drivers | 22.2.2.12 M
SF37 PHY pullup on MDIO 222212 M 1.5kQ + 5% (to +5V)
SF38 STA pulldown on MDIO 222212 M 2kQ+5% (to0V)
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22.7.3.3 Frame structure

Item Feature Subclause Status | Support Value/Comment
FS1 Format of transmitted frames 22.2.3 M Per figure 22-10
FS2 Nibble transmission order 2223 M Per figure 22-11
FS3 Preamble 7 octets long 222321 M 1010101010101010 10101010
10101010
10101010 10101010
10101010
F4 Preamble and SFD transmis- 222321 M Per table 22-3
sion
FS5 Preamble and SFD reception 222322 M Per table 22-4, table 22-5
FS6 N octets transmitted as 2N 22.2.3.3 M Per figure 22-11
nibbles
FS7 Indication of excess nibbles 22.2.35 M Frame contains non-integer
number of octetsis received

22.7.3.4 Management functions

Item Feature Subclause Status | Support Value/Comment

MF1 Incorporate of basic register set | 22.2.4 M Two 16-bit registers as Control
register (register 0) and Status
register (register 1)

MF2 Action on reset 222411 M Reset theentire PHY including
Control and Status to default
valueand 0.15< 1

MF3 Return 1 until reset completed | 22.2.4.1.1 M Yes(whenresetisdone, 0.15is
self clearing)

MF4 Reset completeswithin 0.5 s 222411

MF5 L oopback mode 222412 M Whenever 0.14is1

MF6 Receive circuitry isolated from | 22.2.4.1.2
network in loopback mode

MF7 Effect of assertionof TX_ENin | 22.2.4.1.2 M No transmission
loopback mode

MF8 Propagation of datain loop- 222412 M PHY accepts transmit data and
back mode return it as receive data

MF9 Delay fromTX_ENtoRX_DV | 22.24.1.2 M Lessthan 512 BT
in loopback mode

MF10 Behavior of COL in loopback 222412 M De-asserted (for 0.7 = 0)
mode

MF11 Behavior of COL in loopback 222412 M If 0.7=1, see MF33 and MF34
mode
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Item Feature Subclause Status | Support Value/Comment
MF12 Value of speed selection bit for | 22.2.4.1.3 M Set to match the correct PHY
single speed PHY speed
MF13 Single speed PHY ignores 222413 M
writes to speed selection bit
MF14 Auto-Negotiation enable 222414 By setting 0.12=1
MF15 Duplex mode, speed selection 222414 If 0.12=1, bits0.13 and 0.8
have no effect when Auto-Ne- have no effect on link configu-
gotiation is enabled ration
MF16 PHY without Auto-Negotiation | 22.2.4.1.4 M Yes (if 1.3=0, then 0.12=0)
returns value of zero
MF17 PHY without Auto-Negotiation | 22.2.4.1.4 M Yes (if 1.3=0, 0.12 always =0
ignores writes to enable bit and cannot be changed)
MF18 Response to management 222415 M Remains active
transactionsin power down
MF19 Spurious signalsin power 222415 M None (not allowed)
down
MF20 | TX_CLK and RX_CLK stahi- | 22.24.15 M Yes (after both bits 0.11 and
lizewithin0.5s 0.10 are cleared to zero)
MF21 PHY Responsetoinputsignals | 22.2.4.1.6 M NONE
whileisolated
MF22 High impedance on PHY out- 222416 M Yes (TX_CLK, RX_CLK,
put signals while isolated RX_DV, RX_ER, RXD<3:0>,
COL, and CRS)
MF23 Response to management 22.2.4.1.6 M Remains active
transactions while isolated
MF24 Default value of isolate 222416 0.10=1
MF25 PHY without Auto-Negotiation | 22.2.4.1.7 09=0if1.3=00r0.12=0
returns value of zero
MF26 PHY without Auto-Negotiation | 22.2.4.1.7 M 0.9 =0, cannot be changed if
ignores writes to restart bit 1.3=00r012=0
MF27 Restart Auto-Negotiation 222417 M When 0.9=1if 0.12=1and
13=1
MF28 Return 1 until Auto-Negotia- 222417 M 0.9 isself clearingto 0
tion initiated
MF29 Auto-Negotiation not effected | 22.2.4.1.7 M
by clearing bit
MF30 | Valueof duplex mode bit for 222418 M Set 0.8 to match the correct
PHY s with one duplex mode PHY duplex mode
MF31 PHY with one duplex modeig- | 22.2.4.1.8 M Yes (0.8 remains unchanged)
nores writes to duplex bit
MF32 Loopback not affected by du- 222418 M Yes (0.8 has no effect on PHY
plex mode when 0.14 = 1)
MF33 Assertion of COL in collision 222419 M Within 512 BT after TX_ENis
test mode asserted
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Item Feature Subclause Status | Support Value/Comment
MF34 De-assertion of COL in colli- 222419 M Within 4 BT after TX_EN is
sion test mode de-asserted

MF35 Reserved bits written as zero 22.2.4.1.10

MF36 Reserved bitsignored when 22.2.4.1.10
read

MF37 PHY returnsOQinreserved bits | 22.2.4.1.10

MF38 Effect of writeon statusregister | 22.2.4.2 M No effect

MF39 Reserved bitsignored when 22.2.4.2.6
read

MF40 PHY returnsQinreserved bits | 22.2.4.2.6

MF41 PHY returnsOif Auto-Negotia- | 22.2.4.2.8 M Yes (1.5=0when 0.12=0)
tion disabled

MF42 PHY returnsOif it lacksability | 22.2.4.2.8 M Yes(1.5=0when 1.3=0)
to perform Auto-Negotiation

MF43 Remote fault has latching 222429 M Yes (once set will remain set
function until cleared)

MF44 Remote fault cleared on read 222429 M Yes

MF45 Remote fault cleared on reset 222429 M Yes (when 0.15=1)

MF46 PHY without remote fault re- 222429 M Yes (1.4 dways 0)
turns value of zero

MF47 Link status has latching 2224211 | M Yes (once cleared by link fail-
function urewill remain cleared until

read by MII)

MF48 Jabber detect haslatching func- | 22.2.4.212 | M Yes (once set will remain set

tion until cleared)

MF49 Jabber detect cleared on read 2224212

MF50 Jabber detect cleared on reset 2224212

MF51 100BASE-T4and 100BASE-X | 2224212 | M Yes (1.1 dways=0for
PHY sreturn O for jabber detect 100BASE-T4 and 100BA SE-
TX)
MF52 MDIO not driven if register 22243 M Yes (MDIO remain highim-
read is unimplemented pedance)
MF53 Write has no effect if register 22243 M

written is unimplemented

MF54 Registers 2 and 3 constitute 222431 M
unique identifier for PHY type

MF55 MSB of PHY identifier is2.15 | 22.2.4.3.1

MF56 LSB of PHY identifier is3.0 222431

MF57 Composition of PHY identifier | 22.2.4.3.1 M 22-bit OUI, 6-bit model, 4-bit
version per figure 22-12

MF58 Format of management frames | 22.2.4.4 M Per table 22-9
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Item Feature Subclause Status | Support Value/Comment

MF59 Idle condition on MDIO 222441 M High impedance state

MF60 MDIO preamble sent by STA 222442 M 32 contiguous logic one bits

MF61 MDIO preamble observed by 222442 M 32 contiguous logic one bits

PHY

MF62 Assignment of PHYAD 0 222445 M Address of PHY attached via
Mechanical Interface

MF63 Assignment of REGAD 0 222446 M MII control register address

MF64 Assignment of REGAD 1 22.2.4.4.6 M MII status register address

MF65 Highimpedanceduringfirst bit | 22.2.4.4.7
time of turnaround in read
transaction

MF66 PHY driveszeroduring second | 22.2.4.4.7 M
bit time of turnaround in read
transaction

MF67 STA drivesMDIO during turn- | 22.2.4.4.7 M
around in write transaction

MF68 First data bit transmitted 222448 M Bit 15 of the register being ad-
dressed
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22.7.3.5 Signal timing characteristics

Item Feature Subclause Status | Support Value/Comment
STl Timing characteristics mea- 22.3 M
sured in accordance with
annex 22C
ST2 Transmit signal clock to output | 22.3.1 M Min=0ns;, Max = 25 ns
delay per figure 22-14
ST3 Receive signal setup time 22.3.2 M Min = 10 ns per figure 22-15
ST4 Receive signa hold time 2232 M Min = 10 ns per figure 22-15
ST5 MDIO setup and hold time 2234 M Setup min =10 ns; Hold min =
10 ns per figure 22-16
ST6 MDIO clock to output delay 2234 M Min = 0ns; Max = 300 ns
per figure 22-17

22.7.3.6 Electrical characteristics

Item Feature Subclause Status | Support Value/Comment

EC1 Signal paths are either pointto | 22.4.2 M
point, or a sequence of point-
to-point transmission paths

EC2 MII uses unbalanced signal 224.2 M
transmission paths

EC3 Characteristic impedance of 224.2 M 68 Q + 15%
electrically long paths

EC4 Output impedance of driver 2242 M On all electricaly long point to
used to control reflections point signal paths

EC5 Von 22431 M 224V (lgh=—4mA)

EC6 Vo 22431 M <04V (Ig=4mA)

EC7 Performance requirements to 22432 M Min switching potential change
be guaranteed by ac specifica- (including itsreflection) = 1.8V
tions

EC8 Vin(min) 22.4.4.1 M 2V

EC9 Vilmax) 22441 M 0.8V

EC10 Input current measurement 22442 M At MII connector
point

EC11 Input current reference poten- 22442 M Reference to MII connector
tias +5V and COMMON pins

EC12 Input current reference poten- 22442 M OV to525V
tial range

EC13 Input current limits 22442 M Per table 22-10
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Item Feature Subclause Status | Support Value/Comment

EC14 Input capacitance for signals 224.4.3 M <8pF
other than MDIO

EC15 Input capacitance for MDIO 22443 <10 pF

EC16 Twisted-pair composition 2245 Conductor for each signal with

dedicated return path

EC17 Single-ended characteristicim- | 22.4.5.2 M 68 Q + 10%
pedance

EC18 Characteristicimpedance mea- | 22.4.5.2 M With return conductor connect-
surement method ed to cable shield

EC19 Twisted-pair propagation delay | 22.4.5.3 <25ns

EC20 Twisted-pair propagationdelay | 22.4.5.3 With return conductor connect-
measurement method ed to cable shield

EC21 Twisted-pair propagationdelay | 22.4.5.3 M 25 MHz
measurement frequency

EC22 Twisted-pair propagationdelay | 22.4.5.4 M <0.1lns
variation

EC23 Twisted-pair propagationdelay | 22.4.5.4 M With return conductor connect-
variation measurement method ed to cable shield

EC24 Cable shield termination 22455 M To the connector shell

EC25 Cable conductor DC resistance | 22.4.5.6 M <150 mQ

EC26 Effect of hot insertion/removal | 22.4.6 M Causes no damage

EC27 State of PHY output buffers 22.4.6 M High impedance
during hot insertion

EC28 State of PHY output buffersaf- | 22.4.6 M High impedance until enabled
ter hot insertion vialsolate bit
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Item Feature Subclause Status | Support Value/Comment
pPSs1 Regulated power supply 225 M To PHY by Reconciliation
provided sublayer
ps2 Power supply lines 225 M +5V and COMMON (return of
+5V)
PS3 Regulated supply voltagelimits | 22.5.1 5Vdc + 5%
P4 Over/under voltage limits 2251 Over limit =5.25Vdc
Under limit=0V
PS5 Load current limit 2252 750 mA
PS6 Surge current limit 2252 < 5A peak for 10 ms
pPS7 PHY can power up from cur- 225.2 From 750 mA current limited
rent limited source source
PS8 Short-circuit protection 2253 M When +5V and COMMON are
shorted
22.7.3.8 Mechanical characteristics
Item Feature Subclause Status | Support Value/Comment
*MC1 | Useof Mechanical Interface 226 (0] Optiona
MC2 | Connector reference standard 226.1 MC1L:M IEC 1076-3-101: 1995
MC3 | Useof female connector 226.1 MC1L:M At MAC/RS side
MC4 | Useof male connector 22.6.1 MC1:M At PHY mating cable side
MC5 | Connector shell plating 22.6.2 MCL:M Use conductive material
MC6 | Shield transfer impedance 22.6.2 MC1:M After 500 cycles of mating/
unmating, per table 22-11
MC7 | Additionstoprovideforfemale | 22.6.2 MCL:M On shell of conductor with
shell to male shell conductivity male contacts
MC8 | Clearance dimensions 22.6.4 MCL1:M 15 mm x 50 mm, per
figure 22-19
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23. Physical Coding Sublayer (PCS), Physical Medium Attachment (PMA)
sublayer and baseband medium, type 100BASE-T4

23.1 Overview

The 100BASE-T4 PCS, PMA, and baseband medium specifications are aimed at users who want 100 Mb/s
performance, but would like to retain the benefits of using voice-grade twisted-pair cable. 100BASE-T4 sig-
naling requires four pairs of Category 3 or better cable, installed according to 1SO/IEC 11801: 1995, as
specified in 23.6. This type of cable, and the connectors used with it, are simple to install and reconfigure.
100BA SE-T4 does not transmit a continuous signal between packets, which makes it useful in battery pow-
ered applications. The 100BASE-T4 PHY is one of the 100BASE-T family of high-speed CSMA/CD net-
work specifications.

23.1.1 Scope

This clause defines the type 100BASE-T4 Physical Coding Sublayer (PCS), type 100BASE-T4 Physical
Medium Attachment (PMA) sublayer, and type 100BASE-T4 Medium Dependent Interface (MDI).
Together, the PCS and PMA layers comprise a 100BASE-T4 Physical Layer (PHY). Provided in this docu-
ment are full functional, electrical, and mechanical specifications for the type 100BASE-T4 PCS, PMA, and
MDI. This clause also specifies the baseband medium used with 100BASE-T4.

23.1.2 Objectives
The following are the objectives of 100BASE-T4:

a)  To support the CSMA/CD MAC.

b)  To support the 100BASE-T MII, Repeater, and optional Auto-Negotiation.

¢) To provide 100 Mb/s datarate at the MI.

d) To provide for operating over unshielded twisted pairs of Category 3, 4, or 5 cable, installed as hori-
zonta runs in accordance with ISO/IEC 11801: 1995, as specified in 23.6, at distances up to 100 m
(328 ft).

e) Toadlow for anominal network extent of 200 m, including:
1) Unshielded twisted-pair links of 100 m.
2) Two-repeater networks of approximately a 200 m span.

f)  To provide a communication channel with a mean ternary symbol error rate, at the PMA service
interface, of less than one part in 108.

23.1.3 Relation of 100BASE-T4 to other standards

Relations between the 100BASE-T4 PHY and the ISO Open Systems Interconnection (OSl) reference
model and the IEEE 802.3 CSMA/CD LAN model are shown in figure 23-1. The PHY Layers shownin fig-
ure 23-1 connect one clause 4 Media Access Control (MAC) layer to a clause 27 repeater. This clause also

discusses other variations of the basic configuration shown in figure 23-1. This whole clause builds on
clauses 1 through 4 of this standard.

23.1.4 Summary
The following paragraphs summarize the PCS and PMA clauses of this document.
23.1.4.1 Summary of Physical Coding Sublayer (PCS) specification

The 100BASE-T4 PCS couples a Media Independent Interface (MI1), as described in clause 22, to a Physical
Medium Attachment sublayer (PMA).
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oSl
REFERENCE LAN
MODEL CSMA/CD
LAYERS LAYERS
APPLICATION HIGHER LAYERS
PRESENTATION LLC—LOGICAL LINK CONTROL
SESSION MAC—MEDIA ACCESS CONTROL

TRANSPORT RECONCILIATION
NETWORK *MIl—»
DATA LINK ** PHY
PHYSICAL
MDI —p
To 100 Mb/s Baseband Repeater Set
MEDIUM
LMEDIUMJ or to T00BASE-T4 PHY (point-to-point link)
100 Mb/s
MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
MIl = MEDIA INDEPENDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT
PHY = PHYSICAL LAYER DEVICE
* Ml is optional.

** AUTONEG communicates with the PMA sublayer through the PMA service interface messages
PMA_LINK request and PMA_LINK indicate.
*** AUTONEG is optional.

Figure 23-1—Type 100BASE-T4 PHY relationship to the ISO Open Systems
Interconnection (OSI) reference model and the IEEE 802.3 CSMA/CD LAN model

The PCS Transmit function accepts data nibbles from the MII. The PCS Transmit function encodes these
nibbles using an 8B6T coding scheme (to be described) and passes the resulting ternary symbols to the
PMA. In the reverse direction, the PMA conveys received ternary symbols to the PCS Receive function. The
PCS Receive function decodes them into octets, and then passes the octets one nibble at a time up to the MII.
The PCS also contains a PCS Carrier Sense function, a PCS Error Sense function, a PCS Collision Presence
function, and a management interface.

Figure 23-2 shows the division of responsibilities between the PCS, PMA, and MDI layers.

Physical level communication between PHY entities takes place over four twisted pairs. This specification
permits the use of Category 3. 4, or 5 unshielded twisted pairs, installed according to ISO/IEC 11801: 1995,
as specified in 23.6. Figure 23-3 shows how the PHY manages the four twisted pairs at its disposal.

The 100BASE-T4 transmission algorithm always leaves one pair open for detecting carrier from the far end
(see figure 23-3). Leaving one pair open for carrier detection in each direction greatly simplifies media access
control. All collision detection functions are accomplished using only the unidirectional pairs TX D1 and
RX D2, in a manner similar to 10BASE-T. This collision detection strategy leaves three pairs in each direction
free for data transmission, which uses an 8B6T block code, schematically represented in figure 23-4.

8B6T coding, as used with 100BASE-T4 signaling, maps data octets into ternary symbols. Each octet is

mapped to a pattern of 6 ternary symbols, called a 6T code group. The 6T code groups are fanned out to
three independent serial channels. The effective data rate carried on each pair is one third of 100 Mb/s,

This is angé\rchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00099



IEEE

CSMA/CD Std 802.3u-1995
Optional clause 28: link_control
MDC o  Management interface has LINK
MDIO pervasive connections to all blocks INTEGRITY
link_status
TX_CLK <4——

TXD<3:.0>—p{ PCS tx_code_element ;%'81 !
TX_ER ——p{ TRANSMIT —— -
L= PMA

_ 4‘*—‘ y TRANSMIT »
v y
coL < PCS Hig
+ v A COLLISION RX_D2 +
PCS CARRIER PRESENCE RX_D2 —
CRS SENSE
y K
) BI D3 +
RX_CLK4—— pog carrier_status PMA CARRIER 1% D3 -
RXD<3:0>¢—— RECEIVE ;_‘ SENSE
RX_DV 4— L BILD4+
codeword_error 4 P < »BI_D4 -
dc_balance_error rx_code_vector | pma PMA
eop_error
y ALIGN|¢ RECEIVE
RX ER4— PCS ERROR
| SENSE < rxerror_status P <
MEDIA CLOCK MEDIUM
INDEPENDENT PMA SERVICE RECOVERY DEPENDENT
INTERFACE INTERFACE INTERFACE
i, (MDI)
<«—— PCs > < PMA >
< PHY

»
Ld

(INCLUDES PCS AND PMA)

Figure 23-2—Division of responsibilities between 100BASE-T4 PCS and PMA

TX_D1 4{> —>

TX_D1
Detect  Rx_D2 < Rx_D2  Detect
collisions collisions
on RX_D2 > on RX_D2
BI_D3 ] ' < BI_D3
4{>"| —>
<« Bl_D4

Bl_D4
~

DTE X Repeater with internal crossover

(crossover is optional—see 23.7.2)

Figure 23-3—Use of wire pairs
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(? gicttset) input data stream
IIIIIIIIIIIIII|IIIIIIIIIIIIII‘
NN T T T 0 A A I A I
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which is 33.333... Mb/s. The ternary symbol transmission rate on each pair is 6/8 times 33.33 Mb/s, or pre-
cisely 25.000 MHz.

Refer to annex 23A for a complete listing of 8B6T code words.

The PCS functions and state diagrams are specified in 23.2. The PCS electrical interface to the MII conforms
to the interface requirements of clause 21. The PCS interface to the PMA is an abstract message-passing
interface specified in 23.3.

23.1.4.2 Summary of physical medium attachment (PMA) specification

The PMA couples messages from the PMA service interface onto the twisted-pair physical medium. The
PMA provides communications, at 100 Mb/s, over four pairs of twisted-pair wiring up to 100 m in length.

The PMA Transmit function, shown in figure 23-2. comprises three independent ternary data transmitters.
Upon receipt of a PMA_UNITDATA request message. the PMA synthesizes one ternary symbol on each of
the three output channels (TX_DI1, BI_D3, and BI_D4). Each output driver has a fernary output, meaning
that the output waveform can assume any of three values, corresponding to the transmission of ternary sym-
bols CS0, CS1 or CS-1 (see 23.4.3.1) on each of the twisted pairs.

The PMA Receive function comprises three independent ternary data receivers. The receivers are responsi-
ble for acquiring clock, decoding the Start of Stream Delimiter (SSD) on each channel, and providing data to
the PCS in the synchronous fashion defined by the PMA UNITDATA .indicate message. The PMA also con-
tains functions for PMA Carrier Sense and Link Integrity.

PMA functions and state diagrams appear in 23.4. PMA electrical specifications appear in 23.5.

23.1.5 Application of 100BASE-T4
23.1.5.1 Compatibility considerations

All implementations of the twisted-pair link shall be compatible at the MDI. The PCS, PMA, and the
medium are defined to provide compatibility among devices designed by different manufacturers. Designers
are free to implement circuitry within the PCS and PMA (in an application-dependent manner) provided the
MDI (and MII, when implemented) specifications are met.

23.1.5.2 Incorporating the 100BASE-T4 PHY into a DTE

The PCS is required when used with a DTE. The PCS provides functions necessary to the overall system
operation (such as 8B6T coding) and cannot be omitted. Refer to figure 23-1.

This is angg\rchive IEEE Standard. It has been superseded by a later version of this standard.
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When the PHY is incorporated within the physical bounds of a DTE, conformance to the MIl interface is
optional, provided that the observable behavior of the resulting system is identical to a system with a full
MII implementation. For example, an integrated PHY may incorporate an interface between PCS and MAC
that islogically equivalent to the MII, but does not have the full output current drive capability called for in
the MII specification.

23.1.5.3 Use of 100BASE-T4 PHY for point-to-point communication

The 100BASE-T4 PHY, in conjunction with the MAC specified in clauses 1-4 (including parameterized val-
uesin 4.4.2.3 to support 100 Mb/s operation), may be used at both ends of alink for point-to-point applica-
tions between two DTEs. Such a configuration does not require a repeater. In this case each PHY may
connect through an Ml to its respective DTE. Optionally, either PHY (or both PHY s) may be incorporated
into the DTEs without an exposed MII.

23.1.5.4 Support for Auto-Negotiation

The PMA service interface contains primitives used by the Auto-Negotiation algorithm (clause 28) to auto-
matically select operating modes when connected to alike device.

23.2 PCS functional specifications

The 100BASE-T4 PCS couples a Media Independent Interface (MII), as described in clause 22, to a
100BASE-T4 Physical Medium Attachment sublayer (PMA).

At itsinterface with the MII, the PCS communicates via the electrical signals defined in clause 22.

The interface between PCS and the next lower level (PMA) is an abstract message-passing interface
described in 23.3. The physical realization of this interface is left to the implementor, provided the require-
ments of this standard, where applicable, are met.

23.2.1 PCS functions

The PCS comprises one PCS Reset function and five simultaneous and asynchronous operating functions.
The PCS operating functions are PCS Transmit, PCS Receive, PCS Error Sense, PCS Carrier Sense, and
PCS Caollision Presence. All operating functions start immediately after the successful completion of the
PCS Reset function.

The PCS reference diagram, figure 23-5, shows how the five operating functions relate to the messages of
the PCS-PMA interface. Connections from the management interface (signals MDC and MDIO) to other
layers are pervasive, and are not shown in figure 23-5. The management functions are specified in clause 30.
See also figure 23-6, which defines the structure of frames passed from PCS to PMA. See also figure 23-7,
which presents a reference model helpful for understanding the definitions of PCS Transmit function state
variables ohr1-4 and tsr.

23.2.1.1 PCS Reset function

The PCS Reset function shall be executed any time either of two conditions occur. These two conditions are
“power on” and the receipt of areset request from the management entity. The PCS Reset function initializes
all PCS functions. The PCS Reset function sets pcs_reset < ON for the duration of itsreset function. All state
diagrams take the open-ended pcs_reset branch upon execution of the PCS Reset function. The reference
diagrams do not explicitly show the PCS Reset function.

This is an Archive IEEE Standard. It has been superseded by a later version of this standgyd.
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Figure 23-5—PCS reference diagram

23.2.1.2 PCS Transmit function
The PCS Transmit function shall conform to the PCS Transmit state diagram in figure 23-8.

The PCS Transmit function receives nibbles from the TXD signals of the MII, assembles pairs of nibbles to
form octets, converts the octets into 6T code groups according to the 8B6T code table, and passes the result-
ing ternary data to the PMA using the PMA UNITDATA request message. The state diagram of figure 23-8
depicts the PCS Transmit function operation. Definitions of state variables tsr, ohr, sosa, sosb, eopl-5, and
tx_extend used in that diagram. as well as in the following text, appear in 23.2.4.1. The physical structure
represented in figure 23-7 is not required; it merely serves to explain the meaning of the state diagram vari-
ables ohr and tsr in figure 23-8. Implementors are free to construct any logical devices having functionality
identical to that described by this functional description and the PCS Transmit state diagram, figure 23-8.

PCS Transmit makes use of the tsr and ohr shift registers to manage nibble assembly and ternary symbol
transmission. Nibbles from the MII go into tsr, which PCS Transmit reads as octets. PCS Transmit then
encodes those octets and writes 6T code groups to the ohr registers. The PMA UNITDATA request message
passes ternary symbols from the ohr registers to the PMA. In each state diagram block, the ohr loading oper-
ations are conducted first, then tx_code_vector is loaded and the state diagram waits 40 ns.

The first 5 octets assembled by the PCS Transmit function are encoded into the sosa code word and the next
3 octets assembled are encoded into the sosb code word. This guarantees that every packet begins with a
valid preamble pattern. This is accomplished by the definition of tsr. In addition, the PCS Transmit state dia-
gram also specifies that at the start of a packet all three output holding registers ohrl, ohr3 and ohr4 will be
loaded with the same value (sosa). This produces the ternary symbols labeled P3 and P4 in figure 23-6.

This is angérchive IEEE Standard. It has been superseded by a later version of this standard.
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At the conclusion of the MAC frame, the PCS Transmit function appends eopl-5. This is accomplished by
defining a variable tx_extend to stretch the TX_EN signal, and defining tsr during this time to be a sequence
of constants that decodes to the proper eop code groups.

The encoding operation shall use the 8B6T code table listed in annex 23A, and the dc balance encoding rules
listed below. Encoding is performed separately for each transmit pair.

23.2.1.2.1 DC balance encoding rules

The encoding operation maintains dc balance on each transmit pair by keeping track of the cumulative
weight of al 6T code groups (see weight of 6T code group, annex 21A) transmitted on that pair. For each
pair, it initiates the cumulative weight to O when the PCS Transmit function isin the AWAITING DATA TO
TRANSMIT state. All 6T code groups in the code table have weight 0 or 1. The dc balance algorithm condi-
tionally negates transmitted 6T code groups, so that the code weights transmitted on the line include 0, +1,
and —1. This dc balance algorithm ensures that the cumulative weight on each pair at the conclusion of each
6T code group is always either 0 or 1, so only one bit per pair is needed to store the cumulative weight. As
used below, the phrase “invert the cumulative weight bit” means“if the cumulative weight bit is zero then set
it to one, otherwise set it to zero.”

After encoding any octet, except the constants sosa, sosb, eopl-5 or bad_code, update the cumulative weight
bit for the affected pair according to rules a) through c):

a) If the 6T code group weight is 0, do not change the cumulative weight.

b) If the 6T code group weight is 1, and the cumulative weight hit is 0, set the cumulative weight bit to 1.

c) If the 6T code group weight is 1, and the cumulative weight bit is also 1, set the cumulative weight
bit to 0, and then algebraically negate all the ternary symbol valuesin the 6T code group.

After encoding any of the constants sosa, sosh, or bad code, update the cumulative weight bit for the
affected pair according to rule d):

d) Do not change the cumulative weight. Never negate sosa, sosb or bad_code.

After encoding any of the constants eopl-5, update the cumulative weight bit for the affected pair according
torulese) and f):

e) If the cumulative weight is 0, do not change the cumulative weight; algebraically negate all the ter-
nary symbol valuesin eopl-5.
f)  If the cumulative weight is 1, do not change the cumulative weight.

NOTE—The inversion rulesfor eopl-5 are opposite rule b). That makes eop1-5 look very unlike normal data, increasing
the number of errors required to synthesize a fal se end-of-packet marker.

23.2.1.3 PCS Receive function
The PCS Receive function shall conform to the PCS Receive state diagram in figure 23-9.

The PCS Receive function accepts ternary symbols from the PMA, communicated via the
PMA_UNITDATA.indicate message, converts them using 8B6T coding into a nibble-wide format and
passes them up to the MI1. Thisfunction aso generates RX_DV. The state diagram of figure 23-9 depictsthe
PCS Receive function. Definitions of state variables ih2, ih3, and ih4 used in that diagram, as well asin the
following text, appear in 23.2.4.1.

The last 6 values of the rx_code_vector are available to the decoder. PCS Receive makes use of these stored
rx_code_vector values aswell asthe ih2-4 registers to manage the assembly of ternary symbolsinto 6T code
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groups, and the conversion of decoded data octetsinto nibbles. The last 6 ternary symbolsfor pair Bl_D3 (as
extracted from the last 6 values of rx_code_vector) are referred to in the state diagram as Bl_D3[0:5]. Other
pairs are referenced accordingly.

The PCS Receive state diagram starts the first time the PCS receives a PMA_UNITDATA .indicate message
with rx_code_vector=DATA (as opposed to IDLE or PREAMBLE). The contents of this first
PMA_UNITDATA. .indicate (DATA) message are specified in 23.4.1.6.

After the sixth PMA_UNITDATA. indicate (DATA) message (state DECODE CHANNEL 3), there is
enough information to decode the first data octet. The decoded data is transmitted across the MlI in two
parts, aleast significant nibble followed by a most significant nibble (see clause 22).

During state COLLECT 4TH TERNARY SYMBOL the PCS Receive function raises RX_DV and begins
shifting out the nibbles of the 802.3 MAC SFD, least significant nibble first (SFD:LO). The most significant
nibble of the 802.3 MAC SFD, called SFD:HI, is sent across the MII during the next state, COLLECT 5TH
TERNARY SYMBOL.

Once eop is signaled by the decode operation, the state diagram de-asserts RX_DV, preventing the end-of-
packet bits from reaching the MI1. At any time that RX_DV is de-asserted, RXD<3:0> shall be al zeroes.

The decode operation shall use the 8B6T code table listed in annex 23A, and the error-detecting rules listed
in 23.2.1.3.1. Decoding and maintenance of the cumulative weight bit is performed separately for each
receive pair.

23.2.1.3.1 Error-detecting rules

The decoding operation checks the dc balance on each receive pair by keeping track of the cumulative
weight of all 6T code group received on that pair. For each pair, initialize the cumulative weight to O when
the PCS Receive function isin the AWAITING INPUT state. As in the encoding operation, only one bit per
pair is needed to store the cumulative weight.

Before decoding each octet, check the weight of the incoming code group and then apply rules @) through h)
in sequence:

a) If thereceived code group is eopl (or its negation), set eop=ON. Then check the other pairs for con-
formance to the end-of-packet rules as follows: Check the last four ternary symbols of the next pair,
and the last two ternary symbols from the third pair for exact conformance with the end-of-packet
pattern specified by PCS Transmit, including the cumulative weight negation rules. If the received
data does not conform, set the internal variable eop_error=ON. Skip the other rules.

b) If the received code group weight is greater than 1 or less than —1, set the internal variable
dc_balance_error=ON. Decode to all zeros. Do not change the cumulative weight.

c) If the received code group weight is zero, use the code table to decode. Do not change the cumula-
tive weight.

d) If the received code group weight is +1, and the cumulative weight bit is O, use the code table to
decode. Invert the cumulative weight hit.

e) If thereceived code group weight is—1, and the cumulative weight bit is 1, algebraically negate each
ternary symbol in the code group and then use the code table to decode. Invert the cumulative weight
bit.

f)  If the received code group weight is +1 and the cumulative weight bit is 1, set the internal variable
dc_balance_error=ON. Decode to al zeros. Do not change the cumulative weight.

g) If thereceived code group weight is —1 and the cumulative weight bit is 0, set the internal variable
dc_balance_error=ON. Decode to al zeros. Do not change the cumulative weight.

h)  If the (possibly negated) code group is not found in the code table, set codeword_error =ON. Decode
to al zeros. Do not change the cumulative weight.
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The variables dc_balance_error, eop_error and codeword_error shall remain OFF at all times other than
those specified in the above error-detecting rules.

The codeword_error=ON indication for a (possibly negated) code group not found in the code table shall set
RX_ER during the transfer of both affected data nibbles across the Ml |.

The dc_balance_error=ON indication for a code group shall set RX_ER during the transfer of both affected
data nibbles across the MII.

The eop_error=ON indication shall set RX_ER during the transfer of the last decoded data nibble of the pre-
vious octet across the MII. That is a least one RX_CLK period earlier than the requirement for
codeword_error and dc_balance_error.

These timing requirements imply consideration of implementation delays not specified in the PCS Receive
state diagram.

RX_DV isasserted coincident with the transmission across the M1 of valid packet data, including the clause
4 MAC SFD, but not including the 100BASE-T4 end-of-packet delimiters eop1-5. When a packet is trun-
cated due to early de-assertion of carrier_status, an RX_ER indication shall be generated and RX_DV shall
be de-asserted, halting receive processing. The PCS Receive Function may use any of the existing signas
codeword_error, dc_balance_error, or eop_error to accomplish this function.

23.2.1.4 PCS Error Sense function

The PCS Error Sense function performs the task of sending RX_ER to the MIl whenever
rxerror_status=ERROR is received from the PMA sublayer or when any of the PCS decoding error condi-
tions occur. The PCS Error Sense function shall conform to the PCS Error Sense state diagram in figure 23-
10.

Upon detection of any error, the error sense process shall report RX_ER to the MII before the last nibble of
the clause 4 MAC frame has been passed across the MII. Errors attributable to a particular octet are reported
to the MII coincident with the octet in which they occurred.

Thetiming of rxerror_status shall cause RX_ER to appear on the MII no later than the last nibble of the first
data octet in the frame.

23.2.1.5 PCS Carrier Sense function

The PCS Carrier Sense function shall perform the function of controlling the MIl signal CRS according to
the rules presented in this clause.

While link_status = OK, CRS is asserted whenever rx_crs=ON or TX_EN=1, with timing as specified in
23.11.2, and table 23-6.

23.2.1.6 PCS Caollision Presence function

A PCS collision is defined as the simultaneous occurrence of tx_code vectorzIDLE and the assertion of
carrier_status=ON while link_status=OK. While a PCS collision is detected, the MIl signal COL shall be
asserted, with timing as specified in 23.11.2 and table 23-6.

At other times COL shall remain de-asserted.
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23.2.2 PCS interfaces
23.2.2.1 PCS—Mll interface signals

The following signals are formally defined in 22.2.2. Jabber detection as specified in 22.2.4.2.12 is not

required by this standard.
Table 23-1—Mll interface signals
Signal name Meaning
TX_CLK Transmit Clock
TXD<3:0> Transmit Data
TX_ER Forces transmission of illegal code
TX_EN Frames Transmit Data
COL Collision Indication
CRS Non-Idle Medium Indication
RX_CLK Receive Clock
RXD<3:0> Receive Data
RX_DV Frames Receive SFD and DATA
RX_ER Receive Error Indication
MDC Management Data Clock
MDIO Management Data

23.2.2.2 PCS—-Management entity signals

The management interface has pervasive connections to all functions. Operation of the management control
lines MDC and MDIO, and requirements for managed objects inside the PCS and PMA, are specified in
clauses 22 and 30, respectively.

The loopback mode of operation shall be implemented in accordance with 22.2.4.1.2. The loopback mode of
operation loops back transmit data to receive data, thus providing away to check for the presence of a PHY.

No spurious signals shall be emitted onto the MDI when the PHY is held in power-down mode as defined in
22.2.4.15 (even if TX_EN is ON) or when released from power-down mode, or when external power isfirst
applied to the PHY.

23.2.3 Frame structure

Frames passed from the PCS sublayer to the PMA sublayer shall have the structure shown in figure 23-6.
This figure shows how ternary symbols on the various pairs are synchronized as they are passed by the
PMA_UNITDATA.indicate and PMA_UNITDATA request messages. Time proceeds from left to right in
the figure.

In the frame structure example, the last 6T code group, DATA N, happens to appear on transmit pair BI_D3.
It could have appeared on any of the three transmit pairs, with the five words eopl through eop5 appended
afterward as the next five octets in sequence. The end of packet as recognized by the PCS is defined as the
end of the last ternary symbol of eopl. At this point areceiver has gathered enough information to locate the
last word in the packet and check the dc balance on each pair.

If the PMA serviceinterface is exposed, data carried between PCS and PMA by the PMA_UNITDATA.indi-
cate and PMA_UNITDATA request messages shall have a clock in each direction. Details of the clock
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Figure 23-6—PCS sublayer to PMA sublayer frame structure

implementation are |eft to the implementor. The choice of binary encoding for each ternary symbol isleft to
the implementor.

The following frame elements appear in figure 23-6 (ternary symbols are transmitted leftmost first):

SOSA Thesuccession of sixternary symbols: [ 1 -1 1 -1 1 -1],whichistheresult of
encoding the constant sosa.

SOSB Thesuccession of sixternary symbols; [ 1 -1 1 -1 -1 1], whichistheresult of
encoding the constant sosb.

P3 The succession of two ternary symbols: [ 1 -1].
P4 The succession of four ternary symbols; [ 1 -1 1 -1].

DATA A 6T codegroup that istheresult of encoding adataoctet in apacket that isnot part of the clause
4 MAC preamble or SFD.

EOP1-5 A 6T code group that is the result of encoding one of the end-of-packet patterns eopl-5.
23.2.4 PCS state diagrams

The notation used in the state diagrams follows the conventions of 21.5. Transitions shown without source
states are evaluated continuously and take immediate precedence over al other conditions.

23.2.4.1 PCS state diagram constants

Register tsr may take on any of the nine constant values listed below (sosa through eop5, bad_code, and
zero_code). These values are used to describe the functional operation of the coding process.

NOTE—Implementors are under no obligation to implement these constants in any particular way. For example, some
implementors may choose to implement these codes as specid flag bits attached to MII TXD nibble registers. Other
implementors may choose to implement insertion of these codes on the downstream side of the coder function, using
precoded 6T sequences.
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All 6T code words are sent leftmost ternary symbol first.

sosa A constant that encodesto: [ 1 -1 1 -1 1 -1].
sosb A constant that encodesto: [ 1 -1 1 -1 -1 1].
eopl A constantthatencodesto: [ 1 1 1 1 1 1].
eop2 A constantthat encodesto: [ 1 1 1 1 -1 -1].
eop3 A constant that encodesto: [ 1 1 -1 -1 0 O0].
eopd A constant that encodesto: [ -1 -1 -1 -1 -1 -1].
eop5 A constant that encodesto: [ -1 -1 0 0 0 O0].
bad code A constantthatencodesto: [ -1 -1 -1 1 1 1].
zero_code A constant thatencodesto: [ 0 0 0 O 0 O0].

23.2.4.2 PCS state diagram variables

codeword_error

Indicates reception of invalid 6T code group.

Values: ON and OFF

Set by: PCS Receive; error-detecting rules
dc_balance error

Indicates reception of dc coding violation.

Values: ON and OFF

Set by: PCS Receive; error-detecting rules

eop
Indicates reception of eopl.

SUPPLEMENT TO 802.3:

A state variable set by the decoding operation. Reset to OFF when in PCS Receive state
AWAITING INPUT. When the decoder detects eopl on any pair, it setsthisflag ON. The timing
of eop shall be adjusted such that the last nibble of the last decoded data octet in a packet isthe last
nibble sent across the MI1 by the PMA Receive state diagram with RX_DV set ON.

Vaues: ON and OFF
Set by: PCS Receive; error-detecting rules
eop_error

Indicates reception of data with improper end-of-packet coding.

Vaues: ON and OFF
Set by: PCS Receive; error-detecting rules
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ih2, ih4, and ih3 (input holding registers)

A set of holding registers used for the purpose of holding decoded data octets in preparation for
sending across the MI1 one nibble at atime. One register is provided for each of the three receive
pairs RX_D2, Bl_D4, and BI_D3, respectively.

Value: octet
Set by: PCS Receive

Each time the PCS Receive function decodes a 6T code group, it loads the result (an octet) into
one of the ih2-4 registers. These three registers are loaded in round-robin fashion, one register
being loaded every two ternary symbol times.

The PCS Receive state diagram reads nibbles as needed from the ih2-4 registers and stuffs them
into RXD.

ohrl, ohr3, and ohr4 (output holding registers)

(Seefigure 23-7.) A set of shift registers used for the purpose of transferring coded 6T ternary
symbol groups oneternary symbol at atimeinto the PMA. Oneregister is provided for each of the
three transmit pairs TX_D1, BI_D3, and BI_D4, respectively.

Vaue: 6T code group. Each of the six cells holds one ternary symbol (i.e., -1, O, or 1).
Set by: PCS Transmit

Each time the PCS Transmit function encodes a data octet, it loads the result (a 6T code group)
into one of the ohr registers. Three registers are loaded in round-robin fashion, one register being
loaded every two ternary symbol times. The PCS shall transmit octets on the three transmit pairs
in round-robin fashion, in the order TX_D1, BI_D3, and BI_D4, starting with TX_D1.

The PMA_UNITDATA request (DATA) message picks the least significant (rightmost) ternary
symbol from each ohr register and sendsit to the PMA, as shown below. (Notethat 6T code words
in annex 23A are listed with Isb on the |eft, not the right.)

tx_code_vector[ TX_D1] = the LSB of ohrl, also caled ohr1[0]
tx_code_vector[BI_D3] =the LSB of ohr3, also called ohr3[0]
tx_code_vector[Bl_D4] = the LSB of ohr4, also called ohr4[0]

After each PMA_UNITDATA request message, all three ohr registers shift right by one ternary

symbol, shifting in zero from theleft. The PCS Transmit function loads anew 6T code group into
each ohr immediately after the last ternary symbol of the previous group is shifted out.

At the beginning of a preamble, the PCS Transmit function loads the same value (sosa) into al
three output holding registers, which causes aternating transitions to immediately appear on all
three output pairs. The result on pairs BI_D3 and Bl_D4 is depicted by code words P3 and P4 in

figure 23-6.
pcs reset
Causes reset of al PCS functions when ON.
Values: ON and OFF
Set by: PCS Reset
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rx_crs
A latched asynchronous variable. Timing for the M1l signal CRS is derived from rx_crs.
Values: ON and OFF
Set ON when:  carrier_status changesto ON

Set OFF when  either of two events occurs:
carrier_status changes to OFF, or
detection of eopl, properly framed, on any of the lines RX_D2, BI_D4, or
BI_D3

Additionally, if, 20 ternary symbol times after rx_crsfalls, carrier_status remains set to ON then
set rx_crs=ON.

NOTE—A specia circuit for the detection of eopl and subsequent de-assertion of rx_crs, faster than the full
8B6T decoding circuits, is generally required to meet the timing requirements for CRS listed in clause
23.11.

tsr (transmit shift register)

(Seefigure23-7.) A shift register defined for the purpose of assembling nibblesfrom theMI1 TXD
into octets.

Values: Thevariabletsr always contains both the current nibble of TXD and the previous
nibble of TXD. Valid valuesfor tsr thereforeinclude all octets. Register tsr may
also take on any of the nine constant valueslisted in 23.2.4.1.

Nibble order: When encoding the tsr octet, the previous TXD nibbleis considered the |east
significant nibble.

Set by: PCS Transmit

During thefirst 16 TX_CLK cyclesafter TX_EN isasserted, tsr shall assume the following values
in sequence regardless of TXD: s0sa, S0Sa, S0S3, S0Sa, S0S3, S0Sa, S0Sa, S0Sa, S0Sa, S04, Sosh, sosb,
sosh, sosh, sosb, sosb. This action substitutes the 100BASE-T4 preamble for the clause 4 MAC
preamble. The PCS Transmit state diagram samples the tsr only every other clock, which reduces
the number of sosa and sosb constants actually coded to 5 and 3, respectively.

During the first 10 TX_CLK cycles after TX_EN is de-asserted, tsr shall assume the following
values in sequence, regardless of TXD: eopl, eopl, eop2, eop2, eop3, eop3, eop4, eopd, eops,
eopb. This action appends the 100BA SE-T4 end-of-packet delimiter to each pair. The PCS
Transmit state diagram samplesthe tsr only every other clock, which reduces the number of eopl-
5 constants actually coded to 1 each.

Except for thefirst 16 TX_CLK cyclesafter TX_EN isasserted, any time TX_ERand TX_EN are
asserted, tsr shall assume the value bad_code with such timing as to cause both nibbles of the
affected octet to be encoded asbad_code. If TX_ER is asserted at any time during the first 16
TX_CLK cycles after TX_EN isasserted, tsr shall during the 17th and 18th clock cycles assume
the value bad_code.

If TX_EN isde-asserted on an odd nibble boundary, the PCS shall extend TX_EN by one
TX_CLK cycle, and behave asif TX_ER were asserted during that additional cycle.

Except for the first 10 TX_CLK cycles after TX_EN is de-asserted, any time TX_EN is not
asserted, tsr shall assume the value zero_code.
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tx_extend

A latched, asynchronous state variable used to extend the TX_EN signal long enough to ensure
complete transmission of all nonzero ternary symbolsin eopl-5.

Values: ON and OFF

Set ON upon:  rising edge of TX_EN

Set OFF upon  either of two conditions:
a) In the event of acollision (COL is asserted at any time during transmission)
set tx_extend=OFF when TX_EN de-asserts.
b) In the event of no collision (COL remains de-asserted throughout

transmission) set tx_extend=OFF upon completion of transmission of last
ternary symbol in eop4.

NOTES

1—The 6T code group eop5 has four zeroes at the end. The 6T code group eop4 contains the last nonzero
ternary symbol to be transmitted.

2—The effect of a collision, if present, is to truncate the frame at the original boundary determined by
TX_EN. Noncolliding frames are extended, while colliding frames are not.

23.2.4.3 PCS state diagram timer

twl_timer
A continuous free-running timer.
Values: The condition twl_timer_done goes true when the timer expires.

Restart when:  Immediately after expiration (restarting the timer resets condition
twl_timer_done).

Duration: 40 ns nominal.

TX_CLK shall be generated synchronous to twl_timer (see tolerance required for TX_CLK in
23.5.1.2.10).

On every occurrence of twl_timer_done, the state diagram advances by one block. The message
PMA_UNITDATA request isissued concurrent with twl timer_done.

23.2.4.4 PCS state diagram functions

encode()
The encode operation of 23.2.1.2.
Argument: octet
Returns: 6T code group
decode()
The decode operation of 23.2.1.3.
Argument: 6T code group
Returns: octet

This is an Archive IEEE Standard. It has been superseded by a later version of this standgyd.
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MIl (25 MHz clock)

|

curtent | ) s nibble
nibble
8 bit
data word + flags 8B6T 6T  parallel load
coder ¢
previous LS nibble ohrl ohr1[0]
nibble
sosa "ﬁGT tx_code_vector
sosb special CLR ohr3 takes Isb
eopl constants > from each
ohr3[0
eop2 6T ohr
eop3 clear ohr3 & 4 h 4$
eop4 during collisions | CLR onr

eops )

—_—. )
bad_code msb Is|
Li tsr 4" L* ohrl, 3 and 4 4"

Special constants used by TSR Loading sequence for registers OHRL, 3, & 4
start of packet sosa, sosh parallel load ohrl I T
I
[

end of packet eopl-5 parallel load ohr3

TX_ ER=1 bad_code parallel load ohr4

TX_EN=0 zero_code _,I |<_
TX_CLK period

Figure 23-7—PCS Transmit reference diagram
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23.2.4.5 PCS state diagrams

The MII TX_CLK is generated
AWAITING DATA TO TRANSMIT | Pcs_reset = ON synchronously with the transitions of
tx_code_vector — IDLE - tx_extend = OFF of this state diagram.
PMA_UNITDATA request(tx_code_vector) See definitions of
PCS state variables in
tx_extend = 1 23242
tx_extend = 0 * tw1_timer_done =

*tw1_timer_done }
A

COLLECT 1ST NIBBLE
tx_code_vector < IDLE

COLLECT NIBBLE 6N+5

shift right ohr1, ohr3 and ohr4
tx_code_vector « (ohr1[0], ohr3[0], ohr4[0])
PMA_UNITDATA request(tx_code_vector) PMA_UNITDATA request(tx_code_vector)

tw1_timer_done
tw1_timer_done

v A
COLLECT NIBBLE 2; CODE 1ST octet COLLECT NIBBLE 6N+6
(First octet always codes to sosa) shift right ohr1 and ohr3
ohrle ohr3 < ohr4 < sosa ohr4 < encode( tsr)

tx_code_vector « (ohr1[0], ohr3[0], ohra[0])

tx_code_vector < (ohr1[0], ohr3[0], ohr4[0])
PMA_UNITDATA request(tx_code_vector)

PMA_UNITDATA request(tx_code_vector)

tw1_timer_done tw1_timer_done

v y A
COLLECT NIBBLE 6N+3 COLLECT NIBBLE 6N+7
shift right ohr1, ohr3 and ohr4 shift right ohr1, ohr3 and ohr4
tx_code_vector < (ohr1[0], ohr3[0], ohr4[0]) tx_code_vector < (ohr1[0], ohr3[0], ohr4[0])
PMA_UNITDATA request(tx_code_vector) PMA_UNITDATA request(tx_code_vector)
tw1_timer_done twi_timer_done
v v
COLLECT NIBBLE 6N+4 COLLECT NIBBLE 6N+8
shift right ohr1 and ohr4 shift right ohr3 and ohr4
& cod 02:3 = Tzﬁof[zg tS:I:S[O] - ohr1 < encode( tsr )
._code_vector < (ohr1[0], ol , ohr:
PMA_UNITDATA request(tx_code_vector) x_code_vector < (ohr1[0], ohr3[0], ohr4{0])
PMA_UNITDATA request(tx_code_vector)
1
tw1_timer_done tw1_imer_done

Figure 23-8—PCS Transmit state diagram

This is an Archive IEEE Standard. It has been superseded by a later version of this standgrd.

AMX and Dell, Inc.
Exhibit 1025-00114



IEEE
Std 802.3u-1995

pcs_reset = ON

—

AWAITING INPUT

RX_DV O 0; RXD<3:0>0 0000; eop O OFF

(carrier_status =

SUPPLEMENT TO 802.3:

See definitions of
PCS state variables in
23.2.4.2.

OFF) * (RX_DV = 1)

l eop = ON

rx_code_vector = DATA
* PMA_UNITDATA.indicate

v

COLLECT 1ST TERNARY SYMBOL

RX_DV O 0;

RXD<3:0> 0 0000

A 4

PMA_UNITDATA.indicate

INSERT RX_ER

RX_DVO 1; RX_ERO 1

PMA_UNITDATA.indicate

v

AWAITING IDLE

COLLECT 2ND TERNARY SYMBOL

RX_DV 0 0; RXD<3:0>0 0000

RX_

DV O 0; RXD<3:0> 0 0000

PMA_UNITDATA.indicate
A 4

(rx_code_vector = IDLE)
+ (rx_code_vector = PREAMBLE)

COLLECT 3RD TERNARY SYMBOL

RX_DV O 0; RXD<3:0>0 0000

PMA_UNITDATA.indicate

\ 4

COLLECT 4TH TERNARY SYMBOL

RXD<0:3> 0 SFD:LO
RX_DVO 1

PMA_UNITDATA.indicate

A\ 4

COLLECT 5TH TERNARY SYMBOL

RXD<0:3> 0 SFD:HI
RX_DVO 1

PMA_UNITDATA.indicate

\ 4

DECODE CHANNEL 3

A 4

ih3 O decode(BI_D3[0:5])
RXD<0:3> O jh3:LO
RX_DV O 1

PMA_UNITDATA.indicate
A 4

GET (6N+5)TH SYMBOL CHANNEL 2

RXD<0:3> 0 ih3:HI

4

DECODE CHANNEL 2

ih2 0 decode(RX_D2[0:5])
RXD<0:3> 0 ih2:.LO
RX_DV O 1

PMA_UNITDATA.indicate
A4

GET (6N+5)TH SYMBOL CHANNEL 4

RXD<0:3> 0 ih2:HI
RX_DVDO 1

PMA_UNITDATA.indicate

4

DECODE CHANNEL 4

ih4 O decode(BI_D4[0:5])
RXD<0:3> O ih4:LO
RX_DV O 1

PMA_UNITDATA.indicate
A4

GET (6N+5)TH SYMBOL CHANNEL 3

RX_DVO 1

PMA_UNITDATA.indicate

RXD<0:3> 0 ih4:HI
RX_DVO 1

PMA_UNITDATA.indicate
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pcs_reset = ON

I l

NO ERROR
de-assert RX_ER

codeword_error = ON
+ dc_balance_error = ON

+ eop_error = ON
v

PCS ERROR
assert RX_ER
rxerror_status = ERROR codeword_error = OFF
Ocarrier_status = ON Odc_balance_error = OFF
v Oeop_error = OFF
PMA ERROR

assert RX_ER

carrier_status = OFF
v v

See timing requirements in 23.2.1.4.

Figure 23-10—PCS Error Sense state diagram

23.2.5 PCS electrical specifications

The interface between PCS and PMA is an abstract message-passing interface, having no specified electrical
properties.

Electrical characteristics of the signals passing between the PCS and MII may be found in clause 22.

23.3 PMA service interface

This clause specifies the services provided by the PMA to either the PCS or a Repeater client. These services
are described in an abstract manner and do not imply any particular implementation.

The PMA Service Interface supports the exchange of code vectors between the PMA and its client (either
the PCS or a Repeater). The PMA also generates status indications for use by the client.

The following primitives are defined:

PMA_TYPE.indicate
PMA_UNITDATA .request
PMA_UNITDATA.indicate
PMA_CARRIER.indicate
PMA_LINK.indicate
PMA_LINK request
PMA_RXERROR.indicate
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23.3.1 PMA_TYPE.indicate
This primitive is generated by the PMA to indicate the nature of the PMA instantiation. The purpose of this

primitive is to allow clients to support connections to the various types of 100BASE-T PMA entitiesin a
generalized manner.

23.3.1.1 Semantics of the service primitive
PMA_TYPE.indicate (pma._type)
The pma_type parameter for use with the 100BASE-T4 PMA isT4.
23.3.1.2 When generated
The PMA shall continuously generate this primitive to indicate the value of pma._type.
23.3.1.3 Effect of receipt

The client uses the value of pma_type to define the semantics of the PMA_UNITDATA.request and
PMA_UNITDATA.indicate primitives.

23.3.2 PMA_UNITDATA.request

This primitive defines the transfer of data (in the form of tx_code vector parameters) from the PCS or
repeater to the PMA.

23.3.2.1 Semantics of the service primitive
PMA_UNITDATA . .request (tx_code_vector)

When transmitting data using 100BASE-T4 signaling, the PMA_UNITDATA.request conveys to the PMA
simultaneously the logical output value for each of the three transmit pairs TX_D1, Bl_D3, and Bl_D4. The
value of tx_code_vector during data transmission is therefore a three-element vector, with one element cor-
responding to each output pair. Each of the three elements of the tx_code _vector may take on one of three
logical values: 1, O, or —1, corresponding to the three ternary possibilities +, 0, and - listed for each ternary
symbol in the 8B6T code table (see annex 23A).

Between packets, the 100BASE-T4 PMA layer sends the 100BASE-T4 idle signal, TP_IDL_100. The PCS
informs the PMA layer that it is between packets, thus enabling the PMA idle signal, by setting the
tx_code vector parameter to IDLE.

For pma_type 100BASE-T4, the tx_code_vector parameter can take on either of two forms:

IDLE A singlevalueindicating to the PMA that thereisno datato convey. The PMA generates
link integrity pulses during the time that tx_code_vector = IDLE.

DATA A vector of threeternary symbols, onefor each of thethreetransmit pairsTX_D1, Bl_D3,
and BI_D4. Theternary symbol for each pair may take on one of threevalues, 1, 0, or —1.

The ternary symbols comprising tx_code_vector, when they are conveyed using the DATA format, are

caled, according to the pair on which each will be transmitted, tx_code vector[Bl_D4],
tx_code_vector[TX_D1], and tx_code_vector[BI_D3].

This is amégchive IEEE Standard. It has been superseded by a later version of this standard.
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23.3.2.2 When generated
The PCS or Repeater client generates PMA_UNITDATA..request synchronous with every MI1 TX_CLK.

For the purposes of state diagram descriptions, it may be assumed that at thetime PMA_UNITDATA request
isgenerated, the MI1 signals TX_EN, and TX_ER, and TXD instantly become valid and that they retain their
values until the next PMA_UNITDATA request.

In the state diagrams, PMA_UNITDATA . .request is assumed to occur at the conclusion of each twl wait
function.

23.3.2.3 Effect of receipt

Upon receipt of this primitive, the PMA transmits the indicated ternary symbols on the MDI.

23.3.3 PMA_UNITDATA.indicate

This primitive defines the transfer of data (in the form of rx_code_vector parameters) from the PMA to the
PCS or repeater during the time that link_status=OK.

23.3.3.1 Semantics of the service primitive
PMA_UNITDATA.indicate (rx_code_vector)

When receiving data using 100BASE-T4 signaling, the PMA_UNITDATA.indicate conveys to the PCS
simultaneously the logical input value for each of the three receive pairs RX_D2, Bl_D4, and Bl_D3. The
value of rx_code_vector during data reception is therefore a three-element vector, with one element corre-
sponding to each input pair. Each of the three elements of the rx_code_vector may take on one of three logi-
cal values: 1, O, or -1, corresponding to the three ternary possibilities +, 0, and - listed for each ternary
symbol in the 8B6T code table (see annex 23A).

Between packets, the rx_code_vector is set by the PMA to the value IDLE.

From the time the PMA asserts carrier_status=ON until the PMA recognizes the SSD pattern (not all of the
pattern need be received in order for the PMA to recognize the pattern), the PMA setsrx_code_vector to the
value PREAMBLE.

For pma_type 100BASE-T4, the rx_code_vector parameter can take on any of three forms:

IDLE A single value indicating that the PMA has no data to convey.

PREAMBLE A singlevaueindicating that the PMA has detected carrier, but has not received avalid
SSD.

DATA A vector of threeternary symbols, onefor each of thethreereceive pairsRX_D2, Bl_DS3,

and Bl_D4. Theternary symbol for each pair may take on one of threevalues, 1, 0, or —1.
The ternary symbols comprising rx_code vector, when they are conveyed using the DATA format, are
caled, according to the pair upon which each symbol was received, rx_code vector[BlI_D3],
rx_code_vector[RX_D2], and rx_code_vector[Bl_D4].

23.3.3.2When generated

The PMA shall generate PMA_UNITDATA..indicate (DATA) messages synchronous with data received at
the MDI.
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23.3.3.3 Effect of receipt

The effect of receipt of this primitive is unspecified.

23.3.4 PMA_CARRIER.indicate

This primitive is generated by the PMA to indicate the status of the signal being received from the MDI. The
purpose of this primitive isto give the PCS or repeater client the earliest reliable indication of activity on the
underlying medium.

23.3.4.1 Semantics of the service primitive

PMA_CARRIER.indicate (carrier_status)

The carrier_status parameter can take on one of two values: OFF or ON, indicating whether the incoming
signal should be interpreted as being between packets (OFF) or as a packet in progress (ON).

23.3.4.2 When generated
The PMA shall generate this primitive to indicate the value of carrier_status.
23.3.4.3 Effect of receipt
The effect of receipt of this primitive is unspecified.
23.3.5 PMA_LINK.indicate
This primitive is generated by the PMA to indicate the status of the underlying medium. The purpose of this
primitive is to give the PCS or repeater client or Auto-Negotiation agorithm a means of determining the
validity of received code elements.
23.3.5.1 Semantics of the service primitive
PMA_LINK.indicate (link_status)

The link_status parameter can take on one of three values: FAIL, READY, or OK:

FAIL The link integrity function does not detect avalid 100BASE-T4 link.

READY Thelink integrity function detectsavalid 100BA SE-T4 link, but has not been enabled by
Auto-Negotiation.

OK The 100BASE-T4 link integrity function detectsavalid 100BASE-T4 link, and has been

enabled by Auto-Negotiation.
23.3.5.2When generated
The PMA shall generate this primitive to indicate the value of link_status.
23.3.5.3 Effect of receipt

The effect of receipt of this primitive is unspecified.
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23.3.6 PMA_LINK.request

This primitive is generated by the Auto-Negotiation algorithm. The purpose of this primitive is to alow the
Auto-Negotiation algorithm to enable and disable operation of the PHY.

23.3.6.1 Semantics of the service primitive
PMA_LINK request (link_control)

The link_control parameter can take on one of three values: SCAN_FOR_CARRIER, DISABLE, or
ENABLE.

SCAN_FOR_CARRIER Used by the Auto-Negotiation algorithm prior to receiving any fast link
pulses. During this mode the PHY reports link_status=READY if it
recognizes 100BA SE-T4 carrier fromthefar end, but no other actionsare
enabled.

DISABLE Used by the Auto-Negotiation algorithm to disable PHY processing in
the event fast link pulses are detected. This gives the Auto-Negotiation
agorithm a chance to determine how to configure the link.

ENABLE Used by Auto-Negotiation to turn control over to the PHY for data
processing functions. Thisisthe default mode if Auto-Negotiation is not
present.

23.3.6.2 Default value of parameter link_control

Upon power-on, reset, or release from power-down, the link_control parameter shall revert to ENABLE. If
the optional Auto-Negotiation algorithm is not implemented, no PMA_LINK.request message will arrive
and the PHY will operate indefinitely with link_control=ENABLE.

23.3.6.3When generated

The Auto-Negotiation algorithm generates this primitive to indicate to the PHY how to behave.

Upon power-on, reset, or release from power down, the Auto-Negotiation algorithm, if present, issues the
message PMA_LINK request (SCAN_FOR_CARRIER).

23.3.6.4 Effect of receipt

Whenever link_control=SCAN_FOR_CARRIER, the PHY shall enable the Link Integrity state diagram, but
block passage into the state LINK_PASS, while holding rcv=DISABLE, and xmit=DISABLE. While
link_control=SCAN_FOR_CARRIER, the PHY shall report link_status=sREADY if it recognizes
100BASE-T4 link integrity pulses coming from the far end, otherwise it reports link_status=FAIL.

Whenever link_control=DISABLE, the PHY shall report link_status=FAIL and hold the Link Integrity state
diagram in the RESET state, while holding rcv=disable and xmit=DISABLE.

While link_control=ENABLE, the PHY shall allow the Link Integrity function to determine if the link is
available and, if so, set rcv=ENABLE and xmit=ENABLE.
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23.3.7 PMA_RXERROR:.indicate

The primitive is generated in the PMA by the PMA Align function to indicate the status of the signal being
received from the MDI. The purpose of this primitive is to give the PCS or repeater client an indication of a
PMA detectable receive error.

23.3.7.1 Semantics of the service primitive
PMA_RXERROR.indicate (rxerror_status)

The rxerror_status parameter can take on one of two values: ERROR or NO_ERROR, indicating whether the
incoming signal contains a detectable error (ERROR) or not (NO_ERROR).

23.3.7.2 When generated

The PMA shall generate this primitive to indicate whether or not each incoming packet contains a PMA
detectable error (23.2.1.4).

23.3.7.3 Effect of receipt

The effect of receipt of this primitive is unspecified.

23.4 PMA functional specifications

The PMA couples messages from a PMA service interface (23.3) to the 100BASE-T4 baseband medium
(23.6).

The interface between PCS and the baseband medium is the Medium Dependent Interface (MDI), specified
in23.7.

23.4.1 PMA functions

The PMA sublayer comprises one PMA Reset function and six simultaneous and asynchronous operating
functions. The PMA operating functions are PMA Transmit, PMA Receive, PMA Carrier Sense, Link Integ-
rity, PMA Align, and Clock Recovery. All operating functions are started immediately after the successful
completion of the PMA Reset function. When the PMA is used in conjunction with a PCS, the RESET func-
tion may be shared between layers.

The PMA reference diagram, figure 23-11, shows how the operating functions relate to the messages of the
PMA Serviceinterface and the signals of the MDI. Connections from the management interface, comprising
the signals MDC and MDIO, to other layers are pervasive, and are not shown in figure 23-11. The Manage-
ment Interface and its functions are specified in clause 22.

23.4.1.1 PMA Reset function

The PMA Reset function shall be executed any time either of two conditions occur. These two conditions are
power-on and the receipt of areset request from the management entity. The PMA Reset function initializes
al PMA functions. The PMA Reset function sets pma_reset <= ON for the duration of its reset function. All
state diagrams take the open-ended pma_reset branch upon execution of the PMA Reset function. The refer-
ence diagrams do not explicitly show the PMA Reset function.
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Optional clause 28: link_control

> LINK

) INTEGRITY |
link_status
tx_code_element » IX D1+
— - > PMA TX_D1-
TRANSMIT »
T RX_D2 +
< RX_D2 -
. BI_D3 +
carrier_status PMA CARRIER ¢ o p3_
< SENSE  [¢ -
v . B|_D4 +
x_code_vector | pya [¢ PMA -« " BILD4-
> Align |« RECEIVE |«
rxerror_status
-— <
+ MEDIUM
CLOCK
PMA SERVICE RECOVERY DEPENDENT
INTERFACE INTERFACE

(MDI)

Figure 23-11—PMA reference diagram

23.4.1.2 PMA Transmit function

Except as provided for in the next paragraph, whenever (tx_code_vector=DATA)X(pma_carrier=OFF), the
PMA shall transmit onto the MDI ternary symbols on pairs TX D1, BI D3, and BI D4 equal to
tx_code_vector[TX_D1], tx_code_vector[BI_D3], and tx_code_vector[BI_D4], respectively.

Whenever (tx_code_vector=DATA)X(pma_carrier=ON), the PMA shall transmit onto the MDI ternary sym-
bols on pairs TX D1, BI D3, and BI_D4 equal to tx_code_vector[ TX_D1], CS0, and CSO0, respectively, and
continue doing so until tx_code_vector=IDLE.

NOTE—This shuts off the transmitters on channels BI D3 and BI_D4, and keeps them off, in the event of a collision.
Shutting off the transmitters prevents overload and saturation of the transmitters, and also reduces the amount of near-
end crosstalk present while monitoring for the end of carrier.

Whenever tx_code_vector=IDLE. an idle signal shall be transmitted on pair TX D1 and silence on pairs
BI D3 and BI_D4. The idle signal consists of periods of silence (times where the differential output voltage
remains at 0 mV £ 50 mV) broken by the transmission of link integrity test pulses.

The 100BASE-T4 idle signal is similar to the 10BASE-T idle signal, but with 100BASE-T4 ternary signal
levels and a faster repetition rate. The 100BASE-T4 idle signal is called TP_IDL_100. The TP_IDL 100
signal shall be a repeating sequence formed from one 1.2 ms =+ 0.6 ms period of silence (the time where the
differential voltage remains at 0 mV + 50 mV) and one link test pulse. Each link test pulse shall be a succes-
sion of two ternary symbols having logical values of —1 and 1 transmitted on pair TX DI using CS-1 and
CS1 as defined in 23.4.3.1. Following a packet, the TP_IDL_100 shall start with a period of silence.
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Transmission of TP_IDL_100 may be terminated at any time with respect to the link test pulse. It shall be
terminated such that ternary symbols of the subsequent packet are not corrupted, and are not delayed any
more than is specified in 23.11.

For any link test pulse occurring within 20 ternary symbol times of the beginning of a preamble, the zero
crossing jitter (asdefined in 23.5.1.2.5) of the link test pul se when measured along with the zero crossings of
the preamble shall be less than 4 ns p-p.

NOTE—The above condition alows clock recovery implementations that optionally begin fast-lock sequences on part
of alink integrity pulse to properly acquire lock on a subsequent preamble sequence.

Regardless of other considerations, when the transmitter is disabled (xmit=DISABLE), the PMA Transmit
function shall transmit the TP_IDL_100 signal.

23.4.1.3 PMA Receive function

PMA Receive contains the circuits necessary to convert physically encoded ternary symbols from the physi-
ca MDI receive pairs (RX_D2, BI_D3 and BI_D4) into alogical format suitable for the PMA Align func-
tion. Each receive pair hasits own dedicated PMA Receive circuitry.

The PHY shall receive the signals on the receive pairs (RX_D2, BI_D3, and BI_D4) and trandate them into
one of the PMA_UNITDATA.indicate parameters IDLE, PREAMBLE, or DATA with a ternary symbol
error rate of less than one part in 108,

If both pma_carrier=ON and tx_code vector=DATA, the value of rx_code vector is unspecified until
pma_carrier=OFF.

23.4.1.4 PMA Carrier Sense function

The PMA Carrier Sense function shall set pma_carrier=ON upon reception of the following pattern on pair
RX_D2 at the receiving MDI, as measured using a 100BASE-T4 transmit test filter (23.5.1.2.3):

Any signal greater than 467 mV, followed by any signal less than —225 mV, followed by any signal greater
than 467 mV, al three events occurring within 2 ternary symbol times.

The operation of carrier senseis undefined for signal amplitudes greater than 4.5 V.
See 23.5.1.3.2 for alist of signals defined not to set pma_carrier=ON.

After asserting pma_carrier=ON, PMA Carrier Sense shall set pma_carrier=OFF upon receiving either of
these conditions:

a)  Seven consecutive ternary symbols of value CS0 on pair RX_D2.

b) (tx_code vector=DATA) has not been true at any time since pma_carrier was asserted, and the 6T
code group eopl has been received, properly framed, on any of the linesRX_D2, Bl_D4, or BI_D3,
and enough time has passed to assure passage of al ternary symbols of eop4 across the PMA service
interface.

NOTE—Designers may wish to take advantage of the fact that the minimum received packet fragment will include at
least 24 ternary symbols of data on pair RX_D2. Therefore, once carrier is activated, it is not necessary to begin search-
ing for seven consecutive zeroes until after the 24th ternary symbol has been received. During the time that the first 24
ternary symbols are being received, the near-end crosstalk from pairs Bl_D3 and Bl_D4, which are switched off during
collisions, decays substantially.

While rcv=ENABLE, the PMA CARRIER function shall set carrier_status = pma_carrier.
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While rcv2ZENABLE, the PMA CARRIER function shall set carrier_status = OFF.
This function operates independently of the Link Integrity function.
23.4.1.5 Link Integrity function

Link Integrity provides the ability to protect the network from the consequences of failure of the simplex
link attached to RX_D2. While such afailure is present, transfer of data by the Transmit and Receive func-
tionsis disabled.

Link Integrity observes the incoming wire pair, RX_D2, to determine whether the device connected to the
far end is of type 100BASE-T4. Based on its observations, Link Integrity sets two important internal vari-
ables:

a) pmatype variableissetto 100BASE-T4.
b) link_status variableisaparameter sent acrossthe PMA Service interface.

The Link Integrity function shall comply with the state diagram of figure 23-12.

Four conditions gate the progression of states toward LINK_PASS: (1) reception of at least 31 link integrity
test pulses; (2) reception of at least 96 more link integrity test pulses, or reception of carrier; (3) cessation of
carrier, if it was present; (4) detection of equalslink_control ENABLE.

While the PMA is not in the LINK_PASS state, the Link Integrity function sets rcv=DISABLE and
xmit=DISABLE, thus disabling the bit transfer of the Transmit and Receive functions.

If avisible indicator is provided on the PHY to indicate the link status, it is recommended that the color be
green and that the indicator be labeled appropriately. It isfurther recommended that the indicator be on when
the PHY isinthe LINK_PASS state and off otherwise.

23.4.1.6 PMA Align function

The PMA Align function accepts received ternary symbols from the PMA Receive function, along with
pma_carrier. PMA Alignisresponsible for realigning the received ternary symbols to eliminate the effects of
unequal pair propagation time, commonly called pair skew. PMA Align aso looks for the SSD pattern to
determine the proper alignment of 6T code groups, and then forwards PMA_UNITDATA.indicate (DATA)
messages to the PCS. The SSD pattern includes referencing patterns on each of the three receive lines that
may be used to establish the proper relationship of received ternary symbols (see figure 23-6).

NOTE—The skew between lines is not expected to change measurably from packet to packet.

At the beginning of each received frame, the PMA Carrier Sense function asserts pma_carrier=ON. During the
preamble, the Clock Recovery function begins synchronizing its receive clock. Until clock is synchronized,
data coming from the low-level PMA Receive function is meaningless. The PMA Align function isresponsible
for waiting for the receiver clock to stabilize and then properly recognizing the 100BASE-T4 coded SSD pat-
tern. The PMA Align function shall send PMA_UNITDATA.indicate (PREAMBLE) messages to the PCS
from the time pma_carrier=ON is asserted until the PMA isready to transfer the first PMA_UNITDATA.indi-
cate (DATA) message. Once the PMA Align function locates a SSD pattern, it begins forwarding
PMA_UNITDATA.indicate (DATA) messagesto the PCS, starting with thefirst ternary symbol of thefirst data
word on pair BI_D3, as defined in figure 23-6. This first PMA_UNITDATA.indicate (DATA) message shall
transfer the following ternary symbols, as specified in the frame structure diagram, figure 23-6:

rx_code_vector[BI_D3]first ternary symbol of first data code group
rx_code_vector[RX_D2]second ternary symbol prior to start of second data code group
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rx_code vector[BI_D4]fourth ternary symbol prior to start of third data code group

PMA Align shall continue sending PMA_UNITDATA.indicate (DATA) messages until pma_carrier=OFF.
While pma_carrier=OFF, PMA Align shall emit PMA_UNITDATA.indicate (IDLE) messages.

If no valid SSD pattern is recognized within 22 ternary symbol times of the assertion of pma_carrier=0ON,
the PMA Align function shall set rxerror_status=ERROR. The PMA Align function is permitted to begin
sending PMA_UNITDATA.indicate (DATA) messages upon receipt of a partialy recognized SSD pattern,
but it is required to set rxerror_status=ERROR if the complete SSD does not match perfectly the expected
ternary symbol sequence. Rxerror_status shall be reset to NO_ERROR when pma_carrier=OFF.

The PMA Align function is permitted to use the first received packet of at least minimum size after RESET
or thetransition to LINK_PASS to learn the nominal skew between pairs, adjust its equalizer, or perform any
other initiation functions. During this first packet, the PMA Align function shall emit
PMA_UNITDATA.indicate (PREAMBLE) messages, but may optionally choose to never begin sending
PMA_UNITDATA.indicate (DATA) messages.

The PMA Align function shall tolerate a maximum skew between any two pairs of 60 nsin either direction
without error.

To protect the network against the consequences of mistaken packet framing, the PMA Align function shall
detect the following error and report it by setting rxerror_status=ERROR (optionally, those error patterns
already detected by codeword_error, dc_balance error, or eop_error do not also have to be detected by
rxerror_status): In a series of good packets, any one packet that has been corrupted with three or fewer ter-
nary symbolsin error causing its sosb 6T code groups on one or more pairs to appear in the wrong location.

Several approaches are available for meeting this requirement, including, but not limited to, @) comparing
the relative positions of sosb 6T code groups on successive packets; b) measuring the time between the first
preamble pulse and reception of sosb on each pair; ¢) counting the number of zero crossings from the begin-
ning of the preamble until sosb; and d) monitoring for exception strings like “11” and “—1-1-1" in conjunc-
tion with one or more of the above techniques.

Regardless of other considerations, when the receive function is disabled (rcv=DISABLE), the PMA Align
function shall emit PMA_UNITDATA .indicate (IDLE) messages and no others.

23.4.1.7 Clock Recovery function

The Clock Recovery function couplesto all three receive pairs. It provides a synchronous clock for sampling
each pair. While it may not drive the M1 directly, the Clock Recovery function is the underlying root source
of RX_CLK.

The Clock Recovery function shall provide a clock suitable for synchronously decoding ternary symbols on
each line within the bit error tolerance provided in 23.4.1.3. During each preamble, in order to properly rec-
ognize the frame delimiting pattern formed by code word sosb on each pair, the received clock signal must
be stable and ready for use in time to decode the following ternary symbols: the 16th ternary symbol of pair
RX_D2, the 18th ternary symbol of pair Bl_D4, and the 14th ternary symbol of pair BI_D3.

23.4.2 PMA interface messages
The messages between the PMA and PCS are defined above in 23.3, PMA Service Interface. Communica-

tion between a repeater unit and PMA also uses the PMA Service Interface. Communication through the
MDI is summarized in tables 23-2 and 23-3.
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Table 23-2—MDI signals transmitted by the PHY
Signal Allowed pair Meaning

Cs1 TX_D1, A waveform that conveys the ternary symbol 1. Nominal
BI_D3 voltage level +3.5V.
BI_D4

CS0 TX_D1, A waveform that conveys the ternary symbol 0.
BI_D3 Nominal voltage level O V.
BI_D4

Cs1 TX_D1, A waveform that conveys the ternary symbol —1.
BI_D3 Nominal voltage level -3.5V.
BI_D4

TP_IDL_100 TX_D1 Idlesignal.

Indicates transmitter is currently operating at 100 Mby/s.
Table 23-3—Signals received at the MDI
Signal Allowed pair M eaning

Cs1 RX_D2, A waveform that conveys the ternary symbol 1.
BI_D3 Nominal transmitted voltage level +3.5V.
BI_D4

CS0 RX_D2, A waveform that conveys the ternary symbol 0.
BI_D3 Nominal transmitted voltage level O V.
BI_D4

Cs1 RX_D2, A waveform that conveys the ternary symbol —1.
BI_D3 Nominal transmitted voltage level -3.5V.
BI_D4

TP_IDL_100 RX_D2 Idlesignal.

Indicates transmitter is currently operating at 100 Mbl/s.

TP_IDL_100 is defined in 23.4.1.2. The waveforms used to convey CS1, CS0O, and CS-1 are defined in

235.1.2.

TP_IDL_100isdefined in 23.4.1.2. The encodings for CS1, CS0, and CS-1 are defined in 23.5.1.2.

Re-timing of CS1, CS0, and CS-1 signals within the PMA is required.

23.4.3 PMA state diagrams

The notation used in the state diagrams follows the conventions of 21.5. Transitions shown without source
states are evaluated continuously and take immediate precedence over all other conditions.

23.4.3.1 PMA constants

A waveform that conveys the ternary symbol O.
CS0 hasanomina voltage of 0 V. See 23.5.1.2.

A waveform that conveys the ternary symbol 1.
CS1 hasanominal pesk voltage of +3.5V. See 23.5.1.2.

CSs0

Vaue:
Csi

Vaue:
CSs1

A waveform that conveys the ternary symbol —1.
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Vaue: CS-1 hasanominal peak voltage of —-3.5V. See 23.5.1.2.
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link_100_max

A constant.

Vaue: Greater than 5.0 ms and less than 7.0 ms.

Used by link_max_timer to detect the absence of 100BASE-T4 link test pulses on pair RX_D2.
link_100_min

A constant.

Vaue: Greater than 0.15 ms and less than 0.45 ms.

Used by cnt_link to detect link test pulses on pair RX_D2 that are too close together to be valid
100BASE-T4 link test pulses.

23.4.3.2 State diagram variables

pma reset
Causesreset of al PCS functions.
Values: ON and OFF
Set by: PMA Reset
pma_carrier

A version of carrier_status used internally by the PMA sublayer. The variable pma_carrier aways
functions regardless of the link status. The value of pma_carrier is passed on through the PMA
serviceinterface ascarrier_statuswhen rcv=ENABLE. At other times, the passage of pma _carrier
information to the PMA service interface is blocked.

Values: ON, OFF
Set by: PMA CARRIER
rcv
Controlsthe flow of datafrom the PMA to PCS through the PMA_UNITDATA.indicate message.
Values: ENABLE (receiveis enabled)
DISABLE (the PMA aways sends PMA_UNITDATA.indicate (IDLE), and
carrier_statusis set to OFF)
Xmit

Controls the flow of datafrom PCSto PMA through the PMA_UNITDATA . .request message.

Values: ENABLE (transmit is enabled)
DISABLE (the PMA interprets all PMA_UNITDATA. .request messages
as PMA_UNITDATA request (IDLE). The PMA transmits no data, but
continues sending TP_IDL_100).

23.4.3.3 State diagram timers

link_max_timer
A re-triggerable timer.
Values: The condition link_max_timer_done goes true when the timer expires.

Restart when:  Timer is restarted for its full duration by every occurrence of either alink test
pulse on pair RX_D2 or the assertion of pma_carrier=ON (restarting the timer
resets the condition link_max_timer_done).

Duration: link_100_max
Used by Link Integrity to detect the absence of 100BASE-T4 link test pulses on pair RX_D2.
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23.4.3.4 State diagram counters

cnt_link

SUPPLEMENT TO 802.3:

Counts number of 100BASE-T4 link test pulses (see 23.5.1.3.1) received on pair RX_D2.

Values:
Reset to zero:

nonnegative integers

On either of two conditions:

a) Whilein any state other than LINK_PASS, reset counter to zero if successive
link test pulses are received within link_100_min.

b) Whilein any state, reset to zero if link_max_timer expires.

Whilein the LINK _PASS state, ignore pul ses received within link_100_min (i.e., do not count

them).

23.4.3.5 Link Integrity state diagram

The Link Integrity state diagram is shown in figure 23-12.

(link_control = DISABLE ) + ( pma_reset = ON)

¢ \ 4

RESET

cnt_link O O
rcv 0 DISABLE
xmit O DISABLE
link_status 0 FAIL
pma_type 0 100BASE-T4

UCT

v
WAIT_31

link_status O FAIL

.

LINK_FAIL_EXTEND

link_status O FAIL

|

link_max_timer_done

( pma_carrier = OFF )

* (tx_data_element = IDLE )
v

WAIT_FOR_ENABLE

link_status 0 READY

4

cnt_link =31
link_max_timer_done

4

LINK_FAIL

link_status O FAIL

<
link_max_timer_done

v

link_control = ENABLE

LINK_PASS

rcv O ENABLE
xmit 0 ENABLE
pma_type O T4
link_status 0 OK

»

»

link_max_timer_done

(cent_link =127)
+ (pma_carrier = ON )

link_max_timer_done
+ link_control=SCAN_FOR_CARRIER

NOTE—The variables link_control and link_status are designated as link_control_[T4] and link_status [T4],
respectively, by the Auto-Negotiation Arbitration state diagram (figure 28-16).

Figure 23-12—Link integrity state diagram
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23.5 PMA electrical specifications
This clause defines the electrical characteristics of the PHY at the MDI.

The ground reference point for all common-mode tests is the MII ground circuit. |mplementations without
an M1l use the chassis ground. The values of al componentsin test circuits shall be accurate to within +1%
unless otherwise stated.

23.5.1 PMA-to-MDI interface characteristics

23.5.1.1 Isolation requirement

The PHY shall provide electrical isolation between the DTE, or repeater circuits including frame ground,
and al MDI leads. This electrical separation shall withstand at least one of the following electrical strength
tests:

a) 1500V rmsat 50 Hz to 60 Hz for 60 s, applied as specified in subclause 5.3.2 of IEC 950: 1991.

b) 2250Vdcfor 60 s, applied as specified in subclause 5.3.2 of IEC 950: 1991.

c) A sequence of ten 2400 V impulses of aternating polarity, applied at intervals of not lessthan 1 s.
The shape of the impulses shall be 1.2/50 ps (1.2 us virtual front time, 50 ps virtua time or half
value), as defined in |EC 60.

There shall be no insulation breakdown, as defined in subclause 5.3.2 of IEC 950: 1991, during the test. The
resistance after the test shall be at least 2 MQ, measured at 500 Vdc.

23.5.1.2 Transmitter specifications

The PMA shall provide the Transmit function specified in 23.4.1.2 in accordance with the electrical specifi-
cations of this clause.

Where aload is not specified, the transmitter shall meet requirements of this clause when each transmit out-
put is connected to a differentially connected 100 Q resistive load.

23.5.1.2.1 Peak differential output voltage

While repetitively transmitting the ternary sequence[0 0 1 0 0 0 0 O -1 0 O O] (leftmost ternary
symbol first), and while observing the differential transmitted output at the MDI, for any pair, with no inter-
vening cable, the absolute value of both positive and negative peaks shall fall within the range of 3.15V to
3.85V (35V + 10%).

23.5.1.2.2 Differential output templates

While repetitively transmitting the ternary sequence[0 0 1 0 0 0 0 0 -1 0 O 0], and while observ-
ing the transmitted output at the M DI, the observed waveform shall fall within the normalized transmit tem-
plate listed in table 23-4. Portions of this table are represented graphicaly in figure 23-13. The entire
normalized transmit template shall be scaled by a single factor between 3.15 and 3.85. It is a functional
requirement that linear interpolation be used between points. The template time axis may be shifted horizon-
tally to attain the most favorable match. In addition to this simple test pattern, al other pulses, including link
integrity pulses and also including thefirst pulse of each packet preamble, should meet this same normalized
transmit template, with appropriate shifting and linear superposition of the CS1 and CS-1 template limits.
Transmitters are alowed to insert additional delay in the transmit path in order to meet the first pulse
requirement, subject to the overall timing limitations listed in 23.11, Timing summary.
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While transmitting the TP_IDL_100 signal, and while observing the transmitted output at the MDI, the
observed waveform shall fall within the normalized link pulse template listed in table 23-4. Portions of this
table are represented graphically in figure 23-14. The entire template shall be scaled by the same factor used
for the normalized transmit template test. It is a functional requirement that linear interpolation be used
between template points. The template time axis may be shifted horizontally to attain the most favorable
match.

After transmitting seven or more consecutive CS0 waveforms during the TP_IDL_100 signal, each pair, as
observed using the 100BASE-T4 Transmit Test Filter (23.5.1.2.3) connected to the MDI, shall attain a state
within 50 mV of zero.

When the TX_D1, BI_D3, or Bl_D4 pair isdriven with arepeating pattern (1 -1 1 -1 ...) any harmonic
measured at the MDI output shall be at least 27 dB below the fundamental at 12.5 MHz.

NOTES

1—The specification on maximum spectral components is not intended to ensure compliance with regulations
concerning RF emissions. The implementor should consider any applicable local, national, or international reg-
ulations. Additional filtering of spectral components may therefore be necessary.

2—The repetitive pattern [0 0 1 0 0 0 0 0 -1 0 O O] (leftmost ternary symbol first) may be synthe-
sized using the 8B6T coding rules from a string of repeating data octets with value 73 hex. The repetitive pat-
ten[1-11-11 -1] (leftmost ternary symbol first) may be synthesized using the 8B6T coding rules
from a string of repeating data octets with value 92 hex.

1
0.5
! | —
0 o ~— — I
-0.5
-1
Ons 40 80 120 160 200 240 280 320 360 400

(First 400 ns of 480 ns repeating pattern shown)

Figure 23-13—Normalized transmit template as measured at MD
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\
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Ons 40 80 120 160 200 240 280 320 360 400

(First 400 ns of nominal 1.2 ms repeating pattern shown)

Figure 23-14—Normalized link pulse template as measured at MDI

Theideal template values may be automatically generated from the following equations:

L aplace transform of

Ideal transmit response Ideal Response(s) = 9€al(s)

LPF(s)

Where Ideal(s) isa100% raised cosine system response

Where LPF(s) isa3-pole Butterworth low pass filter response with -3 dB point at 25 MHz
Convert |deal Response(s) from frequency domain to time domain

Use at least 8 samples per ternary symbol for the conversion

Superimpose aternating positive and negative copies of theidea time
response, seperated by 6 ternary symbol times, to form the ideal transmit voltage waveform.

The template limits are formed by offsetting the ideal transmit voltage waveform by plus and minus 6% of
its peak.

23.5.1.2.3 Differential output ISI (intersymbol interference)

While observing a pseudo-random 8B6T coded data sequence (with every 6T code group represented at
least once) preceded by at least 128 octets and followed by at least 128 octets of data, and while observing
the transmitted output through a 100BASE-T4 Transmit Test Filter (one implementation of which is depicted
in figure 23-16), the I SI shall be lessthan 9%. The ISl for thistest is defined by first finding the largest of the
three peak-to-peak 1Sl error voltages marked in figure 23-15 as TOP ISI, MIDDLE ISI, and BOTTOM 1Sl.

The largest of these peak-to-peak 1S error voltages is then divided by the overall peak-to-peak signal volt-

age. (The technique of limiting the ratio of worst ISl to overall peak-to-peak voltage at 9% accomplishesthe
same end as limiting the ratio of worst ISl to nominal peak-to-peak at 10%.)
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Table 23-4—Normalized voltage templates as measured at the MDI

_ Normalized Normalized | Normalized link | Normalized link
Time, ns templ_at_e, pos. templ_att_a, neg. tempiliﬁ?iat’ pos. templli?Tt]ﬁ neg.
limit limit
0 0.060 -0.061 0.061 -0.060
0.067 -0.054 0.056 -0.065
10 0.072 -0.049 0.052 -0.069
15 0.072 -0.049 0.052 -0.069
20 0.063 -0.058 0.058 -0.063
25 0.047 -0.074 0.071 -0.050
30 0.030 -0.091 0.086 -0.035
35 0.023 -0.098 0.094 -0.027
40 0.041 -0.080 0.080 -0.041
45 0.099 -0.022 0.027 -0.094
50 0.206 0.085 -0.076 -0.197
55 0.358 0.237 -0.231 -0.352
60 0.544 0.423 -0.428 —0.549
65 0.736 0.615 -0.640 -0.761
70 0.905 0.784 -0.829 -0.950
75 1.020 0.899 -0.954 -1.075
80 1.060 0.940 -0.977 -1.098
85 1.020 0.899 -0.876 -0.997
90 0.907 0.786 -0.653 -0.774
95 0.744 0.623 -0.332 -0.453
100 0.560 0.439 0.044 -0.077
105 0.384 0.263 0.419 0.298
110 0.239 0.118 0.738 0.617
115 0.137 0.016 0.959 0.838
120 0.077 -0.044 1.060 0.940
125 0.053 -0.068 1.044 0.923
130 0.050 -0.071 0.932 0.811
135 0.057 -0.064 0.759 0.638
140 0.064 -0.057 0.565 0.444
145 0.067 -0.054 0.383 0.262
150 0.065 —0.056 0.238 0.117
155 0.061 -0.060 0.138 0.017
160 0.057 -0.064 0.081 -0.040
165 0.055 -0.066 0.057 -0.064
170 0.056 -0.065 0.054 -0.067
175 0.059 -0.062 0.058 -0.063
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Table 23-4—Normalized voltage templates as measured at the MDI (Continued)

_ Normalized Normalized | Normalized link | Normalized link
Time, ns templ_at_e, pos. templ_att_a, neg. tempiliﬁ?iat’ pos. templli?Tt]ﬁ neg.
limit limit
180 0.062 -0.059 0.063 -0.058
185 0.064 -0.057 0.064 -0.057
190 0.064 -0.057 0.063 -0.058
195 0.062 -0.059 0.060 -0.061
200 0.060 -0.061 0.058 -0.063
205 0.057 -0.064 0.058 -0.063
210 0.056 -0.065 0.059 -0.062
215 0.058 -0.063 0.060 -0.061
220 0.061 -0.060 0.062 -0.059
225 0.064 -0.057 0.062 -0.059
230 0.066 —0.055 0.062 -0.059
235 0.065 -0.056 0.061 —0.060
240 0.061 -0.060 0.060 -0.061
245 0.054 -0.067 0.060 -0.061
250 0.049 -0.072 0.060 -0.061
255 0.049 -0.072 0.060 -0.061
260 0.058 -0.063 0.061 -0.060
265 0.074 -0.047 0.061 -0.060
270 0.091 -0.030 0.061 -0.060
275 0.099 -0.022 0.061 -0.060
280 0.080 -0.041 0.060 -0.061
285 0.022 -0.099 0.060 -0.061
290 -0.085 -0.206 0.060 -0.061
295 -0.238 -0.359 0.060 -0.061
300 -0.423 -0.544 0.061 -0.060
305 -0.615 -0.736 0.061 —-0.060
310 -0.783 -0.904 0.061 -0.060
315 -0.899 -1.020 0.061 —-0.060
320 -0.940 -1.061 0.060 -0.061
325 -0.899 -1.020 0.060 -0.061
330 -0.786 -0.907 0.060 -0.061
335 -0.623 -0.744 0.060 -0.061
340 -0.439 -0.560 0.061 -0.060
345 -0.263 -0.384 0.061 —-0.060
350 -0.118 -0.239 0.061 -0.060
355 -0.016 -0.137 0.061 —-0.060
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Table 23-4—Normalized voltage templates as measured at the MDI (Continued)

_ Normalized Normalized | Normalized link | Normalized link
Time, ns templ_at_e, pos. templ_att_a, neg. tempiliﬁ?iat’ pos. templli?Tt]ﬁ neg.
limit limit
360 0.044 -0.077 0.060 -0.061
365 0.068 -0.053 0.060 -0.061
370 0.070 -0.051 0.060 -0.061
375 0.064 -0.057 0.060 -0.061
380 0.057 -0.064 0.061 —-0.060
385 0.054 -0.067 0.061 —0.060
390 0.056 -0.065 0.061 —-0.060
395 0.060 -0.061 0.061 —0.060
400 0.064 -0.057 0.060 -0.061
405 0.065 -0.056 0.060 -0.061
410 0.064 -0.057 0.060 -0.061
415 0.061 -0.060 0.060 -0.061
420 0.059 -0.062 0.061 -0.060
425 0.058 -0.063 0.061 —0.060
430 0.059 -0.062 0.061 —-0.060
435 0.060 -0.061 0.061 -0.060
440 0.061 -0.060 0.060 -0.061
445 0.062 -0.059 0.060 -0.061
450 0.062 -0.059 0.060 -0.061
455 0.061 -0.060 0.060 -0.061
460 0.060 -0.061 0.061 -0.060
465 0.059 -0.062 0.061 -0.060
470 0.060 -0.061 0.061 -0.060
475 0.060 -0.061 0.061 -0.060
480 0.061 -0.060 0.060 -0.061

It isamandatory requirement that the peak-to-peak 1Sl, and the overall peak-to-pesak signal voltage, be mea-
sured at a point in time halfway between the nominal zero crossings of the observed eye pattern.

It is a mandatory requirement that the 100BASE-T4 Transmit Test Filter perform the function of a third-
order Butterworth filter with its—3 dB point at 25.0 MHz.

One acceptable implementation of a 100BASE-T4 Transmit Test Filter appears in figure 23-16. That imple-
mentation uses the 100BASE-T4 Transmit Test Filter as a line termination. The output of the filter is termi-
nated in 100 Q. It is amandatory requirement that such implementations of the 100BASE-T4 Transmit Test
Filter be designed such that the reflection loss of the filter, when driven by a 100 Q source, exceeds 17 dB
across the frequency range 2 to 12.5 MHz.
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Figure 23-15—Definition of sampling points for ISI measurement

Equivalent circuits that implement the same overall transfer function are also acceptable. For example, the
100BASE-T4 Transmit Test Filter may be tapped onto aline in parallel with an existing termination. Itisa
mandatory requirement that such implementations of the 100BASE-T4 Transmit Test Filter be designed with
an input impedance sufficiently high that the reflection loss of the parallel combination of filter and 100 Q
termination, when driven by 100 Q, exceeds 17 dB across the frequency range 2 to 12.5 MHz.

TRANSMIT

MDI
635 nH

DEVICE
UNDER
TEST

P

+

TEST FILTER
OUTPUT

100 Q

YL,
127 pF|

127 pF:L

L's £ 10%
C's+5%
R's + 1%

635 nH
TRANSMIT
TEST FILTER

Figure 23-16—Acceptable implementation of transmit test filter
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23.5.1.2.4 Transmitter differential output impedance

SUPPLEMENT TO 802.3:

The differential output impedance as measured at the MDI for each transmit pair shall be such that any
reflection due to differential signals incident upon the MDI from a balanced cable having an impedance of
100 Q is at least 17 dB below the incident signal, over the frequency range of 2.0 MHz to 12.5 MHz. This
return loss shall be maintained at all times when the PHY isfully powered.

With every transmitter connected as in figure 23-17, and while transmitting a repeating sequence of packets
as specified in table 23-3, the amount of droop on any transmit pair as defined in figure 23-18 during the
transmission of eopl and eop4 shall not exceed 6.0%.

TRANSMIT
DEVICE
UNDER
TEST

MDI

100 O

+

Y

330 uH” out

* + 1% as measured at 100 kHz

Figure 23-17—Output impedance test setup

I

A

Tvz

eop4
Vi
A 4
\ eopl 20 ns
—>
220 ns
zero crossing
A
droop = v
Vi

Figure 23-18—Measurement of output droop

Balanced square wave source
50% duty cycle

3.5V amplitude
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20 ns or faster rise/fall

*
50 Q
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*
330 pH
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*
50 Q
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Figure 23-19—Input impedance test setup

This is amAgchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00137



CSMA/CD

IEEE

Std 802.3u-1995

Table 23-5—Sequence of packets for droop test

Packet sequence Data, hex
(i ssmeneed | (umber o acuas | (M oHeen = pakes
first packet 64 AA
second packet 65 AA
third packet 66 AA

23.5.1.2.5 Output timing jitter

While repetitively transmitting a random sequence of valid 8B6T code words, and while observing the
output of a 100BASE-T4 Transmit Test Filter connected at the M DI to any of the transmit pairs as specified
in 23.5.1.2.3, the measured jitter shall be no more than 4 ns p-p. For the duration of the test, each of the other
transmit pairs shall be connected to either a 100BASE-T4 Transmit Test Filter or a 100 Q resistive load.

NOTES

1—Jitter is the difference between the actual zero crossing point in time and the ideal time. For various ternary transi-
tions, the zero crossing time is defined differently. For transitions between +1 and —1 or vice versa, the zero crossing
point is defined as that point in time when the voltage waveform crosses zero. For transitions between zero and the other
values, or from some other value to zero, the zero crossing time is defined as that point in time when the voltage wave-
form crosses the boundary between logica voltage levels, halfway between zero volts and the logical +1 or logical —1
ideal level.

2—Theideal zero crossing times are contained in aset of points{t,} wheret, =ty + n/f, wherenisaninteger, andfisin
the range 25.000 MHz + 0.01%. A collection of zero crossing times satisfies the jitter requirement if there exists a pair
(to, f) such that each zero crossing time is separated from some member of {t,,} by no morethan 4 ns.

23.5.1.2.6 Transmitter impedance balance

The common-mode to differential-mode impedance balance of each transmit output shall exceed

29— 17l0g El%%dB

wheref isthe frequency (in MHZz) over the frequency range 2.0 MHz to 12.5 MHz. The balance is defined as

20log o]
|:EdifD

where E.,, is an externally applied sine-wave voltage as shown in figure 23-20.

NOTE—The balance of the test equipment (such as the matching of the test resistors) must be insignificant relative to
the balance requirements.

23.5.1.2.7 Common-mode output voltage

The implementor should consider any applicable local, national, or international regulations. Driving
unshielded twisted pairs with high-frequency, common-mode voltages may result in interference to other
equipment. FCC conducted and radiated emissions tests may require that, while transmitting data, the mag-
nitude of the total common-mode output voltage, Egmour), On any transmit circuit, be less than a few milli-
volts when measured as shown in figure 23-21.
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Figure 23-20—Transmitter impedance balance and common-
mode rejection test circuit
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Figure 23-21—Common-mode output voltage test circuit

23.5.1.2.8 Transmitter common-mode rejection
The application of E, as shown in figure 23-20 shall not change the differential voltage at any transmit out-
put, Egi¢, by morethan 100 mV for all data sequences while the transmitter is sending data. Additionally, the

edge jitter added by the application of E,, shall be no morethan 1.0 ns. E,, shall bea 15V peak 10.1 MHz
sinewave.

23.5.1.2.9 Transmitter fault tolerance

Transmitters, when either idle or nonidle, shall withstand without damage the application of short circuits
across any transmit output for an indefinite period of time and shall resume normal operation after such
faults are removed. The magnitude of the current through such a short circuit shall not exceed 420 mA.
Transmitters, when either idle or nonidle, shall withstand without damage a 1000V common-mode impulse
applied at Egy,, of either polarity (as indicated in figure 23-22). The shape of the impulse shall be 0.3/50 ps
(300 nsvirtual front time, 50 ps virtual time of half value), as defined in IEC 60.

23.5.1.2.10 Transmit clock frequency

The ternary symbol transmission rate on each pair shall be 25.000 MHz + 0.01%.
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Figure 23-22—Transmitter fault tolerance test circuit

23.5.1.3 Receiver specifications

The PMA shall provide the Receive function specified in 23.4.1.3 in accordance with the electrical specifica-
tions of this clause. The patch cables and interconnecting hardware used in test configurations shall meet
Category 5 specifications asin ISO/IEC 11801: 1995.

The term worst-case UTP model, as used in this clause, refers to lumped-element cable model shown in fig-
ure 23-23 that has been developed to simulate the attenuation and group delay characteristics of 100 m of
worst-case Category 3 PVC UTP cable.

This constant resistance filter structure has been optimized to best match the following amplitude and group
delay characteristics, where the argument f is in hertz, and the argument X is the cable length in meters. For
the worst-case UTP model, argument x was set to 100 m, and the component values determined for a best
least mean squared fit of both real and imaginary parts of H(f, x) over the frequency range 2 to 15 MHz.

NOTE—This group delay model is relative and does not includes the fixed delay associated with 100 m of Category 3
cable. An additional 570 ns of fixed delay should be added in order to obtain the absolute group delay.

Propagationimag(f, x) = j(-10) 1%7%0%

PropagationReal (f, x) = —Ell %;0.70%5%5%

Propagationlmag(f, x) + PropagationReal (f, x)
20

H(f,x) = 10
23.5.1.3.1 Receiver differential input signals
Differential signals received on the receive inputs that were transmitted within the constraints of 23.5.1.2,

and have then passed through a worst-case UTP model, shall be correctly trandated into one of the
PMA_UNITDATA.indicate messages and sent to the PCS. In addition, the receiver, when presented with a
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Figure 23-23—Worst-case UTP model

link test pulse generated according to the requirements of 23.4.1.2 and followed by at least 3T of silence on
pair RX_D2, shall accept it asalink test pulse.

Both data and link test pulse receive features shall be tested in at least two configurations: using the worst-
case UTP model, and with a connection less than one meter in length between transmitter and receiver.

A receiver is allowed to discard the first received packet after the transition into state LINK_PASS, using
that packet for the purpose of fine-tuning its receiver equalization and clock recovery circuits.

NOTE—Implementors may find it practically impossible to meet the requirements of this subclause without using some
form of adaptive equalization.

23.5.1.3.2 Receiver differential noise immunity

The PMA, when presented with 8B6T encoded data meeting the requirements of 23.5.1.3.1, shall translate
this datainto PMA_UNITDATA.indicate (DATA) messages with a bit loss of no more than that specified in
23.4.1.3.

The PMA Carrier Sense function shall not set pma_carrier=ON upon receiving any of the following signals
on pair RX_D2 at the receiving M DI, as measured using a 100BA SE-T4 transmit test filter (23.5.1.2.3):

a)  All signals having a peak magnitude less than 325 mV.

b)  All continuous sinusoidal signals of amplitude less than 8.7 VV peak-to-peak and frequency less than
1.7 MHz.

¢) All sinewaves of single cycle or less duration, starting with phase 0° or 180°, and of amplitude less
than 8.7V peak-to-peak, where the frequency is between 1.7 MHz and 15 MHz. For a period of
7 BT before and after this single cycle, the signal shall be less than 325 mV.
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d) Fastlink pulse burst (FLP burst), as defined in clause 28.
€) Thelink integrity test pulse signal TP_IDL_100.

23.5.1.3.3 Receiver differential input impedance

The differential input impedance as measured at the MDI for each receiveinput shall be such that any reflec-
tion due to differential signals incident upon each receive input from a balanced cable having an impedance
of 100 Q isat least 17 dB below the incident signal, over the frequency range of 2.0 MHz to 12.5 MHz. This
return loss shall be maintained at all times when the PHY isfully powered.

With each receiver connected as in figure 23-19, and with the source adjusted to simulate eopl and eop4
(50% duty cycle square wave with 3.5V amplitude, period of 480 ns, and risetime of 20 ns or faster), the
amount of droop on each receive pair as defined in figure 23-18 shall not exceed 6.0%.

23.5.1.3.4 Common-mode rejection

While receiving packets from a compliant 100BASE-T4 transmitter connected to all MDI pins, a receiver
shall send the proper PMA_UNITDATA.indicate messages to the PCS for any differential input signal Eg
that results in a signal Egjs that meets 23.5.1.3.1 even in the presence of common-mode voltages Eqy,
(applied as shown in figure 23-24). E,, shall be a25V peak-to-peak square wave, 500 kHz or lower in fre-
guency, with edges no slower than 4 ns (20%—-80%), connected to each of the receive pairs RX_D2, Bl_D3,
and BI_DA4.

MDI RECEIVE

DEVICE
UNDER
TEST

"

<

*Resistor matching to 1 part in 1000.

Figure 23-24—Receiver common-mode rejection test circuit

23.5.1.3.5 Receiver fault tolerance

The receiver shall tolerate the application of short circuits between the leads of any receive input for an
indefinite period of time without damage and shall resume normal operation after such faults are removed.
Receivers shall withstand without damage a 1000V common-mode impulse of either polarity (Egy, as indi-
cated in figure 23-25). The shape of the impulse shall be 0.3/50 ps (300 ns virtual front time, 50 ps virtual
time of half value), as defined in IEC 60.

23.5.1.3.6 Receiver frequency tolerance

The receive feature shall properly receive incoming data with a ternary symbol rate within the range
25.000 MHz + 0.01%.
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Figure 23-25—Common-mode impulse test circuit

23.5.2 Power consumption

After 100 ms following PowerOn, the current drawn by the PHY shall not exceed 0.75A when powered
through the MII.

The PHY shall be capable of operating from all voltage sources allowed by clause 22, including those cur-
rent limited to 0.75 A, as supplied by the DTE or repeater through the resistance of all permissible MlI
cables.

The PHY shall not introduce extraneous signals on the MII control circuits during normal power-up and
power-down.

While in power-down mode the PHY is not required to meet any of the 100BASE-T4 performance require-
ments.

23.6 Link segment characteristics
23.6.1 Cabling

Cabling and instalation practices generally suitable for use with this standard appear in ISO/IEC
11801: 1995. Exceptions, notes, and additional requirements are as listed below.

a) 100BASE-T4 usesastar topology. Horizontal cabling is used to connect PHY entities.

b) 100BASE-T4 is an ISO/IEC 11801: 1995 class C application, with additional installation require-
ments and transmission parameters specified in 23.6.2 through 23.6.4. The highest fundamental fre-
quency transmitted by 8B6T coding is 12.5 MHz. The aggregate data rate for three pairs using 8B6T
coding is 100 Mb/s.

c) 100BASE-T4 shal use four pairs of balanced cabling, Category 3 or better, with a nominal charac-
teristic impedance of 100 Q.

d)  When using Category 3 cable for the link segment, clause 23 recommends, but does not require, the
use of Category 4 or better connecting hardware, patch cords and jumpers. The use of Category 4 or
better connecting hardware increases the link segment composite NEXT loss, composite ELFEXT
loss and reduces the link segment insertion loss. This lowers the link segment crosstalk noise, which
in turn decreases the probability of errors.

€) Theuse of shielded cable is outside the scope of this standard.
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23.6.2 Link transmission parameters

Unless otherwise specified, link segment testing shall be conducted using source and load impedances of
100 Q.

23.6.2.1 Insertion loss

The insertion loss of a simplex link segment shall be no more than 12 dB at all frequencies between 2 and
12.5 MHz. This consists of the attenuation of the twisted pairs, connector losses, and reflection losses due to
impedance mismatches between the various components of the smplex link segment. The insertion loss
specification shall be met when the simplex link segment is terminated in source and load impedances that
satisfy 23.5.1.2.4 and 23.5.1.3.3.

NOTE—The loss of PVC-insulated cable exhibits significant temperature dependence. At temperatures greater than
40°C, it may be necessary to use a less temperature-dependent cable, such as many Fluorinated Ethylene Propylene
(FEP), Polytetrafluoroethylene (PTFE), or Perfluoroalkoxy (PFA) plenum-rated cables.

23.6.2.2 Differential characteristic impedance

The magnitude of the differential characteristic impedance of a3 m length of twisted pair used in a simplex
link shall be between 85 Q and 115 Q for all frequencies between 2 MHz and 12.5 MHz.

23.6.2.3 Coupling parameters

In order to limit the noise coupled into a simplex link segment from adjacent simplex link segments, Near-
End Crosstalk (NEXT) loss and Equal Level Far-End Crosstalk (ELFEXT) loss are specified for each sim-
plex link segment. In addition, since three simplex links (TX_D1, BI_D3, and Bl_D4) are used to send data
between PHY's and one simplex link (RX_D2) is used to carry collision information as specified in 23.1.4,
Multiple-Disturber NEXT loss and Multiple-Disturber ELFEXT loss are also specified.

23.6.2.3.1 Differential Near-End Crosstalk (NEXT) loss

The differential Near-End Crosstalk (NEXT) loss between two simplex link segments is specified in order to
ensure that collision information can be reliably received by the PHY receiver. The NEXT loss between each of
the three data carrying simplex link segments and the collision sensing simplex link segment shall be at least
24.5 — 15xl0gqo(f /12.5) (where f isthe frequency in MHZz) over the frequency range 2.0 MHz to 12.5 MHz.

23.6.2.3.2 Multiple-disturber NEXT (MDNEXT) loss

Since three simplex links are used to send data between PHY s and one simplex link is used to carry collision
information, the NEXT noise that is coupled into the collision, sensing simplex link segment is from multi-
ple (three) signal sources, or disturbers. The MDNEXT loss between the three data carrying simplex link
segments and the collision sensing simplex link segment shall be at least 21.4 — 15xl0g(f/12.5) dB (where
f is the frequency in MHz) over the frequency range 2.0 to 12.5 MHz. Refer to 12.7.3.2 and Appendix A3,
Example Crosstalk Computation for Multiple Disturbers, for a tutorial and method for estimating the MDN-
EXT lossfor an n-pair cable.

23.6.2.3.3 Equal Level Far-End Crosstalk (ELFEXT) loss

Equal Level Far-End Crosstalk (ELFEXT) lossis specified in order to limit the crosstalk noise at the far end of
a smplex link segment to meet the BER objective specified in 23.1.2 and the noise specifications of 23.6.3.
Far-End Crosstalk (FEXT) noise is the crosstalk noise that appears at the far end of a smplex link segment
which is coupled from an adjacent simplex link segment with the noise source (transmitters) at the near end.
ELFEXT lossis the ratio of the data signal to FEXT noise at the output of a simplex link segment (receiver
input). To limit the FEXT noise from adjacent simplex link segments, the ELFEXT loss between two data car-
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rying simplex link segments shall be greater than 23.1 —20xl0go(f /12.5) dB (where f is the frequency in
MHz) over the frequency range 2.0 MHz to 12.5 MHz. ELFEXT loss at frequency f and distance| is defined as

ELFEXT_Loss (f,l) = 20 x logy DVF"‘E —SLS Loss(dB)

|:“/pcn
where
Vods is the peak voltage of disturbing signal (near-end transmitter)
Vien isthe peak crosstalk noise at the far end of disturbed simplex link segment

SLS Loss istheinsertion loss of the disturbing simplex link segment

23.6.2.3.4 Multiple-disturber ELFEXT (MDELFEXT) loss

Since three simplex links are used to transfer data between PHY's, the FEXT noise that is coupled into an data
carrying simplex link segment is from multiple (two) signal sources, or disturbers. The MDELFEXT loss
between a data carrying simplex link segment and the other two data carrying simplex link segments shal be
greater than 20.9 — 20xl0go(f/12.5) (where f is the frequency in MHz) over the frequency range 2.0 MHz to
12.5 MHz. Refer to 12.7.3.2 and Appendix A3, Example Crosstalk Computation for Multiple Disturbers, for a
tutorial and method for estimating the MDELFEXT loss for an n-pair cable.

23.6.2.4 Delay

Since T4 sends information over three simplex link segments in parallel, the absolute delay of each and the
differential delay are specified to comply with network round-trip delay limits and ensure the proper decod-
ing by receivers, respectively.

23.6.2.4.1 Maximum link delay

The propagation delay of asimplex link segment shall not exceed 570 ns at all frequencies between 2.0 MHz
and 12.5 MHz.

23.6.2.4.2 Maximum link delay per meter

The propagation delay per meter of a simplex link segment shall not exceed 5.7 ng/m at al frequencies
between 2.0 MHz and 12.5 MHz.

23.6.2.4.3 Difference in link delays

The difference in propagation delay, or skew, under all conditions, between the fastest and the slowest sim-
plex link segment in a link segment shall not exceed 50 ns at al frequencies between 2.0 MHz and
12.5 MHz. It isafurther functional requirement that, once installed, the skew between all pair combinations
due to environmental conditions shall not vary more than = 10 ns, within the above requirement.

23.6.3 Noise
The noise level on the link segments shall be such that the objective error rate is met. The noise environment

consists generally of two primary contributors. self-induced near-end crosstalk, which affects the ability to
detect collisions, and far-end crosstalk, which affects the signal-to-noise ratio during packet reception.
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23.6.3.1 Near-End Crosstalk

The MDNEXT (Multiple-Disturber Near-End Crosstalk) noise on alink segment depends on the level of the
disturbing signals on pairs TX_D1, BI_D3, and Bl_D4, and the crosstalk loss between those pairs and the
disturbed pair, RX_D2.

The MDNEXT noise on alink segment shall not exceed 325 mVp.
This standard is compatible with the following assumptions:

a)  Threedisturbing pairs with 99th percentile pair-to-pair NEXT loss greater than 24.5 dB at 12.5 MHz
(i.e., Category 3 cable).

b) Six additional disturbers (2 per smplex link) representing connectors at the near end of the link seg-
ment with 99th percentile NEXT loss greater than 40 dB at 12.5 MHz (i.e., Category 3 connectors
installed in accordance with 23.6.4.1).

¢) All disturbers combined according to the MDNEXT Monte Carlo procedure outlined in Appendix A3,
Example Crosstalk Computation for Multiple Disturbers.

The MDNEXT noiseis defined using three maximum level 100BA SE-T4 transmitters sending uncorrellated
continuous data sequences while attached to the simplex link segments TX_D1, Bl_D3, and BI_D4 (disturb-
ing links), and the noise measured at the output of a filter connected to the ssimplex link segment RX_D2.
(disturbed link). Each continuous data sequence is a pseudo-random bit pattern having a length of at least
2047 bits that has been coded according to the 8B6T coding rulesin 23.2.1.2. Thefilter is the 100BASE-T4
Transmit Test Filter specifiedin 23.5.1.2.3.

23.6.3.2 Far-End Crosstalk

The MDFEXT (Multiple-Disturber Far-End Crosstalk) noise on a link segment depends on the level of the
disturbing signalson pairs TX_D1, Bl_D3, and Bl_D4, and the various crosstalk losses between those pairs.

The MDFEXT noise on alink segment shall not exceed 87 mVp.
This standard is compatible with the following assumptions:

a) Two disturbing pairs with 99th percentile ELFEXT (Equal Level Far-End Crosstalk) loss greater
than 23 dB at 12.5 MHz.

b)  Nine additional disturbers (three per simplex link) representing connectors in the link segment with
99th percentile NEXT loss greater than 40 dB at 12.5 MHz.

c)  All disturbers combined according to the MDNEXT Monte Carlo procedure outlined in Appendix A3,
Example Crosstalk Computation for Multiple Disturbers.

The MDFEXT noise is defined using two maximum level 100BASE-T4 transmitters sending uncorrellated
continuous data sequences while attached to two simplex link segments (disturbing links) and the noise mea-
sured at the output of afilter connected to the far end of athird smplex link segment (disturbed link). Each
continuous data sequence is a pseudo-random bit pattern having a length of at least 2047 bits that has been
coded according to the 8B6T coding rules in 23.2.1.2. The filter is the 100BASE-T4 Transmit Test Filter
specified in 23.5.1.2.3.
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23.6.4 Installation practice

23.6.4.1 Connector installation practices

The amount of untwisting in a pair as a result of termination to connecting hardware should be no greater
than 25 mm (1.0 in) for Category 3 cables. Thisisthe same value recommended in | SO/IEC 11801: 1995 for
Category 4 connectors.

23.6.4.2 Disallow use of Category 3 cable with more than four pairs

Jumper cables, or horizontal runs, made from more than four pairs of Category 3 cable are not allowed.
23.6.4.3 Allow use of Category 5 jumpers with up to 25 pairs

Jumper cables made from up to 25 pairs of Category 5 cable, for the purpose of mass-terminating port con-

nections at a hub, are allowed. Such jumper cables, if used, shall be limited in length to no more than 10 m
total.

23.7 MDI specification

This clause defines the MDI. The link topology requires a crossover function between PMAS. Implementa-
tion and location of this crossover are aso defined in this clause.

23.7.1 MDI connectors
Eight-pin connectors meeting the requirements of section 3 and figures 1-5 of |EC 603-7: 1990 shall be used
as the mechanical interface to the balanced cabling. The plug connector shall be used on the balanced

cabling and the jack on the PHY. These connectors are depicted (for informational use only) in figures 23-26
and 23-27. The table 23-6 shows the assignment of PMA signals to connector contacts for PHY s with and

without an internal crossover.

pin 1
Figure 23-26—MDI connector Figure 23-27—Balanced cabling connector

23.7.2 Crossover function

Itisafunctional requirement that a crossover function be implemented in every link segment. The crossover
function connects the transmitters of one PHY to the receivers of the PHY at the other end of the link seg-
ment. Crossover functions may be implemented internally to a PHY or elsewhere in the link segment. For a
PHY that does not implement the crossover function, the MDI labelsin the last column of table 23-4 refer to
its own internal circuits (second column). For PHY's that do implement the internal crossover, the MDI
labels in the last column of table 23-4 refer to the internal circuits of the remote PHY of the link segment.
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Table 23-6—MDI connection and labeling requirements

PHY without PHY with
internal crossover internal crossover MDI
Contact (recommended for (recommended for labeling
DTE) repeater) requirement
internal PMA signals internal PMA signals
1 TX D1+ RX_D2+ TX_D1+
2 TX_D1- RX_D2— TX_D1-
3 RX_D2+ TX_D1+ RX_D2+
4 BI_D3+ BI_D4+ BI_D3+
5 BI_D3- BI_D4— BI_D3-
6 RX_D2- TX_D1- RX_D2—
7 BI_D4+ BI_D3+ BI_D4+
8 Bl_D4- BI_D3- Bl_D4-

Additionally, the MDI connector for aPHY that implements the crossover function shall be marked with the
graphical symbol “X”. Internal and external crossover functions are shown in figure 23-28. The crossover
function specified here for pairs TX_D1 and RX_D2 is compatible with the crossover function specified in
14.5.2 for pairs TD and RD.

When alink segment connects a DTE to a repeater, it is recommended the crossover be implemented in the
PHY local to the repeater. If both PHY s of alink segment contain internal crossover functions, an additional
external crossover is necessary. It is recommended that the crossover be visible to an installer from one of
the PHY's. When both PHY s contain internal crossovers, it is further recommended in networks in which the
topology identifies either a central backbone segment or a central repeater that the PHY furthest from the
central element be assigned the external crossover to maintain consistency.

Implicit implementation of the crossover function within a twisted-pair cable, or at awiring panel, while not
expressly forbidden, is beyond the scope of this standard.

23.8 System considerations

The repeater unit specified in clause 27 forms the central unit for interconnecting 100BA SE-T4 twisted-pair
links in networks of more than two nodes. It aso provides the means for connecting 100BASE-T4 twisted-
pair links to other 100 Mb/s baseband segments. The proper operation of a CSMA/CD network requires that
network size be limited to control round-trip propagation delay as specified in clause 29.

23.9 Environmental specifications
23.9.1 General safety

All equipment meeting this standard shall conform to IEC 950: 1991.
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1 TX_D1+ — —TX_D1+ 1

_IX 2 TX_D1- — I —TX_D1- 2 Zi]—
3 RX_D2+ — — RX_D2+ 3
<]: 6 RX_D2- — — RX_D2— 6j>_
%4 BI_D3+ — L Bl D3+ 4@
5 BI_D3- — — BI_D3- 5
%7 Bl D4+ —| — BI_D4+ 7@
8 Bl D4- — — Bl D4 8
PHY PHY

a) Two PHYs with external crossover function

— —
MDI MDI-X Label Internal Signal
1 TX_Dl+ —— TX D1+ 1 TX D1+
_|; 2 TX_Dl- — TX_Dl- 5
3 RX_ D2+ —— RX_D2+ 3
<l:5 RX_D2- —  RX_D2- g
%4 Bl D3+ —— BI.D3+ 4
5 BILD3- —___ BID3- 5
%7 BI_D4+ —— BI_ D4+ 7
8 Bl D4~ — — BILD4- 8

|

b) PHY with internal crossover function

Figure 23-28—Crossover function

23.9.2 Network safety

This clause sets forth a number of recommendations and guidelines related to safety concerns; the list is nei-
ther complete nor does it address all possible safety issues. The designer is urged to consult the relevant
local, national, and international safety regulations to ensure compliance with the appropriate requirements.

LAN cable systems described in this clause are subject to at least four direct electrical safety hazards during
their installation and use. These hazards are as follows:

a) Direct contact between LAN components and power, lighting, or communications circuits
b)  Static charge buildup on LAN cables and components
c¢) High-energy transients coupled onto the LAN cable system

d) Voltage potential differences between safety grounds to which various LAN components are
connected
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Such electrical safety hazards must be avoided or appropriately protected against for proper network instal-
lation and performance. In addition to provisions for proper handling of these conditions in an operational
system, special measures must be taken to ensure that the intended safety features are not negated during
installation of anew network or during modification or maintenance of an existing network.

23.9.2.1 Installation

Itisamandatory functional requirement that sound installation practice, as defined by applicable local codes
and regulations, be followed in every instance in which such practiceis applicable.

23.9.2.2 Grounding

Any safety grounding path for an externally connected PHY shall be provided through the circuit ground of
the MII connection.

WARNING—It is assumed that the equipment to which the PHY is attached is properly grounded, and not |eft floating
nor serviced by a “doubly insulated, ac power distribution system.” The use of floating or insulated equipment, and the
consequent implications for safety, are beyond the scope of this standard.

23.9.2.3 Installation and maintenance guidelines

It isamandatory functional requirement that, during installation and maintenance of the cable plant, care be
taken to ensure that noninsulated network cable conductors do not make electrical contact with unintended
conductors or ground.

23.9.2.4 Telephony voltages

The use of building wiring brings with it the possibility of wiring errors that may connect telephony voltages
to 100BA SE-T4 equipment. Other than voice signals (which are low voltage), the primary voltages that may
be encountered are the “ battery” and ringing voltages. Although there is no universal standard, the following
maximums generally apply.

Battery voltage to atelephone line is generally 56 Vdc applied to the line through a balanced 400 Q source
impedance.

Ringing voltage is acomposite signal consisting of an ac component and a dc component. The ac component is
up to 175V peak at 20 Hz to 60 Hz with a 100 Q source resistance. The dc component is 56 VVdc with a300 Q
to 600 Q source resistance. Large reactive transients can occur at the start and end of each ring interval.

Although 100BASE-T4 equipment is not required to survive such wiring hazards without damage, applica
tion of any of the above voltages shall not result in any safety hazard.

NOTE—Wiring errors may impose telephony voltages differentially across 100BASE-T4 transmitters or receivers.
Because the termination resistance likely to be present across areceiver’sinput is of substantially lower impedance than an
off-hook telephone instrument, receivers will generaly appear to the telephone system as off-hook telephones. Therefore,
full-ring voltages will be applied for only short periods. Transmitters that are coupled using transformers will similarly
appear like off-hook telephones (though perhaps abit more slowly) due to the low resistance of the transformer coil.

23.9.3 Environment
23.9.3.1 Electromagnetic emission

The twisted-pair link shall comply with applicable local and national codes for the limitation of electromag-

netic interference.
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23.9.3.2 Temperature and humidity

The twisted-pair link is expected to operate over a reasonable range of environmenta conditions related to
temperature, humidity, and physical handling (such as shock and vibration). Specific requirements and val-
ues for these parameters are considered to be beyond the scope of this standard.

It is recommended that manufacturers indicate in the literature associated with the PHY the operating envi-
ronmental conditions to facilitate selection, installation, and maintenance.

23.10 PHY labeling

It is recommended that each PHY (and supporting documentation) be labeled in amanner visible to the user
with at least these parameters:

a) Datarate capability in Mb/s
b) Power level in terms of maximum current drain (for external PHY's)
c) Any applicable safety warnings

See dlso 23.7.2.

23.11 Timing summary
23.11.1 Timing references
All Ml signals are defined (or corrected to) the DTE end of a zero length Ml cable.

NOTE—With a finite length MII cable, TX_CLK appears in the PHY one cable propagation delay earlier than at the
MII. This advances the transmit timing. Receive timing is retarded by the same amount.

The phrase adjusted for pair skew, when applied to a timing reference on a particular pair, means that the
designated timing reference has been adjusted by adding to it the difference between the time of arrival of
preamble on the latest of the three receive pairs and the time of arrival of preamble on that particular pair.

PMA_UNITDATA request

Figures 23-29, 30, 31, and 32. The implementation of this abstract message is not specified.
Conceptually, thisisthe time at which the PMA has been given full knowledge and use of the
ternary symbols to be transmitted.

PMA_UNITDATA.indicate

Figure 23-33. The implementation of this abstract message is not specified. Conceptualy, thisis
the time at which the PCS has been given full knowledge and use of the ternary symbols received.

WAVEFORM

Figure 23-29. Point in time at which output waveform has moved 1/2 way from previous nominal
output level to present nominal output level.

TX_EN

Figure 23-30. First rising edge of TX_CLK following the rising edge of TX_EN.
NOT_TX_EN

Figures 23-31 and 32. First rising edge of TX_CLK following the falling edge of TX_EN.
CRS

Figure 23-33. Rising edge of CRS.
CARRIER_STATUS
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Figure 23-33. Rising edge of carrier_status.
NOT_CARRIER_STATUS

Figure 23-34. Falling edge of carrier_status.
RX_DV

No figure. First rising edge of RX_CLK following rising edge of RX_DV.
COoL

No figure. Rising edge of COL signal at MII.
NOT_COL

No figure. Falling edge of COL signal at MlI.
PMA_ERROR

No figure. Time at which rxerror_status changes to ERROR.
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23.11.2 Definitions of controlled parameters

PMA_OUT

Figure 23-29. Time between PMA_UNITDATA request (tx_code vector) and the WAVEFORM
timing reference for each of the three transmit channels TX_D1, BI_DS3, or Bl_D4.

TEN_PMA

Figures 23-30, 31, and 32. Time between TX_EN timing reference and MA_UNITDATA request
(tx_code_vector).

TEN_CRS

Figure 23-30. Time between TX_EN timing reference and the loopback of TX_EN to CRS as
measured at the CRS timing reference point.

NOT_TEN_CRS

Figures 23-31 and 32. Time between NOT_TX_EN timing reference and the loopback of TX_EN
to CRS as measured at the NOT_CRS timing reference point. In the event of a collision (COL is
raised at any point during a packet) the minimum time for NOT_TEN_CRS may optionally be as
short as 0.

RX_PMA_CARRIER

Figure 23-33. Time between the WAVEFORM timing reference, adjusted for pair skew, of first
pulse of anormal preamble (or first pulse of a preamble preceded by alink test pulse or a partia
link test pulse) and the CARRIER_STATUS timing reference.

RX_CRS

Figure 23-33. Time between the WAVEFORM timing reference, adjusted for pair skew, of first
pulse of anormal preamble (or first pulse of a preamble preceded by alink test pulse or a partia
link test pulse) and the CRS timing reference.

NOTE—The input waveform used for this test is an ordinary T4 preamble, generated by a compliant T4
transmitter. As such, the delay between the first and third pulses of the preamble (which are used by the car-
rier senselogic) is very nearly 80 ns.

RX_NOT_CRS

For adata packet, the time between the WAV EFORM timing reference, adjusted for pair skew, of
thefirst pulse of eopl, and the de-assertion of CRS. For a collision fragment, the time between the
WAVEFORM timing reference, adjusted for pair skew, of the ternary symbol on pair TX_D2,
which follows the last ternary data symbol received on pair RX_D2, and the de-assertion of CRS.

Both are limited to the same value. For adata packet, detection of the six ternary symbols of eopol
is accomplished in the PCS layer. For a collision fragment, detection of the concluding seven
ternary zeroes is accomplished in the PMA layer, and passed to the PCS in the form of the
carrier_status indication.

FAIRNESS

The difference between RX_NOT_CRS at the conclusion of one packet and RX_CRS on a
subsequent packet. The packets used in this test may arrive with an IPG anywhere in the range of
80 to 160.

RX_PMA_DATA

Figure 23-33. Time between the WAVEFORM timing reference, adjusted for pair skew, of first
pulse of anormal preamble (or first pulse of a preamble preceded by alink test pulse or a partia
link test pulse) and the particular PMA_UNITDATA.indicate that transfers to the PCS the first
ternary symbol of thefirst 6T code group from receive pair Bl_D3.
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EOP_CARRIER_STATUS

Figure 23-34. For adata packet, the time between the WAV EFORM timing reference, adjusted for
pair skew, of first pulse of eopl and the NOT_CARRIER_STATUS timing reference.

EOC_CARRIER_STATUS

Figure 23-35. In the case of a colliding packet, the time between the WAVEFORM timing
reference, adjusted for pair skew, of the ternary symbol on pair RX_D2, which follows the last
ternary data symbol received on pair RX_D2 and the NOT_CARRIER_STATUS timing
reference.

RX_RXDV

No figure. Time between WAVEFORM timing reference, adjusted for pair skew, of first pulse of
anormal preamble (or first pulse of a preamble preceded by alink test pulse or a partia link test
pulse) and the RX_DV timing reference.

RX_PMA_ERROR

Nofigure. Inthe event of apreamblein error, the time between the WAV EFORM timing reference
adjusted for pair skew, of first pulse of that preamble (or first pulse of the preamble preceded by a
link test pulse or a partial link test pulse), and the PMA_ERROR timing reference.

RX_COL

No figure. In the event of a collision, the time between the WAVEFORM timing reference
adjusted for pair skew, of first pulse of a normal preamble (or first pulse of a preamble preceded
by alink test pulse or apartia link test pulse), and the COL timing reference.

RX_NOT_COL

No figure. Inthe event of acollisioninwhich thereceive signal stops before the locally transmitted
signal, the time between the WAV EFORM timing reference adjusted for pair skew, of the ternary
symbol on pair RX_D2, which follows the last ternary data symbol received on pair RX_D2 and
the NOT_COL timing reference point.

TX_NOT_COL

No figure. In the event of a collision in which the locally transmitted signa stops before the
received signal, the time between the NOT_TX_EN timing reference and the |loopback of TX_EN
to COL as measured at the NOT_COL timing reference point.

TX_SKEW

Greatest absolute difference between a) the waveform timing reference of the first pulse of a
preamble as measured on output pair TX_D1; b) the waveform timing reference of the first pulse
of apreamble as measured on output pair Bl_D3; and ¢) the waveform timing reference of the first
pulse of a preamble as measured on output pair Bl_D4. Link test pulses, if present during the
measurement, must be separated from the preamble by at least 100 ternary symbols.

CRS PMA_DATA

Time between the timing reference for CARRIER STATUS and the transferral, via
PMA_UNITDATA.indicate, of the first ternary symbol of the 6T code group marked DATAL in
figure 23-6.

COL_to Bl_D3/D4_OFF

No figure. In the case of acolliding packet, the time between the WAV E FORM timing reference,
adjusted for pair skew, of the first pulse of preamble (or the first pulse of the preamble preceded
by alink test pulse or apartial link test pulse) on RX_D2, and the first ternary zero transmitted on
BI_D3and on BI_D4.

NOTE—Subclause 23.4.1.2 mandates that transmission on pairs Bl_D3 and BI_D4 be halted in the event of a collision.
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23.11.3 Table of required timing values

Whilein the LINK_PASS state, each PHY timing parameter shall fall within the Low and High limits listed
intable 23-7. All units arein bit times. A bit time equals 10 ns.

Table 23-7—Required timing values

Controlled parameter Low limit (bits) High limit (bits) Comment

PMA_OUT 1 95

TEN_PMA + PMA_OUT 7 175

TEN_CRS 0 +4

NOT_TEN_CRS 0 36

RX_PMA_CARRIER 0 155

RX_CRS 0 275

RX_NOT_CRS 0 515

FAIRNESS 0 28

RX_PMA_DATA 67 90.5

EOP_CARRIER_STATUS 51 74.5

EOC_CARRIER_STATUS 3 50.5

RX_RXDV 81 1145

RX_PMA_ERROR RX_PMA_DATA RX_PMA_DATA +20 | Allowed limits equal the actual
RX_PMA_DATA timefor the
device under test plusfrom 0 to
20BT

RX_COL 0 275 SAMEASRX_CRS

RX_NOT_COL 0 515 SAMEAS
RX_NOT_CRS

TX_NOT_COL 0 36

TX_SKEW 0 0.5

CRS PMA_DATA 0 785

COL_to Bl_D3/D4 OFF 0 40
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PMA_UNITDATA.request (tx_code_vector)

Succession of
ternary symbols 8 2 t3 t4
available to PMA

Typical 2x oversampled t1

raw transmitter output —

nominal height

Filtered output signal 1/2 nominal height ‘ t1
at MDI

<4 PMA OUT —»

»\ WAVEFORM
timing reference point

Figure 23-29—PMA TRANSMIT timing while tx_code_vector = DATA

Timing reference

e for TX_EN
TXCLK |
atmii | \ \ \ \ \ \ \ \ [
(zero length cable)
TX_EN
TXD[0:3] nibl nib2
octet formed \‘\‘
from two nibbles . octetl
(tsr) Time spent
coding data First symbol
and preparing for of preamble
Succession PMA_UNITDATA request 1 2
of ternary symbols
on pair TX_D1
<4—TEN_PMA —p
/
Loopback of TX_EN PMA_UNITDATA.request (tx_code_vector)
to CRS —
—>|(earlyis |4—
negative) (late is
» positive)
TEN_CRS

Figure 23-30—PCS TRANSMIT timing at start of packet
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Timing reference
‘A/ for NOT TX_EN

TXCLK
ami  JUUUUUULTUIUIUUUOUHULL
(zero length cable)
TX_EN | ‘ ‘
TXD[0:3]
last two X:X:X
nibbles v
last |eopljeop2jeop3|eopd|eop5| zero| zero
octets [last [eop1]eop2[eop3|eop4|eops| zero]
(tsr) ‘
TEN_PMA
H‘qi 320ns —»p
last 6T
code grou eop3
Succession group P
of ternary [x x x x x x|+ +|]- -"0o0Joooooo[ooo0o0
symbols eopl eop4
[+ + + +++]----"-"-JooooooJoo
eop2 eop5
[+ +++]--]- - 0o0oo0oo0Joooooo]
\ The end of packet as sent to the PMA
80 ns . 8 )
> < I is defined here at the particular
TEN_PMA + 240 ns PMA_UNITDATA.request (tx_code_vector)
Loopback of TX_EN ‘ ‘ where tx_code_vector includes
to CRS - the 1st ternary symbol of eop4.
—»| NOT_TEN_CRS |€¢— |¢—

(min) (max)

Figure 23-31—PCS TRANSMIT timing end of normal packet
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Timing reference
o for NOT TX_EN

at Ml
(zero length cable) ‘
TX_EN
TXD[0:3]
last two
n bbles \%
[last | eopl | eop2 | eop3 | eop4 | eop5 | zero | zero
octets
(tsr) —> <
TEN_PMA
[x]o 0 0 0’00 0 00000 TXDI1
Last ternary —
symbol to —

be transmitted ‘ 0/o0 0 0 0ofo oo 0 0 0] BI_D3

During a /oooooo}{ooooool BI_D4
collision, these /
ternary symbols \
are all zeros.
PMA_UNITDATA.request (tx_code_vector = all zeros)

Loopback of TX_EN
to CRS

“>‘ NOT TEN_CRS |4 —
(max)

Figure 23-32—PCS TRANSMIT timing end of colliding packet
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Succession of ternary symbols as received
(measured at receiving MDI, with short cable, with no skew)

sosa sosa sosh
YAV VaVaAVaVYAVYV AN
P3 sosa sosa sosb
_‘/r\/
Output wave P4
form timing

reference point —— \_/|
as measured at

The threshold crossing of the
the MDI of V\ . : .
the transmitting third pulse in the carrier

device. Use detect sequence: (+ — +)
timing reference occurs 80 ns after

i imi First ternary
from pair TX D1. the output WAVEFORM timing
P - reference point. symbol sent
~—a across PMA
as DATA

RX_PMA_CARRIER
) <+
carrier_status

| RX_CRS may be delaygd i_n the PCS to
CRS » RX CRS meet the FAIRNESS criterion.
_ “«
< RX_PMA_DATA >‘
/

PMA_UNITDATA.indicate (rx_code_vector= DATA)

Figure 23-33—PMA RECEIVE timing start of packet
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Succession
of ternary symbols
as received

6T code group* resulting
from last octet of CRC
last
pair to
complete
First
pair to
complete

Second
pair to

| |
complete

Earliest opportunity

for carrier_status to drop

End-of-packet is after eop4. )
Latest opportunity

reference is !
defined here. for end of carrier

«4——— EOP_CARRIER_STATUS —>|/

carrier_status P4
NOT_CARRIER_STATUS

(Wait for eop4 to cross PMA
service interface before de-asserting.)

<«—— RX_NOT_CRS —»|
L

CRS
NOT_CRS

(De-assserts when eop1 is
recognized by the PCS.)

*RX_DV de-asserts after sending the last nibble of this decoded octet across the Mil.
CRS may de-assert prior to that time.

Figure 23-34—PMA RECEIVE timing end of normal packet
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Succession
of ternary symbols

as received Last non-zero ternary data
symbol transmitted carrier_status algorithm

/ / looks for 7 zeros in a row
1234567

pair RX_D2

pair BI_D4
Pairs Bl_D4 and BI_D3 are already shut
off when in collision

pair BI_D3

CARRIER STATUS «4—— EOC_CARRIER_STATUS 45‘

L
NOT_CARRIER_STATUS /v‘

CRS

<« RX_NOT_CRS ]

NOT_CRS L

NOTE—CRS and RX_DV both de-assert at this point.

Figure 23-35—PMA RECEIVE timing end of colliding packet
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23.12 Protocol Implementation Conformance Statement (PICS) proforma for clause 23,
Physical Coding Sublayer (PCS), Physical Medium Attachment (PMA) sublayer and
baseband medium, type 100BASE-T428

23.12.1 Introduction
The supplier of a protocol implementation that is claimed to conform to clause 23, Physical Coding Sublayer
(PCS), Physical Medium Attachment (PMA) sublayer and baseband medium, type 100BASE-T4, shall com-

plete the following Protocol Implementation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

23.12.2 ldentification

23.12.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations, other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier’s terminology
(e.g., Type, Series, Model).

23.12.2.2 Protocol summary

Identification of protocol standard |EEE Std 802.3, 1998 Edition, clause 23, Physical Coding
Sublayer (PCS), Physical Medium Attachment (PMA)
sublayer and baseband medium, type 100BASE-T4

| dentification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[ ]
(See clause 21; the answer Yes means that the implementation does not conform to |EEE Std 802.3, 1998 Edition.)

Date of Statement

28Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.
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23.12.3 Major capabilities/options

Item Feature Subclause Status | Support Value/Comment
*MII Exposed Ml interface 23.15.3 (0] Devices supporting this option
must also support the PCS
option
*PCS PCS functions 23152 (@] Required for integration with
DTE or Ml
*PMA Exposed PMA service inter- 23152 O Required for integration into
face symbol level repeater core
*XVR Internal wiring crossover 23.7.2 O Usually implemented in
repeater, usually notin DTE
*NWY | Support for optional Auto- 23.15.6 (0] Required if Auto-Negotiation
Negotiation (clause 28) isimplemented
*INS Installation / cable (0] Items marked with INSinclude

installation practices and cable
specifications not applicable to
aPHY manufacturer

23.12.4 PICS proforma tables for the Physical Coding Sublayer (PCS), Physical Medium
Attachment (PMA) sublayer and baseband medium, type 100BASE-T4

23.12.4.1 Compatibility considerations

Item Feature Subclause Status | Support Value/Comment

CCO-1 | Compatibility at the MDI 23151 M

23.12.4.2 PCS Transmit functions

Item Feature Subclause Status | Support Value/Comment
PCT-1 PCS Transmit function 23212 PCS:M Complies with state diagram
figure 23-8
PCT-2 Data encoding 23212 PCSM 8B6T with DC balance encod-
ing rules
PCT-3 | Order of ternary symbol trans- | Appendix PCS:M Leftmost symbol of each 6T
mission 23-A code group first
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Item Feature Subclause Status | Support Value/Comment
PCR1 PCS Receive function 23213 PCS:M Complies with state diagram
figure 23-9
PCR2 Value of RXD<3:0> while 23.2.1.3 PCSM All zeroes
RXDV is de-asserted
PCR3 Data decoding 23213 PCS:M 8B6T with error detecting rules
PCR4 Vaue of dc_balance_error, 23213 PCSM OFF
eop_error and codeword_error
at times other than those speci-
fied in the error detecting rules.
PCR5 Codeword_error indication 23.2.1.3 PCS:M During transfer of both
sets RX_ER when affected data nibbles acrossthe
MII
PCR6 Dc_balance error setsRX_ER | 23.2.1.3 PCS:M During transfer of both
when affected nibbles across the M|
PCR7 Eop_error sets RX_ER when 23.2.1.3 PCSM During transfer of last decoded
data nibble across the M1
PCR8 Actiontakenif carrier_statusis | 23.2.1.3 PCS:M Assert RX_ER, and then de-
truncated dur to early de-asser- assert RX_DV
tion of carrier_status
23.12.4.4 Other PCS functions
Item Feature Subclause Status | Support Value/Comment
PCO1 PCS Reset function executed 23211 PCS:M Power-on, or the receipt of a
when reset request from the manage-
ment entity
PCO2 PCS Error Sense function 23214 PCSM Complies with state diagram
figure 23-10
PCO3 Signaling of RX_ER to MII 23214 PCSM Before last nibble of clause 4
MAC frame has passed across
Mil
PCO4 Timing of rxerror_status 23214 PCSM Causes RX_ER to appear on
the MII no later than last nib-
ble of first data octet
PCO5 PCS Carrier Sense function 23215 PCSM Controls MII signal CRS
according to rulesin 23.2.1.5
PCO6 MII signal COL is asserted 23216 PCSM Upon detection of a PCS calli-
when sion
PCO7 At other times COL remains 23.2.1.6 PCS:M De-asserted
PCO8 L oopback implemented in 23224 PCS:M Redundantly specified in
accordance with 22.4.1.2 222412
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Item Feature Subclause Status | Support Value/Comment
PCO9 No spurious signalsemittedon | 23.2.2.4 M
the MDI during or after power
down
PCO10 | PMA frame structure 23.2.3 M Conformance to figure 23-6
PCO11 | PMA_UNITDATA messages 2323 PMA:M Must have a clock for both
directions
23.12.4.5 PCS state diagram variables
Item Feature Subclause Status | Support Value/Comment
PCS1 Timing of eop adjusted such 232415 PCSM Last nibble of last decoded
that the last nibble sent across data octet in a packet
the MI1 with RX_DV asserted
is
PCS2 Transmission of octets on the 23.2.4.1.8 PCS:M Transmission order is: TX_D1,
three transmit pairs then BlI_D3, and then BI_D4
PCS3 Value of tsr during first 16 2324111 | PCSM S0Sa, S0Sa, S0Sa, S0Sa,
TX_CLK cycles after TX_EN S0Sa, S0Sa, S0Sa, S0Sa,
is asserted S0Sa, S0sa, Sosh, sosb,
S0sb, sosb, sosh, sosb
PC4 Value of tsr during first 10 2324111 | PCSM eopl, eopl, eop2, eop2,
TX_CLK cyclesafter TX_EN eop3, eop3, eop4, eop4,
is de-asserted eop5, eop5
PCS5 TX_ER causestransmissionof | 23.24.1.11 | PCSM bad_code
PCS6 TX_ER received during the 2324111 | PCSM Transmission of bad_code
first 16 TX_CLK cyclescauses during 17th and 18th clock
cycles
PCS7 Action taken in event TX_EN 23.24.1.11 | PCSM Extension of TX_EN by one
fallson an odd nibble TX_CLK cycle, and transmis-
boundary sion of bad_code
PCS8 Transmissonwhen TX_ENis | 23.24.1.11 | PCSM zero_code
not asserted
PCS9 TX_CLK generated synchro- 2324112 | PCSM twl_timer
nous to
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23.12.4.6 PMA service interface

Item Feature Subclause Status | Support Value/Comment

PMS1 Continuous generation of 23312 M
PMA_TYPE

PMS2 Generation of 23332 M synchronous with data
PMA_UNITDATA.indicate received at the MDI
(DATA) messages

PMS3 | Generation of 23.34.2 M ON/OFF
PMA_CARRIER.indicate
message

PMS4 | Generation of 23.35.2 M FAIL/READY/OK
PMA_LINK.indicate message

PMS5 Link_control defaults on 23.3.6.2 M ENABLE
power-on or reset to

PMS6 Actiontakenin 23364 NWY:M Enables link integrity state dia-
SCAN_FOR_CARRIER mode gram, but blocks passage into

LINK_PASS

PMS7 Reporting of link_statuswhile | 23.3.6.4 NWY:M FAIL / READY
in SCAN_FOR_CARRRIER
mode

PMS8 Reporting of link_statuswhile | 23.3.6.4 NWY:M FAIL
in DISABLE mode

PMS9 Action taken in ENABLE 23364 NWY:M enables data processing func-
mode tions

PMS10 | Generation of 23.3.7.2 M ERROR/NO_ERROR

PMA_RXERROR

23.12.4.7 PMA Transmit functions

Item Feature Subclause Status | Support Value/Comment

PMT1 | Transmission while 234.1.2 M tx_code _vector[TX_D1]
(tx_code_vector=DATA) tx_code_vector[Bl_D3]
* (pma_carrier=0OFF) tx_code_vector[Bl_D4]

PMT2 | Transmission fromtime 23412 M tx_code_vector[TX_D1]
(tx_code_vector=DATA) C0
* (pma_carrier=0ON), C0
until (tx_code_vector=IDLE

PMT3 | Transmission while 23412 M Idlesignal TP_DIL_100
tx_code_vector=IDLE

PMT4 Duration of silence between 234.1.2 M 12ms+ 0.6 ms
link test pulses

PMT5 Link test pulse composed of 234.1.2 M CS-1, CSL1 transmitted on

TX_D1
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Item Feature Subclause Status | Support Value/Comment

PMT6 Following a packet, 23412 M Period of silence
TP_IDL_100 signal starts with

PMT7 | Effect of termination of 234.1.2 M No delay or corruption of sub-
TP_IDL_100 sequent packet

PMT8 | Zerocrossing jitter of link test | 23.4.1.2 M Lessthan 4 nsp-p
pulse

PMT9 | Action takenwhen 234.1.2 M Transmitter behaves asiif
xmit=disable tx_code vector=IDLE
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23.12.4.8 PMA Receive functions
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Item Feature Subclause Status | Support Value/Comment
PMR1 | Reception and trandation of 234.1.3 M One part in 10°
data with ternary symbol error
rate less than
PMR2 | Assertion of pma_carrier=ON 23414 M Test signal is a succession of
upon reception of test signal three data val ues, produced
synchronously with a 25 MHz
clock, both preceded and fol-
lowed by 100 symbols of
silence. The three values are:
467 mV, =225 mV, and then
467 mV again
PMR3 | condition required to turn off 23414 M Either of
pma_carrier a) Seven consecutive zeroes
b) Reception of eopl per
234.1.4
PMR4 | Vaueof carrier_status while 234.1.4 M pma_carrier
rcv=ENABLE
PMR5 | Vaue of carrier_status while 23414 M OFF
rcv=DISABLE
23.12.4.9 Link Integrity functions
Item Feature Subclause Status | Support Value/Comment
LIF1 Link Integrity function com- 234.15 M State diagram figure 23-12
plieswith
23.12.4.10 PMA Align functions
Item Feature Subclause Status | Support Value/Comment
ALN1 Generation of 234.1.6 M
PMA_UNITDATA.indicate
(PREAMBLE) messages
ALN2 | Ternary symbolstransferredby | 23.4.1.6 M rx_code_vector[BI_D3]:first

first PMA_UNITDATA.indi-
cate (DATA) message

ternary symbol of first data
code group
rx_code_vector[RX_D2]:two
ternary symbols prior to start
of second data code group
rx_code_vector[BI_D4]:four
ternary symbols prior to start
of third data code group
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Item Feature Subclause Status | Support Value/Comment
ALN3 | PMA_UNITDATA. indicate 23.4.1.6 M

(DATA) messages continue
until carrier_status=OFF

ALN4 | Whilecarrier_status=OFF, 23.4.1.6 M PMA_UNITDATA.indicate
PMA emits message (IDLE)
ALN5 Failureto recognize SSD gen- | 23.4.1.6 M
erates rxerror_status=ERROR
ALNG6 Action taken when 23.4.1.6 M Clear rxerror_status
carrier_status=OFF
ALN7 | Action taken if first packet is 23416 M PMA emits
used for alignment PMA_UNITDATA. .indicate
(PREAMBLE)
ALN8 | Tolerance of line skew 23416 M 60 ns
ALN9 Detection of misplaced sosb 234.16 M
6T code group caused by 3 or
fewer ternary symbolsin error
ALN10 | Actiontaken if rcv=disable 234.16 M PMA emits
PMA_UNITDATA.indicate
(IDLE)

23.12.4.11 Other PMA functions

Item Feature Subclause Status | Support Value/Comment
PMO1 | PMA Reset function 234.1.1 M
PMO2 | Suitable clock recovery 23417 M

23.12.4.12 Isolation requirements

Item Feature Subclause Status | Support Value/Comment
1SO1 Values of al componentsused | 23.5 M Accurate to within +1% unless
in test circuits required otherwise
1SO2 Electrical isolation meets 23511 M 1500V at 50-60 Hz for 60 s

per IEC 950: 1991

or

2250V dc for 60 s per IEC 950:
1991

or

Ten 2400V pulses per IEC 60

1SO3 Insulation breakdown during 23511 M None per |[EC 950: 1991
isolation test
1SO4 Resistance after isolation test 23511 M Atleast2M Q
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23.12.4.13 PMA electrical requirements
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Item Feature Subclause Status | Support Value/Comment
PME1 Conformanceto all transmitter | 23.5.1.2 M
specificationsin 23.5.1.2
PME2 | Transmitter load unless other- 23512 M 100 Q
wise specified
PME3 | Pesk differential output 235121 M 3.15-3.85V
voltage
PME4 Differential transmit template 235122 M Table 23-2
at MDI
PME5 | Differential MDI output tem- 235122 M 3.15-3.85V
plate voltage scaling
PME6 Interpolation between points 235122 M Linear
on transmit template
PME7 Differential link pulsetemplate | 23.5.1.2.2 M Table 23-2
at MDI
PME8 | Differential link pulsetemplate | 23.5.1.2.2 M Same value as used for differ-
scaling ential transmit template scaling
PME9 Interpolation between pointon | 23.5.1.2.2 M Linear
link pulse template
PME10 | State when transmitting seven 235122 M -50 mV to 50 mV
or more consecutive CSO dur-
ing TP_IDL-100 signal
PME11 | Limit on magnitude of har- 235122 M 27 dB below fundamental
monics measured at MDI
PME12 | Differentia output IS 235123 M Less than 9%
PME13 | Measurement of ISl and peak- | 23.5.1.2.3 Halfway between nominal zero
to-peak signal voltage crossing of the observed eye
pattern
PME14 | Transfer function of 235123 M Third-order Butterworth filter
100BA SE-T4 transmit test with -3 dB point at 25.0 MHz
filter
PME15 | Reflection loss of 100BASE- 235123 M Exceeds 17 dB
T4 transmit test filter and
100 W load across the fre-
quency range 2-12.5 MHz
PME16 | Differential output impedance | 23.5.1.2.4 M Provide return loss into 100 Q
of 17 dB from 2.0to 12.5 MHz
PME17 | Maintenance of return loss 235124 M At all times PHY isfully pow-
ered
PME18 | Droop as defined in figure 23- 235124 M Less than 6%
18 during transmission of eopl
and eop4
PME19 | Output timing jitter 235.1.25 M No more than 4 ns peak-to-
peak
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Item Feature Subclause Status | Support Value/Comment
PME20 | Measurement of output timing | 23.5.1.2.5 M Other transmit outputs con-
jitter nected to 100BASE-T4 1Sl test
filter or 100 Q load
PME21 | Minimum transmitter imped- 235126 M of g
ance balance 29-17log=—=0dB
thgd
PME22 | Transmitter common-mode 235128 M Less than 100 mV
rejection; effect of Egyy, as
shown in figure 23-20 upon
Eaqit
PME23 | Transmitter common-mode 23.5.1.2.8 M Lessthan 1.0 ns
rejection; effect of Egy,, as
shown in figure 23-20 upon
edgejitter
PME24 | E, used for common-mode 235.1.2.8 M 15V peak, 10.1 MHz sine
rejection tests wave
PME25 | Transmitter faults; responseto | 23.5.1.2.9 M Withstand without damage and
indefinite application of short resume operation after fault is
circuits removed
PME26 | Transmitter faults; responseto | 23.5.1.2.9 M Withstand without damage
1000V common-mode
impulse per IEC 60
PME27 | Shape of impulse used for 23.5.1.2.9 M 0.3/50 ps as defined in |EC 60
common-mode impul se test
PME28 | Ternary symbol transmission 2351210 | M 25.000 MHz + 0.01%
rate
PME29 | Conformanceto al receiver 235.1.3 M
specificationsin 23.5.1.3
PME30 | Action taken upon receipt of 235131 M Correctly translated into
differential signalsthat were PMA_UNITDATA messages
transmitted within the con-
straints of 23.5.1.2 and have
passed through worst-case
UTP model
PME31 | Action taken upon receipt of 235131 M Accept asalink test pulse
link test pulse
PME32 | Test configuration for data 235131 M Using worst-case UTP model,
reception and link test pulse and with aconnection lessthan
tests one meter in length
PMES33 | Bitloss 235.1.3.2 M No more than that specified in
235131
PME34 | Reaction of pma_carrier tosig- | 23.5.1.3.2 M Must not set
nal less than 325 mV peak pma_carrier=ON
PME35 | Reaction of pma_carrier to 235.1.3.2 M Must not set
continuous sinusoid less than pma_carrier=ON
1.7 MHz
PME36 | Reaction of pma carriertosin- | 23.5.1.3.2 M Must not set
glecycleor less pma_carrier=ON
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Item Feature Subclause Status | Support Value/Comment
PME37 | Reactionof pma carriertofast | 23.5.1.3.2 M Must not set
link pulse as defined in clause pma_carrier=ON
28
PME38 | Reactionof pma_carriertolink | 23.5.1.3.2 M Must not set
integrity test pulse signa pma_carrier=ON
TP_IDL_100
PME39 | Differential input impedance 235133 M Provide return loss into 100 Q
of 17 dB from 2.0t0 12.5 MHz
PME40 | Maintenance of return loss 235133 M At al times PHY isfully pow-
ered
PME41 | Droop as defined in figure 23- 235133 M Less than 6%
18 during reception of test sig-
nal defined in figure 23-19
PME42 | Receiver common-modereec- | 23.5.1.3.4 M Receiver meets 23.5.1.3.1
tion; effect of E., asshownin
figure 23-24
PME43 | Ey, used for common-mode 235134 M 25V peak-to-peak square
rejection tests wave, 500 kHz or lower in fre-
guency, with edges no slower
than 4 ns
PME44 | Receiver faults, responseto 235135 M Withstand without damage and
indefinite application of short resume operation after fault is
circuits removed
PME45 | Receiver faults, response to 235135 M Withstand without damage
1000V common modeimpulse
per IEC 60
PME46 | Shape of impulse used for 235135 M 0.3/50 ps as defined in IEC 60
common mode impul se test
PMEA47 | Receiver properly receivesdata | 23.5.1.3.6 M 25.00 MHz + 0.01%
have a worst-case ternary sym-
bol range
PMEA48 | Steady-state current 235.2 MII:M 0.75 A maximum
consumption
PME49 | PHY operating voltage range 2352 MII:M Includes worst voltage avail-
able from MII
PMES0 | Extraneoussignasinducedon | 23.5.2 M None
the MII control circuits during
normal power-up and power-
down
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23.12.4.14 Characteristics of the link segment

Item Feature Subclause Status | Support Value/Comment

LNK1 | Cableused 23.6.1 INS:M Four pairs of balanced cabling,
Category 3 or better, with a
nomina characteristic imped-

ance of 100 Q
LNK2 Source and load impedance 23.6.2 INS:M 100 Q
used for cable testing (unless
otherwise specified)
LNK3 Insertion loss of simplex link 236.2.1 INS:M Lessthan 12 dB
segment
LNK4 | Source and load impedances 236.2.1 INS:M Meet 23.5.1.2.4 and 23.5.1.3.3
used to measure cableinsertion
loss
LNK5 | Characteristicimpedance over | 26.6.2.2 INS:M 85-115Q
therange 2-12.5 MHz
LNK6 NEXT loss between 2 and 23.6.23.1 INS:M Greater than
12:5 MHz 24,5 15l0g L B
AR P8
LNK7 | MDNEXT lossbetween2and | 23.6.2.3.2 INSM Greater than
125MHz 21.4— 151092 TB
A PY-E
LNK8 | ELFEXT loss between 2 and 23.6.2.33 INS:M Greater than
125MHz 23.1- 1510 Op
BT TY:E
LNK9 | MDELFEXT loss between 2 236.234 INS:M Greater than
and 12.5 MHz 20,9 15l0g f NyB
P
LNK10 | Propagation delay 236.24.1 INSM Lessthan 570 ns
LNK11 | Propagation delay per meter 23.6.24.2 INS:M Lessthan 5.7 ngm
LNK12 | Skew 23.6.24.3 INS:M Less than 50 ns
LNK13 | Variationin skew once 23.6.243.3 INS:M Lessthan + 10 ns, within con-
installed straint of LNK8
LNK14 | Noiselevel 23.6.3 INS:M Such that objective error rateis
met
LNK15 | MDNEXT noise 23.6.3.1 INSM Less than 325 mVp
LNK16 | MDFEXT noise 23.6.3.2 INS:M Lessthan 87 mVp
LNK17 | Maximum length of Category 236.3.2 INSM 10m

5, 25-pair jumper cables
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23.12.4.15 MDI requirements

Item Feature Subclause Status | Support Value/Comment
MDI1 MDI connector 23.7.1 M IEC 603-7: 1990
MDI2 Connector used on PHY 23.7.1 M Jack (as opposed to plug)
MDI3 Crossover in every twisted-pair | 23.7.2 INS:M
link
MDI4 MDI connector that imple- 23.7.2 XVR:M Marked with “X”
ments the crossover function

23.12.4.16 General safety and environmental requirements

Item Feature Subclause Status | Support Value/Comment
SAF1 Conformance to safety 239.1 M IEC 950: 1991
specifications
SAF2 Installation practice 239.21 INS:M Sound practice, as defined by

applicable local codes

SAF3 Any safety grounding path for | 23.9.2.2 M
an externally connected PHY

shall be provided through the
circuit ground of the M1l con-
nection

SAF4 Care taken during installation 239.2.3 INS:M
to ensure that noninsulated net-
work cable conductors do not
make electrical contact with
unintended conductors or

ground
SAF5 Application of voltages speci- 239.24 M
fied in 23.9.2.4 does not result
in any safety hazard
SAF6 Conformance with local and 23931 INS:M

national codes for the limita-
tion of electromagnetic inter-
ference

23.12.4.17 Timing requirements

Item Feature Subclause Status | Support Value/Comment
TIM1 PMA_OUT 23113 PMA:M 1t09.5BT
TIM2 TEN_PMA + PMA_OUT 23113 PCSM 7t017.5BT
TIM3 TEN_CRS 23113 PCSM Oto+4 BT
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TIM4 NOT_TEN_CRS 23.11.3 PCSM 281036 BT

TIM5 RX_PMA_CARRIER 23.11.3 PMA:M Lessthan 15.5 BT

TIM6 RX_CRS 23113 PCSM Lessthan 27.5BT

TIM7 RX_NOT_CRS 23.11.3 PCSM 0to51.5BT

TIM8 FAIRNESS 23.11.3 PCSM 0to 28 BT

TIM9 RX_PMA_DATA 23.11.3 PMA:M 67t090.5BT

TIM10 | EOP_CARRIER_STATUS 23113 M 51to 74.5BT

TIM11 | EOC_CARRIER_STATUS 23.11.3 M 3t050.5BT

TIM12 | RX_RXDV 23.11.3 PCSM 81t01145BT

TIM13 | RX_PMA_ERROR 23.11.3 M Allowed limits equal the actual
RX_PMA_DATA timefor the
deviceunder test plusfrom 0 to
20BT

TIM14 | RX_COL 23.11.3 PCSM Lessthan 27.5 BT

TIM15 | RX_NOT_COL 23113 PCSM Lessthan 51.5 BT

TIM16 | TX_NOT_COL 23.11.3 PCSM Lessthan 36 BT

TIM17 | TX_SKEW 23.11.3 M Lessthan 0.5 BT

TIM18 | CRS PMA_DATA 23113 PMA:M Lessthan 785 BT

TIM19 | COL_to_Bl_D3/4 OFF 23.11.3 PMA:M Lessthan 40 BT
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24. Physical Coding Sublayer (PCS) and Physical Medium Attachment (PMA)
sublayer, type 100BASE-X

24.1 Overview
24.1.1 Scope

This clause specifies the Physical Coding Sublayer (PCS) and the Physical Medium Attachment (PMA) sub-
layer that are common to a family of 100 Mb/s Physical Layer implementations, collectively known as
100BASE-X. There are currently two embodiments within this family: 100BASE-TX and 100BASE-FX.
100BASE-TX specifies operation over two copper media: two pairs of shielded twisted-pair cable (STP) and
two pairs of unshielded twisted-pair cable (Category 5 UTP).%> 100BASE-FX specifies operation over two
optical fibers. The term 100BASE-X is used when referring to issues common to both 100BASE-TX and
100BASE-FX.

100BASE-X leverages the Physical Layer standards of 1SO 9314 and ANSI X3T12 (FDDI) through the use of
their Physical Medium Dependent (PMD) sublayers, including their Medium Dependent Interfaces (MDI). For
example, ANSI X3.263: 199X (TP-PMD) defines a 125 Mb/s, full-duplex signaling system for twisted-pair
wiring that forms the basis for 100BASE-TX as defined in clause 25. Similarly, 1SO 9314-3: 1990 defines a
system for transmission on optical fiber that forms the basis for 100BASE-FX as defined in clause 26.

100BASE-X maps the interface characteristics of the FDDI PMD sublayer (including MDI) to the services
expected by the CSMA/CD MAC. 100BASE-X can be extended to support any other full duplex medium
requiring only that the medium be PMD compliant.

24.1.2 Objectives

The following are the objectives of 100BASE-X:

a)  Support the CSMA/CD MAC.

b)  Support the 100BASE-T M|, repeater, and optional Auto-Negotiation.

¢) Provide 100 Mb/s datarate at the MlII.

d) Support cable plants using Category 5 UTP, 150 Q STP or optical fiber, compliant with ISO/IEC
11801: 1995.

e) Allow for anominal network extent of 200400 m, including:
1) unshielded twisted-pair links of 100 m;
2) two repeater networks of approximately 200 m span;
3) onerepeater networks of approximately 300 m span (using fiber); and
4) DTE/DTE links of approximately 400 m (using fiber).

f)  Preserve full-duplex behavior of underlying PMD channels.

24.1.3 Relationship of 100BASE-X to other standards

Figure 24-1 depicts the relationships among the 100BASE-X sublayers (shown shaded), other 100BASE-T
sublayers, the CSMA/CD MAC, and the IEEE 802.2 LLC.

24.1.4 Summary of 100BASE-X sublayers

The following provides an overview of the 100BASE-X sublayers that are embodied in the 100BASE-X
Physical sublayer (PHY).%

211 SO/IEC 11801: 1995 makes no distinction between shielded or unshielded twi sted-pair cables, referring to both as balanced cables.
22 The 100BASE-X PHY should not be confused with the FDDI PHY, which is a sublayer functionally aligned to the 100BASE-T PCS.
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*MiIl is optional.
** AUTONEG communicates with the PMA sublayer through the PMA service interface messages
PMA_LINK request and PMA_LINK indicate.
*** AUTONEG is optional.

Figure 24-1—Type 100BASE-X PHY relationship to the ISO Open Systems
Interconnection (OSI) reference model and the IEEE 802.3 CSMA/CD LAN model

24.1.4.1 Physical Coding Sublayer (PCS)

The PCS interface is the Media Independent Interface (MII) that provides a uniform interface to the Recon-
ciliation sublayer for all 100BASE-T PHY implementations (e.g., 100BASE-X and 100BASE-T4).
100BASE-X, as other 100BASE-T PHYs, is modeled as providing services to the MII. This is similar to the
use of an AUI interface.

The 100BASE-X PCS realizes all services required by the MII, including:

a) Encoding (decoding) of MII data nibbles to (from) five-bit code-groups (4B/5B);
b)  Generating Carrier Sense and Collision Detect indications;

c) Serialization (deserialization) of code-groups for transmission (reception) on the underlying serial
PMA, and

d) Mapping of Transmit, Receive, Carrier Sense and Collision Detection between the MII and the
underlying PMA.
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24.1.4.2 Physical Medium Attachment (PMA) sublayer

The PMA provides a medium-independent means for the PCS and other bit-oriented clients (e.g., repeaters)
to support the use of arange of physical media. The 100BASE-X PMA performs the following functions:

a) Mapping of transmit and receive code-bits between the PMA's client and the underlying PMD;

b)  Generating acontrol signal indicating the availability of the PMD to a PCS or other client, also syn-
chronizing with Auto-Negotiation when implemented;

c) Optionally, generating indications of activity (carrier) and carrier errors from the underlying PMD;

d) Optionaly, sensing receive channel failures and transmitting the Far-End Fault Indication; and
detecting the Far-End Fault Indication; and

€) Recovery of clock from the NRZI data supplied by the PMD.

24.1.4.3 Physical Medium Dependent (PMD) sublayer

100BASE-X uses the FDDI signaling standards 1SO 9314-3: 1990 and ANSI X3.263: 199X (TP-PMD).
These signaling standards, called PMD sublayers, define 125 Mb/s, full-duplex signaling systems that
accommodate multi-mode optical fiber, STP and UTP wiring. 100BASE-X uses the PMDs specified in these
standards with the PMD Service Interface specified in 24.4.1.

The MDI, logically subsumed within the PMD, provides the actual medium attachment, including connec-
tors, for the various supported media.

100BASE-X does not specify the PMD and MDI other than including the appropriate standard by reference
along with the minor adaptations necessary for 100BASE-X. Figure 24-2 depicts the relationship between
100BASE-X and the PMDs of 1SO 9314-3; 1990 (for 100BASE-FX) and ANSI X3.263: 199X (for
100BASE-TX). The PMDs (and MDIs) for 100BASE-TX and 100BASE-FX are specified in subsequent
clauses of this standard.

24.1.5 Inter-sublayer interfaces

There are a number of interfaces employed by 100BASE-X. Some (such as the PMA and PMD interfaces)
use an abstract service model to define the operation of the interface. The PCS Interface is defined as a set of
physical signals, in a medium-independent manner (MI1). Figure 24-3 depicts the relationship and mapping
of the services provided by all of the interfaces relevant to 100BASE-X.

It is important to note that, while this specification defines interfaces in terms of bits, nibbles, and
code-groups, implementations may choose other data path widths for implementation convenience. The only

exceptions are: a) the MI1, which, when implemented, uses a nibble-wide data path as specified in clause 22,
and b) the MDI, which uses a serial, physical interface.

24.1.6 Functional block diagram

Figure 24-4 provides afunctional block diagram of the 100BASE-X PHY.

24.1.7 State diagram conventions

The body of this standard is comprised of state diagrams, including the associated definitions of variables,
constants, and functions. Should there be a discrepancy between a state diagram and descriptive text, the

state diagram prevails.

The notation used in the state diagrams follows the conventions of 21.5; state diagram timers follow the con-
ventions of 14.2.3.2.
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LAN
CSMA/CD
LAYERS

HIGHER LAYERS

LLC—LOGICAL LINK CONTROL

MAC—MEDIA ACCESS CONTROL

| RECONCILIATION |

100BASE-X
TP-PMD PHY
Fiber MDI —

MEDIUM MEDIUM To 100 Mb/s Baseband Repeater Set
_ - or to 100BASE-X PHY (point-to-point link)

H/_/ ;V___/
100BASE-FX 100BASE-TX
(PCS, PMA, and Fiber PMD)  (PCS, PMA, and TP-PMD)

MDI = MEDIUM DEPENDENT INTERFACE  PMA = PHYSICAL MEDIUM ATTACHMENT
MIl = MEDIA INDEPENDENT INTERFACE ~ PHY = PHYSICAL LAYER DEVICE
PCS = PHYSICAL CODING SUBLAYER Fiber PMD = PHYSICAL MEDIUM DEPENDENT SUBLAYER FOR FIBER

TP-PMD = PHYSICAL MEDIUM DEPENDENT SUBLAYER FOR
TWISTED PAIRS

NOTE—The PMD sublayers are mutually independent.
* Mll is optional.

Figure 24-2—Relationship of 100BASE-X and the PMDs

24.2 Physical Coding Sublayer (PCS)
24.2 1 Service Interface (Mll)

The PCS Service Interface allows the 100BASE-X PCS to transfer information to and from the MAC (via
the Reconciliation sublayer) or other PCS client, such as a repeater. The PCS Service Interface is precisely
defined as the Media Independent Interface (MII) in clause 22.

In this clause, the setting of MII variables to TRUE or FALSE is equivalent, respectively, to “asserting” or
“de-asserting” them as specified in clause 22.

24.2.2 Functional requirements

The PCS comprises the Transmit, Receive, and Carrier Sense functions for 100BASE-T. In addition, the col-
lisionDetect signal required by the MAC (COL on the MII) is derived from the PMA code-bit stream. The
PCS shields the Reconciliation sublayer (and MAC) from the specific nature of the underlying channel. Spe-
cifically for receiving, the 100BASE-X PCS passes to the MII a sequence of data nibbles derived from
incoming code-groups, each comprised of five code-bits, received from the medium. Code-group alignment
and MAC packet delimiting is performed by embedding special non-data code-groups. The MII uses a nib-
ble-wide, synchronous data path, with packet delimiting being provided by separate TX_EN and RX DV
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Figure 24-3—Interface mapping

signals. The PCS provides the functions necessary to map these two views of the exchanged data. The pro-
cessis reversed for transmit.

The following provides a detailed specification of the functions performed by the PCS, which comprise five
parallel processes (Transmit, Transmit Bits, Receive, Receive Bits, and Carrier Sense). Figure 24-4 includes
afunctiona block diagram of the PCS.

The Receive Bits process accepts continuous code-bits via the PMA_UNITDATA.indicate primitive.
Receive monitors these hits and generates RXD <3:0>, RX_DV and RX_ER on the MII, and the internal
flag, receiving, used by the Carrier Sense and Transmit processes.

The Transmit process generates continuous code-groups based upon the TXD <3:0>, TX_EN, and TX_ER
signals on the MII. These code-groups are transmitted by Transmit Bits via the PMA_UNITDATA request
primitive. The Transmit process generates the M1l signal COL based on whether a reception is occurring
simultaneously with transmission. Additionally, it generates the internal flag, transmitting, for use by the
Carrier Sense process.

The Carrier Sense process asserts the Ml signal CRS when either transmitting or receiving is TRUE. Both
the Transmit and Receive processes monitor link_status via the PMA_LINK.indicate primitive, to account
for potential link failure conditions.

24.2.2.1 Code-groups

The PCS maps four-bit nibbles from the MIl into five-bit code-groups, and vice versa, using a 4B/5B block
coding scheme. A code-group is a consecutive sequence of five code-bits interpreted and mapped by the
PCS. Implicit in the definition of a code-group is an establishment of code-group boundaries by an aign-
ment function within the PCS Receive process. It is important to note that, with the sole exception of the
SSD, which is used to achieve alignment, code-groups are undetectable and have no meaning outside the
100BASE-X physical protocol data unit, called a“ stream.”

The coding method used, derived from 1SO 9314-1: 1989, provides
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a) Adeguate codes (32) to provide for all Data code-groups (16) plus necessary control code-groups;

b)  Appropriate coding efficiency (4 data bits per 5 code-bits; 80%) to effect a 100 Mb/s Physical Layer
interface on a 125 Mb/s physical channel as provided by FDDI PMDs; and

c) Sufficient transition density to facilitate clock recovery (when not scrambled).

Table 24-1 specifies the interpretation assigned to each five bit code-group, including the mapping to the nib-
ble-wide (TXD or RXD) Data signals on the MII. The 32 code-groups are divided into four categories, as
shown.

For clarity in the remainder of this clause, code-group names are shown between /slashes. Code-group
seguences are shown in succession, e.g.: /1/2/....

Theindicated code-group mapping is identical to SO 9314-1: 1989, with four exceptions:

a) TheFDDI term symbol isavoided in order to prevent confusion with other 100BASE-T terminology.
In general, the term code-group isused in its place.

b) The/S/ and /Q/ code-groups are not used by 100BASE-X and are interpreted as INVALID.

¢) The/R/code-group isused in 100BASE-X as the second code-group of the End-of-Stream delimiter
rather than to indicate a Reset condition.

d) The/H/ code-group is used to propagate receive errors rather than to indicate the Halt Line State.

24.2.2.1.1 Data code-groups

A Data code-group conveys one nibble of arbitrary data between the M1l and the PCS. The sequence of Data
code-groups is arbitrary, where any Data code-group can be followed by any other Data code-group. Data
code-groups are coded and decoded but not interpreted by the PCS. Successful decoding of Data
code-groups depends on proper receipt of the Start-of-Stream delimiter sequence, as defined in table 24-1.

24.2.2.1.2 Idle code-groups

The Idle code-group (/I/) is transferred between streams. It provides a continuous fill pattern to establish and
maintain clock synchronization. Idle code-groups are emitted from, and interpreted by, the PCS.

24.2.2.1.3 Control code-groups

The Control code-groups are used in pairs (/JK/, /IT/R/) to delimit MAC packets. Control code-groups are
emitted from, and interpreted by, the PCS.

24.2.2.1.4 Start-of-Stream Delimiter (/J/K/)

A Start-of-Stream Delimiter (SSD) is used to delineate the boundary of a data transmission sequence and to
authenticate carrier events. The SSD is unique in that it may be recognized independently of previously
established code-group boundaries. The Receive function within the PCS uses the SSD to establish
code-group boundaries. A SSD consists of the sequence /JK/.

On transmission, the first 8 bits of the MAC preamble are replaced by the SSD, a replacement that is
reversed on reception.

24.2.2.1.5 End-of-Stream delimiter (/T/R/)
An End-of-Stream delimiter (ESD) terminates al normal data transmissions. Unlike the SSD, an ESD can-

not be recognized independent of previously established code-group boundaries. An ESD consists of the
sequence /T/R/.
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Table 24-1—4B/5B code-groups

PCS code-group MI1 (TXD/RXD)
[4:0] Name <3:.0> I nterpretation
43210 3210
'p [11110 0 0 00O Data0
¢ 01001 1 0 0 0 1 Datal
A 10100 2 0 01 0 Data 2
10101 3 0 0 1 1 Data 3
01010 4 0 1 00 Data4
01011 5 0 1 0 1 Data5
01110 6 01 10 Data 6
01111 7 0 1 1 1 Data7
10010 8 1 0 0 O Data 8
10011 9 1 0 0 1 Data9
10110 A 1 0 1 O DataA
10111 B 1 0 1 1 DataB
11010 C 1 1 0 O DataC
11011 D 1 1 0 1 DataD
11100 E 1 1 1 0 DataE
11101 F 1 1 11 DataF
11111 [ undefined IDLE;
used as inter-stream fill code
[c 11000 J 0 1 0 1 Start-of-Stream Delimiter, Part 1 of 2;
(0] aways used in pairswith K
N 10001 K 010 1 Start-of-Stream Delimiter, Part 2 of 2;
T aways used in pairswith J
g 01101 T undefined End-of-Strea_m Dt_elimit_er, Part 1 of 2;
L always used in pairswith R
00111 R undefined End-of-Stream Delimiter, Part 2 of 2;
always used in pairswith T
o 00100 H Undefined Transmit Error;
N used to force signaling errors
v 00000 v Undefined Invalid code
ﬁ 00001 \% Undefined Invalid code
| 00010 V Undefined Invalid code
D 00011 v Undefined Invalid code
00101 \% Undefined Invalid code
00110 \% Undefined Invalid code
01000 \% Undefined Invalid code
01100 Vv Undefined Invalid code
10000 \% Undefined Invalid code
11001 Y Undefined Invalid code
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24.2.2.1.6 Invalid code-groups

The /H/ code-group indicates that the PCS's client wishes to indicate a Transmit Error to its peer entity. The
normal use of this indicator is for repeaters to propagate received errors. Transmit Error code-groups are
emitted from the PCS, at the request of the PCS's client through the use of the TX_ER signal, as described in
24.24.2.

The presence of any invalid code-group on the medium, including /H/, denotes a collision artifact or an error
condition. Invalid code-groups are not intentionally transmitted onto the medium by DTE's. The PCS indi-
cates the reception of an Invalid code-group on the MII through the use of the RX_ER signal, as described in
24.24A4.

24.2.2.2 Encapsulation

The 100BASE-X PCS accepts frames from the MAC through the Reconciliation sublayer and MIl. Due to
the continuously signaled nature of the underlying PMA, and the encoding performed by the PCS, the
100BASE-X PCS encapsulates the MAC frame (100BASE-X Service Data Unit, SDU) into a Physical
Layer stream (100BASE-X Protocol Data Unit, PDU).

Except for the two code-group SSD, data nibbles within the SDU (including the non-SSD portions of the
MAC preamble and SFD) are not interpreted by the 100BASE-X PHY. The conversion from a MAC frame
to aPhysical Layer stream and back to aMAC frame is transparent to the MAC.

Figure 24-5 depicts the mapping between MAC frames and Physical Layer streams.

MAC Frame
octets 8 6 6 2 46-1500 4 >12
TTTTTTTITTTTT]TTTTT T T ITT TTTTTTTTTT]TTT
presalglgble/ DA SA In LLC data FCS| interframe gap
Ledrv v b el LUt et byl
|< 100BASE-X SDU »
SSD ESD
1 1
‘/IIIIIIIIIIIIIIIIII IIIlIIIIIIIIIIIIIIIIIA/lDLE
o Data Code-group pairs Code-groups
L1 Lret ettt POttt rrtd NN

L 100BASE-X PDU

Physical Layer stream

Figure 24-5—PCS encapsulation
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A properly formed stream can be viewed as comprising three elements:

a)  Start-of-Stream Delimiter. The start of a Physical Layer stream is indicated by a SSD, as defined in
24.2.2.1. The SSD replaces the first octet of the preamble from the MAC frame and vice versa.

b) Data Code-groups. Between delimiters (SSD and ESD), the PCS conveys Data code-groups corre-
sponding to the data nibbles of the MII. These Data code-groups comprise the 100BASE-X Service
Data Unit (SDU). Data nibbles within the SDU (including those corresponding to the MAC pream-
ble and SFD) are not interpreted by the 100BASE-X PCS.

c) End-of-Stream Delimiter: The end of a properly formed stream is indicated by an ESD, as defined in
24.2.2.1. The ESD is transmitted by the PCS following the de-assertion of TX EN on the MII,
which corresponds to the last data nibble composing the FCS from the MAC. It is transmitted during
the period considered by the MAC to be the interframe gap (IFG). On reception, ESD is interpreted
by the PCS as terminating the SDU.

Between streams, IDLE code-groups are conveyed between the PCS and PMA.

24.2.2.3 Data delay

The PCS maps a non-aligned code-bit data path from the PMA to an aligned, nibble-wide data path on the
MILI, both for Transmit and Receive. Logically, received bits must be buffered to facilitate SSD detection and
alignment, coding translation, and ESD detection. These functions necessitate an internal PCS delay of at
least two code-groups. In practice, alignment may necessitate even longer delays of the incoming code-bit
stream.

When the MII is present as an exposed interface, the MII signals TX CLK and RX CLK. not depicted in the
following state diagrams, shall be generated by the PCS in accordance with clause 22.

24.2.2.4 Mapping between MIl and PMA

Figure 24-6 depicts the mapping of the nibble-wide data path of the MII to the five-bit-wide code-groups
(internal to the PCS) and the code-bit path of the PMA interface.

TXD <3:0> RXD <3:0>
3210 3210

Il

Mil Mil
(25 million nibbles/s) (25 million nibbles/s)
4B/5B 5B/4B
Encoder Decoder
PCS Encoding B PCS Decoding
(25 million code-groups/s) (25 million code-groups/s)

W) [RHTR

43210 9876543210

PMA Interface PMA Interface
(125 million nrzi-bits/s) (125 million nrzi-b/s)

Figure 24-6—PCS reference diagram
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Upon receipt of anibble from the MII, the PCS encodes it into a five-bit code-group, according to 24.2.2.1.
Code-groups are serialized into code-bits and passed to the PMA for transmission on the underlying
medium, according to figure 24-6. The first transmitted code-bit of a code-group is bit 4, and the last
code-bit transmitted is bit 0. There is no numerical significance ascribed to the bits within a code-group; that
is, the code-group is simply afive-bit pattern that has some predefined interpretation.

Similarly, the PCS deserializes code-bits received from the PMA, according to figure 24-6. After alignment
is achieved, based on SSD detection, the PCS converts code-groups into M1l data nibbles, according to
24221

24.2.3 State variables

24.2.3.1 Constants

DATA
The set of 16 code-groups corresponding to valid DATA, as specified in 24.2.2.1. (In the Receive
state diagram, the set operators [0 and O are used to represent set membership and non-
membership, respectively.)
ESD
The code-group pair corresponding to the End-of-Stream delimiter, as specified in 24.2.2.1.
ESD1
The code-group pair corresponding to the End-of-Stream delimiter, Part 1 (/T/), as specified in
24.2.2.1.
ESD2
The code-group pair corresponding to the End-of-Stream delimiter, Part 2 (/R/), as specified in
2422.1.
HALT
The Transmit Error code-group (/H/), as specified in 24.2.2.1.
IDLE
The IDLE code-group, as specified in 24.2.2.1.
IDLES
A code-group pair comprised of /1/1/; /l/ as specified in 24.2.2.1.
SSD
The code-group pair corresponding to the Start-of-Stream delimiter, as specified in 24.2.2.1.
SSD1
The code-group corresponding to the Start-of-Stream delimiter, Part 1 (/J/), as specified in
24.2.2.1.
SSD2

The code-group corresponding to the Start-of-Stream delimiter, Part 2 (/K/), as specified in
24.2.2.1.

24.2.3.2 Variables
In the following, values for the M1I parameters are definitively specified in clause 22.

CcoL
The COL signal of the MII as specified in clause 22.

CRS
The CRS signal of the MII as specified in clause 22.

This is an Archive IEEE Standard. It has been superseded by a later version of this stangigrd.

AMX and Dell, Inc.
Exhibit 1025-00186



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

link_status
The link_status parameter as communicated by the PMA_LINK.indicate primitive.

Vaues: FAIL; thereceive channel is not intact
READY; the receive channel isintact and ready to be enabled by Auto-Negotiation
OK; the receive channel isintact and enabled for reception
receiving
A boolean set by the Receive process to indicate non-IDLE activity (after squelch). Used by the
Carrier Sense process, and aso interpreted by the Transmit process for indicating a collision.

Vaues. TRUE; unsquelched carrier being received
FALSE; carrier not being received
rx_bits[9:0]
A vector of the 10 most recently received code-bits from the PMA as assembled by Receive Bits
and processed by Receive. rx_hits[0] is the most recently received (newest) code-bit; rx_bits[9]
isthe least recently received code-bit (oldest). When alignment has been achieved, it contains the
last two code-groups.

rx_code-bit
The rx_code-bit parameter as communicated by the most recent PMA_UNITDATA .indicate
primitive (that is, the value of the most recently received code-bit from the PMA).

RX_DV
The RX_DV signal of the MII as specified in clause 22. Set by the Receive process, RX_DV is
also interpreted by the Receive Bits process as an indication that rx_bits is code-group aigned.

RX_ER
The RX_ER signal of the Ml as specified in clause 22.

RXD <3:.0>
The RXD <3:0> signa of the MII as specified in clause 22.

transmitting
A boolean set by the Transmit Process to indicate atransmission in progress. Used by the Carrier
Sense process.

Vaues. TRUE; the PCS'sclient istransmitting
FALSE; the PCS'sclient is not transmitting
tx_bits[4:0]
A vector of code-bits representing acode-group prepared for transmission by the Transmit Process
and transmitted to the PMA by the Transmit Bits process.

TX_EN
The TX_EN signal of the Ml as specified in clause 22.

TX_ER
The TX_ER signal of the MII as specified in clause 22.

TXD <3:.0>
The TXD <3:0> signal of the MII as specified in clause 22.

24.2.3.3 Functions

nibble DECODE (code-group)
In Receive, thisfunction takes asits argument afive-bit code-group and returnsthe corresponding
MII RXD <3:0> nibble, per table 24-1.

code-group ENCODE (nibble)
In the Transmit process, this function takes asits argument an M1l TXD <3:0> nibble, and returns
the corresponding five-bit code-group per table 24-1.

SHIFTLEFT (rx_hits)
In Receive Bits, thisfunction shiftsrx_bitsleft one bit placing rx_bits[8] inrx_bits[9], rx_bits[7]
in rx_bits[8] and so on until rx_bits[1] getsrx_bits[0Q].
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24.2.3.4Timers

code-bit_timer

In the Transmit Bits process, the timer governing the output of code-bitsfrom the PCSto the PMA
and thereby to the medium with anominal 8 ns period. Thistimer shall be derived from afixed
frequency oscillator with a base frequency of 125 MHz + 0.005% and phase jitter above 20 kHz
less than + 8°.

24.2.3.5 Messages

gotCodeGroup.indicate
A signal sent to the Receive process by the Receive Bits process after alignment has been achieved
signifying completion of reception of the next code-group in rx_bits(4:0), with the preceding
code-group moved to rx_hits[9:5]. rx_bits[9:5] may be considered as the “ current” code-group.

PMA_UNITDATA.indicate (rx_code-hit)

A signal sent by the PMA signifying that the next code-bit from the medium is availablein
rx_code-bit.

sentCodeGroup.indicate

A signal sent to the Transmit process from the Transmit Bits process signifying the completion of
transmission of the code-group in tx_bits [4:0].

24.2.4 State diagrams
24.2.4.1 Transmit Bits

Transmit Bitsis responsible for taking code-groups prepared by the Transmit process and transmitting them
to the PMA using PMA_UNITDATA request, the frequency of which determines the transmit clock.
Transmit deposits these code-groups in tx_bits with Transmit Bits signaling completion of a code-group
transmission with sentCodeGroup.indicate.

The PCS shall implement the Transmit Bits process as depicted in figure 24-7 including compliance with the
associated state variables as specified in 24.2.3.

24.2.4.2 Transmit

The Transmit process sends code-groups to the PMA via tx_bits and the Transmit Bits process. When ini-
tially invoked, and between streams (delimited by TX_EN on the MI1), the Transmit process sources contin-
uous Idle code-groups (/I/) to the PMA. Upon the assertion of TX_EN by the MII, the Transmit process
passes an SSD (/JK/) to the PMA, ignoring the TXD <3:0> nibbles during these two code-group times. Fol-
lowing the SSD, each TXD <3:0> nibbleis encoded into afive-bit code-group until TX_EN is deasserted. If,
while TX_EN is asserted, the TX_ER signal is asserted, the Transmit process passes Transmit Error
code-groups (/H/) to the PMA. Following the de-assertion of TX_EN, an ESD (/T/R/) is generated, after
which the transmission of |dle code-groupsis resumed by the IDLE state.

Callision detection is implemented by noting the occurrence of carrier receptions during transmissions, fol-
lowing the model of 10BASE-T. The indication of link_status # OK by the PMA at any time causes an
immediate transition to the IDLE state and supersedes any other Transmit process operations.

The PCS shall implement the Transmit process as depicted in figure 24-8 including compliance with the
associated state variables as specified in 24.2.3.
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BEGIN

l

OUTPUT 1

PMA_UNITDATA request (tx_bits [4])
Start code-bit_timer

code-bit_timer_done

y
OUTPUT 2

PMA_UNITDATA request (tx_bits [3])
Start code-bit_timer

code-bit_timer_done
y
OUTPUT 3

PMA_UNITDATA request (tx_bits [2])
Start code-bit_timer

code-bit_timer_done

v
OUTPUT 4

PMA_UNITDATA request (tx_bits [1])
Start code-bit_timer

code-bit_timer_done
y
OUTPUT 5
PMA_UNITDATA request (tx_bits [0])
sentCodeGroup.indicate
Start code-bit_timer

code-bit_timer_done

Figure 24-7—Transmit Bits state diagram

24.2.4.3 Receive Bits

The Receive Bits process collects code-bits from the PMA interface passing them to the Receive process via
rx_bits. rx_bits [9:0] represents a sliding, 10-bit window on the PMA code-bits, with newly received
code-bits from the PMA (rx_code-bit) being shifted into rx_bits [0]. This is depicted in figure 24-9. Bits are
collected serially until Receive indicates alignment by asserting RX DV, after which Receive Bits signals
Receive for every five code-bits accumulated. Serial processing resumes with the de-assertion of RX _DV.

The PCS shall implement the Receive Bits process as depicted in figure 24-10 including compliance with the
associated state variables as specified in 24.2.3.

24.2.4.4 Receive

The Receive process state machine can be viewed as comprising two sections: prealigned and aligned. In the
prealigned states, IDLE, CARRIER DETECT, and CONFIRM K., the Receive process is waiting for an indi-
cation of channel activity followed by a SSD. After successful alignment, the incoming code-groups are
decoded while waiting for stream termination.
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BEGIN link_status # OK

l sentCodeGroup.indicate *
TX_EN = TRUE *

IDLE TX_ER =TRUE
transmitting < FALSE -
» COL < FALSE
tx_bits [4:0] < IDLE v
L] sentCodeGroup.indicate * START ERROR J
sentCodeGroup.indicate * TX_EN =TRUE * transmiting < TRUE
= TX_ER =FALSE COL « receiving
TX_EN = FALSE , T
START STREAM J

— sentCodeGroup.indicate
transmiting < TRUE

COL &  receiving

tx_bits[4:0] « SSD1
sentCodeGroup.indicate * sentCodeGroup.indicate *
TX_ER = FALSE I TX_ER = TRUE
START STREAM K START ERROR K
COL &« receiving COL & receiving
tx_bits[4:0] & SSD2 tx_bits[4:0] « SSD2
sentCodeGroup.indicate sentCodeGroup.indicate
v v
ERROR CHECK
TX_EN =TRUE # TX_EN =TRUE *
TX_ER = FALSE y TX_ER =TRUE ‘
TRANSMIT DATA TRANSMIT ERROR
COL & receiving COL <« receiving
X bits[40] tx_bits[4:0] < HALT
ENCODE (TXD<3:0>)
y TX_EN = FALSE
sentCodeGroup.indicate sentCodeGroup.indicate
END STREAM T

transmitting < FALSE
COL ¢« FALSE
tx_bits [4:0] < ESD1

sentCodeGroup.indicate

y
sentCodeGroup.indicate END STREAM R

tx_bits [40] &< ESD2

Figure 24-8—Transmit state diagram

24.2.4.4.1 Detecting channel activity

The detection of activity on the underlying channel is used both by the MAC (via the MII CRS signal and
the Reconciliation sublayer) for deferral purposes, and by the Transmit process for collision detection.
Activity, signaled by the assertion of receiving, is indicated by the receipt of two non-contiguous ZEROS
within any 10 code-bits of the incoming code-bit stream.
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rx_code-bit

Figure 24-9—Receive Bits reference diagram

24.2.4.4.2 Code-group alignment

After channel activity is detected, the Receive process first aligns the incoming code-bits on code-group
boundaries for subsequent data decoding. This is achieved by scanning the rx_bits vector for a SSD (/J/K/).
The MII RX DV signal remains deasserted during this time, which ensures that the Reconciliation sublayer
will ignore any signals on RXD <3:0>. Detection of the SSD causes the Receive process to enter the START
OF STREAM 1 state.

Well-formed streams contain SSD (/J/K/) in place of the first eight preamble bits. In the event that something
else is sensed immediately following detection of carrier. a False Carrier Indication is signaled to the MII by
asserting RX_ER and setting RXD to 1110 while RX DV remains de-asserted. The associated carrier event,
as terminated by 10 ONEs, is otherwise ignored.

24.2.4.4.3 Stream decoding

The Receive process substitutes a sequence of alternating ONE and ZERO data-bits for the SSD, which is
consistent with the preamble pattern expected by the MAC.

The Receive process then performs the DECODE function on the incoming code-groups, passing decoded
data to the MII, including those corresponding to the remainder of the MAC preamble and SFD. The MII
signal RX _ER is asserted upon decoding any code-group following the SSD that is neither a valid Data
code-group nor a valid stream termination sequence.

24.2.4.4.4 Stream termination

There are two means of effecting stream termination in the Receive process (figure 24-11).

A normal stream termination is caused by detection of an ESD (/T/R/) in the rx_bits vector. In order to pre-
serve the ability of the MAC to properly delimit the FCS at the end of the frame (that is. to avoid incorrect
AlignmentErrors in the MAC) the internal signal receiving (and through it, the MII CRS signal, per clause
22) is de-asserted immediately following the last code-bit in the stream that maps to the FCS. Note that the
condition link_status # OK during stream reception (that is, when receiving = TRUE) causes an immediate
transition to the LINK FAILED state and supersedes any other Receive process operations.

A premature stream termination is caused by the detection of two Idle code-groups (/I/I) in the rx_bits vector
prior to an ESD. Note that RX DV remains asserted during the nibble corresponding to the first five contig-
uous ONEs while RX_ER is signaled on the MII. RX ER is also asserted in the LINK FATLED state, which

ensures that RX_ER remains asserted for sufficient time to be detected.

Stream termination causes a transition to the IDLE state.
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BEGIN

l

INITIALIZE

x_bits[9:0] < 1111111111

PMA_UNITDATA indicate

A
UNALIGNED

SHIFTLEFT (rx_bits)

™X_bits [0] « rx_code-bit

PMA_UNITDATA indicate =

PMA_UNITDATA indicate RX_DV =TRUE
RX_DV = FALSE <
> ALIGNED 1

SHIFTLEFT (rx_bits)
_bits [0] & mx_code-bit

PMA_UNITDATA indicate

ALIGNED 2
SHIFTLEFT (rx_bits)
x_bits[0] <« mx_code-bit

PMA_UNITDATA indicate

ALIGNED 3
SHIFTLEFT (rx_bits)
X bits[0] « mx_code-bit

PMA_UNITDATA indicate

ALIGNED 4
SHIFTLEFT (rx_bits)
X bits[0] & m_code-bit

PMA_UNITDATA indicate

ALIGNED 5
SHIFTLEFT (rx_bits)
PMA_UNITDATA indicate * mbits ) = n.(‘wae_m PMA_UNITDATA indicate *
- . gotCodeGroup.indicate RX DV = FALSE
RX_DV = TRUE DV =

Figure 24-10—Receive Bits state diagram

The PCS shall implement the Receive process as depicted in figure 24-11 including compliance with the
associated state variables as specified in 24.2.3.

24.2.4.5 Carrier Sense

The Carrier Sense process generates the signal CRS on the MII, which (via the Reconciliation sublayer) the
MAC uses for frame receptions and for deferral. The process operates by performing a logical OR operation
on the internal messages receiving and transmitting, generated by the Receive and Transmit processes,
respectively.
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link_status = OK +
RX_DV = FALSE

gotCodeGroup
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receiving < FALSE
RX_ ER & FALSE
RX DV & FALSE

SUPPLEMENT TO 802.3:
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LINK FAILED
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A

rx_bits [9:0] = IDLES link_status = OK #
_bits [0] = 0 +
L X bits[92] = 11111111
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BAD SSD 2110 CARRIER DETECT
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(rX_bits [9:5] = 1) +
(rx_bits [4:0] = /K/)

y

START OF STREAM J

RX_DV < TRUE
RXD<30> « 0101

gotCodeGroup.indicate

y

gotCodeGroup.indicate

uct | END OF STREAM START OF STREAM K
™ bits [9:0] &
- RXD<30> <«
11111 11111 o1o1
ucT

x_bits [9:0] = ESD
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gotCodeGroup.indicate =
x_bits [9:5] e DATA+*
x_bits [9:0] # ESD=*
rx_bits [9:0] = IDLES

» DATA ERROR

RECEIVE

RX_ER < TRUE

gotCodeGroup.indicate
rx_bits [9:0] = IDLES

gotCodeGroup.indicate
PREMATURE END

ucTt

gotCodeGroup.indicate =
X _bits[9:5] € DATA

»

DATA

RX_ER <« TRUE

ueT RX_ER « FALSE
RXD<3:.0> <«

DECODE (rx_bits [9:5])

Figure 24-11—Receive state diagram
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The PCS shall implement the Carrier Sense process as depicted in figure 24-12 including compliance with
the associated state variables as specified in 24.2.3.

BEGIN
transmitting = TRUE +
receiving = TRUE
CARRIER SENSE OFF » CARRIER SENSE ON
CRS <« FALSE < CRS « TRUE
transmitting = FALSE =+

receiving = FALSE

Figure 24-12—Carrier Sense state diagram

24.3 Physical Medium Attachment (PMA) sublayer
24.3.1 Service interface

The following specifies the service interface provided by the PMA to the PCS or another client, such as a
repeater. These services are described in an abstract manner and do not imply any particular implementation.

The PMA Service Interface supports the exchange of code-bits between the PCS and/or Repeater entities.
The PMA converts code-bits into NRZI format and passes these to the PMD, and vice versa. It also gener-
ates additional status indications for use by its client.

The following primitives are defined:

PMA_ TYPE.indicate
PMA_UNITDATA request
PMA_UNITDATA .indicate
PMA_CARRIER.indicate
PMA_LINK.indicate
PMA_LINK request
PMA_RXERROR .indicate

24.3.1.1 PMA_TYPE.indicate
This primitive is generated by the PMA to indicate the nature of the PMA instantiation. The purpose of this
primitive is to allow clients to support connections to the various types of 100BASE-T PMA entities in a
generalized manner.
24.3.1.1.1 Semantics of the service primitive

PMA TYPE.indicate (pma_type)
The pma_type parameter for use with a 100BASE-X PMA is “X”.

24.3.1.1.2 When generated

The PMA continuously generates this primitive to indicate the value of pma_type.
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24.3.1.1.3 Effect of receipt
The effect of receipt of this primitive by the client is unspecified by the PMA sublayer.
24.3.1.2 PMA_UNITDATA.request
This primitive defines the transfer of data (in the form of code-bits) from the PMA’s client to the PMA.
24.3.1.2.1 Semantics of the service primitive
PMA_UNITDATA request (tx_code-bit)

This primitive defines the transfer of data (in the form of code-bits) from the PCS or other client to the PMA.
The tx_code-hit parameter can take one of two values: ONE or ZERO.

24.3.1.2.2 When generated

The PCS or other client continuously sends, at a nominal 125 Mb/s rate, the appropriate code-bit for trans-
mission on the medium.

24.3.1.2.3 Effect of receipt

Upon receipt of this primitive, the PMA generates a PMD_UNITDATA request primitive, requesting trans-
mission of the indicated code-bit, in NRZI format (tx_nrzi-bit), on the MDI.

24.3.1.3 PMA_UNITDATA.indicate
This primitive defines the transfer of data (in the form of code-bits) from the PMA to the PCS or other client.
24.3.1.3.1 Semantics of the service primitive

PMA_UNITDATA.indicate (rx_code-bit)

The data conveyed by PMA_UNITDATA.indicate is a continuous code-bit sequence at a nomina 125 Mb/s
rate. The rx_code-bit parameter can take one of two values: ONE or ZERO.

24.3.1.3.2When generated

The PMA continuously sends code-bits to the PCS or other client corresponding to the
PMD_UNITDATA. .indicate primitives received from the PMD.

24.3.1.3.3 Effect of receipt

The effect of receipt of this primitive by the client is unspecified by the PMA sublayer.

24.3.1.4 PMA_CARRIER.indicate

This primitive is generated by the PMA to indicate that a non-sguelched, non-IDLE code-bit sequence is
being received from the PMD. The purpose of this primitive is to give clients the earliest reliable indication

of activity on the underlying continuous-signaling channel.

24.3.1.4.1 Semantics of the service primitive

PMA_CARRIER.indicate (carrier_status)
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The carrier_status parameter can take on one of two values, ON or OFF, indicating whether a non-squel ched,
non-IDLE code-bit sequence (that is, carrier) is being received (ON) or not (OFF).

24.3.1.4.2When generated
The PMA generates this primitive to indicate a change in the value of carrier_status.
24.3.1.4.3 Effect of receipt
The effect of receipt of this primitive by the client is unspecified by the PMA sublayer.
24.3.1.5 PMA_LINK.indicate
This primitive is generated by the PMA to indicate the status of the underlying PMD receive link.
24.3.1.5.1 Semantics of the service primitive

PMA_LINK.indicate (link_status)
The link_status parameter can take on one of three values: READY, OK, or FAIL, indicating whether the
underlying receive channel is intact and ready to be enabled by Auto-Negotiation (READY), intact and
enabled (OK), or not intact (FAIL). Link_status is set to FAIL when the PMD sets signal_status to OFF;
when Auto-Negotiation (optional) sets link_control to DISABLE; or when Far-End Fault Detect (optional)
sets faulting to TRUE. When link_status # OK, then rx_code-bit and carrier_status are undefined.
24.3.1.5.2 When generated
The PMA generates this primitive to indicate a change in the value of link_status.
24.3.1.5.3 Effect of receipt
The effect of receipt of this primitive by the client is unspecified by the PMA sublayer.
24.3.1.6 PMA_LINK.request
This primitive is generated by the Auto-Negotiation algorithm, when implemented, to allow it to enable and
disable operation of the PMA. See clause 28. When Auto-Negotiation is not implemented, the primitive is
never invoked and the PMA behaves asif link_control = ENABLE.
24.3.1.6.1 Semantics of the service primitive

PMA_LINK request (link_control)
Thelink_control parameter takes on one of three values: SCAN_FOR_CARRIER, DISABLE, or ENABLE.
Auto-Negotiation sets link_control to SCAN_FOR_CARRIER prior to receiving any fast link pulses, per-
mitting the PMA to sense a 100BASE-X signal. Auto-Negotiation sets link_control to DISABLE when it
senses an Auto-Negotiation partner (fast link pulses) and must temporarily disable the 100BASE-X PHY

while negotiation ensues. Auto-Negotiation sets link_control to ENABLE when full control is passed to the
100BASE-X PHY.

24.3.1.6.2 When generated

Auto-Negotiation generates this primitive to indicate a change in link_control as described in clause 28.
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24.3.1.6.3 Effect of receipt

This primitive affects operation of the PMA Link Monitor function as described in 24.3.4.4.

24.3.1.7 PMA_RXERROR:.indicate

This primitive is generated by the PMA to indicate that an error has been detected during a carrier event.

24.3.1.7.1 Semantics of the service primitive
PMA_RXERROR.indicate (rxerror_status)

The rxerror_status parameter can take on one of two values: ERROR or NO_ERROR, indicating whether the
received carrier event contains a detectable error (ERROR) or not (NO_ERROR). A carrier event is consid-
ered to bein error when it is not started by a Start-of-Stream Delimiter.

24.3.1.7.2When generated

The PMA generates this primitive whenever a new, non-squelched carrier event is not started by a Start-of -
Stream Delimiter.

24.3.1.7.3 Effect of receipt

The effect of receipt of this primitive by the client is unspecified by the PMA sublayer.
24.3.2 Functional requirements

The 100BASE-X PMA comprises the following functions:

a)  Mapping of transmit and receive code-bits between the PMA Service Interface and the PMD Service
Interface;

b)  Link Monitor, which mapsthe PMD_SIGNAL .indicate primitive to the PMA_LINK.indicate primi-
tive, indicating the availability of the underlying PMD;

c) Carrier Detection, which generates the PMA_CARRIER.indicate and PMA_RXERROR.indicate
primitives from inspection of received PMD signals; and

d) Far-End Fault (optional), comprised of the Far-End Fault Generate and Far-End Fault Detect pro-
cesses, which sense receive channel failures and send the Far-End Fault Indication, and sense the
Far-End Fault Indication.

Figure 24-4 includes a functional block diagram of the PMA.
24.3.2.1 Far-End fault

Auto-Negotiation provides a Remote Fault capability useful for detection of asymmetric link failures; i.e.,
channel error conditions detected by the far-end station but not the near-end station. Since Auto-Negotiation
is specified only for media supporting eight-pin modular connectors, such as used by 100BASE-TX over
unshielded twisted pair, Auto-Negotiation’s Remote Fault capability is unavailable to other media for which
it may be functionally beneficial, such as 100BASE-TX over shielded twisted pair or 100BASE-FX. A
remote fault capability for 100BASE-FX is particularly useful due to this medium’s applicability over longer
distances (making end-station checking inconvenient) and for backbones (in which detection of link failures
can trigger redundant systems).

For these reasons, 100BASE-X provides an optional Far-End Fault facility when Auto-Negotiation cannot be
used. Far-End Fault shall not be implemented for media capable of supporting Auto-Negotiation.

This is am#Agchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00197



IEEE
CSMA/CD Std 802.3u-1995

When no signal is being received, as indicated by the PMD’s signal detect function, the Far-End Fault fea-
ture permits the station to transmit a special Far-End Fault Indication to its far-end peer. The Far-End Fault
Indication is sent only when a physical error condition is sensed on the receive channel. In al other situa-
tions, including reception of the Far-End Fault Indication itself, the PMA passes through tx_code-bit. (Note
that the Far-End Fault architecture is such that IDLEs are automatically transmitted when the Far-End Fault
Indication is detected. Thisis necessary to re-establish communication when the link is repaired.)

The Far-End Fault Indication is comprised of three or more repeating cycles, each of 84 ONEsfollowed by a
single ZERO. This signal is sent in-band and is readily detectable but is constructed so as to not satisfy the
100BASE-X carrier sense criterion. It is therefore transparent to the PMA's client and to stations not imple-
menting Far-End Fault.

As shown in figure 24-4, Far-End Fault is implemented through the Far-End Fault Generate, Far-End Fault
Detect and the Link Monitor processes.

The Far-End Fault Generate process, which is interposed between the incoming tx_code-bit stream and the
TX process, is responsible for sensing a receive channel failure (signal_status=OFF) and transmitting the
Far-End Fault Indication in response. The transmission of the Far-End Fault Indication may start or stop at
any time depending only on signal_status.

The Far-End Fault Detect process continuously monitors rx_code-bits from the RX process for the Far-End
Fault Indication. Detection of the Far-End Fault Indication disables the station by causing the Link Monitor
process to deassert link_status, which in turn causes the station to source IDLEs. Far-End Fault detection can
also be used by management functions not specified in this clause.

24.3.2.2 Comparison to previous 802.3 PMAs

Previous 802.3 PMA's perform the additional functions of SQE Test and Jabber. Neither of these functionsis
implemented in the 100BASE-X PMA.

SQE Test is provided in other Physical Layers to check the integrity of the Collision Detection mechanism
independently of the Transmit and Receive capabilities of the Physical Layer. Since 100BASE-X effects col-
lision detection by sensing receptions that occur during transmissions, collision detection is dependent on
the health of the receive channel. By checking the ability to properly receive signals from the PMD, the Link
Monitor function therefore functionally subsumes the functions previously implemented by SQE Test.

The Jabber function prevents a DTE from causing total network failure under certain classes of faults. When
using mixing media (e.g., coaxia cables or passive optical star couplers), this function must naturally be
implemented in the DTE. 100BASE-X requires the use of an active repeater, with one DTE or repeater
attached to each port. As an implementation optimization, the Jabber function has therefore been moved to
the repeater in 100BASE-X.

24.3.3 State variables
24.3.3.1 Constants

FEF_CYCLES

Thenumber of consecutive cycles (of FEF_ONES ONEsand asingle ZERO) necessary toindicate
the Far-End Fault Indication. Thisvalueis 3.

FEF_ONES

The number of consecutive ONEsto be transmitted for each cycle of the Far-End Fault Indication.
Thisvalueis 84.
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24.3.3.2 Variables

carrier_status

The carrier_status parameter to be communicated by the Carrier Detect process through the
PMA_CARRIER.indicate primitive. Carrier is defined as receipt of 2 noncontiguous ZEROesin
10 code-bits.

Vaues. ON; carrier isbeing received
OFF; carrier is not being received

faulting

The faulting variable set by the Far-End Fault Detect process, when implemented, indicating
whether or not a Far-End Fault Indication is being sensed. This variable is used by the Link
Monitor processto force link_status to FAIL.When Far-End Fault is not implemented, this
variableis aways FALSE.

Vaues. TRUE; Far-End Fault Indication is being sensed
FALSE; Far-End Fault Indication is not being sensed

link_control

The link_control parameter as communicated by the PMA_LINK.request primitive. When Auto-
Negotiation is not implemented, the value of link_control isalways ENABLE. See clause 28 for a
complete definition.

link_status

The link_status parameter as communicated by the Link Monitor process through the
PMA_LINK.indicate primitive.

Vaues: FAIL; thereceive channel isnot intact
READY; the receive channel isintact and ready to be enabled by Auto-Negotiation
OK; the receive channel isintact and enabled for reception

r_bits[9:0]

In Carrier Detect, a vector of the 10 most recently received code-bits from the PMD RX process.
r_bits[0] isthe most recently received (newest) code-bit; r_bits[9] isthe least recently received
code-bit (oldest). r_bitsisan internal variable used exclusively by the Carrier Detect process.

rx_code-hit

The rx_code-bit parameter as delivered by the RX process, which operates in synchronism with
thePMD_UNITDATA.indicate primitive. rx_code-bit isthe most recently received code-bit from
the PMD after conversion from NRZI.

rxerror_status

The rxerror_status parameter to be communicated by the Carrier Detect process through the
PMA_RXERROR:.indicate primitive.

Vaues: NO_ERROR; no error detected in the carrier event being received
ERROR,; the carrier event being received isin error

signa_status
The signal_status parameter as communicated by the PMD_SIGNAL.indicate primitive.

Values. ON; thequality and level of the received signd is satisfactory
OFF; the quality and level of the received signal is not satisfactory

tx_code-bit_in

In Link Fault Generate, the tx_code-bit parameter as conveyed to the PMA from the PMA client
by the PMA_UNITDATA request.

tx_code-bit_out

InLink Fault Generate, the tx_code-bit parameter to be passed to the TX process. Note that thisis
called tx_code-bit by the TX process.
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24.3.3.3 Functions

SHIFTLEFT (rx_hits)
In Carrier Detect, this function shifts rx_bits Ieft one bit placing rx_bits[8] in rx_bits[9], rx_bits
[7] in rx_bits[8] and so on until rx_bits[1] gets rx_bits[0].
24.3.3.4Timers

stabilize_timer
An implementation-dependent delay timer between 330 ps and 1000 pis, inclusive, to ensure that
thelink is stable.
24.3.3.5 Counters

num_cycles

In Link Fault Detect, a counter containing the number of consecutive Far-End Fault cycles
currently sensed. This counter gets reset on intialization or when the bit stream failsto qualify as
apotential Far-End Fault Indication. It never exceeds FEF_CY CLES.

num_ones

This represents two separate and independent counters: In Link Fault Generate, a counter
containing the number of consecutive ONEs aready sent during this cycle of the Far-End Fault
Indication. In Link Fault Detect, a counter containing the number of consecutive ONES currently
sensed; it gets reset whenever a ZERO is detected or when the bit stream failsto qualify asa
potential Far-End Fault Indication. These counters never exceed FEF_ONES.

24.3.3.6 Messages

PMD_UNITDATA.indicate (rx_nrzi-bit)

A signa sent by the PMD signifying that the next nrzi-bit is available from the medium. nrzi-bit
is converted (instantaneously) to code-bit by the RX process and used by the Carrier Detect
process.

5xPMD_UNITDATA.indicates

In Carrier Detect, this shorthand notation represents repetition of the preceding state five times
synchronized with five successive PMD_UNITDATA.indicates.

PMA_UNITDATA request (tx_code-hit)
A signal sent by the PMA’sclient signifying that the next nrzi-bit is availablefor transmission. For
this process, the tx_code-bit parameter isinterpreted as tx_code-bit_in.
24.3.4 Process specifications and state diagrams

2434.1TX

The TX process passes data from the PMA’s client directly to the PMD. The PMA shall implement the TX
process as follows: Upon receipt of aPMA_UNITDATA request (tx_code-bit), the PMA performs a conver-
sionto NRZI format and generates a PMD_UNITDATA reguest (tx_nrzi-bit) primitive with the same logical
value for the tx_nrzi-bit parameter. Note that tx_code-bit is equivalent to tx_code-bit_out of the Link Fault
Generate process when implemented.

24.3.42 RX

The RX process passes data from the PMD directly to the PMA's client and to the Carrier Detect process. The
PMA shall implement the RX process as follows: Upon receipt of aPMD_UNITDATA.indicate (rx_nrzi-bit),
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the PMA performs a conversion from NRZI format and generates a PMA_UNITDATA..indicate (rx_code-hit)
primitive with the same logical value for the rx_code-bit parameter.

24.3.4.3 Carrier detect

The PMA Carrier Detect process provides repeater clients an indication that a carrier event has been sensed
and an indication if it isdeemed in error. A carrier event is defined as receipt of two non-contiguous ZEROS
within any 10 rx_code-bits. A carrier eventisin error if it does not start with an SSD. The Carrier Detect pro-
cess performs this function by continuously monitoring the code-bits being delivered by the RX process, and
checks for specific patterns which indicate non-IDLE activity and SSD bit patterns.

The Carrier Detect process collects code-bits from the PMD RX process. r_bits[9:0] represents a diding,
10-bit window on the code-bit sequence, with newly received code-bits from the RX process being shifted
into r_bits[0]. The process shifts the r_bits vector to the left, inserts the newly received code-bit into posi-
tion 0, and waits for the next PMD.UNITDATA.indicate before repeating the operation. This is depicted in
figure 24-13. The Carrier Detect process monitors the r_bits vector until it detects two noncontiguous
ZEROS in the incoming code-bit sequence. This signals atransition of carrier_status from OFF to ON. Each
new carrier is further examined for a leading SSD (1100010001) with rxerror_status set to ERROR if it is
not confirmed. A pattern of 10 contiguous ONES in the stream indicates a return to carrier_status = OFF.
Code-bit patterns of contiguous ONEs correspond to IDLE code-groups in the PCS, per the encoding speci-
fiedin24.2.2.1.

r_bits

A
4 \

9 8 7 6 5 4 3 2 1 0

! —

rx_code-bit

Figure 24-13—Carrier Detect reference diagram

The PMA shall, if it is supporting a repeater, implement the Carrier Detect process as depicted in figure 24-
14 including compliance with the associated state variables as specified in 24.3.3.

24.3.4.4 Link Monitor

The Link Monitor process is responsible for determining whether the underlying receive channel is provid-
ing reliable data. Failure of the underlying channel typically causes the PMA’s client to suspend normal
actions. The Link Monitor process takes advantage of the PMD sublayer’s continuously signaled transmis-
sion scheme, which provides the PMA with a continuous indication of signal detection on the channel
through signal_status as communicated by the PMD_SIGNAL.indicate primitive. It responds to control by
Auto-Negotiation, when implemented, which is effected through the link_control parameter of
PMA_SIGNAL request.

The Link Monitor process monitors signal_status, setting link_status to FAIL whenever signal_statusis OFF
or when Auto-Negotiation sets link_control to DISABLE. The link is deemed to be reliably operating when
signal_status has been continuously ON for a period of time. This period is implementation dependent but
not less than 330 ps or greater than 1000 ps. If so qualified, Link Monitor sets link_status to READY in
order to synchronize with Auto-Negotiation, when implemented. Auto-Negotiation permits full operation by
setting link_control to ENABLE. When Auto-Negotiation is not implemented, Link Monitor operates with
link_control always set to ENABLE.
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BEGIN

link_status # OK

INITIALIZE

r_bits [9:0] < 11111 11111
carrier_status
rxerror_status & NO_ERROR

< OFF

v

A

PMD_UNITDATA indicate

RECEIVE NEXT BIT

SHIFTLEFT (r_bits)
r_bits [0] « rx_code-bit

(carrier_status = ON)
(r_bits [9:0] = 11111 11111)

CARRIER OFF

carrier_status & OFF
rxerror_status & NO_ERROR

UCT

y

ELSE

(r_bits [0] = 0) =

CARRIER DETECT

(carrier_status = OFF) *

IEEE

Std 802.3u-1995

(rbits[92] # 11111111)
v r_bits [9:0] = 11111 11000

carrier_status & ON l

r_bits [9:0] # 11111 11000

BAD CARRIER

rxerror_status = ERROR

UCT

WAIT FOR NEXT

GET NEXT QUINT

SHIFTLEFT (r_bits)

r_bits [0] & rx_code-bit

5xPMD_UNITDATA indicates

CONFIRM K

T
r_bits [9:0] # 11000 10001

r_bits [9:0] = 11000 10001

PMD_UNITDATA indicate

Figure 24-14—Carrier Detect state diagram

The PMA shall implement the Link Monitor process as depicted in figure 24-15 including compliance with
the associated state variables as specified in 24.3.3.

24.3.4.5 Far-End Fault Generate

Far-End Fault Generate simply passes tx_code-bits to the TX process when signal status=ON. When
signal_status=OFF, it repetitively generates each cycle of the Far-End Fault Indication until signal_status is

reasserted.
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BEGIN (signal_status = OFF) +
l l (link_control = DISABLE) +
A

(faulting = TRUE)

A
LINK DOWN

link_status < FAIL
signal_status = ON

A
HYSTERESIS

Start stabilize_timer

stabilize_timer_done

y
LINK READY

link_status < READY
i link_control = ENABLE
LINK UP

link_status & OK

link_control =
SCAN_FOR_CARRIER

NOTE—The variables link control and link status are designated as
link control [TX] and link_status [TX]. respectively, by the Auto-Negotiation
Arbitration state diagram (figure 28-16).

Figure 24-15—Link Monitor state diagram

If Far-End Fault is implemented, the PMA shall implement the Far-End Fault Generate process as depicted
in figure 24-16 including compliance with the associated state variables as specified in 24.3.3.

24.3.4.6 Far-End Fault Detect

Far-End Fault Detect passively monitors the rx_code-bit stream from the RX process for the Far-End Fault
Indication. It does so by maintaining counters for the number of consecutive ONEs seen since the last ZERO
(num_ones) and the number of cycles of 84 ONEs and a single ZERO (num_cycles). The Far-End Fault Indi-
cation is denoted by three or more cycles, each of 84 ONEs and a single ZERO. Note that the number of con-
secutive ONEs may exceed 84 on the first cycle.

If Far-End Fault is implemented, the PMA shall implement the Far-End Fault Detect process as depicted in
figure 24-17 including compliance with the associated state variables as specified in 24.3.3.

24.4 Physical Medium Dependent (PMD) sublayer service interface
24.4.1 PMD service interface

The following specifies the services provided by the PMD. The PMD is a sublayer within 100BASE-X and
may not be present in other 100BASE-T PHY specifications. PMD services are described in an abstract
manner and do not imply any particular implementation. It should be noted that these services are function-
ally identical to those defined in the FDDI standards, such as ISO 9314-3: 1990 and ANSI X3.263: 199X,
with two exceptions:
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BEGIN

INITIALIZE
num_ones <0

| S|
CHECK SIGNAL DETECT
4
UCT ucT
SEND FEF ONE FORWARD
tx_code-bit_out < ONE tx_code-bit_out < tx_code_bit_in
num_ones < num_ones + 1 num_ones < 0
4 Y

PMD_UNITDATA request *
signal_status = OFF *
num_ones < FEF_ONES

PMD_UNITDATA request *
signal_status = ON
PMD_UNITDATA request *
signal_status = OFF *
num_ones =FEF_ONES UCT
SEND FEF ZERO
tx_code-bit_out & ZERO
num_ones <0

Figure 24-16—Far-End Fault Generate state diagram

a) 100BASE-X does not include a Station Management (SMT) function; therefore the PMD-to-SMT
interface defined in ISO 9314-3: 1990 and ANSI X3.263: 199X.

b) 100BASE-X does not support multiple instances of a PMD in service to a single PMA; therefore, no
qualifiers are needed to identify the unique PMD being referenced.

There are also editorial differences between the interfaces specified here and in the referenced standards, as
required by the context of 100BASE-X.

The PMD Service Interface supports the exchange of nrzi-bits between PMA entities. The PMD translates
the nrzi-bits to and from signals suitable for the specified medium.

The following primitives are defined:

PMD_UNITDATA request
PMD_UNITDATA .indicate
PMD_SIGNAL.indicate

24.4.1.1 PMD_UNITDATA.request

This primitive defines the transfer of data (in the form of nrzi-bits) from the PMA to the PMD.
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BEGIN
signal_status = OFF

l

RESET

num_ones <0
num_cycles < 1
faulting < FALSE

UCT

y l

GET BIT

PMD_UNITDATA indicate

(rx_code-bit = 1) =

CHE'CK AT (num_ones = FEF_ONES) *
ELSE (num_cycles = 1)

(rx_code-bit =0) * POTENTIAL CYCLE uct
(num_ones = FEF_ONES) (x_code-bit=1) +

num_ones < num_ones + 1
(num_ones < FEF_ONES) | "—0nes < hum_ones +

Y

num_cycles <
A FEF_CYCLES
CHECK CYCLES »

num_ones < 0 num_cycles < num_cycles + 1

COUNT CYCLE ucT

num_cycles =
FEF_CYCLES

A
LINK FAULT

faulting &= TRUE

UCT

Figure 24-17—Far-End Fault Detect state diagram

24.4.1.1.1 Semantics of the service primitive
PMD_ UNITDATA request (tx_nrzi-bit)

The data conveyed by PMD_ UNITDATA request is a continuous sequence of nrzi-bits. The tx_nrzi-bit
parameter can take one of two values: ONE or ZERO.

24.4.1.1.2 When generated

The PMA continuously sends, at a nominal 125 Mb/s rate, the PMD the appropriate nrzi-bits for transmis-
sion on the medium.
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24.4.1.1.3 Effect of receipt

Upon receipt of this primitive, the PMD converts the specified nrzi-bit into the appropriate signals on the
MDI.

24.4.1.2 PMD_UNITDATA.indicate
This primitive defines the transfer of data (in the form of nrzi-bits) from the PMD to the PMA.
24.4.1.2.1 Semantics of the service primitive

PMD_UNITDATA.indicate (rx_nrzi-bit)

The data conveyed by PMD_UNITDATA.indicate is a continuous nrzi-bit sequence. The rx_nrzi-bit param-
eter can take one of two values: ONE or ZERO.

24.4.1.2.2 When generated
The PMD continuously sends nrzi-bits to the PMA corresponding to the signals received from the MDI.
24.4.1.2.3 Effect of receipt
The effect of receipt of this primitive by the client is unspecified by the PMD sublayer.
24.4.1.3 PMD_SIGNAL.indicate
This primitive is generated by the PMD to indicate the status of the signal being received from the MDI.
24.4.1.3.1 Semantics of the service primitive

PMD_SIGNAL.indicate (signa_status)
The signal_status parameter can take on one of two values: ON or OFF, indicating whether the quality and
level of the received signa is satisfactory (ON) or unsatisfactory (OFF). When signal_status = OFF, then
rx_nrzi-bit is undefined, but consequent actions based on PMD_SIGNAL.indicate, where necessary, inter-
pret rx_nrzi-bit as logic ZERO.
24.4.1.3.2 When generated
The PMD generates this primitive to indicate a change in the value of signal_status.
24.4.1.3.3 Effect of receipt
The effect of receipt of this primitive by the client is unspecified by the PMD sublayer.
24.4.2 Medium Dependent Interface (MDI)
The MDI, aphysical interface associated with a PMD, is comprised of an electrical or optical medium con-
nector. The 100BASE-X MDils, defined in subsequent clauses, are specified by reference to the appropriate

FDDI PMD, such asin 1SO 9314-3: 1990 and ANSI X3.263: 199X, together with minor modifications (such
as connectors and pin-outs) necessary for 100BASE-X.
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24.5 Compatibility considerations

Thereis no requirement for acompliant device to implement or expose any of the interfaces specified for the
PCS, PMA, or PMD. However, if an exposed interface is provided to the PCS, it shall comply with the
requirements for the M1, as specified in clause 22.

24.6 Delay constraints

Proper operation of a CSMA/CD LAN demands that there be an upper bound on the propagation delays
through the network. Thisimpliesthat MAC, PHY, and repeater implementors must conform to certain delay
minima and maxima, and that network planners and administrators conform to constraints regarding the
cable topology and concatenation of devices. MAC constraints are contained in clause 21. Topological con-
straints are contained in clause 29.

The reference point for all MDI measurements is the 50% point of the mid-cell transition corresponding to
the reference code-bit, as measured at the MDI. Although 100BASE-TX output is scrambled, it is assumed
that these measurements are made via apparatuses that appropriately account for this.

24.6.1 PHY delay constraints (exposed MIl)

Every 100BASE-X PHY with an exposed MII shall comply with the bit delay constraints specified in table
24-2. These figures apply for all 100BASE-X PMDs.

Table 24-2—MDI to MIl delay constraints (exposed MiIl)

Sublayer Min | Max Input timing Output timing
measurement Event ; -
] (bits) | (bits) reference reference
points

MIl = MDI TX_EN Sampled to MDI Output 6 14 TX_CLKrising | 1stbitof /Y
MDI input to CRS assert 20 1st bit of /1J/
MDI input to CRS de-assert (aligned) 13 24 1st bit of /T/
MDI input to CRS de-assert 13 24 1st ONE
(unaligned)
MDI input to COL assert 20 1st bit of /J/
MDI input to COL de-assert (aligned) 13 24 1st bit of /T/
MDI input to COL de-assert 13 24 1st ONE
(unaligned)
TX_EN sampled to CRS assert 0 4 TX_CLK rising
TX_EN sampled to CRSde-assert 0 16 TX_CLK rising

24.6.2 DTE delay constraints (unexposed MII)

Every 100BASE-X DTE with no exposed M1 shall comply with the bit delay constraints specified in table
24-3. These figures apply for all 100BASE-X PMDs.

24.6.3 Carrier de-assertion/assertion constraint

To ensure fair access to the network, each DTE shall, additionally, satisfy the following:
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Table 24-3—DTE delay constraints (unexposed Mil)
Sublayer . - L
Min Max Input timing Output timing
measurement Event (bits) (bits) reference reference
points
MAC = MDI MAC transmit start to MDI output 18 1st bit of /J/
MDI input to MDI output 54 1st bit of /I 1st bit of /J/
(worst-case nondeferred transmit)
MDI input to collision detect 28 1st bit of /J/
MDI input to MDI output = Jam 54 1st bit of /Y 1st bit of jam
(worst case collision response)

(MAX MDI to MAC Carrier De-assert Detect) — (MIN MDI to MAC Carrier Assert Detect) < 13

24.7 Environmental specifications

All equipment subject to this clause shall conform to the requirements of 14.7 and applicable sections of
ISO/IEC 11801: 1995.
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24.8 Protocol Implementation Conformance Statement (PICS) proforma for clause 24,
Physical Coding Sublayer (PCS) and Physical Medium Attachment (PMA) sublayer,
type 100BASE-X23

24.8.1 Introduction
The supplier of a protocol implementation that is claimed to conform to IEEE Std 802.3u-1995, Physical
Coding Sublayer (PCS) and Physical Medium Attachment (PMA) sublayer, type 100BASE-X, shall com-

plete the following Protocol Implementation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

24.8.2 ldentification

24.8.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier’s terminology
(e.g., Type, Series, Model).

24.8.2.2 Protocol summary

Identification of protocol standard |EEE Std 802.3u-1995, Physical Coding Sublayer (PCS)
and Physical Medium Attachment (PMA) sublayer, type
100BASE-X

Identification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to IEEE Std 802.3u-1995.)

Date of Statement

23Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.
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24.8.2.3 Major capabilities/options

Item Feature Subclause Status | Support Value/Comment
*DTE Supports DTE without M1 24.4 O/l
*REP Supports Repeater without MIl | 24.4 0o/1
*MII Supports exposed Ml inter- 24.4 O/l
face
*PCS Implements PCS functions 24.2 REP: O
DTE: M
MIl: M
PMA Implements PMA RX, TX and | 24.3 M
Link Monitor functions
*NWC | Medium capable of supporting O See clause 28
Auto-Negotiation
*FEF Implements Far-End Fault 24321 NWC: X
NWY Supports Auto-Negotiation NWC: O See clause 28
(clause 28)

24.8.3 PICS proforma tables for the Physical Coding Sublayer (PCS) and Physical Medium
Attachment (PMA) sublayer, type 100BASE-X

24.8.3.1 General compatibility considerations

Item Feature Subclause Status | Support Value/Comment
GN1 Compliance with MIl require- | 24.4 MII:M See clause 22
ments
GN2 Environmental specifications 24.7 M

24.8.3.2 PCS functions

Item Feature Subclause Status | Support Value/Comment
pPs1 Transmit Bits process 24.2.3 PCS:M
PS2 Transmit process 24242 PCS:M
PS3 Receive Bits process 24.2.4.3 PCS:M
P4 Receive process 24244 PCS:M
PS5 Carrier Sense process 24.2.45 PCS:M
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24.8.3.3 PMA functions

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/Comment
PA1 TX process 24.34.1 M
PA2 RX process 24.34.2 M
PA3 Carrier Detect process 243.2.1 REP: M
PA4 Link Monitor process 24344 M
PAS Far-End Fault Generate pro- 24.3.45 FEF: M
cess
PAG Far-End Fault Detect process 24.3.4.6 FEF: M
24.8.3.4Timing
Item Feature Subclause Status | Support Value/Comment
™1 Support for M1l signals 24.2.2.3 MII:M See clause 22
TX_CLK and RX_CLK
™2 Accuracy of code-bit_timer 24.2.3 M
™3 Compliance with PHY bit 24.6.1 MII:M
delay constraints REP: O
T™M4 Compliance with DTE bit 24.6.2 DTEM
delay constraints
TM5 Compliance with Carrier De- 24.6.3 DTEM
assert/Assert Constraint
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25. Physical Medium Dependent (PMD) sublayer and baseband medium, type
100BASE-TX

25.1 Overview

This clause specifies the 100BASE-X PMD (including MDI) and baseband medium for twisted-pair wir-
ing, 100BASE-TX. In order to form a complete 100BASE-TX Physical Layer it shall be integrated with
the 100BASE-X PCS and PMA of clause 24, which are assumed incorporated by reference. As such, the
100BASE-TX PMD shall comply with the PMD service interface specified in 24.4.1.

25.2 Functional specifications

The 100BASE-TX PMD (and MDI) is specified by incorporating the FDDI TP-PMD standard, ANSI
X3.263: 199X (TP-PMD), by reference, with the modifications noted below. This standard provides sup-
port for Category 5 unshielded twisted pair (UTP) and shielded twisted pair (STP). For improved legibil-
ity in this clause, ANSI X3.263: 199X (TP-PMD), will henceforth be referred to as TP-PMD.

25.3 General exceptions
The 100BASE-TX PMD isprecisely the PMD specified as TP-PM D, with the following general modifications:

a) The Scope and General description discussed in TP-PMD 1 and 5 relate to the use of those standards
with an FDDI PHY, SO 9314-1: 1989, and MAC, ISO 9314-2: 1989. These sections are not relevant
to the use of the PMD with 100BASE-X.

b)  TheNormative references, Definitions and Conventions of TP-PMD 2, 3, and 4 are used only as nec-
essary to interpret the applicable sections of TP-PMD referenced in this clause.

c) The PMD Service Specifications of TP-PMD 6 are replaced by those specified in 24.4.1. The
100BASE-TX PMD Service specification is a proper subset of the PMD Service Specification in
TP-PMD.

d) Thereare minor terminology differences between this standard and TP-PMD that do not cause ambi-
guity. The terminology used in 100BASE-X was chosen to be consistent with other IEEE 802 stan-
dards, rather than with FDDI. Terminology is both defined and consistent within each standard.
Specia note should be made of the interpretations shown in table 25-1.

Table 25-1—Interpretation of general FDDI terms and concepts

FDDI term or concept Interpretation for 100BASE-TX
bypass <unused>
Connection Management (CMT) <no comparable entity>
frame stream
Halt Line State (HLS) <unused>
hybrid mode <no comparable entity>
MAC (or MAC-2) MAC
Master Line State (MLS) <unused>
maximum frame size = 9000 symbols maximum stream size = 3054 code-groups
PHY (or PHY-2) PMA;i.e, PMD client
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Table 25-1—Interpretation of general FDDI terms and concepts (Continued)

FDDI term or concept

I nter pretation for 100BASE-T X

PHY Service Data Unit (SDU)

stream

PM_SIGNAL.indication (Signal_Detect)

PMD_SIGNAL.indicate (signal_status)

PM_UNITDATA.indication (PM_Indication)

PMD_UNITDATA.indicate (nrzi-bit)

PM_UNITDATA request (PM_Request)

PMD_UNITDATA request (nrzi-bit)

preamble inter-packet IDLEs
Quiet Line State (QLS) <unused>
SM_PM_BYPASS request (Control_Action) Assume:

SM_PM_BYPASS request(Control _Action = Insert)

SM_PM_CONTROL request (Control_Action)

Assume:
SM_PM_CONTROL request (Control_Action =
Transmit_Enable)

SM_PM_SIGNAL.indication (Signal_Detect)

<unused>

Station Management (SMT)

<no comparable entity>

symbol

code-group

25.4 Specific requirements and exceptions

The 100BASE-TX PMD (including MDI) and baseband medium shall comply to the requirements of
TP-PMD, 7, 8, 9, 10, and 11, and normative annex A with the exceptions listed below. In TP-PMD, infor-
mative annexes B, C, E, F, G, |, and J, with exceptions listed below, provide additional information useful

to PMD sublayer implementors. Where there is conflict between specification in TP-PMD and those in
this standard, those of this standard shall prevail.

25.4.1 Change to 7.2.3.1.1,“Line state patterns”

Descrambler synchronization on the Quiet Line State (QLS), Halt Line State (HLS), and Master Line
State (ML S) Line State Patterns cited in TP-PMD 7.2.3.1.1 is optional.

25.4.2 Change to 7.2.3.3,“Loss of synchronization”

The synchronization error triggered by PH_Invalid as defined in TP-PMD 7.2.3.3ais not applicable.

25.4.3 Change to table 8-1,“ Contact assignments for unshielded twisted pair”

100BASE-TX for unshielded twisted pair adopts the contact assignments of 10BASE-T. Therefore, the
contact assignments shown in TP-PMD table 8-1 shall instead be as depicted in table 25-2.

25.4.4 Deletion of 8.3,“Station labelling”

Clause 8.3 of TP-PMD shall not be applied to 100BASE-TX.

25.4.5 Change to 9.1.9,“ Jitter”

The jitter measurement specified in 9.1.9 of TP-PMD may be performed using scrambled IDLEs.
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Table 25-2—UTP MDI contact assignments

PHY without PHY with
CONTACT internal crossover internal crossover

MDI SIGNAL MDI SIGNAL

1 Transmit + Receive +

2 Transmit — Receive —

3 Receive + Transmit +

4

5

6 Receive — Transmit —

7

8

25.4.6 Replacement of 11.2,“Crossover function”

Clause 11.2 of TP-PMD is replaced with the following:

A crossover function compliant with 14.5.2 shall be implemented except that &) the signal names are those
used in TP-PMD, and b) the contact assignments for STP are those shown in table 8-2 of TP-PMD. Note

that compliance with 14.5.2 implies a recommendation that crossover (for both UTP and STP) be per-
formed within repeater PHY's.

25.4.7 Change to A.2,“DDJ test pattern for baseline wander measurements”

The length of the test pattern specified in TP-PMD annex A.2 may be shortened to accommodate feasible
100BASE-X measurements, but shall not be shorter than 3000 code-groups.

NOTE—This pattern is to be applied to the MII. (When applied to the MAC, the nibbles within each byte are to be
swapped. E.qg., as delivered to the MAC, the test pattern would start, "60 ¢9 16 ...".)

25.4.8 Change to annex G, “Stream cipher scrambling function”

An example of a stream cipher scrambling implementation is shown in TP-PMD annex G. This may be
modified to allow synchronization solely on the IDLE sequences between packets.

25.4.9 Change to annex |,“Common mode cable termination”

The contact assignments shown in TP-PMD figures I-1 and |-2 shall instead comply with those specified
in table 25-2.
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25.5 Protocol Implementation Conformance Statement (PICS) proforma for clause 25,
Physical Medium Dependent (PMD) sublayer and baseband medium, type

100BASE-TX?*

25.5.1 Introduction

The supplier of a protocol implementation that is claimed to conform to IEEE Std 802.3u-1995, Physical
Medium Dependent (PMD) sublayer and baseband medium, type 100BASE-TX, shall complete the fol-

lowing Protocol Implementation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

25.5.2 ldentification

25.5.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier's terminology
(e.g., Type, Series, Model).

25.5.2.2 Protocol summary

Identification of protocol standard |EEE Std 802.3u-1995, Physical Medium Dependent
(PMD) sublayer and baseband medium, type
100BASE-TX

Identification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to IEEE Std 802.3u-1995.)

Date of Statement

24Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.
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Item Feature Subclause Status | Support Value/Comment
*TXU Supports unshielded twisted 25.2 O/l
pair
TXS Supports shielded twisted pair | 25.2 O/l

25.5.4 PICS proforma tables for the Physical Medium Dependent (PMD) sublayer and base-

band medium, type 100BASE-TX

25.5.4.1 General compatibility considerations

Item Feature Subclause Status | Support Value/Comment
GN1 Integrates 100BASE-X PMA 25.1 M See clause 24
and PCS
25.5.4.2 PMD compliance
Item Feature Subclause Status | Support Value/Comment
PD1 Compliance with 100BASE-X | 25.1 M See24.2.3
PMD Service Interface
PD2 Compliance with ANSI 254 M
X3.237: 199X, 7, 8 (excluding | 25.4.5
8.3), 9, 10, 11 and normative
annex A, with listed exceptions
PD3 Precedence over ANS| 254 M
X3.237-199X
PD4 MDI contact assignments for 254.4 TXU: M
unshielded twisted pair 25.4.10
PD5 Compliance with crossover 25.4.7 M
function of 14.5.2 with listed
adaptations
PD6 Minimum jitter test pattern 25.4.8 M 3000 code-groups
length
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26. Physical Medium Dependent (PMD) sublayer and baseband medium, type
100BASE-FX

26.1 Overview

This clause specifies the 100BASE-X PMD (including MDI) and fiber optic medium for multi-mode fiber,
100BASE-FX. In order to form a complete 100BASE-FX Physical Layer it shall be integrated with the
100BASE-X PCS and PMA of clause 24, which are assumed incorporated by reference. As such, the
100BASE-FX PMD shall comply with the PMD service interface specified in 24.4.1.

26.2 Functional specifications

The 100BASE-FX PMD (and MDI) is specified by incorporating the FDDI PMD standard, 1SO 9314-3:
1990, by reference, with the modifications noted below. This standard provides support for two optical
fibers. For improved legibility in this clause, 1SO 9314-3: 1990 will henceforth be referred to as
fiber-PMD.

26.3 General exceptions

The 100BASE-FX PMD is precisely the PMD specified as fiber-PM D, with the following general modifi-
cations:

a) The Scope and General description discussed in fiber-PMD 1 and 5 relate to the use of those stan-
dards with an FDDI PHY, 1SO 9314-1: 1989, and MAC, 1SO 9314-2: 1989. These clauses are not
relevant to the use of the PMD with 100BASE-X.

b)  The Normative references, Definitions and Conventions of fiber-PMD 2, 3, and 4 are used only as
necessary to interpret the applicable sections of fiber-PMD referenced in this clause.

c) The PMD Service Specifications of fiber-PMD 6 are replaced by those specified in 24.4.1. The
100BASE-FX PMD Service specification is a proper subset of the PMD service specification in
fiber-PMD.

d) There are minor terminology differences between this standard and fiber-PMD that do not cause
ambiguity. The terminology used in 100BASE-X was chosen to be consistent with other IEEE 802
standards, rather than with FDDI. Terminology is both defined and consistent within each standard.
Special note should be made of the interpretations shown in table 26-1.

Table 26-1—Interpretation of general FDDI terms and concepts

FDDI term or concept Interpretation for 100BASE-X
bypass <unused>
Connection Management (CMT) <no comparable entity>
frame stream
Halt Line State (HLS) <unused>
hybrid mode <no comparable entity>
MAC (or MAC-2) MAC
Master Line State (MLS) <unused>
maximum frame size = 9000 symbols maximum stream size = 3054 code-groups
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Table 26-1—Interpretation of general FDDI terms and concepts (Continued)

FDDI term or concept

I nter pretation for 100BASE-X

PHY (or PHY-2)

PMA; i.e, PMD client

PHY Service Data Unit (SDU)

stream

PM_SIGNAL.indication (Signal_Detect)

PMD_SIGNAL.indicate (signal_status)

PM_UNITDATA.indication (PM_Indication)

PMD_UNITDATA.indicate (nrzi-bit)

PM_UNITDATA request (PM_Request)

PMD_UNITDATA request (nrzi-bit)

preamble inter-packet IDLEs
Quiet Line State (QLS) <unused>
SM_PM_BYPASS request (Control_Action) Assume:

SM_PM_BYPASS request (Control_Action = Insert)

SM_PM_CONTROL request (Control_Action)

Assume:
SM_PM_CONTROL request (Control_Action =
Transmit_Enable)

SM_PM_SIGNAL.indication (Signal_Detect)

<unused>

Station Management (SMT)

<no comparable entity>

symbol

code-group

26.4 Specific requirements and exceptions

The 100BASE-FX PMD (including MDI) and baseband medium shall conform to the requirements of
fiber-PMD 8, 9, and 10. In fiber-PMD, informative annexes A through G provide additional information
useful to PMD sublayer implementors. Where there is conflict between specifications in fiber-PMD and
those in this standard, those of this standard shall prevail.

26.4.1 Medium Dependent Interface (MDI)

The 100BASE-FX medium dependent interface (MDI) shall conform to one of the following connectors.
The recommended alternative is the Low Cost Fibre Optical Interface Connector.

a) Low Cost Fibre Optica Interface Connector (commonly called the duplex SC connector) as speci-
fied in ANSI X3.237-199X, 7.1.1 through 7.3.1, inclusive.

b) MediaInterface Connector (MIC) as specified in fiber-PMD 7 and annex F. When the MIC is used,
the receptacle shall be keyed as“M”.

¢) Optical Medium Connector Plug and Socket (commonly called ST connector) as specified in 15.3.2.

26.4.2 Crossover function
A crossover function shall be implemented in every cable-pair link. The crossover function connects the

transmitter of one PHY to the receiver of the PHY at the other end of the cable-pair link. For
100BASE-FX, the crossover function isrealized in the cable plant.
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26.5 Protocol Implementation Conformance Statement (PICS) proforma for clause 26,
Physical Medium Dependent (PMD) sublayer and baseband medium, type

100BASE-FX?°

26.5.1 Introduction

The supplier of a protocol implementation that is claimed to conform to IEEE Std 802.3u-1995, Physical
Medium Dependent (PMD) sublayer and baseband medium, type 100BASE-FX, shall complete the fol-

lowing Protocol Implementation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

26.5.2 ldentification

26.5.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier’s terminology
(e.g., Type, Series, Model).

26.5.3 Protocol summary

| dentification of protocol standard |EEE Std 802.3u-1995, Physical Medium Dependent
(PMD) sublayer and baseband medium, type 100BA SE-FX

I dentification of amendments and corrigenda to this PICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to |EEE Std 802.3u-1995.)

Date of Statement

25Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.
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26.5.4 Major capabilities/options

Item Feature Subclause Status | Support Value/Comment

FSC Supports Low Cost Fibre 26.4.2 O/l Recommended.
Optical Interface Connector See ANS| X3.237-199X, 7.1.1
(duplex SC) through 7.3.1

*FMC | Supports MediaInterface Con- | 26.4.2 O/l See 1SO 9314-3: 1990, 7 and
nector (MIC) annex F

FST Supports Optical Medium 26.4.2 O/l See 15.3.2
Connector Plug and Socket
(ST)

26.5.5 PICS proforma tables for Physical Medium Dependent (PMD) sublayer and baseband
medium, type 100BASE-FX

26.5.5.1 General compatibility considerations

Item Feature Subclause Status | Support Value/Comment

GN1 Integrates 100BASE-X PMA 26.1 M See clause 24
and PCS

26.5.5.2 PMD compliance

Item Feature Subclause Status | Support Value/Comment
PD1 Compliance with 100BASE-X | 26.1 M See24.2.3
PMD Service Interface
PD2 Compliance with SO 9314-3: 26.4 M
19908, 9, and 10
PD3 Precedence over 1SO 9314-3: 26.4 M
1990
PD4 MIC receptacle keying 26.4.2 FMC: M “M”
PD5 Crossover function in cable 26.4.3 M
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27. Repeater for 100 Mb/s baseband networks

27.1 Overview
27.1.1 Scope

Clause 27 defines the functional and electrical characteristics of a repeater for use with 100BASE-T 100 Mb/s
baseband networks. A repeater for any other ISO/IEC 8802-3 network type is beyond the scope of this clause.
The relationship of this standard to the entire ISO/IEC 8802-3 CSMA/CD LAN standard is shown in figure 27-1.
The purpose of the repeater is to provide a simple, inexpensive, and flexible means of coupling two or more

segments.
oSl LAN

REFERENCE CSMA/CD

MODEL LAYERS

LAYERS
APPLICATION

PRESENTATION
SESSION
100BASE-T
TRANSPORT Baseband
Repeater
Unit 100BASE-T
NETWORK oCS oS Baccband
DATA LINK PMA ] PMA Repeater Set
PHY PHY/
PHYSICAL ” PMD LMD
**AUTONEG **AUTONEG
MDI—p MDI—p
MEDIUM MEDIUM
100 Mb/s link segment 100 Mb/s link segment
MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
MIl = MEDIA INDEPENDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT

PHY = PHYSICAL LAYER DEVICE
PMD = PHYSICAL MEDIUM DEPENDENT

* PMD is specified for 100BASE-TX and -FX only; 100BASE-T4 does not use this layer.
Use of MIl between PCS and baseband repeater unit is optional.
** AUTONEG is optional.

Figure 27-1—100BASE-T repeater set relationship to the OSI reference model

27.1.1.1 Repeater set

Repeater sets are an integral part of all 100 Mb/s baseband networks with more than two DTEs and are used
to extend the physical system topology by providing a means of coupling two or more segments. Multiple
repeater sets are permitted within a single collision domain to provide the maximum connection path length.
Segments may be connected directly by a repeater or a pair of repeaters that are, in turn, connected by a
inter-repeater link (IRL). Allowable topologies shall contain only one operative signal path between any two
points on the network. A repeater set is not a station and does not count toward the overall limit of 1024 sta-
tions on a network.
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A repeater set can receive, and if necessary decode, data from any segment under worst-case noise, timing,
and signal amplitude conditions. It retransmits the data to all other segments attached to it with timing,
amplitude, and, if necessary, coding restored. The retransmission of data occurs simultaneously with recep-
tion. If acollision occurs, the repeater set propagates the collision event throughout the network by transmit-
ting a Jam signal. A repeater set also provides a degree of protection to a network by isolating a faulty
segment’s carrier activity from propagating through the network.

27.1.1.2 Repeater unit

A repeater unit is a subset of a repeater set containing all the repeater-specific components and functions,
exclusive of PHY components and functions. A repeater unit connects to the PMA and, if necessary, the PCS
sublayers of its PHY s.

27.1.1.3 Repeater classes
Two classes of repeater sets are defined—Class | and Class 1.

Class|:
A type of repeater set specified such that in a maximum length segment topology, only one such
repeater set may exist between any two DTEs within a single collision domain.

ClassllI:

A type of repeater set specified such that in a maximum length segment topology, only two such
repeater sets may exist between any two DTEs within asingle collision domain.

More complex topologies are possible in systems that do not use worst-case cable. See clause 29 for require-
ments.

27.1.2 Application perspective

This subclause states the broad objectives and assumptions underlying the specification defined through
clause 27.

27.1.2.1 Objectives

a) Provide physical means for coupling two or more LAN segments at the Physical Layer.

b)  Support interoperability of independently developed physical, electrical, and optical interfaces.

¢) Provide acommunication channel with a mean bit error rate, at the physical service interface equiv-
alent to that for the attached PHY.

d) Providefor ease of installation and service.

e) Ensurethat fairness of DTE accessis not compromised.

f)  Providefor low-cost networks, as related to both equipment and cabling.

g) Make use of building wiring appropriate for the supported PHY s and telephony wiring practices.

27.1.2.2 Compatibility considerations
All implementations of the repeater set shall be compatible at the MDI. The repeater set is defined to provide
compatibility among devices designed by different manufacturers. Designers are free to implement circuitry

within the repeater set in an application-dependent manner provided the appropriate PHY specifications are
met.
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27.1.2.2.1 Internal segment compatibility

Implementations of the repeater set that contain a MAC layer for network management or other purposes,
irrespective of whether they are connected through an exposed repeater port or are internally ported, shall
conform to the requirements of clause 30 on that port if repeater management isimplemented.

27.1.3 Relationship to PHY

A close rel ationship exists between clause 27 and the PHY clauses, clause 23 for the 100BASE-T4 PHY and
clauses 24 to 26 for the 100BASE-X PHYs. The PHY’s PMA, PCS, and MDI specification provide the
actual medium attachment, including drivers, receivers, and Medium Interface Connectors for the various
supported media. The repeater clause does not define anew PHY; it utilizes the existing PHY s complete and
without modification.

27.2 PMA interface messages

The messages between the repeater unit and the PMA in the PHY utilizes the PMA service interface defined
in 23.3 and 24.3. The PMA service interface primitives are summarized bel ow:

PMA_TYPE.indicate
PMA_UNITDATA .request
PMA_UNITDATA.indicate
PMA_CARRIER.indicate
PMA_LINK.indicate
PMA_RXERROR.indicate

27.3 Repeater functional specifications

A repeater set provides the means whereby data from any segment can be received under worst case noise,
timing, and amplitude conditions and then retransmitted with timing and amplitude restored to all other
attached segments. Retransmission of data occurs simultaneously with reception. If a collision occurs, the
repeater set propagates the collision event throughout the network by transmitting a Jam signal. If an error is
received by the repeater set, no attempt is made to correct it and it is propagated throughout the network by
transmitting an invalid signal.

The repeater set provides the following functional capability to handle data flow between ports:

a) Sgnal restoration. Provides the ability to restore the timing and amplitude of the received signal
prior to retransmission.

b)  Transmit function. Provides the ability to output signals on the appropriate port and encoded appro-
priately for that port. Details of signal processing are described in the specifications for the PHY's.

¢) Receivefunction. Providesthe ability to receive input signals presented to the ports. Details of signal
processing are described in the specifications for the PHY's.

d) Data-Handling function. Provides the ability to transfer code-elements between ports in the absence
of acollision.

€) Received Event-Handling requirement. Provides the ability to derive a carrier signal from the input
signals presented to the ports.

f)  Collision-Handling function. Provides the ability to detect the simultaneous reception of frames at
two or more ports and then to propagate a Jam message to all connected ports.

g) Error-Handling function. Provides the ability to prevent substandard links from generating streams
of false carrier and interfering with other links.
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h)  Partition function. Provides the ability to prevent a malfunctioning port from generating an exces-
sive number of consecutive collisions and indefinitely disrupting data transmission on the network.

i)  Receive Jabber function. Provides the ability to interrupt the reception of abnormally long streams
of input data.

27.3.1 Repeater functions

The repeater set shall provide the Signal Restoration, Transmit, Receive, Data Handling, Received Event
Handling, Collision Handling, Error Handling, Partition, and Receive Jabber functions. The repeater istrans-
parent to all network acquisition activity and to all DTESs. The repeater will not alter the basic fairness crite-
rion for al DTEsto access the network or weigh it toward any DTE or group of DTEs regardless of network
location.

The Transmit and Receive functional requirements are specified by the PHY clauses, clause 23 for
100BASE-T4 and clauses 24 to 26 for 100BASE-X.

27.3.1.1 Signal restoration functional requirements
27.3.1.1.1 Signal amplification

The repeater set (including itsintegral PHY's) shall ensure that the amplitude characteristics of the signals at
the MDI outputs of the repeater set are within the tolerances of the specification for the appropriate PHY
type. Therefore, any loss of signal-to-noise ratio due to cable loss and noise pickup is regained at the output
of the repeater set as long as the incoming data is within system specification.

27.3.1.1.2 Signal wave-shape restoration

The repeater set (including itsintegral PHY's) shall ensure that the wave-shape characteristics of the signals
at the MDI outputs of arepeater set are within the specified tolerance for the appropriate PHY type. There-
fore, any loss of wave-shape due to PHY s and media distortion is restored at the output of the repeater set.

27.3.1.1.3 Signal retiming

The repester set (including itsintegral PHY's) shall ensure that the timing of the encoded data output at the
MDI outputs of arepeater set are within the specified tolerance for the appropriate PHY type. Therefore, any
receive jitter from the mediais removed at the output of the repeater set.

27.3.1.2 Data-handling functional requirements
27.3.1.2.1 Data frame forwarding

The repeater set shall ensure that the data frame received on asingle input port is distributed to al other out-
put ports in a manner appropriate for the PHY type of that port. The data frame is that portion of the packet
after the SFD and before the end-of-frame delimiter. The only exceptions to this rule are when contention
exists among any of the ports, when the receive port is partitioned as defined in 27.3.1.6, when the receive
port is in the Jabber state as defined in 27.3.1.7, or when the receive port is in the Link Unstable state as
defined in 27.3.1.5.1. Between unpartitioned ports, the rules for collision handling (see 27.3.1.4) take prece-
dence.

27.3.1.2.2 Received code violations
The repeater set shall ensure that any code violations received while forwarding a packet are propagated to

all outgoing segments. These code violations shall be forwarded as received or replaced by bad_code (see
23.2.1.2) or /H/ (see 24.2.2.1) code-groups, as appropriate for the outgoing PHY type. Once areceived code
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violation has been replaced by bad code or the /H/ code-group, this substitution shall continue for the
remainder of the packet regardless of its content. The only exception to this rule is when contention exists
among any of the ports, where the rules for collision handling (see 27.3.1.4) then take precedence.

27.3.1.3 Received event-handling functional requirements

27.3.1.3.1 Received event handling

For al its ports, the repeater set shall implement a function (scarrier_present) that represents a received
event. Received events include both the data frame and any encapsulation of the data frame such as Pream-
ble, SFD and the code-groups /H/, 1/, IK/, bad_code, eop, /T/, IR/, etc. A received event is exclusive of the

IDLE pattern. Upon detection of scarrier_present from one port, the repeater set repeats all received signals
in the data frame from that port to the other port (or ports) as described in figure 27-2.

27.3.1.3.2 Preamble regeneration

The repeater set shall output preamble as appropriate for the outgoing PHY type followed by the SFD.
27.3.1.3.3 Start-of-packet propagation delay

The start-of-packet propagation delay for arepeater set is the time delay between the start of the packet (see
24.6 and 23.11.3) on its repeated-from (input) port to the start of the packet on its repeated-to (output) port

(or ports). This parameter is referred to as the SOP delay. The maximum value of this delay is constrained
by table 27-2.

27.3.1.3.4 Start-of-packet variability
The start-of-packet variability for arepeater set is defined as the total worst-case difference between start-of -

packet propagation delays for successive packets separated by 104 bit times (BT) or less at the same input
port. The variability shall be less than or equal to those specified in table 27-1.

Table 27-1—Start-of-packet variability

Input port type Variability (BT)
100BA SE-FX 7.0
100BASE-TX 7.0
100BASE-T4 8.0

27.3.1.4 Collision-handling functional requirements
27.3.1.4.1 Collision detection
The repeater performs collision detection by monitoring all its enabled input ports for received events. When

the repeater detects received events on more than one input port, it shall enter a collision state and transmit
the Jam message to all of its output ports.
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27.3.1.4.2 Jam generation
While a collision is occurring between any of its ports, the repeater unit shall transmit the Jam message to all

of the PMAsto whichiit is connected. The Jam message shall be transmitted in accordance with the repeater
state diagram in figure 27-4 and figure 27-5.

27.3.1.4.3 Collision-jam propagation delay
The start-of-collision Jam propagation delay for arepeater set is the time delay between the start of the sec-

ond packet input signals to arrive at its port and the start of Jam (see 24.6 and 23.11) out on al ports. This
parameter is referred to as the SOJ delay. The delay shall be constrained by table 27-2.

Table 27-2—Start-of-packet propagation and start-of-collision Jam propagation delays

Class| repeater Class || repeater with all portsTX/FX | Classl| repeater with any port T4

SOP + SOJ< 140 BT SOP< 46 BT, SOJ< 46 BT SOP+S0OJ< 67 BT

27.3.1.4.4 Cessation-of-collision Jam propagation delay

The cessation-of-collision Jam propagation delay for a repeater set is the time delay between the end of the
packet (see 24.6 and 23.11.3) that creates a state such that Jam should end at a port and the end of Jam (see
24.6 and 23.11.3) at that port. The states of the input signals that should cause Jam to end are covered in
detail in the repeater state diagrams. This parameter is referred to as the EOJ delay. The delay shall be con-
strained by table 27-3.

Table 27-3—Cessation-of-collision Jam propagation delay

Class| repeater Class || repeater

EOQJ < SOP EOJ< SOP

27.3.1.5 Error-handling functional requirements
27.3.1.5.1 100BASE-X carrier integrity functional requirements

In 100BASE-TX and 100BASE-FX systems, it is desirable that the repeater set protect the network from
some transient fault conditions that would disrupt network communications. Potentia likely causes of such
conditions are DTE and repeater power-up and power-down transients, cable disconnects, and faulty wiring.

Each 100BASE-TX and 100BASE-FX repeater PMA interface shall contain a self-interrupt capability, as
described in figure 27-9, to prevent a segment’s spurious carrier activity from reaching the repeater unit and
hence propagating through the network.

The repeater PMA interface shall count consecutive false carrier events. A false carrier event is defined as a
carrier event that does not begin with a valid start-of-stream delimiter (see 24.2.2.1.4). The count shall be
incremented on each false carrier event and shall be reset on reception of a valid carrier event. In addition,
each PMA interface shall contain a false carrier timer, which is enabled at the beginning of a false carrier
event and reset at the conclusion of such an event. A repeater unit shall transmit the Jam messageto all of the
PMAs to which it is connected for the duration of the false carrier event or until the duration of the event
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exceeds the time specified by the false_carrier_timer (see 27.3.2.1.4), whichever is shorter. The Jam message
shall be transmitted in accordance with the repeater state diagram in figure 27-4 and figure 27-5. The LINK
UNSTABLE condition shall be detected when the False Carrier Count exceeds the value FCCLimit (see
27.3.2.1.1) or the duration of a false carrier event exceeds the time specified by the false_carrier_timer. In
addition, the LINK UNSTABLE condition shall be detected upon power-up reset.

Upon detection of LINK UNSTABLE, the port shall perform the following:

a) Inhibit sending further messages to the repeater unit.
b)  Inhibit sending further output messages from the repeater unit.
¢) Continue to monitor activity on that PMA interface.

The repeater shall exit the LINK UNSTABLE condition when one of the following is met:

a) The repeater has detected no activity (Idle) for more than the time specified by ipg_timer plus
idle_timer (see 27.3.2.1.4) on port X.

b) A valid carrier event with a duration greater than the time specified by valid_carrier_timer (see
27.3.2.1.4) has been received, preceded by no activity (Idle) for more than the time specified by
ipg_timer (see 27.3.2.1.4) on port X.

27.3.1.5.2 Speed handling

If the PHY has the capability of detecting speeds other than 100 Mb/s, then the repeater set shall have the
capability of blocking the flow of non-100 Mb/s signals. The incorporation of 100 Mb/s and 10 Mb/s
repeater functionality within a single repeater set is beyond the scope of this standard.

27.3.1.6 Partition functional requirements

In large multisegment networks it may be desirable that the repeater set protect the network from some fault
conditions that would disrupt network communications. A potentially likely cause of this condition could be
due to a cable fault.

Each repeater PMA interface shall contain a self-interrupt capability, as described in figure 27-8, to prevent a
faulty segment’s carrier activity from reaching the repeater unit and hence propagating through the network.
The repeater PMA interface shall count consecutive collisions. The count shall be incremented on each
transmission that suffers a collision and shall be reset on a successful transmission. If this count exceeds the
value CCLimit (see 27.3.2.1.1) the Partition condition shall be detected.

Upon detection of Partition, the port shall perform the following:
@) Inhibit sending further input messages to the repeater unit.
b)  Continue to output messages from the repeater unit.
¢) Continue to monitor activity on that PMA interface.
The repeater shall reset the Partition function when one of the following conditionsis met:
a)  On power-up reset.
b) The repeater has detected activity on the port for more than the number of bits specified for

no_collision_timer (see 27.3.2.1.4) without incurring a collision.

27.3.1.7 Receive jabber functional requirements

Each repeater PMA interface shall contain a self-interrupt capability, as described in figure 27-7, to prevent
anillegaly long reception of data from reaching the repeater unit. The repeater PMA interface shall provide
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awindow of duration jabber_timer bit times (see 27.3.2.1.4) during which the input messages may be passed
on to other repeater unit functions. If a reception exceeds this duration, the jabber condition shall be
detected.

Upon detection of jabber, the port shall perform the following:

a) Inhibit sending further input messages to the repeater unit.
b)  Inhibit sending further output messages from the repeater unit.

The repeater PMA interface shall reset the Jabber function and re-enable data transmission and reception
when either one of the following conditions is met:

a)  On power-up reset.
b)  When carrier is no longer detected.

27.3.2 Detailed repeater functions and state diagrams

A precise algorithmic definition is given in this subclause, providing a complete procedural model for the
operation of a repeater, in the form of state diagrams. Note that whenever there is any apparent ambiguity
concerning the definition of repeater operation, the state diagrams should be consulted for the definitive
Statement.

The model presented in this subclause is intended as a primary specification of the functions to be provided
by any repeater unit. It isimportant to distinguish, however, between the model and a real implementation.
The model is optimized for simplicity and clarity of presentation, while any realistic implementation should
place heavier emphasis on such constraints as efficiency and suitability to a particular implementation tech-
nology.

It isthe functional behavior of any repeater unit implementation that shall match the standard, not the inter-
nal structure. The internal details of the procedural model are useful only to the extent that they help specify
the external behavior clearly and precisely. For example, the model uses a separate Receive Port Jabber state
diagram for each port. However, in actual implementation, the hardware may be shared.

The notation used in the state diagram follows the conventions of 1.2.1. Note that transitions shown without
source states are evaluated at the completion of every state and take precedence over other transition condi-
tions.

27.3.2.1 State diagram variables
27.3.2.1.1 Constants

CCLimit
The number of consecutive collisions that must occur before a segment is partitioned.
Values. Positiveinteger greater than 60.

FCCLimit
The number of consecutive False Carrier events that must occur before a segment isisolated.
Vaue: 2
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27.3.2.1.2 Variables

activity(Port designation)
Indicates port activity status. The repeater core effects asummation of this variable received from
al its attached ports and responds accordingly.

Values. 0; no frame or packet activity at any port.
1; exactly 1 port of the repeater set has frame or packet activity input.
>1; more than 1 port of the repeater set has frame or packet activity input. Alternately,
one or more ports has detected a carrier that is not valid.

al_data sent

Indicatesif al received data frame bits or code-groups from the current frame have been sent.
During or after collision the all_data_sent variable follows the inverse of the carrier of port N.

Vaues: true; al received data frame bits or code-groups have been sent.
false; all received data frame bits or code-groups have not been sent.

begin
The Interprocess flag controlling state diagram initialization values.

Vaues: true
false

carrier_status(X)
Signa received from PMA; indicates the status of sourced Carrier input at port X.

Vaues. ON; the carrier_status parameter of the PMA_CARRIER.indicate primitive for port X
isON.
OFF,; the carrier_status parameter of the PMA_CARRIER.indicate primitive for port X
is OFF.

data_ready

Indicatesif the repeater has detected and/or decoded the MAC SFD and is ready to send the
received data.

Values: true; the MAC SFD has been detected and/or decoded.
false; the MAC SFD has not been detected nor decoded.

force_jam(X)
Flag from Carrier Integrity state diagram for port X, which determines whether all ports should
transmit Jam.

Values. true; the Carrier Integrity Monitor has determined that it requires all ports be forced to
transmit Jam.
false; the Carrier Integrity Monitor has determined that it does not require all ports be
forced to transmit Jam.

Default: for T4 ports: false

isolate(X)
Flag from Carrier Integrity state diagram for port X, which determines whether a port should be
enabled or disabled.

Values. true; the Carrier Integrity Monitor has determined the port should be disabled.
false; the Carrier Integrity Monitor has determined the port should be enabled.

jabber(X)

Flag from Receive Timer state diagram for port X which indicates that the port has received
excessive length activity.

Values. true; port has exceeded the continuous activity limit.
false; port has not exceeded the continuous activity limit.

link_status(X)
Signa received from PMA; indicates link status for port X (see 23.1.4.5 and 24.3.1.5).
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Vaues: OK; thelink_status parameter of the PMA_LINK.indicate primitive for port X is OK.
READY; the link_status parameter of the PMA_LINK.indicate primitive for port X is

READY.
FAIL; the link_status parameter of the PMA_LINK.indicate primitive for port X is
FAIL.
opt(X)
Implementation option. Either value may be chosen for repeater implementation.
Values. true; port will emit the JamT4 pattern in response to collision conditions.
false; port will append Jam pattern after preamble and SFD in response to collision
conditions.
OUT(X)
Type of output repeater is sourcing at port X.
Vaues: Idle; repeater istransmitting an IDLE pattern as described by 23.4.1.2 or 24.2.2.1.2.
In(N); repeater istransmitting rx_code_bit(s) asreceived from port (N) except /JK/ (see
24.34.2).
Pream; repeater is sourcing preamble pattern as defined by the PMA or PCS of the port
type (see 23.2.1.2, 24.2.2.2, figure 23-6, and figure 24-5).
Data; repeater is transmitting data frame on port X. This data represents the original
MAC source datafield, properly encoded for the PHY type (see 23.2.1.2 and 24.2.2.2).
Jam; repeater is sourcing well formed arbitrary data encodings, excluding SFD, to the
port PMA.
JamX; repeater is sourcing the pattern 010101... repetitively on port X.
JamT4; repeater is sourcing the pattern +—+—... repetitively on port X
SFD; repeater is sourcing the Start Frame Delimiter on port X encoded as defined by the
appropriate PHY (see 23.2.3 and figure 24-5).
1JK/; repeater is sourcing the code-groups /J/K/ as defined by the PMA on port X (see
24.2.2.1.4).
ITIR/; repeater is sourcing the code-groups /T/R/ as defined by the PMA on port X (see
24.22.15).
DF; repeater is sourcing the data frame of the packet on port X. These are code elements
originating on port N exclusive of EOP1-5, SOSA, and SOSB (see 23.2.3 and 23.2.4).
EOP; repeater is sourcing end-of-packet delimiter (EOP1-5) as defined by the
appropriate PMA on port X (see23.2.1.2 and 23.2.4.1).
bad_code; repeater issourcing bad_code as defined by the PM A of thetransmit port (see
23.24.1).
tx_err; repeater issourcing atransmit error code el ement, either bad_code (see23.2.4.1)
or the code-group /H/ (see 24.2.2.1) as appropriate to the outgoing PHY type.
partition(X)
Flag from Partition state diagram for port X, which determines whether a port receive path should
be enabled or disabled.

Values. true; port has exceeded the consecutive collision limit.
false; port has not exceeded the consecutive collision limit.
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rxerror_status(X)

Signal received from PMA; indicatesif port X has detected an error condition from the PMA (see

23.3.7.1 and figure 24-14). The repeater need not propagate this error condition during collision
events.

Vaues. ERROR, the rxerror_status parameter of the PMA_RXERROR.indicate primitive for
port X is ERROR.
NO_ERROR; the rxerror_status parameter of the PMA_RXERROR.indicate primitive
for port X isNO_ERROR.

RX_ER(X)

Signal received from PCS; indicates if port X has detected an error condition from the PCS (see
23.2.1.4,24.2.3.2, figure 23-10, and figure 24-11). The repeater need not propagate this error
condition during collision events.

Values. true; the PCSRX_ER signal for port X is asserted.
false; the PCS RX_ER signal for port X is negated.
scarrier_present(X)
Signal received from PMA; indicates the status of sourced Carrier input at port X.

Values. true; the carrier_status parameter of the PMA_CARRIER.indicate primitive for port X
isON.

false; the carrier_status parameter of the PMA_CARRIER.indicate primitive for port X
is OFF.
source_type(X)

Signal received from PMA; indicates PMA type for port X. The first port to assert activity
maintains the source type status for all transmitting port(s) until activity is deasserted. Repeaters
may optionally force nonequality on comparisons using this variable. It must then follow the
behavior of the state diagrams accordingly and meet all the delay parameters as applicable for the
real implemented port type(s).

Vaues. FXTX; the pma_type parameter of the PMA_TY PE.indicate primitive for port X is X.
T4; the pma_type parameter of the PMA_TY PE.indicate primitive for port X is T4.

27.3.2.1.3 Functions

command(X)
A function that passes an inter-process flag to all ports specified by X.

Vaues: copy; indicates that the repeater core has summed the activity levels of its active ports
andisinthe ACTIVE dtate.

collision; indicates that the repeater core has summed the activity levels of its active
portsand isin the JAM state.

quiet; indicates that the repeater core has summed the activity levels of its active ports
andisinthe IDLE state.

port(Test)
A function that returns the designation of a port passing the test condition. For example,
port(activity = scarrier_present) returns the designation: X for aport for which scarrier_present =

true. If multiple ports meet the test condition, the Port function will be assigned one and only one
of the acceptable values.

27.3.2.1.4 Timers
All timers operate in the same fashion. A timer is reset and starts timing upon entering a state where “start

x_timer” is asserted. At time “x” after the timer has been started, “x_timer_done” is asserted and remains
asserted until the timer is reset. At al other times, “x_timer_not_done” is asserted.
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When entering a state where “start x_timer” is asserted, the timer is reset and restarted even if the entered
state is the same as the exited state.

The timers used in the repeater state diagrams are defined as follows:

false _carrier_timer

Timer for length of false carrier (27.3.1.5.1) that must be present before the ISOLATION stateis
entered. Thetimer is done when it reaches 450 — 500 BT.

idle_timer

Timer for length of time without carrier activity that must be present beforethe ISOLATION state
isexited (27.3.1.5.1). The timer is done when it reaches 33 000 + 25% BT.

ipg_timer

Timer for length of time without carrier activity that must be present before carrier integrity tests
(27.3.1.5.1) arere-enabled. The timer is done when it reaches 64 — 86 BT.

jabber_timer

Timer for length of carrier which must be present before the Jabber stateisentered (27.3.1.7). The
timer is done when it reaches 40 000 — 75 000 BT.

no_collision_timer

Timer for length of packet without collision beforethe Partition stateisexited (27.3.1.6). Thetimer
is done when it reaches 450 — 560 BT.

valid_carrier_timer

Timer for length of valid carrier that must be present before the I solation state is exited
(27.3.1.5.1). Thetimer is done when it reaches 450 — 500 BT.

27.3.2.1.5 Counters

CC(X)

Consecutive port collision count for port X. Partitioning occurs on atermina count of CCLimit
being reached.

Vaues. Non-negative integers up to aterminal count of CCLimit.

FCC(X)
False Carrier Counter for port X. Isolation occurs on aterminal count of FCCLimit being reached.
Vaues. Non-negative integers up to aterminal count of FCCLimit.

27.3.2.1.6 Port designation

Ports are referred to by number. Port information is obtained by replacing the X in the desired function with
the number of the port of interest. Ports are referred to in general as follows:

X
Generic port designator. When X is used in a state diagram, itsvalueislocal to that diagram and
not global to the set of state diagrams.

N
Isdefined by the Port function on exiting the IDLE or JAM states of figure 27-2. It indicates aport
that caused the exit from these states.

ALL

Indicates all repeater portsareto be considered. All ports shall meet test conditionsin order for the
test to pass.
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ALLXN
Indicates all ports except N should be considered. All ports considered shall meet the test
conditions in order for the test to pass.

ANY
Indicates all ports are to be considered. One or more ports shall meet the test conditions in order
for the test to pass.
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27.3.2.2 State diagrams

Power On

START

begin < true

UCT

S

IDLE

command(ALL) < quiet
begin « false

activity(ALL) = 1 activity(ALL) >1

, !

ASSIGN

N & port(activity(=1))

UCT
y v ,

ACTIVE JAM
command(ALLXN) < copy command(ALL) < collision
command(N)« quiet

[ ]
(activity(ALL) = 0) = activity(ALL) > 1 activity(ALL) =1 activity(ALL) =0

(all_data_sent = true)

Figure 27-2—Repeater core state diagram
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(jabber(X) = true) +

(isolate(X) = true) +

(link_status(X) # OK) +

(partition(X) = true) begin = true

L

SILENT
activity(X) <0

scarrier_present = true

y
ATTENTION

activity(X) < 1
source_type(X)< PortType

scarrier_present = false

force_jam(X) = true

A
FORCE ATTENTION

activity(X) < 2

scarrier_present = false

Figure 27-3—Receive state diagram for port X
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(jabber(X) = true) +
(isolate(X)=true) +

(link_status(X) # OK) begin = true
(command(X) = collision) +
(command(X) = copy) y v
HEADER ~ N QUIET
[OUT(X) &< IIK/ (command(X) = quiet) = OUT(X) < Idie

(if source_type(N) = FXTX)] IIKI SENT
[OUT(X) < Pream & SFD
(if source_type(N) # FXTX)]

(command(X) = collision) *
1J/KI SENT

(Pream & SFD SENT) +

((/J/K/ SENT) =

(source_type(N) = FXTX) #

(command(X) = copy))

v command(X) = copy
< COLLISION

REPEAT DATA
[OUT(X) < In(N)
(if source_type(N) = FXTX)]

A 4

command(X) = collision [OUT(X) < JamX
(if source_type(N) = FXTX)]

[OUT(X) < Data [OUT(X) < Jam
(if source_type(N) # FXTX)] (if source_type(N) # FXTX)]
(source_type(N) # FXTX) + (source_type(N) = FXTX) +
(source_type(N) = FXTX) * (command(X) = quiet) (command(X) = quiet)

(all_data_sent = true)

TRAILER

(source_type(N) = FXTX) =

OUT(X) < /TIR/
(all_data_sent = true)

[TIR/ SENT

v

Figure 27-4—100BASE-TX and 100BASE-FX transmit state diagram for port X
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(jabber(X) = true) +
(isolate(X) = true) +
(link_status(X) # OK)

((command(X) = collision) + begin = true

(opt = false)) +
(command(X) = copy)
HEADER QUIET

command(X) = quiet
OUT(X) « Pream & SFD OUT(X) < Idie

(command(X) = collision) *

(opt=true) + (command(X) = collision) *

(source_type(N) =T4) (opt =true)
> EASYJAM
OUT(X) & JamT4
(command(X) = collision) *
(opt =false) +
(Pream & SFD SENT) =
(Pream & SFD SENT) * (source_type(N) = T4) >
(command(X) = copy)) command(X) = quiet
A
REPEAT DATA
[OUT(X) < DF command(X) = collision v
(if source_type(N) =T4)] COLLISION
[OUT(X) < Data OUT(X) < Jam
(if source_type(N) #T4)] (source_type(N) = T4)
(all_data_sent = frue)
! | =
command(X) = quiet
TRAILER
(source_type(N) =T4) +
(all_data_sent = true) OUT(X) < EOP
EOP SENT

Figure 27-5—100BASE-T4 transmit state diagram for port X
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begin = true
l A
NO SOURCE DATA
Data < Jam
DF < Jam
RX_ER (N) = true + _
rxerror_status(N) = ERROR data_ready = true
y 4
ERROR REPEAT
Data < tx_error Data « Data(N)
DF < bad_code DF < DF(N)
RX_ER(N) = false * RX_ER (N) = true + command(ALL) = quiet
rxerror_status(N) = NO_ERROR # rxerror_status(N) = ERROR
(command(ALL) = quiet + command(ANY) = collision
command(ALL) = collision)
A h 4
END OF EVENT WAIT
Data < Jam
DF < Jam
command(ANY) = quiet

Figure 27-6—Repeater data-handler state diagram
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begin = true

.

NO INPUT

jabber(X) O false

scarrier_present(X) = true

A 4
NON-JABBER INPUT

Start jabber_timer

< scarrier_present(X) = true O
scarrier_present(X) = false jabber_timer_done

v

RX JABBER

jabber(X) O true

scarrier_present(X) = false

Figure 27-7—Receive timer state diagram for port X
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begin = true

L

CLEAR COUNTER

\4
PARTITION WAIT

partition(X) O false partition(X) O true
CC(X)o o

i t(X) = false) O
(scarrier_present(X) = false) (scarrier_present(X) = false) 0

(command(X) = quiet) (command(X) = quiet)

1

COLLISION COUNT IDLE

partition(X) O false A 4 I

PARTITION HOLD

scarrier_present(X)= true

v
WATCH FOR COLLISION (command(X) = copy) +

(command(X) = collision)

Start no_collision_timer

4
PARTITION COLLISION WATCH

(scarrier_present(X) = false) O Start no_collision_timer
no_collision_timer_Done 0

(command(X) # collision) O

(scarrier_present(X) = true) 4—'

scarrier_present(X) = true (scarrier_present(X) = false) O
(command(X) = quiet)

(command(X) # collision)

command(X) = collision

v no_collision_timer_Done O
COLLISION COUNT INCREMENT (scarrier_present(X) = false) O
(command(X) = copy)

CC(X)0 CC(X) +1
A 4
WAIT TO RESTORE PORT

(scarrier_present(X) = false) O CC(X)O o
(command(X) = quiet) O CC(X) = CCLimit
(CC(X) < CCLimit)

(scarrier_present(X) = false) O
(command(X) = quiet)

Figure 27-8—Partition state diagram for port X
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(rxerror_status(X) = ERROR) +
((carrier_status(X) = OFF) O
(valid_carrier_timer_not_done))

carrier_status(X) = ON

l

LINK UNSTABLE

Start ipg_timer
isolate(X) O true
force_jam(X) O false

l ipg_timer_done

STABILIZATION WAIT

Start idle_timer
FCC(X)O 0

idle_timer_done

SSD PENDING WAIT

Start valid_carrier_timer

carrier_status(X) = OFF

| (carrier_status(X) = OFF) U
valid_carrier_timer_done

v h 4 ¢

LINK WAIT

force_jam(X) O false
isolate(X) O false

4

SSD PENDING

carrier_status(X) = ON

rxerror_status(X) = ERROR

]

VALID CARRIER

FCC(X) O 0

UCT

]

FALSE CARRIER

FCC(X) O FCC(X) +1
force_jam(X) O true
Start false_carrier_timer

(carrier_status(X) = OFF) O
(FCC(X) < FCCLimit)

|

false_carrier_timer_done +
((carrier_status(X) = OFF) O

(FCC(X) = FCCLimit))

Figure 27-9—100BASE-X carrier integrity monitor state diagram for port X
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27.4 Repeater electrical specifications
27.4.1 Electrical isolation

Network segments that have different isolation and grounding requirements shall have those requirements
provided by the port-to-port isolation of the repeater set.

27.5 Environmental specifications

27.5.1 General safety

All equipment meeting this standard shall conform to |EC 950: 1991.
27.5.2 Network safety

This subclause sets forth a number of recommendations and guidelines related to safety concerns; thelist is
neither complete nor does it address all possible safety issues. The designer is urged to consult the relevant
local, national, and international safety regulations to ensure compliance with the appropriate requirements.

LAN cable systems described in this subclause are subject to at least four direct electrical safety hazards dur-
ing their installation and use. These hazards are as follows:

a) Direct contact between LAN components and power, lighting, or communications circuits.

b)  Static charge buildup on LAN cables and components.

¢) High-energy transients coupled onto the LAN cable system.

d) Voltage potential differences between safety grounds to which the various LAN components are
connected.

Such electrical safety hazards must be avoided or appropriately protected against for proper network instal-
lation and performance. In addition to provisions for proper handling of these conditions in an operational
system, special measures must be taken to ensure that the intended safety features are not negated during
installation of a new network or during modification or maintenance of an existing network. Isolation
requirements are defined in 27.5.3.

27.5.2.1 Installation

Sound installation practice, as defined by applicable local codes and regulations, shall be followed in every
instance in which such practice is applicable.

27.5.2.2 Grounding

The safety ground, or chassis ground for the repeater set, shall be provided through the main ac power cord
via the third wire ground as defined by applicable local codes and regulations. It is recommended that an
external PHY to the repeater should also be mechanically grounded to the repeater unit through the power
and ground signalsin the MI1 connection and via the metal shell and shield of the MI1 connector if available.

If the MDI connector should provide a shield connection, the shield may be connected to the repeater safety
ground. A network segment connected to the repeater set through the MDI may use a shield. If both ends of
the network segment have a shielded MDI connector available, then the shield may be grounded at both ends
according to loca regulations and 1SO/IEC 11801: 1995, and as long as the ground potential difference
between both ends of the network segment is less than 1V rms. The same rules apply towards an inter-
repeater link between two repeaters. Multiple repeaters should reside on the same power main; if not, then it
is highly recommended that the repeaters be connected viafiber.
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WARNING—It is assumed that the equipment to which the repeater is attached is properly grounded and not left float-
ing nor serviced by a“doubly insulated ac power distribution system.” The use of floating or insulated equipment, and
the consequent implications for safety, are beyond the scope of this standard.

27.5.2.3 Installation and maintenance guidelines

During installation and maintenance of the cable plant, care should be taken to ensure that uninsulated net-
work cable connectors do not make electrical contact with unintended conductors or ground.

27.5.3 Electrical isolation

There are two electrical power distribution environments to be considered that require different electrical
isolation properties:

a)  Environment A. When a LAN or LAN segment, with al its associated interconnected equipment, is
entirely contained within a single low-voltage power distribution system and within asingle building.

b)  Environment B. When a LAN crosses the boundary between separate power distribution systems or
the boundary of asingle building.

27.5.3.1 Environment A requirements

Attachment of network segments via repeater sets requires electrical isolation of 500V rms, one-minute
withstand, between the segment and the protective ground of the repeater unit.

27.5.3.2 Environment B requirements

The attachment of network segments that cross environment B boundaries requires electrical isolation of
1500V rms, one-minute withstand, between each segment and all other attached segments and also the pro-
tective ground of the repeater unit.

The requirements for interconnected electrically conducting LAN segments that are partialy or fully exter-
nal to a single building environment may require additional protection against lightning strike hazards. Such
requirements are beyond the scope of this standard. It is recommended that the above situation be handled by
the use of nonelectrically conducting segments (e.g., fiber optic).

It is assumed that any nonelectrically conducting segmentswill provide sufficient isolation within that media
to setisfy the isolation requirements of environment B.

27.5.4 Reliability

A two-port repeater set shall be designed to provide a mean time between failure (MTBF) of at least 50 000
hours of continuous operation without causing a communications failure among stations attached to the net-
work medium. Repester sets with more than two ports shall add no more than 3.46 x 1078 failures per hour
for each additional port.

The repeater set electronics should be designed to minimize the probability of component failures within the
repeater electronics that prevent communications among other PHY s on the individual segments. Connec-
tors and other passive components comprising the means of connecting the repeater to the cable should be
designed to minimize the probability of total network failure.
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27.5.5 Environment
27.5.5.1 Electromagnetic emission

The repeater shall comply with applicable local and national codes for the limitation of electromagnetic
interference.

27.5.5.2 Temperature and humidity

The repeater is expected to operate over a reasonable range of environmental conditions related to tempera-
ture, humidity, and physical handling (such as shock and vibration). Specific requirements and values for
these parameters are considered to be beyond the scope of this standard.

It is recommended that manufacturers indicate in the literature associated with the repeater the operating
environmental conditions to facilitate selection, installation, and maintenance.

27.6 Repeater labeling

It is required that each repeater (and supporting documentation) shall be labeled in a manner visible to the
user with these parameters:

a) Crossover ports appropriate to the respective PHY should be marked with an X.
b)  Therepeater set class type should be labeled in the following manner:

1) Classl: aRoman numeral “I” centered within acircle.

2) Classll: aRoman numeral “11” centered within acircle.

Additiondly it is recommended that each repeater (and supporting documentation) also be labeled in aman-
ner visible to the user with at least these parameters:

a) Datarate capability in Mb/s

b)  Any applicable safety warnings

c) Porttype, i.e, 100BASE-TX and 100BASE-T4

d) Worst-case bit time delays between any two ports appropriate for
1) Start-of-packet propagation delay
2) Start-of-collision Jam propagation delay
3) Cessation-of-collision Jam propagation delay
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27.7 Protocol Implementation Conformance Statement (PICS) proforma for clause 27,
Repeater for 100 Mb/s baseband networks?2®

27.7.1 Introduction

The supplier of aprotocol implementation that is claimed to conform to |EEE Std 802.3u-1995, Repeater for
100 Mb/s baseband networks, shall complete the following Protocol Implementation Conformance State-
ment (PICS) proforma.

27.7.2 Identification

27.7.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier’s terminology
(e.g., Type, Series, Model).

27.7.2.2 Protocol summary

Identification of protocol standard IEEE Std 802.3u-1995, Repeater for 100 Mb/s baseband
networks

| dentification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of this PICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to IEEE Std 802.3u-1995.)

Date of Statement

26Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.
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27.7.3 Major capabilities/options

Item Feature Subclause Status | Support Value/Comment
*EXP Repeater supports 27.1.2.2 (6]
100BASEFX connections
*TXP Repeater supports 27.1.2.2 (e}
100BASETX connections
*T4P Repester supports 27122 (0]
100BA SET4 connections
*CLI Repeater meets Class| delays | 27.1.1.3 (0]
*CLII Repeater meets Class Il delays | 27.1.1.3 (@]

*PHYS | PHYscapableof detectingnon | 27.3.1.5.2 (0]
100BASE-T signals

In addition, the following predicate name is defined for use when different implementations from the set
above have common parameters:

*XP:EXPor TXP
27.7.4 PICS proforma tables for the Repeater for 100 Mb/s baseband networks

27.7.4.1 Compatibility considerations

Item Feature Subclause Status | Support Value/Comment
CC1 100BASE-FX port compatible | 27.1.2.2 FXP:M
at the MDI
cc2 100BASE-TX port compatible | 27.1.2.2 TXP:M
at the MDI
CC3 100BASE-T4 port compatible | 27.1.2.2 T4P:M
at the MDI
Cc4 Internal segment compatibility | 27.1.2.2.1 M Internal port meets clause 29
when repeater management
implemented
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Item Feature Subclause Status | Support Value/Comment

RF1 Signal Restoration 2731 M

RF2 DataHandling 2731 M

RF3 Received Event Handling 2731 M

RF4 Collision Handling 2731 M

RF5 Error Handling 2731 M

RF6 Partition 27.31 M

RF7 Received Jabber 2731 M

27.7.4.3 Signal restoration function
Item Feature Subclause Status | Support Value/Comment

SR1 Output amplitude as required 273111 FXP:M
by 100BASE-FX

SR2 Output amplitude as required 273111 TXP:M
by 100BASE-TX

SR3 Output amplitude as required 273111 T4P:M
by 100BASE-T4

SR4 Output signal wave-shape as 273112 FXP:M
required by 100BA SE-FX

SR5 Output signal wave-shape as 273112 TXP:M
required by 100BASE-TX

SR6 Output signal wave-shape as 273112 T4P:M
required by 100BASE-T4

SR7 Output datatiming asrequired | 27.3.1.1.3 FXP:M
by 100BASE-FX

SR8 Output datatiming asrequired | 27.3.1.1.3 TXP:M
by 100BASE-TX

SR9 Output datatiming asrequired | 27.3.1.1.3 T4P:M
by 100BASE-T4

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.

AMX and Dell, Inc.
Exhibit 1025-00248



IEEE

Std 802.3u-1995

27.7.4.4 Data-Handling function

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/Comment

DH1 Data frames forwarded to all 273121 M
ports except receiving port

DH2 Data frames transmitted as 273121 FXP:M
appropriate for 100BA SE-FX

DH3 Data frames transmitted as 273121 TXP:M
appropriate for 100BASE-TX

DH4 Data frames transmitted as 273121 T4P:M
appropriate for 100BASE-T4

DH5 Code Violations forwarded to 273122 M
all transmitting ports

DH6 Code Violations forwarded as 273122 0.1
received

DH7 Received Code Violation for- 273122 XP:0.1
warded as /H/ or asreceived

DH8 Received Code Violation for- 273122 T4P.0.1
warded as bad_code or as
received

DH9 Code element substitution for 273122 M
remainder of packet after
received Code Violation

27.7.4.5 Receive Event-Handling function
Item Feature Subclause Status | Support Value/Comment

RE1 scarrier_present detect imple- 273131 M
mented

RE2 Repeat all received signals 273131 M

RE3 Preamble encoded as required 273132 FXP:M
by 100BASE-FX

RE4 Preamble encoded as required 273132 TXP:M
by 100BASE-TX

RE5 Preamble encoded as required 273132 T4P:M
by 100BASE-T4

RE6 Start-of -packet propagation 27.31.33 CLI:M
delay, Class | repeater

RE7 Start-of -packet propagation 27.3.1.33 CLII:M
delay, Class || repeater
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Item Feature Subclause Status | Support Value/Comment

RES8 Start-of-packet variability for 273134 FXP:M 7.0BT
100BASE-FX input port

RES8 Start-of-packet variability for 273134 TXP:M 7.0BT
100BASE-TX input port

RE9 Start-of -packet variability for 273134 T4P:M 8.0BT
100BASE-T4 input port
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27.7.4.6 Collision-Handling function

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/Comment
Co1 Collision Detection 273141 M Receive event on more than
one port
Cco2 Jam Generation 27.3.1.4.2 M Transmit Jam message while
collision is detected
COo3 Collision-Jam Propagation 273143 CLI:M SOP + SOJ< 140 BT
delay, Class | repeater.
Co4 Collision-Jam Propagation 273143 CLII:M SOP + SOJ< 67 BT
delay, Class || repeater with
any port T4
CO5 Collision-Jam Propagation 27.31.4.3 CLII:M SOP< 46, SOJ< 46 BT
delay, Class || repeater, al TX/
FX ports
CO6 Cessation of Collision Propa- 273144 CLI:M EOQJ< SOP
gation delay, Class | repeater
Cco7 Cessation of Collision Propa- 273144 CLII:M EOJ< SOP
gation delay, Class || repeater
27.7.4.7 Error-Handling function
Item Feature Subclause Status | Support Value/Comment
EH1 Carrier Integrity function 273151 XP:M Self-interrupt of data reception
implementation
EH2 False carrier count for Link 27.3.151 XP:M False carrier count in excess of
Unstable detection FCCLimit
EH3 False carrier count reset 273151 XP:M Count reset on valid carrier
EH4 False carrier timer for Link 27.3.151 XP:M False carrier of length in
Unstable detection excess of false _carrier_timer
EH5 Jam message duration 273151 XP:M Equals duration of false carrier
event, but not greater than
duration of false_carrier_timer
EH6 Link Unstable detection 27.3.15.1 XP:M False Carrier count exceed
FCCLimit or False carrier
exceedsthefalse _carrier_timer
or power-up reset
EH7 Messages sent to repeater unit | 27.3.1.5.1 XP:M Inhibited sending messages to
in Link Unstable state repeater unit
EH8 Messages sent from repeater 273151 XP:M Inhibited sending output mes-
unit in Link Unstable state sages
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Item Feature Subclause Status Support Value/Comment
EH9 Monitoring activity on PMA 273151 XP:M Continue monitoring activity at
interface in Link Unstable PMA interface
state
EH10 Reset of Link Unstable state 273151 XP:M No activity for more than

ipg_timer plusidle_timer or
Valid carrier event of duration
greater than
valid_carrier_timer preceded
by Idle of duration greater than
ipg_timer

EH11 Block flow of non-100 Mb/s 27.3.15.2 PHYS:M
signals
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27.7.4.8 Partition function

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/Comment
PA1 Partition function implementa- | 27.3.1.6 M Self-interrupt of data reception
tion
PA2 Consecutivecollisoncount for | 27.3.1.6 M Consecutive collision in excess
entry into partition state of CCLimit
PA3 Consecutive collision counter 27.3.1.6 M Count incremented on each
incrementing transmission that suffers a col-
lision
PA4 Consecutive collision counter 27.3.1.6 M Count reset on successful colli-
reset sion
PA5S Messages sent to repeater unit 27.3.1.6 M Inhibited sending messages to
in Partition state repeater unit
PAG Messages sent from repeater 27.3.1.6 M Continue sending output mes-
unit in Partition state sages
PA7 Monitoring activity on PMA 27316 M Continue monitoring activity at
interface in Partition state PMA interface
PA8 Reset of Partition state 27.3.1.6 M Power-up reset or Detecting
activity for greater than dura-
tion no_collision_timer with-
out acollision
27.7.4.9 Receive Jabber function
Item Feature Subclause Status | Support Value/Comment
RJL Receive Jabber function imple- | 27.3.1.7 M Self-interrupt of data reception
mentation
RJ2 Excessive receive duration 27317 M Reception duration in excess of
timer for Receive Jabber detec- jabber_timer
tion
RJ3 Messages sent to repeater unit | 27.3.1.7 M Inhibit sending input mes-
in Receive Jabber state sages to repeater unit
RM Messages sent from repeater 27.3.1.7 M Inhibit sending output mes-
unit in Receive Jabber state sages
RJ5 Reset of Receive Jabber state 27317 M Power-up reset or Carrier no
longer detected
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Item Feature Subclause Status | Support Value/Comment
SD1 Repeater core state diagram 27322 M Meets the requirements of
figure 27-2
SD2 Receive state diagram for 27322 M M eets the requirements of
port X figure 27-3
SD3 100BASE-TX and 100BA SE- 27322 XP:M M eets the requirements of
FX Transmit state diagram for figure 27-4
port X
SD4 100BASE-T4 Transmit state 27322 T4P:M M eets the requirements of
diagram for port X figure 27-5
SD5 Repeater data-handler state 27322 M M eets the requirements of
diagram figure 27-6
SD6 Receive timer for port X state 27322 M M eets the requirements of
diagram figure 27-7
SD7 Repesater partition state dia- 27322 M M eets the requirements of
gram for port X figure 27-8
SD8 Carrier integrity monitor for 27322 M M eets the requirements of
port X state diagram figure 27-9
27.7.4.11 Repeater electrical
Item Feature Subclause Status | Support Value/Comment
EL1 Port-to-port isolation 2741 M Satisfiesisolation and ground-
ing requirements for attached
network segments
EL2 Safety 2751 IEC 950: 1991
EL3 Installation practices 27521 Sound, as defined by local
code and regulations
EL4 Grounding 27522 M Chassis ground provided
through ac mains cord
EL5 2-port repeater set MTBF 2754 At least 50 000 hours
EL6 Additional port effect on 2754 No more than 3.46 x 1078
MTBF increase in failures per hour
EL7 Electromagnetic interference 27551 M Comply with local or national
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27.7.4.12 Repeater labeling

Item Feature Subclause Status | Support Value/Comment
LB1 Crossover ports 27.6 M Marked with an X
LB2 Class| repeater 276 CLI:M Marked with aRoman numeral
| centered within acircle
LB3 Class |1 repeater 27.6 CLII:M Marked with Roman numerals
Il centered within acircle
LB4 Data Rate 27.6 (0] 100 Mb/s
LB5 Safety warnings 27.6 (0] Any applicable
LB6 Port Types 27.6 (0] 100BASE-FX,
100BASE-TX or
100BASE-T4
LB7 Worse-case start-of -packet 27.6 (0] Valuein Bit Times
propagation delay
LB8 Worse-case start-of-collision- 27.6 (0] Vauein Bit Times
Jam propagation delay
LB9 Worse-case Cessation-of-Col- 276 (0] Vauein Bit Times
lision Jam propagation delay
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28. Physical Layer link signaling for 10 Mb/s and 100 Mb/s Auto-Negotiation
on twisted pair

28.1 Overview
28.1.1 Scope

Clause 28 describes the Auto-Negotiation function that allows a device to adverti se enhanced modes of oper-
ation it possesses to a device at the remote end of alink segment and to detect corresponding enhanced oper-
ational modes that the other device may be advertising.

The objective of the Auto-Negotiation function is to provide the means to exchange information between
two devices that share alink segment and to automatically configure both devices to take maximum advan-
tage of their abilities. Auto-Negotiation is performed using a modified 10BASE-T link integrity test pulse
sequence, such that no packet or upper layer protocol overhead is added to the network devices (see figure
28-1). Auto-Negotiation does not test the link segment characteristics (see 28.1.4).

The function allows the devices at both ends of alink segment to advertise abilities, acknowledge receipt and
understanding of the common mode(s) of operation that both devices share, and to reject the use of opera
tional modes that are not shared by both devices. Where more than one common mode exists between the
two devices, a mechanism is provided to allow the devices to resolve to a single mode of operation using a
predetermined priority resolution function. The Auto-Negotiation function allows the devices to switch
between the various operational modes in an ordered fashion, permits management to disable or enable the
Auto-Negotiation function, and allows management to select a specific operational mode. The Auto-Negoti-
ation function also provides a Parallel Detection function to allow 10BASE-T, 100BASE-TX, and
100BA SE-T4 compatible devices to be recognized, even though they may not provide Auto-Negotiation.

Technology- Technology- Technology-
Specific Specific Specific
PMA = 10BASE-T PMA #2 PMA #N

I X N %X,

Auto-Negotiation Functions

Receive Arbitration Transmit

Figure 28-1—High-level model

The basic mechanism to achieve Auto-Negotiation is to pass information encapsulated within a burst of
closely spaced link integrity test pulses that individually meet the 10BASE-T Transmitter Waveform for
Link Test Pulse (figure 14-12). This burst of pulses is referred to as a Fast Link Pulse (FLP) Burst. Each
device capable of Auto-Negotiation issues FLP Bursts at power up, on command from management, or due
to user interaction. The FLP Burst consists of a series of link integrity test pulses that form an alternating
clock/data sequence. Extraction of the data bits from the FLP Burst yields a Link Code Word that identifies
the operational modes supported by the remote device, as well as some information used for the Auto-Nego-
tiation function’s handshake mechanism.
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To maintain interoperability with existing 10BASE-T devices, the function also supports the reception of
10BASE-T compliant link integrity test pulses. 10BASE-T link pulse activity is referred to as the Normal
Link Pulse (NLP) sequence and is defined in 14.2.1.1. A device that fails to respond to the FLP Burst
seguence by returning only the NLP sequenceis treated as a 10BASE-T compatible device.

28.1.2 Application perspective/objectives

The Auto-Negatiation function is designed to be expandable and allow |EEE 802.3 compatible devices using
an eight-pin modular connector to self-configure a jointly compatible operating mode. Implementation of
the Auto-Negotiation function is optional. However, it is highly recommended that this method al one be uti-
lized to perform the negotiation of the link operation.

The following are the objectives of Auto-Negotiation:

a) Mustinteroperate with the |IEEE 802.3 10BASE-T installed base.

b) Must alow automatic upgrade from the 10BASE-T mode to the desired “High-Performance Mode.”

¢) Requires that the 10BASE-T data service is the Lowest Common Denominator (LCD) that can be
resolved. A 10BASE-T PMA is not required to be implemented, however. Only the NLP Receive
Link Integrity Test function is required.

d) Reasonable and cost-effective to implement.

e) Must provide a sufficiently extensible code space to
1) Meet existing and future requirements.
2) Allow simple extension without impacting the installed base.
3) Accommodate remote fault signals.
4)  Accommodate link partner ability detection.

f)  Must allow manual or Network Management configuration to override the Auto-Negotiation.

g) Must be capable of operation in the absence of Network Management.

h)  Must not preclude the ability to negotiate “back” to the 10BASE-T operational mode.

i)  Must operate when
1) Thelinkisinitially electricaly connected.
2) A deviceat either end of thelink is powered up, reset, or arenegotiation request is made.

i) The Auto-Negotiation function may be enabled by automatic, manual, or Network Management
intervention.

k)  Completes the base page Auto-Negotiation function in a bounded time period.

1) Will provide the basis for the link establishment process in future CSMA/CD compatible LAN stan-
dards that use an eight-pin modular connector.

m) Must not cause corruption of |EEE 802.3 Layer Management statistics.

n)  Operates using a peer-to-peer exchange of information with no requirement for a master device (not
master-slave).

0) Must berobust in the UTP cable noise environment.

p) Must not significantly impact EMI/RFI emissions.

28.1.3 Relationship to ISO/IEC 8802-3

The Auto-Negotiation function is provided at the Physical Layer of the OSI reference model as shown in fig-
ure 28-2. Devices that support multiple modes of operation may advertise this fact using this function. The
actua transfer of information of ability is observable only at the MDI or on the medium. Auto-Negotiation
signaling does not occur across either the AUl or MII. Control of the Auto-Negotiation function may be sup-
ported through the Management Interface of the MII or equivaent. If an explicit embodiment of the MIl is
supported, the control and status registers to support the Auto-Negotiation function shall be implemented in
accordance with the definitionsin clause 22 and 28.2.4. If a physical embodiment of the M1l management is
not present, then it is strongly recommended that the implementation provide control and status mechanisms
equivalent to those described in clause 22 and 28.2.4 for manual and/or management interaction.
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osl LAN
REFERENCE CSMA/CD
LAYERS
APPLICATION HIGHER LAYERS
PRESENTATION / LLC—LOGICAL LINK CONTROL
SESSION / MAC—MEDIA ACCESS CONTROL
TRANSPORT RECONCILIATION
*MIl —p
NETWORK
PCS
DATA LINK PHY PMA < -
**PMD
PHYSICAL AUTONEG
MDI —p
MEDIUM
100 Mb/s
MDI = MEDIUM DEPENDENT INTERFACE PCS = PHYSICAL CODING SUBLAYER
MIl = MEDIA INDEPENDENT INTERFACE PMA = PHYSICAL MEDIUM ATTACHMENT
AUTONEG = AUTO-NEGOTIATION PHY = PHYSICAL LAYER DEVICE

PMD = PHYSICAL MEDIUM DEPENDENT

* MIl is optional for 10 Mb/s DTES and for 100 Mb/s systems and is not specified for 1 Mb/s systems.
** PMD is specified for 100BASE-X only; 100BASE-T4 does not use this layer.
*** AUTONEG communicates with the PMA sublayer through the PMA service interface
messages PMA_LINK.request and PMA_LINK indicate.

Figure 28-2—Location of Auto-Negotiation function within the ISO reference model

28.1.4 Compatibility considerations

The Auto-Negotiation function is designed to be completely backwards compatible and interoperable with
10BASE-T compliant devices. In order to achieve this, a device supporting the Auto-Negotiation function
must provide the NLP Receive Link Integrity Test function as defined in figure 28-17. The Auto-Negotiation
function also supports connection to 100BASE-TX and 100BASE-T4 devices without Auto-Negotiation
through the Parallel Detection function. Connection to technologies other than 10BASE-T. 100BASE-TX,
or 100BASE-T4 that do not incorporate Auto-Negotiation is not supported.

Implementation of the Auto-Negotiation function is optional. For CSMA/CD compatible devices that use the
eight-pin modular connector of ISO/IEC 8877: 1992 and that also encompass multiple operational modes, if
a signaling method is used to automatically configure the preferred mode of operation, then the Auto-Nego-
tiation function shall be used in compliance with clause 28. If the device uses 10BASE-T compatible link
signaling to advertise non-CSMA/CD abilities, the device shall implement the Auto-Negotiation function as
administered by this specification. All future CSMA/CD implementations that use an eight-pin modular
connector shall be interoperable with devices supporting clause 28. If the implementor of a non-CSMA/CD
eight-pin modular device wishes to assure that its operation does not conflict with CSMA/CD devices, then
adherence to clause 28 is recommended.

While this Auto-Negotiation function must be implemented in CSMA/CD compatible devices that utilize the

eight-pin modular connector, encompass multiple operational modes, and offer an Auto-Negotiation mecha-
nism, the use of this function does not mandate that the 10BASE-T packet data communication service must
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exist. A device that employs this function must support the 10BASE-T Link Integrity Test function through
the NLP Receive Link Integrity Test state diagram. The device may also need to support other technol ogy-
dependent link test functions depending on the modes supported. Auto-Negotiation does not perform cable
tests, such as detect number of conductor pairs (if more than two pairs are required) or cable performance
measurements. Some PHY s that explicitly require use of high-performance cables, may require knowledge
of the cable type, or additional robustness tests (such as monitoring CRC or framing errors) to determine if
the link segment is adequate.

28.1.4.1 Interoperability with existing 10BASE-T devices

During Auto-Negotiation, FLP Bursts separated by 16 + 8 ms are transmitted. The FLP Burst itself is a
series of pulses separated by 62.5 + 7 ps. The timing of FLP Bursts will cause a 10BASE-T devicethat isin
the LINK TEST PASS state to remain in the LINK TEST PASS state while receiving FLP Bursts. An Auto-
Negotiation able device must recognize the NLP sequence from a 10BASE-T Link Partner, cease transmis-
sion of FLP Bursts, and enable the 10BASE-T PMA, if present. If the NLP sequence is detected and if the
Auto-Negotiation able device does not have a 10BASE-T PMA, it will cease transmission of FLP Bursts,
forcing the 10BASE-T Link Partner into the LINK TEST FAIL state(s) asindicated in figure 14-6.

NOTE—Auto-Negotiation does not support the transmission of the NLP sequence. The 10BASE-T PMA provides this
function if it is connected to the MDI. In the case where an Auto-Negotiation able device without a 10BASE-T PMA is
connected to a 10BASE-T device without Auto-Negotiation, the NLP sequence is not transmitted because the Auto-
Negotiation function has no 10BASE-T PMA to enable that can transmit the NLP sequence.

28.1.4.2 Interoperability with Auto-Negotiation compatible devices

An Auto-Negotiation compatible device decodes the base Link Code Word from the FLP Burst, and exam-
ines the contents for the highest common ability that both devices share. Both devices acknowledge correct
receipt of each other's base Link Code Words by responding with FLP Bursts containing the Acknowledge
Bit set. After both devices complete acknowledgment, and optionally, Next Page exchange, both devices
enable the highest common mode negotiated. The highest common mode is resolved using the priority reso-
Iution hierarchy specified in annex 28B. It may subsequently be the responsibility of atechnol ogy-dependent
link integrity test function to verify operation of the link prior to enabling the data service.

28.1.4.3 Cabling compatibility with Auto-Negotiation

Provision has been made within Auto-Negotiation to limit the resulting link configuration in situations
where the cabling may not support the highest common capability of the two end points. The system admin-
istrator/installer must take the cabling capability into consideration when configuring a hub port’s advertised
capability. That is, the advertised capability of a hub port should not result in an operational mode that is not
compatible with the cabling.

28.2 Functional specifications

The Auto-Negotiation function provides a mechanism to control connection of a single MDI to a single
PMA type, where more than one PMA type may exist. Management may provide additional control of Auto-
Negotiation through the Management function, but the presence of a management agent is not required.

The Auto-Negotiation function shall provide the Auto-Negotiation Transmit, Receive, Arbitration, and NLP
Receive Link Integrity Test functions and comply with the state diagrams of figures 28-14 to 28-17. The
Auto-Negotiation functions shall interact with the technology-dependent PMAs through the Technology-
Dependent Interface. Technology-dependent PMAs include, but are not limited to, 100BASE-TX and
100BA SE-T4. Technology-dependent link integrity test functions shall be implemented and interfaced to
only if the device supports the given technology. For example, a 10BASE-T and 100BA SE-TX Auto-Negoti-
ation able device must implement and interface to the 100BASE-TX PMA/link integrity test function, but
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does not need to include the 100BASE-T4 PMA/Link Integrity Test function. The Auto-Negotiation function
shall provide an optional Management function that provides a control and status mechanism.

28.2.1 Transmit function requirements

The Transmit function provides the ability to transmit FLP Bursts. The first FLP Bursts exchanged by the
Local Device and its Link Partner after Power-On, link restart, or renegotiation contain the base Link Code
Word defined in 28.2.1.2. The Local Device may modify the Link Code Word to disable an ability it pos-
sesses, but will not transmit an ability it does not possess. This makes possible the distinction between local
abilities and advertised abilities so that multimode devices may Auto-Negotiate to a mode lower in priority
than the highest common local ability.

28.2.1.1 Link pulse transmission

Auto-Negotiation’s method of communication builds upon the link pulse mechanism employed by 10BA SE-
T MAUSs to detect the status of the link. Compliant 10BASE-T MAUS transmit link integrity test pulsesasa
mechanism to determine if the link segment is operational in the absence of packet data. The 10BASE-T
NLP sequenceis a pulse (figure 14-12) transmitted every 16 + 8 ms while the data transmitter isidle.

Auto-Negotiation substitutes the FLP Burst in place of the single 10BASE-T link integrity test pulse within
the NL P sequence (figure 28-3). The FLP Burst encodes the data that is used to control the Auto-Negotiation
function. FLP Bursts shall not be transmitted when Auto-Negotiation is complete and the highest common
denominator PMA has been enabled.

FLP Bursts were designed to allow use beyond initial link Auto-Negotiation, such as for alink monitor type

function. However, use of FLP Bursts beyond the current definition for link startup shall be prohibited. Def-
inition of the use of FLP Bursts while in the FLP LINK GOOD state is reserved.

FLP Bursts ||||.|| ||||.||

NLPs | |

Figure 28-3—FLP Burst sequence to NLP sequence mapping

28.2.1.1.1 FLP burst encoding

FLP Bursts shall be composed of link pulses meeting the requirements of figure 14-12. A Fast Link Pulse
Burst consists of 33 pulse positions. The 17 odd-numbered pulse positions shall contain alink pulse and rep-
resent clock information. The 16 even-numbered pulse positions shall represent datainformation as follows:
alink pulse present in an even-numbered pulse position represents alogic one, and a link pulse absent from
an even-numbered pulse position represents alogic zero. Clock pulses are differentiated from data pulses by
the spacing between pulses as shown in figure 28-5 and enumerated in table 28-1.

The encoding of data using pulsesin an FLP Burst isillustrated in figure 28-4.

28.2.1.1.2 Transmit timing

Thefirst pulsein an FLP Burst shall be defined as a clock pulse. Clock pulses within an FLP Burst shall be
spaced at 125 + 14 ps. If the data bit representation of logic oneisto be transmitted, a pulse shall occur 62.5

* 7 us after the preceding clock pulse. If a data bit representing logic zero is to be transmitted, there shall be
no link integrity test pulses within 111 ps of the preceding clock pulse.
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Figure 28-4—Data bit encoding within FLP Bursts
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Figure 28-5—FLP Burst pulse-to-pulse timing

The first link pulse in consecutive FLP Bursts shall occur at a 16 + 8 ms interval (figure 28-6).

T6 >l
T5
<«
[ [
FLP Burst FLP Burst

Figure 28-6—FLP Burst to FLP Burst timing

Table 28-1—FLP Burst timing summary

# Parameter Min. Typ. Max. Units
T1 Clock/Data Pulse Width (figure 14-12) 100 ns
T2 Clock Pulse to Clock Pulse 111 125 139 Us
T3 Clock Pulse to Data Pulse (Data = 1) 55.5 62.5 69.5 Us
T4 Pulses in a Burst 17 33 =
T5 Burst Width 2 ms
T6 FLP Burst to FLP Burst 8 16 24 ms

This is am4gchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00261



IEEE
CSMA/CD Std 802.3u-1995

28.2.1.2 Link Code Word encoding

The base Link Code Word (base page) transmitted within an FLP Burst shall convey the encoding shown in
figure 28-7. The Auto-Negotiation function may support additional pages using the Next Page function.
Encodings for the Link Code Word(s) used in Next Page exchange are defined in 28.2.3.4. In an FLP Burst,
DO shall be thefirst bit transmitted.

DO D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15

SO| S1| S2| S3| S4| AO| Al | A2| A3 | A4 | A5 | A6 | A7 | RF | Ack| NP

Selector Field Technology Ability Field

>« >

A
y

Figure 28-7—Base page encoding

28.2.1.2.1 Selector Field

Selector Field (§[4:0]) is afive bit wide field, encoding 32 possible messages. Selector Field encoding defi-
nitions are shown in annex 28A. Combinations not specified are reserved for future use. Reserved combina
tions of the Selector Field shall not be transmitted.

28.2.1.2.2 Technology Ability Field

Technology Ability Field (A[7:Q]) is an eight bit wide field containing information indicating supported
technologies specific to the selector field value. These bits are mapped to individual technologies such that
abilities are advertised in parallel for asingle selector field value. The Technology Ability Field encoding for
the IEEE 802.3 selector is described in annex 28B.2. Multiple technologies may be advertised in the Link
CodeWord. A device shall support the data service ability for atechnology it advertises. It is the responsibil-
ity of the Arbitration function to determine the common mode of operation shared by a Link Partner and to
resolve multiple common modes.

NOTE—While devices using a Selector Field value other than the |EEE 802.3 Selector Field value are free to define the
Technology Ability Field bits, it is recommended that the 10BASE-T hit be encoded in the same bit position as in the
|EEE 802.3 selector. A common bit position can be important if the technology using the other selector will ever coexist
on adevice that also offers a 10BASE-T mode.

28.2.1.2.3 Remote Fault

Remote Fault (RF) is encoded in bit D13 of the base Link Code Word. The default value is logic zero. The
Remote Fault bit provides a standard transport mechanism for the transmission of simple fault information.
When the RF bit in the Auto-Negotiation advertisement register (register 4) is set to logic one, the RF bit in
the transmitted base Link Code Word is set to logic one. When the RF bit in the received base Link Code
Word is set to logic one, the Remote Fault bit in the MI1 status register (register 1) will be set to logic one, if
the MI1 management function is present.

The Remote Fault bit shall be used in accordance with the Remote Fault function specifications (28.2.3.5).
28.2.1.2.4 Acknowledge
Acknowledge (Ack) is used by the Auto-Negotiation function to indicate that a device has successfully

received its Link Partner’'s Link Code Word. The Acknowledge Bit is encoded in bit D14 regardless of the
value of the Selector Field or Link Code Word encoding. If no Next Page information is to be sent, this bit
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shall be set to logic onein the Link Code Word after the reception of at least three consecutive and consi stent
FLP Bursts (ignoring the Acknowledge bit value). If Next Page information is to be sent, this bit shall be set
to logic one after the device has successfully received at least three consecutive and matching FLP Bursts
(ignoring the Acknowledge bit value), and will remain set until the Next Page information has been loaded
into the Auto-Negotiation Next Page register (register 7). In order to save the current received Link Code
Word, this must be read from the Auto-Negotiation link partner ability register (register 6) before the Next
Page of transmit information is loaded into the Auto-Negotiation Next Page register. After the COMPLETE
ACKNOWLEDGE state has been entered, the Link Code Word shall be transmitted six to eight (inclusive)
times.

28.2.1.2.5 Next Page

Next Page (NP) is encoded in bit D15 regardless of the Selector Field value or Link Code Word encoding.
Support for transmission and reception of additional Link Code Word encodings is optional. If Next Page
ability is not supported, the NP bit shall always be set to logic zero. If adevice implements Next Page ability
and wishes to engage in Next Page exchange, it shall set the NP bit to logic one. A device may implement
Next Page ability and choose not to engage in Next Page exchange by setting the NP bit to alogic zero. The
Next Page function is defined in 28.2.3.4.

28.2.1.3 Transmit Switch function

The Transmit Switch function shall enable the transmit path from a single technol ogy-dependent PMA to the
MDI once a highest common denominator choice has been made and Auto-Negotiation has completed.

During Auto-Negotiation, the Transmit Switch function shall connect only the FLP Burst generator con-
trolled by the Transmit State Diagram, figure 28-14, to the MDI.

When a PMA is connected to the MDI through the Transmit Switch function, the signals at the MDI shall
conform to all of the PHY s specifications.

28.2.2 Receive function requirements

The Receive function detects the NL P sequence using the NLP Receive Link Integrity Test function of figure
28-17. The NLP Receive Link Integrity Test function will not detect link pass based on carrier sense.

The Receive function detects the FLP Burst sequence, decodes the information contained within, and stores
the datain rx_link_code word[16:1]. The Receive function incorporates a receive switch to control connec-
tion to the 100BASE-TX or 100BASE-T4 PMAs in addition to the NLP Receive Link Integrity Test func-
tion, excluding the 10BASE-T Link Integrity Test function present in a 10BASE-T PMA. If Auto-
Negotiation detects link_status=READY from any of the technology-dependent PMAs prior to FLP Burst
detection, the autoneg_wait_timer (28.3.2) is started. If any other technology-dependent PMA indicates
link_status=READY when the autoneg_wait_timer expires, Auto-Negotiation will not alow any data ser-
vice to be enabled and may signal this as a remote fault to the Link Partner using the base page and will flag
thisin the Local Device by setting the Parallel Detection Fault bit (6.4) in the Auto-Negotiation expansion
register. If a10BASE-T PMA exists above the Auto-Negotiation function, it is not permitted to receive MDI
activity in paralel with the NLP Receive Link Integrity Test function or any other technol ogy-dependent
function.

28.2.2.1 FLP Burst ability detection and decoding
In figures 28-8 to 28-10, the symbol “t;=0" indicates the event that caused the timers described to start, and

all subsequent times given are referenced from that point. All timers referenced shall expire within the range
specified in table 28-8 in 28.3.2.
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The Receive function shall identify the Link Partner as Auto-Negotiation able if it receives 6 to 17 (inclu-
sive) consecutive link pulses that are separated by at least flp_test_min_timer time (5—25 us) but less than
flp_test_max_timer time (165—185 ps) as shown in figure 28-8. The information contained in the FLP Burst
that identifies the Link Partner as Auto-Negotiation able shall not be passed to the Arbitration function if the
FLP Burst is not complete. The Receive function may use the FLP Burst that identifies the Link Partner as
Auto-Negotiation able for ability matching if the FLP Burst is complete. However, it is not required to use
this FLP Burst for any purpose other than identification of the Link Partner as Auto-Negotiation able. Imple-

mentations may ignore multiple FLP Bursts before identifying the Link Partner as Auto-Negotiation able to
allow for potential receive equalization time.

flp_test_min_timer flp_test_max_timer

clock range data clock range data

pulse pulse pulse pulse

H > s 25 ks H H 1% e 185 He H
t t t

to=0ps 31.25 ps 62.5 s 93.75 ps 125 ps 156.25 ps 187.5 us

Figure 28-8—FLP detect timers (flp_test_min/max_timers)

The Receive function captures and decodes link pulsesreceived in FLP Bursts. Thefirst link pulseinan FLP
Burst shal be interpreted as a clock link pulse. Detection of a clock link pulse shall restart the
data_detect_min_timer and data_detect_max timer. The data_detect_min/max_timers enable the receiver to
distinguish data pulses from clock pulses and logic one data from logic zero data, as follows:

a) If, during an FLP Burgt, alink pulseis received when the data_detect_min_timer has expired while the
data_detect max_timer has not expired, the data bit shall be interpreted as alogic one (figure 28-9).
b) If, during an FLP Burgt, alink pulse is received after the data_detect_max_timer has expired, the

data bit shall be interpreted as alogic zero (figure 28-9) and that link pulse shall be interpreted as a
clock link pulse.

Aseach data bit isidentified it is stored in the appropriate rx_link_code_word[16:1] element.

data_detect_min_timer data_detect_max_timer
range range
clock data clock data
pulse pulse pulse pulse
15 ps 47 ps H 78 ps 100 ps H H
t
tp=0ps 31.25 s 62.5 s 93.75 us 125 ps 156.25 ps 187.5 ps

Figure 28-9—FLP data detect timers (data_detect_min/max_timers)

FLP Bursts conforming to the nlp_test min_timer and nlp_test_ max_timer timing as shown in figure 28-10
shall be considered to have valid separation.

28.2.2.2 NLP detection

NLP detection is accomplished via the NLP Receive Link Integrity Test function in figure 28-17. The NLP
Receive Link Integrity Test function is a modification of the original 10BASE-T Link Integrity Test func-
tion (figure 14-6), where the detection of receive activity will not cause a transition to the LINK TEST
PASS state during Auto-Negotiation. The NLP Receive Link Integrity Test function also incorporates the
Technology-Dependent | nterface requirements.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.

AMX and Dell, Inc.
Exhibit 1025-00264



IEEE

Std 802.3u-1995 SUPPLEMENT TO 802.3:
nlp_test_min_timer nlp_test_max_ imer
range range
FLP Burst \ FLP Burst \
-—_ - N
tp=0ms 5ms 7ms 16 ms 50 ms 150 ms

NOTE—The reference for the starting of the nlp_test_min_timer isfrom the beginning of the FLP Burst, as shown by t,,
while the reference for the starting of the nlp_test_ max_timer is from the expiration of the nlp_test_min_timer.

Figure 28-10—FLP Burst timer (nlp_test_min/max_timers)

28.2.2.3 Receive Switch function

The Receive Switch function shall enable the receive path from the MDI to a single technol ogy-dependent
PMA once a highest common denominator choice has been made and Auto-Negotiation has compl eted.

During Auto-Negoatiation, the Receive Switch function shall connect both the FLP Burst receiver controlled
by the Receive state diagram, figure 28-15, and the NLP Receive Link Integrity Test state diagram, figure
28-17, to the MDI. During Auto-Negotiation, the Receive Switch function shall also connect the 100BA SE-
TX and 100BASE-T4 PMA receivers to the MDI if the 100BASE-TX and/or 100BASE-T4 PMASs are
present.

When a PMA is connected to the MDI through the Receive Switch function, the signals at the PMA shall
conform to al of the PHYs specifications.

28.2.2.4 Link Code Word matching

The Receive function shall generate ability_match, acknowledge _match, and consistency_match variables
asdefined in 28.3.1.

28.2.3 Arbitration function requirements

The Arbitration function ensures proper sequencing of the Auto-Negotiation function using the Transmit
function and Receive function. The Arbitration function enables the Transmit function to advertise and
acknowledge abilities. Upon indication of acknowledgment, the Arbitration function determines the highest
common denominator using the priority resolution function and enables the appropriate technol ogy-depen-
dent PMA viathe Technology-Dependent Interface (28.2.6).

28.2.3.1 Parallel detection function

The Local Device detectsa Link Partner that supports Auto-Negotiation by FLP Burst detection. The Paral-
lel Detection function allows detection of Link Partners that support 100BASE-TX, 100BASE-T4, and/or
10BASE-T, but do not support Auto-Negotiation. Prior to detection of FLP Bursts, the Receive Switch shall
direct MDI receive activity to the NLP Receive Link Integrity Test state diagram, 100BASE-TX and
100BASE-T4 PMAs, if present, but shall not direct MDI receive activity to the 10BASE-T or any other
PMA. If at least one of the 100BASE-TX, 100BASE-T4, or NLP Receive Link Integrity Test functions
establisheslink_status=READY, the LINK STATUS CHECK state is entered and the autoneg_wait_timer is
started. If exactly one link_status=READY indication is present when the autoneg_wait_timer expires, then
Auto-Negotiation shall set link_control=ENABLE for the PMA indicating link_status=READY . If a PMA
is enabled, the Arbitration function shall set link_control=DISABLE to all other PMAs and indicate that
Auto-Negotiation has completed. On transition to the FLP LINK GOOD CHECK state from the LINK STA-
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TUS CHECK dtate the Parallel Detection function shall set the bit in the link partner ability register (register
5) corresponding to the technology detected by the Parallel Detection function.

NOTES
1—Native 10BASE-T devices will be detected by the NLP Receive Link Integrity Test function, an integrated part of the
Auto-Negotiation function. Hence, Parallel Detection for the 10BASE-T PMA is not required or allowed.

2—When selecting the highest common denominator through the Parallel Detection function, only the half-duplex mode
corresponding to the selected PMA may automatically be detected.

28.2.3.2 Renegotiation function

A renegotiation regquest from any entity, such as a management agent, shall cause the Arbitration function to
disable al technology-dependent PMAs and halt any transmit data and link pulse activity until the
break_link_timer expires (28.3.2). Consequently, the Link Partner will go into link fail and normal Auto-
Negotiation resumes. The Local Device shall resume Auto-Negotiation after the break_link_timer has
expired by issuing FLP Bursts with the base page valid in tx_link_code word[16:1].

Once Auto-Negotiation has completed, renegotiation will take place if the Highest Common Denominator
technology that receives link_control=ENABLE returns link_status=FAIL. To alow the PMA an opportu-
nity to determine link integrity using its own link integrity test function, the link_fail_inhibit_timer qualifies
the link_status=FAIL indication such that renegotiation takes place if the link_fail_inhibit_timer has expired
and the PMA still indicates link_status=FAIL or link_status=READY.

28.2.3.3 Priority Resolution function

Sincealoca Deviceand aLink Partner may have multiple common abilities, a mechanism to resolve which
mode to configure is required. The mechanism used by Auto-Negotiation is a Priority Resolution function
that predefines the hierarchy of supported technologies. The single PMA enabled to connect to the MDI by
Auto-Negotiation shall be the technology corresponding to the bit in the Technology Ability Field common
to the Local Device and Link Partner that has the highest priority as defined in annex 28B. This technology
is referred to as the Highest Common Denominator, or HCD, technology. If the Local Device receives a
Technology Ability Field with abit set that is reserved, the Local Device shall ignore that bit for priority res-
olution. Determination of the HCD technology occurs on entrance to the FLP LINK GOOD CHECK state.
In the event that a technology is chosen through the Parallel Detection function, that technology shall be
considered the highest common denominator (HCD) technology. In the event that there is no common tech-
nology, HCD shall have avaue of “NULL,” indicating that no PMA receives link_control=ENABLE, and
link_status [HCD]=FAIL.

28.2.3.4 Next Page function

The Next Page function uses the standard Auto-Negotiation arbitration mechanisms to allow exchange of
arbitrary pieces of data. Data is carried by optional Next Pages of information, which follow the transmis-
sion and acknowledgment procedures used for the base Link Code Word. Two types of Next Page encodings
are defined: Message Pages and Unformatted Pages.

A dual acknowledgment system is used. Acknowledge (Ack) is used to acknowledge receipt of the informa
tion; Acknowledge 2 (Ack2) is used to indicate that the receiver is able to act on the information (or perform
the task) defined in the message.

Next Page operation is controlled by the same two mandatory control bits, Next Page and Acknowledge,
used in the Base Link Code Word. Setting the NP bit in the Base Link Code Word to logic one indicates that
the device is Next Page Able. If both a device and its Link Partner are Next Page Able, then Next Page
exchange may occur. If one or both devices are not Next Page Able, then Next Page exchange will not occur
and, after the base Link Code Words have been exchanged, the FLP LINK GOOD CHECK state will be

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.

AMX and Dell, Inc.
Exhibit 1025-00266



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

entered. The Toggle bit is used to ensure proper synchronization between the Local Device and the Link
Partner.

Next Page exchange occurs after the base Link Code Words have been exchanged. Next Page exchange con-
sists of using the normal Auto-Negotiation arbitration process to send Next Page messages. Two message
encodings are defined: Message Pages, which contain predefined 11 bit codes, and Unformatted Pages.
Unformatted Pages can be combined to send extended messages. If the Selector Field values do not match,
then each series of Unformatted Pages shall be preceded by a M essage Page containing a message code that
defines how the following Unformatted Pages will beinterpreted. If the Selector Field values match, then the
convention governing the use of Message Pages shall be as defined by the Selector Field value definition.
Any number of Next Pages may be sent in any order; however, it is recommended that the total number of
Next Pages sent be kept small to minimize the link startup time.

Next Page transmission ends when both ends of alink segment set their Next Page bits to logic zero, indicat-
ing that neither has anything additional to transmit. It is possible for one device to have more pages to trans-
mit than the other device. Once a device has completed transmission of its Next Page information, it shall
transmit Message Pages with Null message codes and the NP bit set to logic zero whileits Link Partner con-
tinues to transmit valid Next Pages. An Auto-Negotiation able device shall recognize reception of Message
Pages with Null message codes as the end of its Link Partner’s Next Page information.

28.2.3.4.1 Next Page encodings
The Next Page shall use the encoding shown in figures 28-11 and 28-12 for the NP, Ack, MP, Ack2, and

T bits. The 11-bit field D10-D0 shall be encoded as a Message Code Field if the MP bit is logic one and an
Unformatted Code Field if MPis set to logic zero.

DO D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15

MO | M1 | M2 | M3 | M4 | M5 | M6 | M7 | M8 | M9 | M10| T |Ack2| MP | Ack | NP

Message Code Field

A
v

Figure 28-11—Message Page encoding

Do D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15

uo Ul| U2| U3| U4| U5( U6 | U7 | U8 | U9 | UL0| T |Ack2| MP | Ack| NP

Unformatted Code Field

A
v

Figure 28-12—Unformatted Page encoding

28.2.3.4.2 Next Page

Next Page (NP) is used by the Next Page function to indicate whether or not thisis the last Next Page to be
transmitted. NP shall be set as follows:

logic zero = last page.
logic one = additional Next Page(s) will follow.
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28.2.3.4.3 Acknowledge

Asdefined in 28.2.1.2.4.

28.2.3.4.4 Message Page

Message Page (MP) is used by the Next Page function to differentiate a M essage Page from an Unformatted
Page. MP shall be set as follows:

logic zero = Unformatted Page.
logic one = Message Page.

28.2.3.4.5 Acknowledge 2

Acknowledge 2 (Ack2) is used by the Next Page function to indicate that a device has the ability to comply
with the message. Ack2 shall be set asfollows:

logic zero = cannot comply with message.
logic one = will comply with message.

28.2.3.4.6 Toggle

Toggle (T) is used by the Arbitration function to ensure synchronization with the Link Partner during Next
Page exchange. This bit shall always take the opposite value of the Toggle bit in the previously exchanged
Link Code Word. Theinitial value of the Toggle bit in the first Next Page transmitted is the inverse of bit 11
in the base Link Code Word and, therefore, may assume a value of logic one or zero. The Toggle bit shall be
set asfollows:

logic zero = previous value of the transmitted Link Code Word equalled logic one.
logic one = previous value of the transmitted Link Code Word equalled logic zero.

28.2.3.4.7 Message Page encoding
Message Pages are formatted pages that carry a single predefined Message Code, which is enumerated in
annex 28C. Two-thousand and forty-eight Message Codes are available. The allocation of these codes will

be controlled by the contents of annex 28C. If the Message Page bit is set to logic one, then the bit encoding
of the Link Code Word shall be interpreted as a Message Page.

28.2.3.4.8 Message Code Field

Message Code Field (M[10:0]) is an eleven bit wide field, encoding 2048 possible messages. M essage Code
Field definitions are shown in annex 28C. Combinations not specified are reserved for future use. Reserved
combinations of the Message Code Field shall not be transmitted.

28.2.3.4.9 Unformatted Page encoding

Unformatted Pages carry the messages indicated by Message Pages. Five control bits are predefined, the
remaining 11 bits may take on an arbitrary value. If the Message Page bit is set to logic zero, then the bit
encoding of the Link Code Word shall be interpreted as an Unformatted Page.

28.2.3.4.10 Unformatted Code Field

Unformatted Code Field (U[10:0]) is an eleven bit wide field, which may contain an arbitrary value.
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28.2.3.4.11 Use of Next Pages

a) Both devices must indicate Next Page ability for either to commence exchange of Next Pages.

b) If both devices are Next Page able, then both devices shall send at |east one Next Page.

¢) Next Page exchange shall continue until neither device on alink has more pages to transmit as indi-
cated by the NP bit. A Message Page with a Null Message Code Field value shall be sent if the
device has no other information to transmit.

d) A Message Code can carry either a specific message or information that defines how following
Unformatted Page(s) should be interpreted.

e) If aMessage Code references Unformatted Pages, the Unformatted Pages shall immediately follow
the referencing Message Code in the order specified by the Message Code.

f)  Unformatted Page users are responsible for controlling the format and sequencing for their Unfor-
matted Pages.

28.2.3.4.12 Ml register requirements

The Next Page Transmit register defined in 28.2.4.1.6 shall hold the Next Page to be sent by Auto-Negotia-
tion. Received Next Pages may be stored in the Auto-Negotiation link partner ability register.

28.2.3.5 Remote fault sensing function

The Remote Fault function may indicate to the Link Partner that a fault condition has occurred using the
Remote Fault bit and, optionally, the Next Page function.

Sensing of faultsin a device as well as subsequent association of faults with the Remote Fault bit shall be
optional. If the Local Device has no mechanism to detect a fault or associate a fault condition with the
received Remote Fault bit indication, then it shall transmit the Remote Fault bit with the value contained in
the Auto-Negotiation advertisement register bit (4.13).

A Local Device may indicate it has sensed a fault to its Link Partner by setting the Remote Fault bit in the
Auto-Negotiation advertisement register and renegotiating.

If the Local Device sets the Remote Fault bit to logic one, it may a so use the Next Page function to specify
information about the fault that has occurred. Remote Fault Message Page Codes have been specified for this
purpose.

The Remote Fault bit shall remain set until after successful negotiation with the base Link Code Word, at
which time the Remote Fault bit shall be reset to alogic zero. On receipt of abase Link Code Word with the
Remote Fault bit set to logic one, the device shall set the Remote Fault bit in the MII status register (1.4) to
logic oneif the MIl management function is present.

28.2.4 Management function requirements
The management interface is used to communicate Auto-Negotiation information to the management entity.
If an MII is physically implemented, then management access is viathe MIl Management interface. Where

no physical embodiment of the MIl exists, an equivalent to M1 registers 0, 1, 4, 5, 6, and 7 (clause 22) are
recommended to be provided.

28.2.4.1 Media Independent Interface

The Auto-Negotiation function shall have five dedicated registers:

a)  MII control register (register 0).
b) MII status register (register 1).
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c) Auto-Negotiation advertisement register (register 4).
d) Auto-Negotiation link partner ability register (register 5).
€)  Auto-Negotiation expansion register (register 6).

If the Next Page function is implemented, the Auto-Negotiation Next Page Transmit Register (register 7)
shall be implemented.

28.2.4.1.1 Mll control register

MII control register (register 0) provides the mechanism to disable/enable and/or restart Auto-Negotiation.
The definition for this register is provided in 22.2.4.1.

The Auto-Negotiation function shall be enabled by setting bit 0.12 to alogic one. If bit 0.12 is set to alogic
one, then bits 0.13 and 0.8 shall have no effect on the link configuration, and the Auto-Negotiation process
will determinethelink configuration. If bit 0.12 is cleared to logic zero, then bits 0.13 and 0.8 will determine
the link configuration regardless of the prior state of the link configuration and the Auto-Negotiation process.

A PHY shall return avalue of onein bit 0.9 until the Auto-Negotiation process has been initiated. The Auto-
Negotiation process shall be initiated by setting bit 0.9 to a logic one. If Auto-Negotiation was completed
prior to this bit being set, the process shall be reinitiated. If aPHY reports via bit 1.3 that it lacks the ability
to perform Auto-Negotiation, then this bit will have no meaning, and should be written as zero. This bit is
self-clearing. The Auto-Negotiation process shall not be affected by clearing this bit to logic zero.

28.2.4.1.2 Ml status register

The MII status register (register 1) includes information about all modes of operations supported by the
Local Device'sPHY, the status of Auto-Negotiation, and whether the Auto-Negotiation function is supported
by the PHY or not. The definition for this register is provided in 22.2.4.2.

When read as a logic one, bit 1.5 indicates that the Auto-Negotiation process has been completed, and that
the contents of registers 4, 5, and 6 are valid. When read as alogic zero, bit 1.5 indicates that the Auto-Nego-
tiation process has not been completed, and that the contents of registers 4, 5, and 6 are meaningless. A PHY
shall return avalue of zero in bit 1.5 if Auto-Negotiation is disabled by clearing bit 0.12. A PHY shall also
return avalue of zero in bit 1.5 if it lacks the ability to perform Auto-Negotiation.

When read as |logic one, bit 1.4 indicates that a remote fault condition has been detected. The type of fault as
well asthe criteriaand method of fault detection isPHY specific. The Remote Fault bit shall be implemented
with a latching function, such that the occurrence of a remote fault will cause the Remote Fault bit to
become set and remain set until it is cleared. The Remote Fault bit shall be cleared each time register 1 is
read via the management interface, and shall also be cleared by aPHY reset.

When read asaone, bit 1.3 indicates that the PHY hasthe ability to perform Auto-Negotiation. When read as
alogic zero, bit 1.3 indicates that the PHY lacks the ability to perform Auto-Negotiation.

28.2.4.1.3 Auto-Negotiation advertisement register (register 4) (R/W)

This register contains the Advertised Ability of the PHY. (See table 28-2). The bit definition for the base
pageis defined in 28.2.1.2. On power-up, before Auto-Negotiation starts, this register shall have the follow-
ing configuration: The Selector Field (4.4:0) is set to an appropriate code as specified in annex 28A. The
Acknowledge bit (4.14) is set to logic zero. The Technology Ability Field (4.12:5) is set based on the values
set inthe MII status register (register 1) (1.15:11) or equivalent.

Only the bits in the Technology Ability Field that represent the technol ogies supported by the Local Device
may be set. Any of the Technology Ability Field bits that may be set can aso be cleared by management
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Table 28-2—Advertisement register bit definitions

SUPPLEMENT TO 802.3:

Bit(s) Name Description R/W
415 Next Page See28.2.1.2 RIW
414 Reserved Write as zero, ignore on read RO
4.13 Remote Fault See28.2.1.2 R/W
4.12:5 | Technology Ability Field See28.2.1.2 R/W
4.4.0 Selector Field See28.2.1.2 R/W

before a renegotiation. This can be used to enable management to Auto-Negotiate to an alternate common
mode.

The management entity may initiate renegotiation with the Link Partner using aternate abilities by setting
the Selector Field (4.4:0) and Technology Ability Field (4.12:5) to indicate the preferred mode of operation
and setting the Restart Auto-Negotiation bit (0.9) in the control register (register 0) to logic one.

Any writesto this register prior to completion of Auto-Negotiation asindicated by bit 1.5 should be followed
by arenegotiation for the new values to be properly used for Auto-Negotiation. Once Auto-Negotiation has
completed, this register value may be examined by software to determine the highest common denominator
technology.

28.2.4.1.4 Auto-Negotiation link partner ability register (register 5) (RO)

All of the bitsin the Auto-Negotiation link partner ability register are read only. A write to the Auto-Negoti-
ation link partner ability register shall have no effect.

This register contains the Advertised Ability of the Link Partner’s PHY. (See tables 28-3 and 28-4.) The bit
definitions shall be a direct representation of the received Link Code Word (figure 28-7). Upon successful
completion of Auto-Negotiation, status register (register 1) Auto-Negotiation Complete bit (1.5) shall be set
to logic one. If the Next Page function is supported, the Auto-Negotiation link partner ability register may be
used to store Link Partner Next Pages.

Table 28-3—Link partner ability register bit definitions (Base Page)

Bit(s) Name Description R/W
515 Next Page See28.2.1.2 RO
5.14 Acknowledge See28.2.1.2 RO
5.13 Remote Fault See28.2.1.2 RO
5.12:5 | Technology Ability Field See28.2.1.2 RO
5.4:.0 Selector Field See28.2.1.2 RO

The values contained in this register are only guaranteed to be valid once Auto-Negotiation has successfully
completed, asindicated by bit 1.5 or, if used with Next Page exchange, after the Page Received hit (6.1) has
been set to logic one.
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Table 28-4—Link partner ability register bit definitions (Next Page)
Bit(s) Name Description R/W
515 Next Page See28.2.34 RO
5.14 Acknowledge See28.2.34 RO
513 Message Page See28.2.34 RO
5.12 Acknowledge 2 See28.2.34 RO
511 Toggle See 28.2.3.4 RO
5.10:0 | Message/Unformatted Code | See28.2.3.4 RO
Field

NOTE—If this register is used to store Link Partner Next Pages, the previous value of this register is assumed to be
stored by a management entity that needs the information overwritten by subsequent Link Partner Next Pages.

28.2.4.1.5 Auto-Negotiation expansion register (register 6) (RO)

All of the bits in the Auto-Negotiation expansion register are read only; a write to the Auto-Negotiation
expansion register shall have no effect. (See table 28-5.)

Table 28-5—Expansion register bit definitions

Bit(s) Name Description R/W Default
6.15:5 | Reserved Write as zero, ignore on read RO 0
6.4 Parallel Detection Fault 1 = A fault has been detected viathe RO/ 0
Parallel Detection function. LH
0 = A fault has not been detected via the Par-
allel Detection function.

6.3 Link Partner Next PageAble | 1= Link Partner is Next Page able RO 0
0 = Link Partner is not Next Page able

6.2 Next Page Able 1=Loca Deviceis Next Page able RO 0
0= Local Deviceisnot Next Page able

6.1 Page Received 1 =A New Page has been received RO/ 0
0 =A New Page has not been received LH

6.0 Link Partner Auto-Negotia- 1= Link Partner isAuto-Negotiation able RO 0

tionAble 0= Link Partner is not Auto-Negotiation

able

Bits 6.15:5 are reserved for future Auto-Negotiation expansion.

The Parallel Detection Fault bit (6.4) shall be set to logic one to indicate that zero or more than one of the
NLP Receive Link Integrity Test function, 100BASE-TX, or 100BASE-T4 PMAs have indicated
link_status=READY when the autoneg_wait_timer expires. The Parallel Detection Fault bit shall be reset to
logic zero on aread of the Auto-Negotiation expansion register (register 6).
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The Link Partner Next Page Able bit (6.3) shall be set to logic one to indicate that the Link Partner supports
the Next Page function. This bit shall be reset to logic zero to indicate that the Link Partner does not support
the Next Page function.

The Next Page Able bit (6.2) shall be set to logic one to indicate that the Local Device supports the Next
Page function. The Next Page Able bit (6.2) shall be set to logic zero if the Next Page function is not sup-
ported.

The Page Received bit (6.1) shall be set to logic one to indicate that a new Link Code Word has been
received and stored in the Auto-Negotiation link partner ability register. The Page Received bit shall be reset
to logic zero on aread of the Auto-Negotiation expansion register (register 6).

The Link Partner Auto-Negotiation Able bit (6.0) shall be set to logic one to indicate that the Link Partner is
able to participate in the Auto-Negotiation function. This bit shall be reset to logic zero if the Link Partner is
not Auto-Negotiation able.

28.2.4.1.6 Auto-Negotiation Next Page transmit register (register 7) (R/W)

The Auto-Negotiation Next Page Transmit register contains the Next Page Link Code Word to be transmitted
when Next Page ability is supported. (See table 28-6.) The contents are defined in 28.2.3.4. On power-up,
this register shall contain the default value of 2001H, which represents a Message Page with the Message
Code set to Null Message. This value may be replaced by any valid Next Page Message Code that the device
wishes to transmit. Writing to this register shall set mr_next_page |oaded to true.

Table 28-6—Next Page transmit register bit definitions

Bit(s) Name Description R/W
7.15 Next Page See28.2.34 R/W
7.14 Reserved Write as 0, ignore on read RO
7.13 Message Page See28.2.3.4 RIW
7.12 Acknowledge 2 See28.2.34 R/W
7.11 Toggle See28.2.3.4 RO
7.10:.0 l'\:/l ;e;age/Unformatted Code | See28.2.34 R/W

i

28.2.4.1.7 State diagram variable to Mll register mapping
The state diagrams of figures 28-14 to 28-17 generate and accept variables of the form “mr_x", wherex isan
individual signal name. These variables comprise a management interface that may be connected to the MlI

management function or other equivalent function. Table 28-7 describes how the MII registers map to the
management function interface signals.

28.2.4.2 Auto-Negotiation managed object class

The Auto-Negotiation Managed Object Classis defined in clause 30.
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Table 28-7—State diagram variable to Mll register mapping

State diagram variable MI1 register
mr_adv_ability[16:1] 4.15:0 Auto-Negotiation advertisement register
mr_autoneg_complete 1.5 Auto-Negotiation Complete
mr_autoneg_enable 0.12 Auto-Negotiation Enable
mr_|p_adv_ability[16:1] 5.15:0 Auto-Negotiation link partner ability

register
mr_|p_autoneg_able 6.0 Link Partner Auto-Negotiation Able
mr_lp_np_able 6.3 Link Partner Next Page Able
mr_main_reset 0.15 Reset
mr_next_page |oaded Set on write to Auto-Negotiation Next Page

Transmit register;
cleared by Arbitration state diagram

mr_np_able 6.2 Next Page Able

mr_np_tx[16:1] 7.15:0 Auto-Negotiation Next Page Transmit
Register

mr_page_rx 6.1 Page Received

mr_parallel_detection_fault 6.4 Parallel Detection Fault

mr_restart_negotiation 0.9 Auto-Negotiation Restart

set if Auto-Negotiation isavailable | 1.3 Auto-Negotiation Ability

28.2.5 Absence of management function

In the absence of any management function, the advertised abilities shall be provided through a logical
equivalent of mr_adv_ability[16:1]. A device shall comply with all Next Page function requirements, includ-
ing the provision of the mr_np_able, mr_Ip_np_able, and mr_next_page |oaded variables (or their logical
equivalents), in order to permit the NP bit to be set to logic one in the transmitted Link Code Word.

NOTE—Storage of avalid base Link Code Word is required to prevent a deadlock situation where negotiation must start
again while Next Pages are being transmitted. |f a shared transmit register were used, then renegotiation could not occur
when Next Pages were being transmitted because the base Link Code Word would not be available. This requirement can
be met using a number of different implementations, including use of temporary registers or register stacks.

28.2.6 Technology-Dependent Interface
The Technology-Dependent Interface is the communication mechanism between each technology’s PMA
and the Auto-Negotiation function. Auto-Negotiation can support multiple technologies, all of which need

not be implemented in a given device. Each of these technologies may utilize its own technol ogy-dependent
link integrity test function.

28.2.6.1 PMA_LINK.indicate
This primitive is generated by the PMA to indicate the status of the underlying medium. The purpose of this

primitive isto give the PCS, repeater client, or Auto-Negotiation function a means of determining the valid-
ity of received code elements.
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28.2.6.1.1 Semantics of the service primitive

PMA_LINK.indicate(link_status)
The link_status parameter shall assume one of three values: READY/, OK, or FAIL, indicating whether the
underlying receive channel is intact and ready to be enabled (READY), intact and enabled (OK), or not

intact (FAIL). When link_status=FAIL or link_status=READY, the PMA_CARRIER.indicate and
PMA_UNITDATA.indicate primitives are undefined.

28.2.6.1.2 When generated

A technology-dependent PMA and the NLP Receive Link Integrity Test state diagram (figure 28-17) shall
generate this primitive to indicate the value of link_status.

28.2.6.1.3 Effect of receipt
The effect of receipt of this primitive shall be governed by the state diagrams of figure 28-16.
28.2.6.2 PMA_LINK.request
This primitive is generated by Auto-Negotiation to allow it to enable and disable operation of the PMA.
28.2.6.2.1 Semantics of the service primitive
PMA_LINK request(link_control)

The link_control parameter shall assume one of three values: SCAN_FOR_CARRIER, DISABLE, or
ENABLE.

Thelink_control=SCAN_FOR_CARRIER mode is used by the Auto-Negotiation function prior to receiving
any FLP Bursts or link_status=READY indications. During this mode, the PMA shall search for carrier and
report link_status=READY when carrier is received, but no other actions shall be enabled.

The link_control=DISABLE mode shall be used by the Auto-Negotiation function to disable PMA processing.

The link_control=ENABLE mode shall be used by Auto-Negotiation to turn control over to a single PMA
for all normal processing functions.

28.2.6.2.2 When generated

The Auto-Negotiation function shall generate this primitive to indicate to the PHY how to respond, in accor-
dance with the state diagrams of figures 28-15 and 28-16.

Upon power-on or reset, if the Auto-Negotiation function is enabled (mr_autoneg_enable=true) the
PMA_LINK request(DISABLE) message shall be issued to all technology-dependent PMAs. If Auto-Nego-
tiation is disabled at any time including at power-on or reset, the state of PMA_LINK .request(link_control)
isimplementation dependent.

28.2.6.2.3 Effect of receipt
The effect of receipt of this primitive shall be governed by the NLP Receive Link Integrity Test state diagram

(figure 28-17) and the receiving technol ogy-dependent link integrity test function, based on the intent speci-
fied in the primitive semantics.
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28.3 State diagrams and variable definitions

The notation used in the state diagrams (figures 28-14 to 28-17) follows the conventions in 21.5. State dia-
gram variables follow the conventions of 21.5.2 except when the variable has a default value. Variablesin a
state diagram with default values evaluate to the variable default in each state where the variable value is not
explicitly set. Variables using the “mr_x" notation do not have state diagram defaults; however, their appro-
priate initialization conditions when mapped to the MIl interface are covered in 28.2.4 and 22.2.4. The vari-
ables, timers, and counters used in the state diagrams are defined in 28.3, 14.2.3, and 28.2.6.

Auto-Negotiation shall implement the Transmit state diagram, Receive state diagram, Arbitration state dia-
gram, and NLP Receive Link Integrity Test state diagram as depicted in 28.3. Additional requirements to
these state diagrams are made in the respective functional requirements sections. Options to these state dia-
grams clearly stated as such in the functional requirements sections or state diagrams shall be allowed. In the
case of any ambiguity between stated requirements and the state diagrams, the state diagrams shall take pre-

cedence.
Management Interface
W complete_ack i acknowledge_match
al
P transmit_ability consistency_match
hl
Auto-Negotiation P flp_link_good Auto-Negotiation P ability_match Auto-Negotiation
. hl al .
Transmit ) Arbitra ion Receive
. < transmit_ack trat flp_link_good R
Function Eunction d Function
w ack_finished R flp_receive_idle
al Ll
P tx_link_code_word[16:1] rx_link_code_word[16:1]
al
16 4 16
PMA_LINK.indicate PMA_LINK.request
(link_status) (link_control)
TD_AUTONEG RD
Technology-
Dependent - ----- il
Interface
v
Technology-
Dependent
PMAs
100BASE-TX |
100BASE-T4 |
NLP Receive |

Figure 28-13—Functional reference diagram

28.3.1 State diagram variables

A variable with “_[x]” appended to the end of the variable name indicates a variable or set of variables as
defined by “x”. “X” may be asfollows:

al; representsall specific technol ogy-dependent PM As supported in the Local Device and the NLP
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Receive Link Integrity Test state diagram.

HCD; represents the single technol ogy-dependent PMA chosen by Auto-Negotiation as the highest
common denominator technology through the Priority Resolution or Parallel Detection
function. To select 10BASE-T, LIT isused instead of NLP to enable the full 10BASE-T Link
Integrity Test function state diagram.

notHCD; represents all technol ogy-dependent PMAs not chosen by Auto-Negotiation as the highest
common denominator technology through the Priority Resolution or Parallel Detection

function.

TX; represents that the 100BASE-TX PMA isthe signal source.

T4, represents that the 100BASE-T4 PMA isthe signal source.

NLP; represents that the NLP Receive Link Integrity Test function is the signal source.

PD; represents al of the following that are present: 100BASE-TX PMA, 100BASE-T4 PMA, and
the NLP Receive Link Integrity Test state diagram.

LIT; aepr@er)ts the 10BASE-T Link Integrity Test function state diagram is the signal source or

estination.

Variableswith [16:1] appended to the end of the variable name indicate arrays that can be directly mapped to
16-bit registers. For these variables, “[x]” indexes an element or set of elements in the array, where “[x]”
may be as follows:

— Any integer.

— Any variable that takes on integer values.

— NP; represents the index of the Next Page bit.

— ACK; representsthe index of the Acknowledge bit.
— RF; represents the index of the Remote Fault bit.

Variables of the form “mr_x", where x is a label, comprise a management interface that is intended to be
connected to the MIlI Management function. However, an implementation-specific management interface
may provide the control and status function of these bits.

ability_match
Indicates that three consecutive Link Code Words match, ignoring the Acknowledge bit. Three
consecutivewords are any three words received one after the other, regardless of whether theword
has already been used in aword-match comparison or not.

Vaues. false; three matching consecutive Link Code Words have not been received, ignoring
the Acknowledge bit (default).
true; three matching consecutive Link Code Words have been received, ignoring the
Acknowledge bit.

NOTE—Thisvariable is set by this variable definition; it is not set explicitly in the state diagrams.

ack_finished
Statusindicating that thefinal remaining_ack_cnt Link Code Wordswith the Ack bit set have been
transmitted.

Vaues: false; more Link Code Words with the Ack bit set to logic one must be transmitted.
true; all remaining Link Code Words with the Ack bit set to logic one have been
transmitted.

acknowledge_match
Indicates that three consecutive Link Code Words match and have the Acknowledge bit set. Three
consecutivewords are any three words received one after the other, regardless of whether theword
has aready been used in aword match comparison or not.

Values, false; three matching and consecutive Link Code Words have not been received with the
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Acknowledge bit set (default).
true; three matching and consecutive Link Code Words have been received with the
Acknowledge bit set.

NOTE—Thisvariable is set by this variable definition; it is not set explicitly in the state diagrams.

base_page
Status indicating that the page currently being transmitted by Auto-Negotiation istheinitial Link

Code Word encoding used to communicate the device's abilities.

Values. false; apage other than base Link Code Word is being transmitted.
true; the base Link Code Word is being transmitted.

complete_ack
Controls the counting of transmitted Link Code Words that have their Acknowledge bit set.

Values. false; transmitted Link Code Words with the Acknowledge bit set are not counted
(default).
true; transmitted Link Code Words with the Acknowledge bit set are counted.

consistency_match
Indicatesthat the Link Code Word that caused ability_match to be set isthe sasme asthe Link Code
Word that caused acknowledge _match to be set.

Vaues. false; theLink Code Word that caused ability_match to be set isnot the sameasthe Link
Code Word that caused acknowledge _match to be set, ignoring the Acknowledge bit
value.
true; the Link Code Word that caused ability_match to be set isthe same asthe Link
Code Word that caused acknowledge _match to be set, independent of the Acknowledge
bit value.

NOTE—This variable is set by this variable definition; it is not set explicitly in the state diagrams.

desire_np
Statusindicating that the Local Device desiresto engage in Next Page exchange. Thisinformation
comes from the setting of the NP bit in the base Link Code Word stored in the Auto-Negotiation
advertisement register (register 4).

Values. false; Next Page exchangeis not desired.
true; Next Page exchangeis desired.

flp_link_good
Indicates that Auto-Negotiation has compl eted.
Values. false; negotiation isin progress (default).
true; negotiation is complete, forcing the Transmit and Receive functionsto IDLE.
flp_receive idle
Indicatesthat the Receive state diagramisinthe IDLE, LINK PULSE DETECT, or LINK PULSE

COUNT state.
Values. false; the Receive state diagramisnot in the IDLE, LINK PULSE DETECT, or LINK
PULSE COUNT state (default).
true; the Receive state diagram isin the IDLE, LINK PULSE DETECT, or LINK
PULSE COUNT state.
link_control
Thisvariableisdefined in 28.2.6.2.1.
link_status
Thisvariableisdefined in 28.2.6.1.1.
linkpulse

Indicatesthat avalid Link Pulse astransmitted in compliance with figure 14-12 has been received.
Values, false; linkpulseis set to false after any Receive State Diagram state transition (default).
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true; linkpulse is set to true when avalid Link Pulse is received.

mr_autoneg_complete
Status indicating whether Auto-Negotiation has completed or not.

Vaues. false; Auto-Negotiation has not completed.
true; Auto-Negotiation has completed.

mr_autoneg_enable
Controls the enabling and disabling of the Auto-Negotiation function.

Values: false; Auto-Negotiation is disabled.
true; Auto-Negotiation is enabled.
mr_adv_ability[16:1]
A 16-bit array that contains the Advertised Abilities Link Code Word.
For each element within the array:

Values. Zero; databit islogical zero.
One; data bitislogical one.
mr_lp_adv_ability[16:1]
A 16-bit array that contains the Link Partner’s Advertised Abilities Link Code Word.
For each element within the array:

Values. Zero; databit islogical zero.
One; data bitislogical one.

mr_lp_np_able
Status indicating whether the Link Partner supports Next Page exchange.

Values, false; the Link Partner does not support Next Page exchange.
true; the Link Partner supports Next Page exchange.

mr_np_able
Status indicating whether the Local Device supports Next Page exchange.

Vaues. false; the Loca Device does not support Next Page exchange.
true; the Local Device supports Next Page exchange.

mr_|p_autoneg_able
Status indicating whether the Link Partner supports Auto-Negotiation.

Values. false; the Link Partner does not support Auto-Negotiation.
true; the Link Partner supports Auto-Negotiation.

mr_main_reset
Controls the resetting of the Auto-Negotiation state diagrams.

Values: false; do not reset the Auto-Negotiation state diagrams.
true; reset the Auto-Negotiation state diagrams.

mr_next_page |loaded
Status indicating whether a new page has been loaded into the Auto-Negotiation Next Page
Transmit register (register 7).

Values: false; aNew Page has not been loaded.
true; a New Page has been loaded.

mr_np_tx[16:1]
A 16-hit array that contains the new Next Page to transmit.
For each element within the array:

Vaues: Zero; databit islogica zero.
One; databitislogical one.
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mr_page rx
Statusindicating whether a New Page has been received. A New Page has been successfully
received when acknowledge _match=true and consistency _match=true and the Link Code Word

has been written to mr_Ip_adv_ability[16:1].

Vaues. false; a New Page has not been received.
true; a New Page has been received.

mr_parallel_detection_fault
Error condition indicating that while performing Parallel Detection, either
flp_receive idle =fase, or zero or more than one of the following indications were present when
the autoneg_wait_timer expired. Thissignal is cleared on read of the Auto-Negotiaion expansion
register.
1) link_status [NLP] = READY
2) link_status [TX] = READY
3) link_status [T4] = READY
Vaues. false; Exactly one of the above three indications was true when the
autoneg_wait_timer expired, and flp_receive idle = true.
true; either zero or more than one of the above three indications was true when the
autoneg_wait_timer expired, or flp_receive_idle = false.
mr_restart_negotiation
Controls the entrance to the TRANSMIT DISABLE state to break the link before Auto-
Negotiation is allowed to renegotiate via management control.

Values. false; renegotiation is not taking place.
true; renegotiation is started.
power_on
Condition that is true until such time as the power supply for the device that contains the Auto-
Negotiation state diagrams has reached the operating region or the device has low power mode set
viaMII control register bit 0.11.

Vaues. false; the device is completely powered (default).
true; the device has not been completely powered.

rx_link_code_word[16:1]
A 16-bit array that contains the data bits to be received from an FLP Burst.
For each element within the array:

Vaues. zero; databitisalogica zero.
one; datahit isalogical one.

single_link_ready
Statusindicating that flp_receive_idle=trueand only onethe of thefollowing indicationsis being
received:
1) link_status [NLP] = READY
2) link_status [TX] = READY
3) link_status [T4] = READY
Values, false; either zero or more than one of the above three indications are true or
flp_receive idle = false.
true; Exactly one of the above three indications is true and flp_receive_idle = true.

NOTE—Thisvariable is set by this variable definition; it is not set explicitly in the state diagrams.

TD_AUTONEG
Controls the signal sent by Auto-Negotiation on the TD_AUTONEG circuit.

Vaues: idle; Auto-Negotiation prevents transmission of al link pulses on the MDI.
link_test_pulse; Auto-Negotiation causes asingle link pulse as defined by figure 14-12
to be transmitted on the MDI.
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toggle rx
Flag to keep track of the state of the Link Partner’s Toggle bit.

Vaues. 0; Link Partner’s Toggle bit equals logic zero.

1; Link Partner’s Toggle bit equalslogic one.
toggle tx

Flag to keep track of the state of the Local Device's Toggle hit.

Values: 0; Local Device' s Toggle bit equalslogic zero.

1; Local Device' s Toggle hit equals logic one.
transmit_ability

Controls the transmission of the Link Code Word containing tx_link_code word[16:1].
Values:

false; any transmission of tx_link_code word[16:1] is halted (default).
true; the transmit state diagram begins sending tx_link_code word[16:1].
transmit_ack

Controls the setting of the Acknowledge bit in the tx_link_code_word[16:1] to be transmitted.
Values. false; setsthe Acknowledge bit in the transmitted tx_link_code_word[16:1] to alogic
zero (default).

true; sets the Acknowledge bit in the transmitted tx_link_code word[16:1] to alogic
one.
transmit_disable
Controls the transmission of tx_link_code word[16:1].
Vaues. false; tx_link_code word[16:1] transmission is alowed (default).
true; tx_link_code word[16:1] transmission is halted.
tx_link_code_word[16:1]
A 16-bit array that contains the data bits to be transmitted in an FLP Burst. This array may be
loaded from mr_adv_ability or mr_np_tx.
For each element within the array:
Values: Zero; databit islogica zero.
One; databitislogical one.

28.3.2 State diagram timers

All timers operate in the manner described in 14.2.3.2.
autoneg_wait_timer

Timer for the amount of time to wait before eval uating the number of link integrity test functions
with link_status=READY asserted. The autoneg_wait_timer shall expire 500-1000 ms from the
assertion of link_status=READY from the 100BASE-TX PMA, 100BASE-T4 PMA, or the NLP
Receive State diagram.

break_link_timer

Timer for the amount of timetowait in order to assurethat the Link Partner entersaLink Fail state.
The timer shall expire 1200-1500 ms after being started.

data_detect_ max_timer

Timer for the maximum time between a clock pulse and the next link pulse. Thistimer isused in
conjunction with the data_detect_min_timer to detect whether the data bit between two clock
pulsesisalogic zero or alogic one. The data_detect_max_timer shall expire 78-100 s from the
last clock pulse.

data_detect_min_timer
Timer for the minimum time between a clock pulse and the next link pulse. Thistimer isused in

conjunction with the data_detect_max_timer to detect whether the data bit between two clock
pulsesisalogic zero or alogic one. The data_detect min_timer shall expire 1547 ps from the
last clock pulse.
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flp_test_max_timer
Timer for the maximum time between two link pulses within an FLP Burst. Thistimer isused in
conjunction with the flp_test_min_timer to detect whether the Link Partner is transmitting FLP
Bursts. The flp_test_max_timer shall expire 165-185 ps from the last link pulse.

flp_test min_timer
Timer for the minimum time between two link pulses within an FLP Burst. Thistimer isused in
conjunction with the flp_test_max_timer to detect whether the Link Partner is transmitting FLP
Bursts. The flp_test_min_timer shall expire 5-25 ps from the last link pulse.

interval_timer
Timer for the separation of atransmitted clock pulse from adata bit. The interval_timer shall
expire 55.5—69.5 ps from each clock pulse and data bit.

link_fail_inhibit_timer
Timer for qualifying alink_status=FAIL indication or alink_status=READY indication when a
specific technology link isfirst being established. A link will only be considered “failed” if the
link_fail_inhibit_timer has expired and the link has till not gone into the link_status=OK state.
Thelink_fail_inhibit_timer shall expire 7501000 ms after entering the FLP LINK GOOD
CHECK dtate.

NOTE—The link_fail_inhibit_timer expiration value must be greater than the time required for the Link
Partner to complete Auto-Negotiation after the Local Device has completed Auto-Negotiation plus the time
required for the specific technology to enter the link_status=OK state. The maximum time difference
between aLocal Device and its Link Partner completing Auto-Negotiation is

(Maximum FLP Burst to FLP Burst separation) x (Maximum number of FLP Bursts needed to complete
acknowledgment) = (24 ms) x (8 bursts) = 192 ms.

For example, 100BASE-T4 requires approximately 460 ms to enter link_status=OK for a total minimum
link_fail_inhibit_timer time of 652 ms. The lower bound for the link_fail_inhibit_timer was chosen to pro-
vide adequate margin for the current technologies and any future PMAS.

nip_test max_timer
Timer for the maximum time that no FLP Burst may be seen before forcing the receive state
diagram to the IDLE state. The nlp_test_ max_timer shall expire 50-150 ms after being started or
restarted.

nlp_test_min_timer
Timer for the minimum time between two consecutive FLP Bursts. The nlp_test_min_timer shall
expire 5-7 ms after being started or restarted.

transmit_link_burst_timer
Timer for the separation of atransmitted FLP Burst from the next FLP Burst. The
transmit_link_burst_timer shall expire 5.7-22.3 ms after the last transmitted link pulsein an FLP

Burst.
Table 28-8—Timer min./max. value summary
Parameter Min. Typ. Max. Units
autoneg_wait_timer 500 1000 ms
break_link_timer 1200 1500 ms
data_detect_min_timer 15 47 ps
data_detect_max_timer 78 100 ps
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Table 28-8—Timer min./max. value summary (Continued)

Par ameter Min. Typ. Max. Units
flp_test_min_timer 5 25 ps
flp_test_ max_timer 165 185 ps
interval_timer 55.5 62.5 69.5 [
link_fail_inhibit_timer 750 1000 ms
nlp_test max_timer 50 150 ms
nip_test min_timer 5 7 ms
transmit_link_burst_timer 5.7 14 223 ms

28.3.3 State diagram counters

flp_cnt
A counter that may take on integer valuesfrom 0to 17. This counter is used to keep a count of the
number of FLPs detected to enable the determination of whether the Link Partner supports Auto-
Negotiation.
Vaues. not_done; 0to5inclusive.

done; 6to 17 inclusive.
init; counter isreset to zero.

remaining_ack_cnt
A counter that may take oninteger valuesfrom 0 to 8. The number of additional Link Code Words
with the Acknowledge Bit set to logic one to be sent to ensure that the Link Partner receives the
acknowledgment.

Values. not_done; positive integers between 0 and 5 inclusive.
done; positive integers 6 to 8 inclusive (default).
init; counter isreset to zero.
rx_bit_cnt
A counter that may take on integer valuesfrom 0to 17. This counter isused to keep acount of data
bits received from an FLP Burst and to ensure that when erroneous extra pulses are received, the
first 16 bits are kept while the rest are ignored. When this variable reaches 16 or 17, enough data
bits have been received. This counter does not increment beyond 17 and does not return to O until
it isreinitialized.
Vaues. not_done; 1to 15inclusive.
done; 16 or 17
init; counter is reset to zero.
rx_bit_cnt_check; 10to 17 inclusive.
tx_bit_cnt
A counter that may take on integer valuesfrom 1to 17. Thiscounter isused to keep acount of data
bits sent within an FLP Burst. When this variable reaches 17, all data bits have been sent.

Values. not_done; 1to 16 inclusive.
done; 17.
init; counter isinitialized to 1.
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28.3.4 State diagrams

power_on=true +
mr_main_reset=true +
mr_autoneg_enable=false +
flp_link_good=true +
transmit_disable=true

TRANSMIT REMA N NG
DLE complete_ack=true O ACKNOWLEDGE
transmit_link_burst_timer_done

Start transmit_link_burst_timer
remaining_ack_cnt [ done

Y
%"l remaining_ack_cnt O init

A complete_ack=false
remaining_ack_cnt=done +| transmit_ability=true 0 ucT
ack_finished=true + transmit_link_burst_timer_done
complete_ack=false *
TRANSMIT COUNT ACK TRANSMIT AB LITY
Start transmit_link_burst_timer tx_bit_cnt O init
remaining_ack_cnt O
remaining_ack_cnt+1
IF (remaining_ack_cnt = done)
THEN ack_finished O true »
transmit_link_burst_timer_done
UCT
A 4
b bit_cnt=done [ TRANSMIT CLOCK BIT
remaining_ack_cnt=not_done
Start interval_timer
TD_AUTONEG O link_test_pulse

tx_bit_cnt=done O
remaining_ack_cnt=done A

interval_timer_done interval_timer_done

A 4
TRANSMIT DATA BIT

Start interval_timer

IF (tx_link_code_word[tx_bit_cnt] = 1 THEN
(TD_AUTONEGD link_test_pulse)

ELSE TD_AUTONEG 0O idle

tx_bit_cnt O tx_bit_cnt+1

Figure 28-14—Transmit state diagram
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flp_link_good=true +

mr_autoneg_enable=false +

power_on=true +
mr_main_reset=true

v

I

DLE

flp_cnt O init
flp_receive_idle O true

¢ linkpulse=true

LINK PULSE DETECT

Start flp_test_min_timer
Start flp_test_max_timer
flp_receive_idle O true

v

|

linkpulse=true O
flp_test_min_timer_done O
flp_test_max_timer_not_done

LINK PULSE COUNT

flp_cnt O flp_cnt +1
flp_receive_idle O true

flp_cnt=not_done

SUPPLEMENT TO 802.3:

flp_test_max_timer_done +
(linkpulse=true O
flp_test_min_timer_not_done)

IR

FLP PASS

Start nlp_test_max_timer
Start flp_test_max_timer
rx_bit_cnt O init

flp_cnt=done

.

FLP CHECK

IF rx_bit_cnt = rx_bit_cnt_check

nlp_test_max_timer_done

THEN
Start nlp_test_max_timer

|
flp_test_max_timer_done 0
linkpulse=false

linkpulse=true

linkpulse=true
h 4

FLP CAPTURE

rx_bit_cnt O init
Start nlp_test_min_timer

UCT

linkpulse=true O

data_detect_max_timer_done

+ 4

linkpulse=true O
nlp_test_min_timer_not_done 0
data_detect_min_timer_done

FLP CLOCK

Start data_detect_max_timer

Start data_detect_min_timer
rx_bit_cnt O rx_bit_cnt+1

FLP DATA_O

linkpulse=true O
data_detect_min_timer_done O
data_detect_max_timer_not_done

rx_link_code_word[rx_bit_cnt] 0 0

FLP DATA_1

—

UcT

nlp_test_min_timer_done

rx_link_code_word[rx_bit_cnt] O 1
Start data_detect_min_timer

nlp_test_

A\ 4

min_timer_done

A

I

Figure 28-15—Receive state diagram
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ABILITY DETECT

A 4

transmit_ability O true
mr_Ip_autoneg_able O false mr_adv_ability[16:1]
link_control_[PD] O
SCAN_FOR_CARRIER
toggle_tx O
mr_adv_ability[12]
ability_match O false
acknowledge_match O false consistency_match [ false

tx_link_code_word[16:1] O

mr_page_rx [ false
base_page O true
mr_lp_np_able O false
ack_finished O false
desire_np O false

UCT

PARALLEL DETECTION FAULT

mr_parallel_detection_fault O true
link_control_[all] O DISABLE

ability_match=true

break_link_timer_done
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TRANSMIT DISABLE

Start break_link_timer
link_control_[all] O

DISABLE

transmit_disable [ true
mr_page_rx O false
mr_autoneg_complete O false

A

mr_next_page_loaded O false

ACKNOWLEDGE DETECT

transmit_ability O true
transmit_ack O true
mr_Ip_autoneg_able O true
link_control_[all] 0 DISABLE

(acknowledge_match=true [J
consistency_match=false) +
flp_receive_idle=true

A link_status_[T4]=READY + |,
link_status_[TX]=READY + N
link_status_[NLP]=READY acknowledge_match=true 0
y consistency_match=true
single_link_ready=false v
L NK STATUS CHECK COMPLETE ACKNOWLEDGE
Start autoneg_wait_timer complete_ack O true toggle_rx O rx_link_code_word[12]

transmit_ability O true
transmit_ack O true
IF(base_page = true O
rx_link_code_word[NP] = 1)
THEN mr_Ip_np_able O true
IF(base_page = true 0
tx_link_code_word[NP] = 1)
THEN desire_np O true

toggle_tx O !toggle_tx
mr_page_rx O true

transmit_disable O true

power_on=true +
mr_main_reset=true +
mr_restart_negotiation=true +
mr_autoneg_enable=false

|

AUTO-NEGOTIATION ENABLE

single_link_ready=true O
autoneg_wait_timer_done

(ack_finished=true O
(mr_np_able=false +
desire_np=false +
mr_Ip_np_able=false)) +
(ack_finished=true O
mr_np_able=true O
mr_Ip_np_able=true O
tx_link_code_word[NP]=0 O
rx_link_code_word[NP]=0)

mr_page_rx O false
mr_autoneg_complete O false
mr_parallel_detection_fault O false

ack_finished=true O
mr_np_able=true O
desire_np=true O
mr_lp_np_able=true O
mr_next_page_loaded=true [
((tx_link_code_word[NP]=1) +
(rx_link_code_word[NP]=1))

mr_autoneg_enable=true

A 4 1~ v -
¢ FLP LINK GOOD CHECK | NEXT PAGE WAIT |
link_control_[notHCD] O | transmit_ability O true
mr_page_rx [ false

FLP L NK GOOD

flp_link_good O true

DISABLE b 0 fal ability_match=true O
ase_page [ false
mr_autoneg_complete [ true link_control_[HCD] O X IinT(pc?)de word[16:13] 0 mr_np_tx[16:13] (toggle_nx
ENABLE T — . - ’ rx_link_code_word[12])=1)

tx_link_code_word[12] I toggle_tx
tx_link_code_word[11:1] O mr_np_tx[11:1] |
ack_finished O false

mr_next_page_loaded [ false |

'Y
»
flp_receive_idle=true

start link_fail_inhibit_timer

I
I
I
flp_link_good O true |
I
I

_ _ Optional Implementation _ _ _ _ _|

(link_status_[HCD]=FA L +
link_status_[HCD]=READY) [J
link_fail_inhibit_timer_done

link_status_[HCD]=OK

link_status_[HCD]=FAIL

\A A /

NOTE—The transition from COMPLETE ACKNOWLEDGE
to FLP LINK GOOD CHECK can be simplified to
“ack_finished=true” if the optional Next Page function

is not supported.

NOTE—ability_match, acknowledge_match, single_link_ready, and
consistency_match are set according to the

variable definitions and are not set explicitly in the state

diagrams.

Figure 28-16—Arbitration state diagram
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e '

NLP TEST PASS

RD = active +
(link_test_rcv = true O
link_test_min_timer_done)

start link_loss_timer
start link_test min_timer
link_status O READY

link_loss_timer_done O

RD =idle O
link_test_rcv = false

power_on=true +
mr_main_reset=true

ﬁ l vV Vv ﬁ

NLP TEST FA L RESET NLP TEST FAIL COUNT
link_count O 0

xmit O disable link_count O link_count + 1
rcv O disable xmit O disable

link_status O FAIL rcv O disable

link_test_rcv = false O

link_test_rcv = false ORD = idle ¢ RD = idle
link_control=DISABLE A 4
l NLP TEST FA L
NLP DETECT FREEZE start link_test_min_timer

start link_test max_timer
xmit O disable
rev O disable

xmit O disable
rcv O disable

link_status O FAIL

I

link_test_min_timer_done [
link_test_rcv = true

link_count = Ic_max

link_control=
SCAN_FOR_CARRIER

NLP TEST FAIL EXTEND

xmit O disable (RD = idle Olink_test_max_timer_done) +
rev O disable (link_test_min_timer_not_done O
link_test_rcv = true)

RD =idle DO = idle

NOTE—The variables link_control and link_status are viewed as dedicated signals
by the NLP Receive Link integrity Test state diagram, but are viewed as
link_control_[NLP] and link_status_[NLP] by the Auto-Negotiation Arbitration state diagram, figure 28-16.

Figure 28-17—NLP Receive Link Integrity Test state diagram

28.4 Electrical specifications

The electrical characteristics of pulses within FLP Bursts shall be identical to the characteristics of NLPs
and shall meet the requirements of figure 14-12.

It isthe responsibility of the technol ogy-specific Transmit and Receive functions to interface to the MDI cor-
rectly.

NOTE—The requirements relative to the interface to the MDI are specified via the Transmit Switch and Receive Switch
functions.

This is anpgchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00287



IEEE
CSMA/CD Std 802.3u-1995

28.5 Protocol Implementation Conformance Statement (PICS) proforma for clause 28,
Physical Layer link signaling for 10 Mb/s and 100 Mb/s Auto-Negotiation on twisted

pair?’

28.5.1 Introduction

The supplier of a protocol implementation that is claimed to conform to IEEE Std 802.3u-1995, Physical
Layer link signaling for 10 Mb/s and 100 Mb/s Auto-Negotiation on twisted pair, shall complete the follow-

ing Protocol Implementation Conformance Statement (PICS) proforma.

A detailed description of the symbols used in the PICS proforma, along with instructions for completing the
PICS proforma, can be found in clause 21.

28.5.2 ldentification

28.5.2.1 Implementation identification

Supplier

Contact point for enquiries about the PICS

Implementation Name(s) and Version(s)

Other information necessary for full identification—e.g.,
name(s) and version(s) for machines and/or operating
systems; System Names(s)

NOTES

1—Only the first three items are required for al implementations; other information may be completed as appropri-
ate in meeting the requirements for the identification.

2—The terms Name and Version should be interpreted appropriately to correspond with a supplier’s terminology
(e.g., Type, Series, Model).

28.5.2.2 Protocol summary

Identification of protocol standard |EEE Std 802.3u-1995, Physical Layer link signaling for
10 Mb/s and 100 Mb/s Auto-Negotiation on twisted pair

| dentification of amendmentsand corrigendato thisPICS
proformathat have been completed as part of thisPICS

Have any Exception items been required? No[] Yes[]
(See clause 21; the answer Yes means that the implementation does not conform to |EEE Std 802.3u-1995.)

Date of Statement

27Copyright release for PICSproformas Users of this standard may freely reproduce the PICS proformain this annex so that it can be
used for itsintended purpose and may further publish the completed PICS.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggsd.
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28.5.3 Major capabilities/options

SUPPLEMENT TO 802.3:

Item Feature Subclause Status Support Value/comment

10BT Implementation supports a 28.1.2 (0] N/A
10BASE-T data service

*NP Implementation supports Next | 28.1.2 (@) N/A
Page function

*MII Implementation supports the 28.1.2 o/l N/A
MII Management Interface

MGMT | Implementation supports 28.1.2 o/l N/A
anon-MIl Management
Interface

*NOM Implementation does not sup- 28.1.2 o/l N/A
port management

*RF Implementation supports 28.2.35 o N/A
Remote Fault Sensing

28.5.4 PICS proforma tables for Physical Layer link signaling for 10 Mb/s and 100 Mb/s Auto-
Negotiation on twisted pair

28.5.4.1 Scope

Item Feature Subclause Status | Support Value/comment

1 MII Management Interface 28.1.3 MII:M Implemented in accordance

control and status registers with the definitionsin clause
22 and 28.2.4

2 CSMA/CD compatibledevices | 28.1.4 M Auto-Negotiation function
using an eight-pin modular implemented in compliance
connector and using asignal- with clause 28
ing method to automatically
configure the preferred mode
of operation

3 Device uses 10BASE-T com- 28.1.4 M Auto-Negotiation function
patible link signaling to adver- implemented in compliance
tise non-CSMA/CD abilities with clause 28

4 Future CSMA/CD implemen- 28.1.4 M Interoperable with devices
tations that use an eight-pin compliant with clause 28
modular connector
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28.5.4.2 Auto-Negotiation functions
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Item Feature Subclause Status | Support Value/comment
1 Transmit 28.2 M Complies with figure 28-14
2 Receive 28.2 M Complies with figure 28-15
3 Arbitration 28.2 M Complies with figure 28-16
4 NLP Receive Link Integrity 28.2 M Complies with figure 28-17
Test
5 Technol ogy-Dependent 28.2 M Complieswith 28.2.6
Interface
6 Technol ogy-dependent link 28.2 M Implemented and interfaced to
integrity test for those technologies sup-
ported by device
7 Management 28.2 (0] MII based or aternate
management
28.5.4.3 Transmit function requirements
Item Feature Subclause Status | Support Value/comment
1 FLP Burst transmission 28.2.1.1 M Not transmitted once Auto-
Negotiation is complete and
highest common denominator
PMA has been enabled.
Prohibited other than for link
start-up
2 FLP Burst composition 282111 M Pulses in FLP Bursts meet the
requirements of figure 14-12
3 FLP Burst pulse definition 282111 M 17 odd-numbered pul se posi-
tions represent clock informa-
tion; 16 even-numbered pulse
positions represent data
information
4 Thefirst pulseinan FLPBurst | 28.2.1.1.2 M Defined as a clock pulse for
timing purposes
5 FLP Burst clock pulse spacing | 28.2.1.1.2 M Within an FLP Burst, spacing
is125+ 14 s
6 Logic one data bit 28.2.1.1.2 M Pulse transmitted 62.5 + 7 ps
representation after the preceding clock pulse
7 Logic zero data bit 282112 M No link integrity test pulses
representation within 111 ps of the preceding
clock pulse
8 Consecutive FLP Bursts 28.21.1.2 M Thefirst link pulsein each FLP
Burst is separated by 16 + 8 ms
9 FLP Burst base page 28.21.2 M Conforms to figure 28-7
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SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/comment
10 FLP Burst bit transmission 28.21.2 M TransmissionisDOfirstto D15
order last
11 Selector Field values 282121 M Only defined values
transmitted
12 Technology Ability Field 28.2.1.2.2 M Implementation supportsadata
values service for each ability setin
the Technology Ability Field
13 Remote Fault bit 28.21.2.3 M Used in accordance with the
Remote Fault function specifi-
cations
14 Acknowledge bit set, no Next 282124 M Set to logic onein the Link
Page to be sent Code Word after the reception
of at least three consecutive
and consistent FLP Bursts
15 Acknowledge bit set, Next 28.2.1.24 NP:M Set to logic one in the transmit-
Page to be sent ted Link Code Word after the
reception of at least three con-
secutive and consistent FLP
Bursts and the current receive
Link Code Word is saved
16 Number of Link Code Words 28.2.1.24 M 6 to 8 inclusive after COM-
sent with Acknowledge bit set PLETE ACKNOWLEDGE
state entered
17 Device does not implement 28.2.1.25 M NP=0 in base Link Code Word
optional Next Page ability
18 Device implements optional 28.2.1.25 NP:M NP=1in base Link Code Word
Next Page ability and wishesto
engage in Next Page exchange
19 Transmit Switch function 28.2.1.3 M Enables the transmit path from
on completion of Auto- a single technol ogy-dependent
Negotiation PMA to the MDI once the
highest common denominator
has been selected
20 Transmit Switch function dur- | 28.2.1.3 M Connects FLP Burst generator
ing Auto-Negotiation governed by figure 28-14 to
the MDI
21 Signals presented at MDI after | 28.2.1.3 M Conform to appropriate PHY
connection through Transmit specifications
Switch from PMA
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28.5.4.4 Receive function requirements
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Item Feature Subclause Status | Support Value/comment

1 Timer expiration 28.2.2.1 M Timer definition in 28.3.2, val-
ues shown in table 28-8

2 Identification of Link Partner 28221 M Reception of 6 to 17 (inclu-
asAuto-Negotiation able sive) consecutive link pulses

separated by at least
flp_test_min_timer time but
lessthan flp_test_max_timer
time

3 First FLP Burst identifying 28221 M Data recovered is discarded if
Link Partner as Auto-Negotia- FLP Burst isincomplete
tion able

4 Firstlink pulseinan FLPBurst | 28.2.2.1 M Interpreted as a clock link
pulse

5 Restart of the 28221 M Detection of aclock link pulse
data_detect_min_timer and (figure 28-9)
data detect_max_timer

6 Reception of logic one 28221 M Link pulse received between
greater than
data_detect min_timer time
and lessthan
data_detect_max_timer time
after aclock pulse (figure 28-9)

7 Reception of logic zero 28221 M Link pulse received after
greater than
data_detect_max_timer time
after clock pulse, istreated as
clock pulse (figure 28-9)

8 FLP Bursts separation 28221 M Conformsto the
nip_test_min_timer and
nip_test max_timer timing
(figure 28-10)

9 Receive Switch function 28.2.2.3 M Enables the receive path from
on completion of Auto- the MDI to asingle technol-
Negotiation ogy-dependent PMA once the

highest common denominator
has been selected

10 Receive Switch function dur- 28.2.2.3 M Connectsthe MDI to the FLP
ing Auto-Negotiation and NL P receiversgoverned by

figures 28-15and 28-17, and to
the 100BASE-TX and
100BASE-T4 receiversif
present

11 Signalspresented to PMA after | 28.2.2.3 M Conform to appropriate PHY
connection through Receive specifications
Switch from MDI

12 Generation of ability_match, 28224 M Responsibility of Receive
acknowledge_match, and function in accordance with
consistency_match 28.3.1
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28.5.4.5 Arbitration functions

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/comment
1 MDI receiveconnectionduring | 28.2.3.1 M Connected to the NLP Receive
Auto-Negotiation, prior to FLP Link Integrity Test state dia-
detection gram, and thelink integrity test
functions of 100BASE-TX
and/or 100BASE-T4. Not con-
nected to the 10BASE-T or any
other PMA
2 Parallel detection operational 28231 M Set link_control=ENABLE for
mode selection the single PMA indicating
link_status=READY when the
autoneg_wait_timer expires
3 Parallel detection PMA control | 28.2.3.1 M Set link_control=DISABLE
to al PMAs except the
selected operational PMA and
indicate Auto-Negotiation has
completed
4 Parallel detection setting of 28.2.3.1 M On transition to the FLP LINK
link partner ability register GOOD CHECK state from the
LINK STATUS CHECK state
the Parallel Detection function
shall set the bit in the link part-
ner ability register (register 5)
corresponding to the technol-
ogy detected by the Parallel
Detection function
5 Response to renegotiation 28.2.32 M Disable al technol ogy-depen-
request dent link integrity test func-
tions and halt transmit activity
until break_link_timer expires
6 Auto-Negotiation resumption 28.2.3.2 M Issue FLP Bursts with base
pagevalidin
tx_link_code word[16:1] after
break_link_timer expires
7 Priority resolution 28.2.3.3 M Single PMA connected to MDI
is enabled corresponding to
Technology Ability Field bit
common to both Local/Link
Partner Device and that has
highest priority as defined by
annex 28B
8 Effect of receipt of reserved 28.2.33 M Local Device ignores during
Technology Ability Field biton priority resolution
priority resolution
9 Effect of parallel detection on 28.2.33 M Local Device considers tech-
priority resolution nology identified by parallel
detection asHCD
10 Valuesfor HCD and 28.2.3.3 M HCD=NULL
link_status [HCD] inthe event link_status [HCD]=FAIL
there is no common technol-
ogy
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Item Feature Subclause Status | Support Value/comment
11 Message Page to Unformatted | 28.2.3.4 NP:M Each series of Unformatted
Page relationship for non- Pagesis preceded by an Mes-
matching Selector Fields sage Page containing ames-
sage code that defines how the
following Unformatted Page(s)
will be interpreted
12 Message Page to Unformatted | 28.2.3.4 NP:M Use of Message Pagesis speci-
Page relationship for matching fied by the Selector Field value
Selector Fields
13 Transmission of Null message | 28.2.3.4 NP:M Sent with NP=0 on comple-
codes tion of all Next Pages while
Link Partner continues to
transmit valid Next Page
information
14 Reception of Null message 28234 NP:M Recognized as indicating end
codes of Link Partner's Next Page
information
15 Next Page encoding 28.234.1 NP:M Comply with figures 28-11 and
28-12 for the NP, Ack, MP,
Ack2, and T bits
16 Message/Unformatted Code 28.234.1 NP:M D10-D0 encoded as Message
Field Code Field if MP=1 or Unfor-
matted Code Field if MP=0
17 NP bit encoding 28.2.34.2 NP:M Logic O=last page, logic
1=additional Next Page(s)
follow
18 Message Page hit encoding 28.2.34.4 NP:M Logic 0=Unformatted Peage,
logic 1=Message Page
19 Ack?2 hit encoding 28.2.345 NP:M Logic O=cannot comply with
message; logic 1= will comply
with message
20 Toggle 28.2.3.4.6 NP:M Takes the opposite value of the
Toggle bit in the previously
exchanged Link Code Word
21 Toggle encoding 28.2.3.4.6 NP:M Logic zero = previous value of
the transmitted Link Code
Word equalled logic one
Logic one = previous value of
the transmitted Link Code
Word equalled logic zero
22 Message Page encoding 28.2.34.7 NP:M If MP=1, Link Code Word
interpreted as Message Page
23 Message Code Field 28.2.3.4.8 NP:M Combinations not shown in
annex 28B are reserved and
may not be transmitted
24 Unformatted Page encoding 282349 NP:M If MP=0, Link Code Word
interpreted as Unformatted
Page
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Item Feature Subclause Status | Support Value/comment
25 Minimum Next Page exchange | 28.2.3.4.11 | NP:.M If both devices indicate Next

Page able, both send a mini-
mum of one Next Page

26 Multiple Next Page exchange 28.234.11 | NPM If both devices indicate Next
Page able, exchange continues
until neither Local/Remote
Device has additiona informa-
tion; device sends Next Page
with Null Message Codeiif it
has no information to transmit

27 Unformatted Page ordering 2823411 | NPM Unformatted Pages immedi-
ately follow the referencing
Message Code in the order

specified by the Message Code

28 Next Page Transmit register 28.234.12 | NP:M Definedin 28.2.4.1.6

29 Next Page receive data 28.2.34.12 | NP.O May be stored in Auto-Negoti-
ation link partner ability
register

30 Remote Fault sensing 28.2.35 RF:M Optiona

31 Transmission of RF bit by 28.2.35 M If Local Device has no method

Local Device to set RF bit, it must transmit

RF bit with value of RF bitin
Auto-Negotiation advertise-
ment register (4.13)

32 RF bit reset 28.2.35 M Once set, the RF bit remains
set until successful renegotia-
tion with the base Link Code

Word
33 Receipt of Remote Fault indi- 28.2.35 MIl:M Device sets the Remote Fault
cation in Base Link Code Word bit in the M| status register
(1.4) tologic oneif Mll is
present
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28.5.4.6 Management function requirements
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Item Feature Subclause Status | Support Value/comment
1 Mandatory M| registers for 28.24.1 MII:M Registers0, 1, 4,5, 6
Auto-Negotiation
2 Optional MII register for Auto- | 28.2.4.1 MII* Register 7
Negotiation NP:M
3 Auto-Negotiation enable 28.24.1.1 MII:M Set control register Auto-
Negotiation Enable bit (0.12)
4 Manual Speed/Duplex settings | 28.2.4.1.1 MII:M When bit 0.12 set, control reg-
ister Speed Detection (0.13)
and Duplex Mode (0.8) are
ignored, and the Auto-Negotia-
tion function determines link
configuration
5 control register (register 0) 282411 MII:M PHY returns value of onein
Restart Auto-Negotiation (0.9) 0.9 until Auto-Negotiation has
default been initiated
6 control register (register 0) 28.24.1.1 MII:M When 0.9 set, Auto-Negotia-
Restart Auto-Negotiation (0.9) tion will (re)initiate. On com-
set pletion, 0.9 will be reset by the
PHY device. Writing azero to
0.9 at any time has no effect
7 control register (register 0) 282411 MIl:M 0.9 is self-clearing; writing a
Restart Auto-Negotiation (0.9) zero to 0.9 at any time has no
reset effect
8 status register (register 1) 28.24.1.2 MII:M If bit 0.12 reset, or aPHY
Auto-Negotiation Complete lacks the ability to perform
(1.5) reset Auto-Negotiation, (1.5) is reset
9 status register (register 1) 28.24.1.2 MII:M Set by the PHY and remains
Remote Fault (1.4) set until either the status regis-
ter isread or the PHY isreset
10 advertisement register power 28.24.1.3 MII:M Selector field as defined in
on default annex 28A; Ack=0; Technol-
ogy Ability Field based on Ml
status register (1.15:11) or log-
ical equivalent
11 link partner ability register 282414 MII:M Read only; write has no effect
read/write
12 link partner ability register bit 28.24.1.4 MII:M Direct representation of the
definitions received Link Code Word (fig-
ure 28-7)
13 status register (register 1) 282414 MII:M Set to logic one upon success-
Auto-Negotiation Complete ful completion of Auto-Negoti-
(1.5) set ation
14 Auto-Negotiation expansion 28.24.15 MII:M Read only; write has no effect
register (register 6)
15 Link Partner Auto-Negotiation | 28.2.4.1.5 MII:M Set to indicate that the Link
Ablebit (6.0) Partner is able to participate in
the Auto-Negotiation function
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SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/comment
16 Page Received bit (6.1) set 28.24.15 MII:M Set to indicate that anew Link
Code Word has been received
and stored in the Auto-Negoti-
ation link partner ability
register
17 Page Received hit (6.1) reset 28.24.1.5 MII:M Reset on aread of the Auto-
Negotiation expansion register
(register 6)
18 The Next Page Able bit (6.2) 28.2.4.15 NP* Set to indicate that the Local
set MII:M Device supports the Next Page
function
19 The Link Partner Next Page 28.2.4.1.5 MI1:M Set to indicate that the Link
Able bit (6.3) set Partner supports the Next Page
function
20 Parallel Detection Fault bit 28.2.4.1.5 MI1:M Set to indicate that zero or
(6.4) set more than one of the NLP
Receive Link Integrity Test
function, 100BASE-TX, or
100BASE-T4 PMAs have indi-
cated link_status=READY
when the autoneg_wait_timer
expires
21 Parallel Detection Fault bit 28.2.4.1.5 MI1:M Reset on aread of the Auto-
(6.4) reset Negotiation expansion register
(register 6)
22 Next Page Transmit register 28.2.4.1.6 NP* On power-up, contains value of
default MII:M 2001 H
23 Write to Next Page Transmit 28.2.4.1.6 NP* mr_next_page |oaded set to
register MII:M true
24 Absence of management 28.2.5 NOM:M Advertised abilities provided
function through alogical equivalent of
mr_adv_ability[16:1]
25 Next Page support in absence 28.2.5 NOM:M Device must provide logical
of MII management equivalent of mr_np_able,
mr_lp_np_able, or
mr_next_page |oaded vari-
ablesin order to set NP bitin
transmitted Link Code Word

This is anpfgchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00297



CSMA/CD

28.5.4.7 Technology-dependent interface
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Item Feature Subclause Status | Support Value/comment
1 PMA_LINK.indicate 28.2.6.1.1 M link_status set to READY, OK
(link_status) values or FAIL
2 PMA_LINK.indi- 28.2.6.1.2 M Technol ogy-dependent PMA
cate(link_status) generation and NLP Receive Link Integ-
rity Test state diagram (figure
28-17) responsibility
3 PMA_LINK.indi- 28.2.6.1.3 M Governed by the state diagram
cate(link_status), effect of of figure 28-16
receipt
4 PMA_LINK.request(link_cont | 28.2.6.1.3 M link_control set to
rol) values SCAN_FOR_CARRIER, DIS
ABLE, or ENABLE
5 Effect of 28.2.6.2.1 M PMA to search for carrier and
link_control=SCAN_FOR_CA report link_status=READY
RRIER when carrier isreceived, but no
other actions are enabled
6 Effect of link_control=DIS- 28.2.6.2.1 M Disables PMA processing
ABLE
7 Effect of 28.2.6.2.1 M Control passed to asingle
link_control=ENABLE PMA for normal processing
functions
8 PMA_LINK.request(link_cont | 28.2.6.2.2 M Auto-Negotiation function
rol) generation responsibility in accordance
with figures 28-15 and 28-16
9 PMA_LINK.request(link_cont | 28.2.6.2.2 M link_control = DISABLE state
rol) default upon power-on, to al technol ogy-dependent
reset, or release from power- PMAs
down
10 PMA_LINK.request(link_cont | 28.2.6.2.3 M Governed by figure 28-17 and
rol) effect of receipt the receiving technol ogy-
dependent link integrity test
function

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.

AMX and Dell, Inc.
Exhibit 1025-00298



IEEE

Std 802.3u-1995

28.5.4.8 State diagrams

SUPPLEMENT TO 802.3:

Item Feature Subclause Status | Support Value/comment

1 Adherence to state diagrams 28.3 M Implement all features of fig-
ures 28-14 to 28-17. |dentified
optionsto figures 28-14 to 28-
17 are permitted

3 Ambiguous requirements 28.3 M State diagramstake precedence
in defining functional
operation

4 autoneg_wait_timer 28.3.1 M Expires between 500-1000 ms
after being started

5 break_link_timer 28.3.2 M Expires between 1200—
1500 ms after being started

6 data_detect_min_timer 28.3.2 M Expires between 15-47 ps
from the last clock pulse

7 data_detect_max_timer 28.3.2 M Expire between 78-100 ps
from the last clock pulse

8 flp_test_max_timer 28.3.2 M Expires between 165-185 ps
from the last link pulse

9 flp_test_min_timer 28.3.2 M Expires between 5-25 ps from
the last link pulse

10 interval _timer 28.3.2 M Expires 55.5-69.5 us from
each clock pulse and data bit

11 link fail_inhibit_timer 28.3.2 M Expires 750-1000 ms after
enteringthe FLPLINK GOOD
CHECK state

12 nip_test_max_timer 28.3.2 M Expires between 50-150 ms
after being started if not
restarted

13 nlp_test_min_timer 28.3.2 M Expires between 5-7 ms after
being started if not restarted

14 transmit_link_burst_timer 28.3.1 M Expires 5.7-22.3 ms after the
last transmitted link pulseinan
FLP Burst

28.5.4.9 Electrical characteristics
Item Feature Subclause Status | Support Value/comment
1 Pulses within FLP Bursts 284 M Identical to the characteristics

of NLPs and meet the require-
ments of figure 14-12
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28.5.4.10 Auto-Negotiation annexes

Item Feature Subclause Status | Support Value/comment

1 Selector Field, §[4:0] valuesin | 28A M I dentifies base message type as
the Link Code Word defined by table 28-9

2 Selector Field reserved 28A M Transmission not permitted
combinations

3 Relative priorities of the tech- 28B.3 M Defined in 28B.3
nologies supported by the
IEEE 802.3 Selector Field
value

4 Relative order of the technolo- | 28B.3 M Remain unchanged
gies supported by IEEE 802.3
Selector Field

5 Addition of new technology 28B.3 M Inserted into its appropriate

placein the priority resolution
hierarchy, shifting technolo-
gies of lesser priority lower in

priority
6 Addition of vendor-specific 28B.3 M Priority of IEEE 802.3 stan-
technology dard topologies maintained,

vendor-specific technol ogiesto
be inserted into an appropriate

location
7 Message Code Field 28C NP:M Defines how following Unfor-
matted Pages (if applicable)
areinterpreted
8 Message Code Field reserved 28C NP:M Transmission not permitted
combinations
9 Auto-Negotiation reserved 28C.1 NP:M Transmission of M10 to MO
code 1 equals 0, not permitted
10 Null Message Code 28C.2 NP:M Transmitted during Next Page
exchange when the Local
Device has no information to
transmit and Link Partner has
additional pages to transmit
11 Remote Fault Identifier Mes- 28C.5 NP:M Followed by single Unformat-
sage Code ted Page to identify fault type

with types defined in 28C.5
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Item Feature Subclause Status | Support Value/comment
12 Organizationally Unique Iden- | 28C.6 NP:M Followed by 4 Unformatted
tifier Message Code Pages. First Unformatted Page

contains most significant 11
bits of OUI (bits 23:13) with
MSB in U10;

Second Unformatted Page con-
tains next most significant 11
bits of OUI (bits 12:2), with
MSB in U10;

Third Unformatted Page con-
tains the least significant 2 bits
of OUI (bits 1:0) with MSB in
U10, bits U8:0 contains user-
defined code specific to OUI;
Fourth Unformatted Page con-
tains user-defined code specific
to OUI

13 PHY Identifier Message Code | 28C.7 NP:M Followed by 4 Unformatted
Pages. First Unformatted Page
contains most significant 11
bits of PHY ID (2.15:5) with
MSB in U10;

Second Unformatted Page con-
tains PHY ID bits 2.4:0 to
3.15:10, with MSB in U10;
Third Unformatted Page con-
tains PHY ID hits 3.9:0, with
MSB in U10, and U0 contains
user-defined code specific to
PHY ID;

Fourth Unformatted Page con-
tains user-defined code specific
to PHY ID

14 Auto-Negotiation reserved 28C.8 NP:M Transmission of M10 to MO
code 2 equals 1, not permitted

This is ampggchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00301



IEEE
CSMA/CD Std 802.3u-1995

28.6 Auto-Negotiation expansion

Auto-Negotiation is designed in a way that allows it to be easily expanded as new technologies are devel-

oped. When a new technology is developed, the following things must be done to allow Auto-Negotiation to
support it:

a) Theappropriate Selector Field value to contain the new technology must be selected and allocated.
b) A Technology bit must be allocated for the new technology within the chosen Selector Field value.

¢) The new technology’s relative priority within the technologies supported within a Selector Field
value must be established.

Code space dlocations are enumerated in annexes 28A, 28B, and 28C. Additions and insertions to the
annexes are allowed. No changes to existing bits aready defined are allowed.
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29. System considerations for multi-segment 100BASE-T networks

29.1 Overview

This clause provides information on building 100BASE-T networks. The 100BASE-T technology is
designed to be deployed in both homogenous 100 Mb/s networks and heterogeneous 10/100 Mb/s mixed
CSMA/CD networks. Network topologies can be developed within a single 100BASE-T collision domain,
but maximum flexibility is achieved by designing multiple collision domain networks that are joined by
bridges and/or routers configured to provide a range of service levels to DTEs. For example, a combined
100BASE-T/10BASE-T system built with repeaters and bridges can deliver dedicated 100 Mb/s, shared
100 Mbfs, dedicated 10 Mb/s, and shared 10 Mb/s service to DTEs. The effective bandwidth of shared ser-
vicesis controlled by the number of DTEs that share the service.

Linking multiple 100BASE-T collision domains with bridges maximizes flexibility. Bridged topology
designs can provide single bandwidth (figure 29-1) or multiple bandwidth (figure 29-2) services.

Collision Domain 1

Repeater

Collision Domain 4

Collision Domain 2

Repeater

Multi-Port
Bridge

Repeater

DTE

DTE

Collision Domain 3

Figure 29-1—100 Mb/s multiple collision domain topology using multi-port bridge

Individual collision domains can be linked by single devices (as shown in figures 29-1 and 29-2) or by mul-
tiple devices from any of several transmission systems. The design of multiple-collision-domain networksis
governed by the rules defining each of the transmission systems incorporated into the design.

The design of shared bandwidth 10 Mb/s collision domains is defined in clause 13; the design of shared

bandwidth 100 Mb/s CSMA/CD collision domains is defined in the following subclauses.
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Dedicated 100 Mb/s Shared 100 Mb/s

[DTE 1] [DTE2] [DTE3|[DTE4][DTES |
\

100 Mb/s
100 Mb/s [ 100BASE-T Repeater |

100 Mb/s

Multi-Port
Bridge

10 Mb/s 10 Mb/s 10 Mb/s

| 10BASE-T Repeater |

[pTE6|  [DTE7] [pTE8]| [DTE9]| [DTE 10|

Dedicated 10 Mb/s Shared 10 Mb/s

Figure 29-2—Multiple bandwidth, multiple collision domain topology using
multi-port bridge

29.1.1 Single collision domain multi-segment networks

This clause provides information on building 100 Mb/s CSMA/CD multi-segment networks within asingle
collision domain. The proper operation of a CSMA/CD network requires the physical size and number of
repeaters to be limited in order to meet the round-trip propagation delay requirements of 4.2.3.2.3 and
4.4.2.1 and PG requirements specified in 4.4.2.1.

This clause provides two network models. Transmission System Model 1 isa set of configurations that have
been validated under conservative rules and have been qualified as meeting the requirements set forth above.
Transmission System Model 2 isa set of calculation aids that allow those configuring a network to test a pro-
posed configuration against asimple set of criteriathat allowsit to be qualified. Transmission System Model
2 validates an additional broad set of topologiesthat are fully functional and do not fit within the ssmpler, but
more restrictive rules of Model 1.

The physical size of a CSMA/CD network is limited by the characteristics of individual network compo-
nents. These characteristics include the following:

a) Medialengths and their associated propagation time delay

b) Delay of repeater units (start-up, steady-state, and end of event)

c) Deay of MAUsand PHY s (start-up, steady-state, and end of event)

d) Interpacket gap shrinkage due to repeater units

e) Delayswithinthe DTE associated with the CSMA/CD access method

f)  Collision detect and deassertion times associated with the MAUs and PHY's

Table 29-1 summarizes the delays for 100BASE-T media segments. For more detailed information on the
delays associated with individual 100BASE-T components, see

MII: annex 22A
100BASE-T4: 2311

100BASE-TX: annex 24A
100BASE-FX: annex 24A

This is ampggchive IEEE Standard. It has been superseded by a later version of this standard.
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Repeater: 27.3

Table 29-1—Delays for network media segments Model 1

?]Auar:]('brgrug( Maximum Maximum medium
Mediatype segment round-trip delay per
PHY's per length (m) segment (BT)
segment
Balanced cable Link Segment 100BASE-T 2 100 114
Fiber Link Segment 2 412 412

29.1.2 Repeater usage

Repesaters are the means used to connect segments of a network medium together into a single collision
domain. Different physical signaling systems (e.g., 100BASE-T4, 100BASE-TX, 100BASE-FX) can be joined
into a common collision domain using repeaters. Bridges can also be used to connect different signaling sys-
tems; however, if abridgeis so used, each system connected to the bridge will be a separate collision domain.

Two types of repeaters are defined for 100BASE-T (see clause 27). Class | repeaters are principally used to
connect unlike physical signaling systems and have internal delays such that only one Class | repeater can
reside within a single collision domain when maximum cable lengths are used (see figure 29-4). Class ||
repeaters typically provide ports for only one physical signaling system type (e.g., 100BASE-TX but not
100BASE-T4) and have smaller internal delays so that two such repeaters may reside within a given colli-
sion domain when maximum cable lengths are used (see figure 29-6). Cable length can be sacrificed to add
additional repeatersin acollision domain (see 29.3).

29.2 Transmission System Model 1
The following network topology constraints apply to networks using Transmission System Model 1.

a) All balanced cable (copper) segments less than or equal to 100 m each.

b)  Fiber segmentslessthan or equal to 412 m each.

c) MIl cables for 100BASE-T shall not exceed 0.5 m each. When evaluating system topology, MlI
cable delays need not be accounted for separately. Delays attributable to the MII are incorporated
into DTE and repeater component delays.

29.3 Transmission System Model 2

The physical size and number of topological elements in a 100BASE-T network is limited primarily by
round-trip collision delay. A network configuration must be validated against collision delay using a network
model. Since there are alimited number of topology models for any 100BASE-T collision domain, the mod-
eling process is quite straightforward and can easily be done either manually or with a spreadsheet.

The model proposed here is derived from the one presented in 13.4. Modifications have been made to
accommodate adjustments for DTE, repeater, and cable speeds.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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DTE w/MII DTE w/MII

& »
< »

See table 29-2 for maximum segment length.

Figure 29-3—Model 1: Two DTESs, no repeater

Repeater Set

A+B = collision domain diameter

4 »
< »

See table 29-2 for maximum collision domain diameter.

Figure 29-4—Model 1: Single repeater

A+B+C= collision domain diameter

& »
< »

See table 29-2 for maximum collision domain diameter.

Figure 29-5—System Model 1: Two Class Il repeaters
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Table 29-2—Maximum Model 1 collision domain diameter?

Modd %aglcee Fiber | Balanced cableg fiber | Balanced cable& fiber
(copper) (T4 and FX) (TX and FX)
DTE-DTE (see figure 29-3) 100 412 na na
One Class | repeater (see figure 29-4) 200 272 231b 260.8°
One Class |1 repeater (see figure 29-4) 200 320 304°¢ 308.8°
Two Class | repeaters (see figure 29-5) 205 228 236.3%¢ 216.2¢

8 n meters, no margin.

PAssumes 100 m of balanced cable and one fiber link.

This entry included for completeness. It may be impractical to construct a T4 to FX class |1 repeater.
dAssumes 105 m of balanced cable and one fiber link.

29.3.1 Round-trip collision delay

For anetwork to be valid, it must be possible for any two DTEs on the network to contend for the network at
the same time. Each station attempting to transmit must be notified of the contention by the returned “colli-
sion” signal within the “collision window” (see 4.1.2.2 and 5.2.2.1.2). Additionally, the maximum length
fragment created must contain less than 512 bits after the start-of-frame delimiter (SFD). These require-
ments limit the physical diameter (maximum distance between DTES) of a network. The maximum round-
trip delay must be qualified between all pairs of DTEsin the network. In practice this means that the qualifi-
cation must be done between those that, by inspection of the topology, are candidates for the longest delay.
The following network modeling methodology is provided to assist that calculation.

29.3.1.1 Worst-case path delay value (PDV) selection

The worst-case path through a network to be validated shall be identified by examination of aggregate DTE
delays, cable delays, and repeater delays. The worst case consists of the path between the two DTES at oppo-
site ends of the network that have the longest round-trip time. Figures 29-6 and 29-7 show schematic repre-
sentatins of one-repeater and two-repeater paths.

R
E
P
1 E 1 | ]
DTE PHY PHY A PHY PHY | | DTE |

T
E

= MIl cable R

= Media cable

Figure 29-6—System Model 2: Single repeater

29.3.1.2 Worst-case PDV calculation
Once aset of pathsis chosen for calculation, each shall be checked for validity against the following formula:

PDV = S link delays (LSDV) + S repeater delays + DTE delays + safety margin

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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Figure 29-7—System Model 2-2: Two repeaters

Values for the formula variables are determined by the following method:

a) Determine the delay for each link segment (Link Segment Delay Value, or LSDV), including inter-
repeater links, using the formula

LSDV=2 (for round-trip delay) x segment length x cable delay for this segment

NOTES

1—Length is the sum of the cable lengths between the PHY interfaces at the repeater and the farthest DTE for
End Segments plus the sum of the cable lengths between the repeater PHY interfaces for Inter-Repeater Links.
All measurements are in meters.

2—Cable delay is the delay specified by the manufacturer or the maximum value for the type of cable used as
shown in table 29-3. For this calculation, cable delay must be specified in bit times per meter (BT/m). Table 29-
4 can be used to convert values specified relative to the speed of light (%c) or nanoseconds per meter (ns/m).

3—When actual cable lengths or propagation delays are not known, use the Max delay in bit times as specified
in table 29-3 for copper cables. Delays for fiber should be calculated, as the value found in table 29-3 will be
too large for most applications.

b)  Sum together the LSDVsfor al segmentsin the path.

c) Determine the delay for each repeater in the path. If model-specific data are not available from the
manufacturer, determine the class of each repeater (I or I1) and enter the appropriate default value
from table 29-3.

d) MII cables for 100BASE-T shall not exceed 0.5 m each. When evaluating system topology, MlI
cable delays need not be accounted for separately. Delays attributable to the MII are incorporated
into DTE and repeater component delays.

€) Usethe DTE delay value shown in table 29-3 unless your equipment manufacturer defines a differ-
ent value.

f)  Decide on appropriate safety margin—oO0 to 5 bit times—for the PDV calculation. Safety margin is
used to provide additional margin to accommodate unanticipated delay elements, such as extra-long
connecting cable runs between wall jacks and DTEs. (A safety margin of 4 BT is recommended.)

g) Insert the values obtained through the calculations above into the following formula to calculate the
PDV. (Some configurations may not use al the elements of the formula.)

PDV =Y link delays (LSDV) + > repeater delays + DTE delay + safety margin

h) If the PDV islessthan 512, the path is qualified in terms of worst-case delay.
i) Latecollisonsand/or CRC errors are indicators that path delays exceed 512 BT.

This is ampggchive IEEE Standard. It has been superseded by a later version of this standard.
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Table 29-3—Network component delays, Transmission System Model 2
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Component | RO dey it | Madmum e
Two TX/FX DTEs 100
Two T4 DTEs 138
One T4 and one TX/FX 127
DTE?
Cat 3 cable segment 114 114 (100 m)
Cat 4 cable segment 114 114 (100 m)
Cat 5 cable segment 1112 111.2 (100 m)
STP cable segment 1.112 111.2 (100 m)
Fiber optic cable segment 1.0 412 (412 m)
Class | repeater 140
Class || repeater with all 92
ports TX/FX
Class || repeater with any 67
port T4

AWorst-case values are used (TX/FX values for MAC transmit start and MDI input to colli-
sion detect; T4 value for MDI input to MDI output).

Table 29-4—Conversion table for cable delays

Speed relativetoc ngm BT/m
04 8.34 0.834
05 6.67 0.667
0.51 6.54 0.654
0.52 6.41 0.641
0.53 6.29 0.629
054 6.18 0.618
0.55 6.06 0.606
0.56 5.96 0.596
0.57 5.85 0.585
0.58 5.75 0.575
0.5852 5.70 0.570
0.59 5.65 0.565
0.6 5.56 0.556
0.61 5.47 0.547
0.62 5.38 0.538
0.63 5.29 0.529
0.64 5.21 0.521
0.65 5.13 0.513
0.654 5.10 0.510
0.66 5.05 0.505
0.666 5.01 0.501
0.67 4.98 0.498
0.68 491 0.491
0.69 4.83 0.483
0.7 477 0.477
0.8 4.17 0.417
0.9 3.71 0.371
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30. Layer Management for 10 Mb/s and 100 Mb/s

30.1 Overview

This clause provides the Layer Management specification for DTEs, repeaters, and MAUs based on the
CSMA/CD access method. The clause is produced from the 1SO framework additions to clause 5, Layer
Management; clause 19, Repeater Management; and clause 20, MAU Management. It incorporates additions
to the objects, attributes, and behaviors to support 100 Mb/s CSMA/CD.

The layout of this clause takes the same form as 5.1, 5.2, and clauses 19 and 20, although with equivalent
subclauses grouped together. It identifies a common management model and framework applicable to IEEE
802.3 managed elements, and it identifies those elements and defines their managed objects, attributes, and
behaviors in a protocol-independent language. It also includes a formal GDMO definition of the protocol
encodings for CMIP and I SO/IEC 15802-2: 1995 [IEEE 802.1B].

NOTE—The arcs (that is, object identifier values) defined in annex 30A, the formal GDMO definitions, deprecate the
arcs previously defined in Annexes D1 (Layer Management), D2 (Repeater Management), and D3 (MAU Management).
See |EEE Std 802.1F-1993, annex C.4.

This clause provides the Layer Management specification for DTES, repeaters, and MAUS based on the
CSMA/CD access method. It defines facilities comprised of a set of statistics and actions needed to provide
IEEE 802.3 Management services. The information in this clause should be used in conjunction with the
Procedural Model defined in 4.2.7-4.2.10. The Procedural Model provides a formal description of the rela-
tionship between the CSMA/CD Layer Entities and the Layer Management facilities.

This management specification has been developed in accordance with the OSI management architecture as
specified in the ISO Management Framework document, |SO/IEC 7498-4: 1989. It is independent of any
particular management application or management protocol.

The management facilities defined in this standard may be accessed both locally and remotely. Thus, the
Layer Management specification provides facilities that can be accessed from within a station or can be
accessed remotely by means of a peer-management protocol operating between application entities.

In CSMA/CD no peer management facilities are necessary for initiating or terminating normal protocol
operations or for handling abnormal protocol conditions. The monitoring of these activities is done by the
carrier sense and collision detection mechanisms. Since these activities are necessary for normal operation
of the protocoal, they are not considered to be a function of Layer Management and are, therefore, not dis-
cussed in this clause.

Implementation of part or all of 10 Mb/s and 100 Mb/s Management is not arequirement for conformance to
clauses 4, 7,9, 22, 23, 24, 25, 26, 27, or 28.

The intent of this standard is to furnish a management specification that can be used by the wide variety of
different devicesthat may be attached to a network specified by | SO/IEC 8802-3. Thus, a comprehensive list
of management facilitiesis provided.

The improper use of some of the facilities described in this clause may cause serious disruption of the net-
work. In accordance with 1ISO management architecture, any necessary security provisions should be pro-
vided by the Agent in the Local System Environment. This can be in the form of specific security features or
in the form of security features provided by the peer communication facilities.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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30.1.1 Scope

This clause includes selections from clauses 5, 19, and 20. It isintended to be an entirely equivalent specifi-
cation for the management of 10 Mb/s DTEs, 10 Mb/s baseband repeater units, and 10 Mb/s integrated
MAUSs. It also includes the additions for management of 100 Mb/s DTES, repeater units, embedded MAUSs,
and external PHY's connected with the MII. Implementations of management for 10 Mb/s DTEs, repeater
units, and embedded MAUSs should follow the requirements of this clause (e.g., a 10 Mb/s implementation
should incorporate the attributes to indicate that it is not capable of 100 Mb/s operation).

This clause defines a set of mechanisms that enable management of |SO/IEC 8802-3 10 Mb/s and 100 Mb/s
DTEs, baseband repeater units, and integrated Medium Attachment Units (MAUS). In addition, for ports
without integral MAUS, attributes are provided for characteristics observable from the AUI of the connected
DTE or repeater. Direct management of AUl MAUSs that are external to their respective DTES or repeatersis
beyond the scope of this standard. The managed objects within this standard are defined in terms of their
behaviour, attributes, actions, notifications, and packages in accordance with IEEE 802.1 and | SO standards
for network management. Managed objects are grouped into mandatory and optional packages.

This specification is defined to be independent of any particular management application or management
protocol. The means by which the managed objects defined in this standard are accessed is beyond the scope
of this standard.

30.1.2 Relationship to objects in IEEE Std 802.1F-1993

The following managed object classes, if supported by an implementation, shall be as specified in IEEE Std
802.1F-1993: ResourceTypel D, EWMAMetricMonitor.

oResourceTypel D
This object class is mandatory and shall be implemented as defined in
IEEE Std 802.1F-1993. This object is bound to oMAC-Entity,
oRepeater, and oMAU as defined by the NAMEBINDINGsin 30A.8.1.
Note that the binding to oMAU is mandatory only when M1 is present.
The Entity Relationship Diagram, figure 30-3, shows these bindings
pictorialy.

OoEWM AM etricM onitor
Thisobject classisoptional. When implemented, it shall beimplemented
asdefined in |EEE Std 802.1F-1993, subject to the specific requirements
described below. This object is bound to system as defined by the
NAMEBINDINGsin 30A.1.1, 30A.3.1, and 30A.2.1.

Implementations of |EEE 802.3 Management that support the oEWMAMetricMonitor managed object class
are required to support values of granularity period as small as one second. Implementations are required to
support at least one sequence of low and high thresholds. The granularity period may be set to equal to the
moving time period as a minimal conformant implementation.

30.1.3 Systems management overview
Within the | SO Open Systems I nterconnection (OSl) architecture, the need to handle the special problems of
initializing, terminating, and monitoring ongoing activities and assisting in their operations, as well as han-

dling abnormal conditions, is recognized. These needs are collectively addressed by the systems manage-
ment component of the OSI architecture.

A management protocol is required for the exchange of information between systems on a network. This
management standard is independent of any particular management protocol.

This is ampdgchive IEEE Standard. It has been superseded by a later version of this standard.
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This management standard, in conjunction with the management standards of other layers, provides the
means to perform various management functions. |EEE 802.3 Management collects information needed
from the MAC and Physical Layers and the devices defined in IEEE 802.3. It aso provides a means to exer-
cise control over those elements.

The relationship between the various management entities and the layer entities according to the | SO model
is shown in figure 30-1.

30.1.4 Management model

This standard describes management of DTES, repeaters, and integrated MAUs in terms of a general model
of management of resources within the open systems environment. The model, which is described in SO/
IEC 10040: 1992, is briefly summarized here.

Management is viewed as a distributed application modeled as a set of interacting management processes.
These processes are executed by systems within the open environment. A managing system executes a man-
aging process that invokes management operations. A managed system executes a process that is receptive to
these management operations and provides an interface to the resources to be managed. A managed object is
the abstraction of aresource that represents its properties as seen by (and for the purpose of) management.
Managed objects respond to a defined set of management operations. Managed objects are also capable of
emitting a defined set of notifications. This interaction of processesis shown in figure 30-1.

Communicating Performing
v - Management Q
| AANaEe 5
anagement Operatlorls Operations
Manager P > Agent Q
Notifications Notifications Q
Emitted
Managed
Local system environment Objects

NOTE—Figure 1 of ISO/IEC 10040 has been reproduced with the permission of 1SO. Copies of the complete
standard may be obtained from the International Organization for Standardization, Case Postale 56, 1 rue de
Varembé, CH-1211, Genéve 20, Switzerland/Suisse.

Figure 30-1—Interaction between manager, agent, and objects

A managed object is a management view of aresource. The resource may be alogical construct, function,
physical device, or anything subject to management. Managed objects are defined in terms of four types of
elements:

a) Attributes. Data-like properties (as seen by management) of a managed object.

b)  Actions. Operations that a managing process may perform on an object or its attributes.

¢) Notifications. Unsolicited reports of events that may be generated by an object.

d) Behaviour. The way in which managed objects, attributes, and actions interact with the actual
resources they model and with each other.

The above items are defined in 30.3, 30.4, 30.5, and 30.6 of this clause in terms of the template requirements
of ISO/IEC 10165-4: 1991.
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Some of the functions and resources within 802.3 devices are appropriate targets for management. They
have been identified by specifying managed objects that provide a management view of the functions or
resources. Within this general model, the 802.3 device is viewed as a managed device. It performs functions
as defined by the applicable standard for such a device. Managed objects providing aview of those functions
and resources appropriate to the management of the device are specified. The purpose of this standard is to
define the object classes associated with the devicesin terms of their attributes, operations, notifications, and
behaviour.

30.2 Managed objects
30.2.1 Introduction

This clause identifies the Managed Object classes for IEEE 802.3 components within a managed system. It
also identifies which managed objects and packages are applicable to which components.

All counters defined in this specification are assumed to be wraparound counters. Wraparound counters are
those that automatically go from their maximum value (or final value) to zero and continue to operate. These
unsigned counters do not provide for any explicit means to return them to their minimum (zero), i.e., reset.
Because of their nature, wraparound counters should be read frequently enough to avoid loss of information.
Countersin 30.3, 30.4, 30.5 and 30.6 that have maximum increment rates specified for 10 Mb/s operation,
and are appropriate to 100 Mb/s operation, have ten times the stated maximum increment rate for 200 Mb/s
operation unless otherwise indicated.

30.2.2 Overview of managed objects
Managed objects provide a means to

— ldentify aresource
— Control aresource
— Monitor aresource

30.2.2.1 Text description of managed objects

In case of conflict, the formal behaviour definitions in 30.3, 30.4, 30.5, and 30.6 take precedence over the
text descriptionsin this subclause.

OMACEntity
The top-most managed object class of the DTE portion of the
containment tree shown in figure 30-3. Note that this managed object
class may be contained within another superior managed object class.
Such containment is expected, but is outside the scope of this standard.

OPHY Entity
Contained within oM A CEntity. Many instances of oPHY Entity may
coexist within one instance of oMACEntity; however, only one PHY
may be active for data transfer to and from the MAC at any one time.
oPHY Entity is the managed object that contains the MAU managed
objectinaDTE.

OoRepeater
The top-most managed object class of the repeater portion of the
containment tree shown in figure 30-3. Note that this managed object
class may be contained within another superior managed object class.
Such containment is expected, but is outside the scope of this standard.

This is ampggchive IEEE Standard. It has been superseded by a later version of this standard.
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oRepeater M onitor
A managed object classcalled out by |EEE Std 802.1F-1993. See 30.1.2,
OoEWMAMetricMonitor.

oGroup
The group managed object class isaview of acollection of repeater ports.

oRepeater Port

The repeater port managed object class providesaview of the functional
link between the data transfer service and asingle PMA. The attributes
associated with repeater port deal with the monitoring of traffic being
handled by the repeater from the port and control of the operation of the
port. The Port Enable/Disable function asreported by portAdminStateis
preserved across events involving loss of power. The oRepeaterPort
managed object contains the MAU managed object in arepeater set.

NOTE—Attachment to nonstandard PMAs is outside the scope of this standard.

oMAU
The managed object of that portion of the containment tree shown in
figure 30-3. The attributes, notifications, and actions defined in this
clause are contained within the MAU managed object. Neither counter
values nor the value of MAUAdminState is required to be preserved
across events involving the loss of power.

oAutoNegotiation
The managed object of that portion of the containment tree shown in
figure 30-3. The attributes, notifications, and actions defined in this
clause are contained within the MAU managed object.

oResourceTypel D
A managed object class called out by |EEE Std 802.1F-1993. It is used
within this clause to identify manufacturer, product, and revision of
managed components that implement functions and interfaces defined
within |EEE 802.3. The clause 22 MI| specifies two registers to carry
PHY Identifier (22.2.4.3.1), which provides succinct information
sufficient to support oResourceTypelD.

30.2.2.2 Functions to support management

Functions are defined in clauses 5, 7, 22, 23, 24, 25, 26, 27, and 28 both to facilitate unmanaged operation
and managed operation. The functions in these clauses that facilitate managed operation are referenced from
the text of this management clause.

30.2.2.2.1 DTE MAC sublayer functions

For DTE MACs, with regard to reception-related error statistics a hierarchical order has been established
such that when multiple error statuses can be associated with one frame, only one status is returned to the
LLC. This hierarchy in descending order is as follows:

— frameTooLong
— dignmentError
—  frameCheckError
— lengthError

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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The counters are primarily incremented based on the status returned to the LLC; therefore, the hierarchical
order of the countersis determined by the order of the status. Frame fragments are not included in any of the
statistics unless otherwise stated. In implementing any of the specified actions, receptions and transmissions
that are in progress are completed before the action takes effect.

30.2.2.2.2 Repeater functions

The Repeater Port Object class contains seven functions which are defined in this clause and are used to col-
lect statistics on the activity received by the port. The relationship of the functions to the repeater port and to
the port attributes is shown in figure 30-2.

Activity Timing function
The Activity Timing function measures the duration of the assertion of
the CarrierEvent signal. This duration value must be adjusted by
removing the value of Carrier Recovery Time (see 9.5.6.5) to obtain the
true duration of activity on the network. The output of the Activity
Timing function is the ActivityDuration value, which represents the
duration of the CarrierEvent signal as expressed in units of bit times.

Carrier Event function
The Carrier Event function asserts the CarrierEvent signal when the
repeater exits the IDLE state (see figure 9-2) and the port has been
determined to be port N. It de-asserts the CarrierEvent signal when, for
aduration of at least Carrier Recovery Time (see 9.5.6.5), both the
Dataln(N) variable has the value |1 and the CollIn(N) variable has the
value —SQE. The value N is the port assigned at the time of transition
from the IDLE state.

Collision Event function
The Collision Event function asserts the CollisionEvent signal when the
CollIn(X) variable has the value SQE. The CollisionEvent signal
remains asserted until the assertion of any CarrierEvent signal dueto the
reception of the following event.

Cyclic Redundancy Check function
The Cyclic Redundancy Check function verifies that the sequence of
octets output by the Framing function contains a valid Frame Check
Sequence Field. The Frame Check Sequence Field isthe last four octets
received from the output of the Framing function. The algorithm for
generating an FCS from the octet stream is specified in 3.2.8. If the FCS
generated according to this algorithm is not the same as the last four
octets received from the Framing function, then the FCSError signal is
asserted. The FCSError signal is cleared upon the assertion of the
CarrierEvent signal due to the reception of the following event.

Framing function
The Framing function recognizes the boundaries of an incoming frame
by monitoring the CarrierEvent signal and the decoded data stream. Data
bits are accepted while the CarrierEvent signal is asserted. The framing
function strips preamble and start-of-frame delimiter from the received
data stream. The remaining bits are aigned along octet boundaries. If
thereis not an integral number of octets, then FramingError shall be
asserted. The FramingError signal is cleared upon the assertion of the
CarrierEvent signal due to the reception of the following event.

This is ampédychive IEEE Standard. It has been superseded by a later version of this standard.
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The Octet Counting function counts the number of complete octets

received from the output of the framing function. The output of the octet
counting function isthe OctetCount value. The OctetCount valueisreset
to zero upon the assertion of the CarrierEvent signal dueto the reception
of the following event.

Sour ce Address function

The Source Address function extracts octets from the stream output by
the framing function. The seventh through twelfth octets shall be
extracted from the octet stream and output as the SourceAddress
variable. The SourceAddress variableis set to an invalid state upon the
assertion of the CarrierEvent signal due to the reception of the following

event.

REPEATER PORT OBJECT

COLLISION » CollisionEvent
Collin(X) » EVENT
FUNCTION ACTIVITY
» TIMING — ActivityDuration
» CARRIER FUNCTION
EVENT e
Dataln(X) FUNCTION » CarrierEvent
I—P FRAMING » FramingError
decodedData » FUNCTION OCTET
COUNTING [— OctetCount
FUNCTION
CYCLIC
Octet
REDUNDANCY
Stream —» CHECK —» FCSError
FUNCTION
SOURCE
—» ADDRESS [ —» sourceAddress
FUNCTION

Figure 30-2—Functions relationship

30.2.3 Containment

A containment relationship is a structuring relationship for managed objects in which the existence of a
managed object is dependent on the existence of a containing managed object. The contained managed
object is said to be the subordinate managed object, and the containing managed object the superior man-
aged object. The containment relationship is used for naming managed objects. The local containment rela-
tionships among object classes are depicted in the entity relationship diagram, figure 30-3. This figure also
shows the names, naming attributes, and data attributes of the object classes as well as whether a particular
containment relationship is one-to-one or one-to-many. For further requirements on thistopic, see |IEEE Std

802.1F-1993.

MAU management is only valid in a system that provides management at the next higher containment level,

that is, either aDTE or repeater with management.
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oResourceTypelD oResourceTypelD
oGroup oPHYEntity
oRepeaterPort oMAU
oResourceTypelD
oMAU oAutoNegotiation i‘ Present if Ml ”‘}

0

oResourceTypelD
flgrés_eﬁt_if_ M oAutoNegotiation
________ 1

Repeater System DTE System

—»»  Denotes one-to-many relationship
—»  Denotes one-to-one relationship

Figure 30-3—10/100 Mb/s entity relationship diagram

30.2.4 Naming

The name of an individual managed object is hierarchically defined within a managed system. For example,
in the context of repeater management, a repeater port might be identified as “repeater 3, group 01, port 13,”
that is, port 13 of group 01 of arepeater with repeater|D 3 within the managed system.

In the case of MAU management, this will present itself in one of the two forms that are appropriate for a
MAU’suse, that is, as associated with a CSMA/CD interface of aDTE or with a particular port of amanaged
repeater. For example, aMAU could be identified as “repeater 3, group 01, port 13, MAU 1" or, that is, the
MAU associated with port 13 of group 01 of arepeater with repeaterI D 3 within the managed system. Exam-
ples of thisare represented in the relationship of the naming attributesin the entity relationship diagram, fig-
ure 30-3.

30.2.5 Capabilities

This standard makes use of the concept of packages as defined in ISO/IEC 10165-4: 1992 as a means of
grouping behaviour, attributes, actions, and notifications within a managed object class definition. Packages
may either be mandatory or conditional, that is to say, present if a given condition is true. Within this stan-
dard, capabilities are defined, each of which corresponds to a set of packages, which are components of a
number of managed object class definitions and which share the same condition for presence. Implementa-
tion of the appropriate basic and the mandatory packages is the minimum requirement for claiming conform-
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ance to |EEE 802.3 10 Mb/s and 100 Mb/s Management. Implementation of an entire optional capability is
required in order to claim conformance to that capability. The capabilities and packages for 10 Mb/s and
100 Mb/s Management are specified in table 30-1 (broken into tables 30-1a through 30-1d for pagination).

DTE Management has two packages that are required for management at the minimum conformance config-
uration—the Basic Package and the Mandatory Package. For systems that include multiple PHY entities per
MAC entity, and implement the Multiple PHY Package to manage the selection of the active PHY, the
optional Recommended Package shall be implemented.

For managed MAUSs, the Basic Package is mandatory; all other packages are optional. For a managed MAU
to be conformant to this standard, it shall fully implement the Basic Package. For a MAU to be conformant
to an optional package, it shall implement that entire package. While nonconformant (reference aMAUType
“other”) MAUs may utilize some or al of this clause to specify their management, conformance to this
clause requires both a conformant MAU and conformant management. MAU Management is optional with
respect to all other CSMA/CD Management. If an MII is present, then the conditional M1I Capability must
be implemented. This provides the means to identify the vendor and type of the externally connected device.

There are two distinct aspects of Repeater Management.

The first aspect provides the means to monitor and control the functions of a repeater. These functions
include, but are not limited to identifying a repeater, testing and initializing a repeater, and enabling/dis-
abling a port. Thisis encompassed by the mandatory Basic Control Capability.

The second aspect provides the means to monitor traffic from attached segments, and to measure traffic
sourced by DTEs connected to these segments. This is done by gathering statistics on packets that enter a
repeater and maintaining those statistics on a per-port basis. This is encompassed by the optional Perfor-
mance Monitor Capability. The optional Address Tracking Capability provides the means to identify exist-
ence and movement of attached DTEs by their MAC addresses.

If link Auto-Negotiation is present and managed, the Auto-Negotiation managed object class shall beimple-
mented in its entirety. All attributes and actions are mandatory.

The 100 Mb/s Monitor Capability provides additional attributes that relate to 100 Mb/s operation only.
These attributes are provided to complement the counter attributes of the optional packages and capabilities
that apply to 10 Mb/s and mixed 10 and 100 Mb/s implementations. It is expected that when the 100 Mb/s
Monitor Capability is implemented, the appropriate complementary counter packages and capabilities are
also implemented.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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Table 30-1a—Capabilities

SUPPLEMENT TO 802.3:

DTE

Repeater

<
C

A

Basic Package (Mandatory)

Mandatory Package (Mandatory)

Recommended Package (Optional)

Optional Package (Optional)
Array Package (Optional)

Excessive Deferral Package (Optional)

Multiple PHY Package (Optional)

100 Mb/s Monitor Capability (Optional)
Basic Control Capability (Mandatory)

Performance Monitor Capability (Optional)

Address Tracking Capability (Optional)

100 Mb/s Monitor Capability (Optional)

Basic Package (Mandatory)

Broadband DTE MAU Package (Conditional)

Media Loss Tracking Package (Conditional)
MII Capability (Conditional)

100 Mb/s Monitor Capability (Optional)
Auto-Negotiation Package (Mandatory)

MAU Control Package (Optional)

oResourceTypelD managed object

aResourceTypelDName ATTRIBUTE | GET X X X
aResourcelnfo ATTRIBUTE | GET X X X
0MACERtity managed object class
aMACID ATTRIBUTE | GET X
aFramesTransmittedOK ATTRIBUTE | GET X
aSingleCollisionFrames ATTRIBUTE | GET X
aMultipleCollisionFrames ATTRIBUTE | GET X
aFramesReceivedOK ATTRIBUTE | GET X
aFrameCheckSequenceErrors ATTRIBUTE | GET X
aAlignmentErrors ATTRIBUTE | GET X
aOctetsTransmittedOK ATTRIBUTE | GET X
aFramesWithDeferredXmissions ATTRIBUTE | GET X
alLateCollisions ATTRIBUTE | GET X
aFramesAbortedDueToXSColls ATTRIBUTE | GET X
aFramesLostDueTolntMACXmitError ATTRIBUTE | GET X
aCarrierSenseErrors ATTRIBUTE | GET X
aOctetsReceivedOK ATTRIBUTE | GET X
aFramesLostDueTolntMACRcVError ATTRIBUTE | GET X
aPromiscuousStatus ATTRIBUTE | GET-SET X
aReadMulticastAddressList ATTRIBUTE | GET X
aMulticastFramesXmittedOK ATTRIBUTE | GET X
aBroadcastFramesXmittedOK ATTRIBUTE | GET X
aFramesWithExcessiveDeferral ATTRIBUTE | GET X
aMulticastFramesReceivedOK ATTRIBUTE | GET X
aBroadcastFramesReceivedOK ATTRIBUTE | GET X
alnRangeLengthErrors ATTRIBUTE | GET X
aOutOfRangeLengthField ATTRIBUTE | GET X
aFrameToolLongErrors ATTRIBUTE | GET X
aMACEnableStatus ATTRIBUTE | GET-SET X
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0MACENtity managed object class (con’d.)
aTransmitEnableStatus ATTRIBUTE | GET-SET X
aMulticastReceiveStatus ATTRIBUTE | GET-SET X
aReadWriteMACAddress ATTRIBUTE | GET-SET X
aCollisionFrames ATTRIBUTE | GET X
aclnitializeMAC ACTION X
acAddGroupAddress ACTION X
acDeleteGroupAddress ACTION X
acExecuteSelfTest ACTION X
oPHYEntity managed object class
aPHYID ATTRIBUTE | GET X
aPHYType ATTRIBUTE | GET X
aPHYTypelList ATTRIBUTE | GET X
aSQETestErrors ATTRIBUTE | GET X
aSymbolErrorDuringCarrier ATTRIBUTE | GET X
aMlIDetect ATTRIBUTE | GET X
aPHYAdminState ATTRIBUTE | GET X
acPHYAdminControl ACTION X
oRepeater managed object class
aRepeaterID ATTRIBUTE | GET X
aRepeaterType ATTRIBUTE | GET X
aRepeaterGroupCapacity ATTRIBUTE | GET X
aGroupMap ATTRIBUTE | GET X
aRepeaterHealthState ATTRIBUTE | GET X
aRepeaterHealthText ATTRIBUTE | GET X
aRepeaterHealthData ATTRIBUTE | GET X
aTransmitCollisions ATTRIBUTE | GET X
acResetRepeater ACTION X
acExecuteNonDisruptiveSelfTest ACTION X
nRepeaterHealth NOTIFICATION X
nRepeaterReset NOTIFICATION X
nGroupMapChange NOTIFICATION X
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Table 30-1c—Capabilities
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oGroup managed object class
aGrouplD ATTRIBUTE | GET X
aGroupPortCapacity ATTRIBUTE | GET X
aPortMap ATTRIBUTE | GET X
nPortMapChange NOTIFICATION X
oRepeaterPort managed object class
aPortlD ATTRIBUTE | GET X
aPortAdminState ATTRIBUTE | GET X
aAutoPartitionState ATTRIBUTE | GET X
aReadableFrames ATTRIBUTE | GET X
aReadableOctets ATTRIBUTE | GET X
aFrameCheckSequenceErrors ATTRIBUTE | GET X
aAlignmentErrors ATTRIBUTE | GET X
aFramesToolLong ATTRIBUTE | GET X
aShortEvents ATTRIBUTE | GET X
aRunts ATTRIBUTE | GET X
aCollisions ATTRIBUTE | GET X
alLateEvents ATTRIBUTE | GET X
aVeryLongEvents ATTRIBUTE | GET X
aDataRateMismatches ATTRIBUTE | GET X
aAutoPartitions ATTRIBUTE | GET X
alsolates ATTRIBUTE | GET X
aSymbolErrorDuringPacket ATTRIBUTE | GET X
alastSourceAddress ATTRIBUTE | GET X
aSourceAddressChanges ATTRIBUTE | GET X
acPortAdminControl ACTION X
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Table 30-1d—Capabilities
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oMAU managed object class
aMAUID ATTRIBUTE | GET X
aMAUType ATTRIBUTE | GET-SET X
aMAUTypelList ATTRIBUTE | GET X
aMediaAvailable ATTRIBUTE | GET X
alLoseMediaCounter ATTRIBUTE | GET X
aJabber ATTRIBUTE | GET X
aMAUAdminState ATTRIBUTE | GET X
aBbMAUXmitRcvSplitType ATTRIBUTE | GET X
aBroadbandFrequencies ATTRIBUTE | GET X
aFalseCarriers ATTRIBUTE | GET X
acResetMAU ACTION X
acMAUAdminControl ACTION X
nJabber NOTIFICATION X
oAuto-Negotiation managed object class
aAutoNegID ATTRIBUTE | GET X
aAutoNegAdminState ATTRIBUTE | GET X |
aAutoNegRemoteSignaling ATTRIBUTE | GET x|
aAutoNegAutoConfig ATTRIBUTE | GET-SET X |
aAutoNegLocalTechnologyAbility ATTRIBUTE | GET X|
aAutoNegAdvertisedTechnologyA- ATTRIBUTE | GET-SET X
aAutoNegReceivedTechnologyAbility ATTRIBUTE | GET X
aAutoNegLocalSelectorAbility ATTRIBUTE | GET x|
aAutoNegAdvertisedSelectorAbility ATTRIBUTE | GET-SET X
aAutoNegReceivedSelectorAbility ATTRIBUTE | GET x|
acAutoNegRestartAutoConfig ACTION x|
acAutoNegAdminControl ACTION X
Common Attributes Template
aCMCounter ATTRIBUTE | GET [ IxIxIx] IxD Ix] IxIxIx] IxIx] T Ix]
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30.3 Layer management for 10 Mb/s and 100 Mb/s DTEs

30.3.1 MAC entity managed object class

This subclause formally defines the behaviours for the oM ACEntity managed object class attributes, actions,
and notifications.

30.3.1.1 MAC entity attributes
30.3.1.1.1 aMACID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:

The value of aMACID is assigned so as to uniquely identify a MAC among the subordinate
managed objects of the containing object.;

30.3.1.1.2 aFramesTransmitted OK

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are successfully transmitted. This counter isincremented when the
TransmitStatus is reported as transmitOK. The actual update occursin the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.3 aSingleCollisionFrames

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 13 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are involved in asingle collision, and are subsequently transmitted
successfully. This counter is incremented when the result of atransmission is reported as
transmitOK and the attempt valueis 2. The actual update occursin the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.4 aMultipleCollisionFrames

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 11 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are involved in more than one collision and are subsequently transmitted
successfully. This counter isincremented when the TransmitStatusis reported as transmitOK and
the value of the attempts variable is greater than 2 and less or equal to attemptLimit. The actual
update occurs in the LayerMgmtTransmitCounters procedure (5.2.4.2).;

This is amgggchive IEEE Standard. It has been superseded by a later version of this standard.
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30.3.1.1.5 aFramesReceivedOK

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames that are successfully received (receiveOK). This does not include frames
received with frame-too-long, FCS, length or alignment errors, or frames|lost dueto internal MAC
sublayer error. This counter isincremented when the ReceiveStatusis reported asreceiveOK. The
actual update occurs in the LayerM gmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.6 aFrameCheckSequenceErrors

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that are an integral number of octets in length and do not pass the FCS check.
This counter isincremented when the ReceiveStatus is reported as frameCheckError. The actual
update occurs in the LayerM gmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.7 aAlignmentErrors

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of framesthat are not an integral number of octetsin length and do not passthe FCS check.
This counter isincremented when the ReceiveStatus is reported as alignmentError. The actual
update occurs in the LayerM gmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.8 aOctetsTransmitted OK

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 1 230 000
counts per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of data and padding octets of frames that are successfully transmitted. This counter is
incremented when the TransmitStatus is reported as transmitOK. The actual update occursin the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.9 aFramesWithDeferredXmissions

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 13 000 counts
per second at 10 Mb/s

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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SUPPLEMENT TO 802.3:
BEHAVIOUR DEFINED AS:

A count of frames whose transmission was delayed on itsfirst attempt because the medium was
busy. This counter is incremented when the Boolean variable deferred has been asserted by the
TransmitLinkMgmt function (4.2.8). Framesinvolvedin any collisionsare not counted. The actual
update occurs in the LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.10 aLateCollisions

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of the times that a collision has been detected later than 512 BT into the transmitted
packet. A latecollisioniscounted twice, i.e., both asacollision and asalateCollision. Thiscounter
isincremented when the lateCollisionCount variable is nonzero. The actua update isincremented
in the LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.11 aFramesAbortedDueToXSColls

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter hasamaximum increment rate of 3255 counts per
second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of the frames that, due to excessive collisions, are not transmitted successfully. This
counter isincremented when the value of the attempts variable equal s attemptLimit during a
transmission. The actual update occurs in the LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.12 aFramesLostDueTolntMACXmitError

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frames that would otherwise be transmitted by the station, but could not be sent due to
an internal MAC sublayer transmit error. If this counter isincremented, then none of the other
countersin this subclauseisincremented. The exact meaning and mechanism for incrementing this
counter isimplementation dependent.;

30.3.1.1.13 aCarrierSenseErrors

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of times that the carrierSense variable was not asserted or was deasserted during the
transmission of a frame without collision (see 7.2.4.6). This counter isincremented when the
carrierSenseFailure flag is true at the end of transmission. The actual update occursin the
LayerMgmtTransmitCounters procedure (5.2.4.2).;
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30.3.1.1.14 aOctetsReceivedOK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 1 230 000
counts per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of data and padding octets in frames that are successfully received. This does not include
octetsin frames received with frame-too-long, FCS, length or alignment errors, or frames|ost due
tointernal MAC sublayer error. This counter isincremented when the result of areceptionis
reported as areceiveOK status. The actual update occurs in the LayerM gmtReceiveCounters
procedure (5.2.4.3).;

30.3.1.1.15 aFramesLostDueTolntMACRcVError

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames that would otherwise be received by the station, but could not be accepted due
to an internal MAC sublayer receive error. If this counter isincremented, then none of the other
countersin this subclauseisincremented. The exact meaning and mechanism for incrementing this
counter isimplementation dependent.;

30.3.1.1.16 aPromiscuousStatus

ATTRIBUTE

APPROPRIATE SYNTAX:
BOOLEAN

BEHAVIOUR DEFINED AS:
A GET operation returns the value “true” for promiscuous mode enabled, and “false” otherwise.

Frames without errors received solely because this attribute has the value “true” are counted as
frames received correctly; frames received in this mode that do contain errors update the
appropriate error counters.

A SET operation to thevalue “true” provides ameansto cause the L ayerM gmtRecognizeAddress
function to accept frames regardless of their destination address.

A SET operation to the value “false” causes the MAC sublayer to return to the normal operation
of carrying out address recognition procedures for station, broadcast, and multicast group
addresses (L ayerM gmtRecognizeAddress function).;

30.3.1.1.17 aReadMulticastAddressList

ATTRIBUTE

APPROPRIATE SYNTAX:
SEQUENCE OF MAC addresses

BEHAVIOUR DEFINED AS:
The current multicast addresslist.;
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30.3.1.1.18 aMulticastFrames Xmitted OK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames that are successfully transmitted, asindicated by the status value transmitOK,
to agroup destination address other than broadcast. The actual update occursin the
LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.19 aBroadcastFramesXmittedOK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of the frames that were successfully transmitted as indicated by the TransmitStatus
transmitOK, to the broadcast address. Frames transmitted to multicast addresses are not broadcast
frames and are excluded. The actual update occursin the LayerMgmtTransmitCounters procedure
(5.24.2),;

30.3.1.1.20 aFramesWithExcessiveDeferral

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has amaximum increment rate of 412 counts per
second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames that deferred for an excessive period of time. This counter may only be
incremented once per LLC transmission. This counter is incremented when the excessDefer flag
is set. The actual update occursin the LayerMgmtTransmitCounters procedure (5.2.4.2).;

30.3.1.1.21 aMulticastFramesReceivedOK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames that are successfully received and are directed to an active nonbroadcast group
address. This does not include frames received with frame-too-long, FCS, length or aignment
errors, or frameslost dueto internal MAC sublayer error. This counter isincremented asindicated
by the receiveOK status, and the value in the destinationField. The actual update occursin the
LayerMgmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.22 aBroadcastFramesReceivedOK

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s
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BEHAVIOUR DEFINED AS:
A count of frames that are successfully received and are directed to the broadcast group address.
This does not include frames received with frame-too-long, FCS, length or alignment errors, or
frames lost due to internal MAC sublayer error. This counter isincremented as indicated by the
receiveOK status, and the value in the destinationField. The actual update occursin the
LayerMgmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.23 alnRangeLengthErrors

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frameswith alength field val ue between the minimum unpadded L L C datasize and the
maximum allowed LLC data size, inclusive, that does not match the number of LLC data octets
received. The counter also contains frames with alength field value less than the minimum

unpadded LL C data size. The actual update occursin the LayerM gmtReceiveCounters procedure
(5.24.3).;

30.3.1.1.24 aOutOfRangeLengthField

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A count of frameswith alength field value greater than the maximum allowed LLC datasize. The
actual update occurs in the LayerMgmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.25 aFrameTooLongErrors

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 815 counts per
second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A count of frames received that exceed the maximum permitted frame size. This counter is

incremented when the status of a frame reception is frameToolong. The actual update occursin
the LayerM gmtReceiveCounters procedure (5.2.4.3).;

30.3.1.1.26 aMACEnableStatus

ATTRIBUTE

APPROPRIATE SYNTAX:
BOOLEAN

BEHAVIOUR DEFINED AS:
Trueif MAC sublayer isenabled and falseif disabled. Thisisaccomplished by setting or checking
the values of the receiveEnabled and transmitEnabled variables.Setting to true provides a means
to cause the MAC sublayer to enter the normal operationa state at idle. The PLSisreset by this

operation (see 7.2.2.2.1). Thisis accomplished by setting receiveEnabled and transmitEnabled to
true.

Setting to fal se causes the MAC sublayer to end all transmit and receive operations, leavingitina
disabled state. Thisis accomplished by setting receiveEnabled and transmitEnabled to false,;
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30.3.1.1.27 aTransmitEnableStatus

ATTRIBUTE

APPROPRIATE SYNTAX:
BOOLEAN
BEHAVIOUR DEFINED AS:

Trueif transmission is enabled and false otherwise. Thisis accomplished by setting or checking
the value of the transmitEnabled variable.

Setting thisto true provides a meansto enable MAC sublayer frame transmission (TransmitFrame
function). Thisis accomplished by setting transmitEnabled to true.

Setting this to false will inhibit the transmission of further frames by the MAC sublayer
(TransmitFrame function). Thisis accomplished by setting transmitEnabled to false.;

30.3.1.1.28 aMulticastReceiveStatus

ATTRIBUTE

APPROPRIATE SYNTAX:
BOOLEAN
BEHAVIOUR DEFINED AS:
Trueif multicast receive is enabled, and false otherwise. Setting this to true provides a means to

causethe MAC sublayer to return to the normal operation of multicast frame reception. Setting this
to false will inhibit the reception of further multicast frames by the MAC sublayer.;

30.3.1.1.29 aReadWriteMACAddress

ATTRIBUTE

APPROPRIATE SYNTAX:
MACAddress
BEHAVIOUR DEFINED AS:

Read the MAC station address or change the MAC station address to the one supplied

(RecognizeAddress function). Note that the supplied station address shall not have the group bit
set and shall not be the null address.;

30.3.1.1.30 aCollisionFrames

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE of 32 generalized nonresettable counters. Each counter has a maximum increment
rate of 13 000 counts per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

A histogram of collision activity. Theindices of thisarray (1 to attemptLimit — 1) denote the
number of collisions experienced in transmitting a frame. Each element of thisarray contains a
counter that denotes the number of frames that have experienced a specific number of collisions.
When the TransmitStatusis reported as transmitOK and the value of the attempts variable equals
n, then collisionFrames[n—1] counter isincremented. The elements of this array are incremented
in the LayerMgmtTransmitCounters procedure (5.2.4.2).;
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30.3.1.2 MAC entity actions
30.3.1.2.1 aclnitializeMAC

ACTION

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:

This action provides ameans to call the Initialize procedure (4.2.7.5). This action also resultsin
theinitialization of the PLS,;

30.3.1.2.2 acAddGroupAddress

ACTION

APPROPRIATE SYNTAX:
MACAddress

BEHAVIOUR DEFINED AS:

Add the supplied multicast group address to the address recognition filter (RecognizeAddress
function).;

30.3.1.2.3 acDeleteGroupAddress

ACTION

APPROPRIATE SYNTAX:
MACAddress

BEHAVIOUR DEFINED AS:

Delete the supplied multicast group address from the address recognition filter (RecognizeAddress
function).;

30.3.1.2.4 acExecuteSelfTest

ACTION

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:
Execute a self-test and report the results (success or failure). The actual mechanism employed to
carry out the self-test is not defined in this standard. If a clause 22 M1 is present then this action
shall aso invoke a data integrity test using M1l loopback, returning to normal operation on
completion of the test.;

30.3.2 PHY entity managed object class
This subclause formally defines the behaviours for the oPHY Entity managed object class attributes, actions

and notifications. Management of that portion of the physical sublayer whose physical containment within
the DTE isoptional is outside the scope of this clause.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.

AMX and Dell, Inc.
Exhibit 1025-00331



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

30.3.2.1 PHY entity attributes
30.3.2.1.1 aPHYID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
Thevalueof aPHYID isassigned so asto uniquely identify aPHY , i.e., Physical Layer among the

subordinate managed objects of system (systemlD and system are defined in 1SO/IEC 10165-2:
1992 [SMI], Definition of management information).;

30.3.2.1.2 aPhyType

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED VALUE that has one of the following entries:

other Undefined

unknown Initidizing, true state or type not yet known
none MII present and nothing connected

10 Mbl/s Clause 7 10 Mb/s Manchester

100BASE-T4  Clause 23 100 Mb/s 8B/6T
100BASE-X Clause 24 100 Mb/s 4B/5B
BEHAVIOUR DEFINED AS:

A read-only value that identifiesthe PHY type. The enumeration of the typeis such that the value
matches the clause number of the standard that specifies the particular PHY . The vaue of this
attribute maps to the value of aMAUType. The enumeration “none” can only occur in a standard
implementation an M| exists and there is nothing connected. However, the attribute aM 11 Detect
should be used to determine whether an MI1 exists or not.;

30.3.2.1.3 aPhyTypelList

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE that meets the requirements of the description below:

other Undefined

unknown Initiaizing, true state or type not yet known
none MII present and nothing connected

10 Mb/s Clause 7 10 Mb/s Manchester

100BASE-T4  Clause 23 100 Mb/s 8B/6T
100BASE-X Clause 24 100 Mb/s 4B/5B

BEHAVIOUR DEFINED AS:

A read-only list of the possible types that the PHY could be, identifying the ability of the PHY . If
clause 28, Auto-Negotiation, ispresent, then this attribute will map to the local technology ability.;

30.3.2.1.4 aSQETestErrors

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has a maximum increment rate of 16 000 counts
per second at 10 Mb/s
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BEHAVIOUR DEFINED AS:
A count of times that the SQE_TEST_ERROR was received. The SQE_TEST_ERROR issetin
accordance with the rules for verification of the SQE detection mechanism in the PLS Carrier
Sense function (see 7.2.4.6). The SQE test function is not a part of 100 Mb/s PHY operation, and
so SQETestErrors will not occur in 100 Mb/s PHY s,

30.3.2.1.5 aSymbolErrorDuringCarrier

ATTRIBUTE

APPROPRIATE SYNTAX:

Generalized nonresettable counter. This counter has amaximum increment rate of 160 000 counts
per second for 100 Mb/s implementations

BEHAVIOUR DEFINED AS:
A count of the number of times when valid carrier was present and there was at least one
occurrence of an invalid data symbol. This can increment only once per valid carrier event. If a
collision is present this attribute will not increment.;

30.3.2.1.6 aMlIDetect

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED VALUE that has one of the following entries:
unknown
present, nothing connected
present, connected
absent

BEHAVIOUR DEFINED AS:
An attribute of the PhyEntity managed object class indicating whether an M1I connector is
physically present, and if so whether it is detectably connected as specified in 22.2.2.12.;

30.3.2.1.7 aPhyAdminState

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED VALUE that has the following entries:
disabled
enabled

BEHAVIOUR DEFINED AS:
A disabled PHY neither transmits nor receives. The PHY shall be explicitly enabled to restore
operation. The acPhyAdminControl action provides this ability. The port enable/disable function
asreported by this attribute is preserved across DTE reset including loss of power. Only one PHY
per MAC can be enabled at any onetime. Setting aPHY to the enabled state using the action
acPhyAdminControl will result in al other instances of PHY (indicated by PhyID) instantiated
within the same MAC to be disabled. If aclause 22 Ml is present then setting this attribute to
“disable” will resultin electrical isolation asdefinedin 22.2.4.1.6, | sol ate; and setting thisattribute
to “enabled” will result in normal operation as defined in 22.2.4.1.5, Power down; and 22.2.4.1.6,
Isolate.;
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30.3.2.2 PHY entity actions
30.3.2.2.1 acPhyAdminControl

ACTION

APPROPRIATE SYNTAX:
Same as aPortAdminState

BEHAVIOUR DEFINED AS:
This action provides ameans to alter aPhyAdminState. Setting a PHY to the enabled state will
result in all other instances of PHY being disabled.;

30.4 Layer management for 10 Mb/s and 100 Mb/s baseband repeaters
30.4.1 Repeater managed object class

This subclause formally defines the behaviours for the oRepeater managed object class, attributes, actions,
and notifications.

30.4.1.1 Repeater attributes
30.4.1.1.1 aRepeaterID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
The value of aRepeater|D isassigned so asto uniquely identify arepeater among the subordinate
managed objects of system (systemlID and system are defined in ISO/IEC 10165-2: 1992 [SMI],
Definition of management information).;

30.4.1.1.2 aRepeaterType

ATTRIBUTE
APPROPRIATE SYNTAX:
An INTEGER that meets the requirements of the description below:
9 10 Mb/s Baseband
271 100 Mb/s Baseband, Class |
272 100 Mb/s Baseband, Class |
other See20.2.2.3
unknown Initializing, true state or type not yet known

BEHAVIOUR DEFINED AS:
Returns a value that identifies the CSMA/CD repeater type. The enumeration of the typeis such
that the value matches the clause number of the standard that specifiesthe particul ar repeater, with
further numerical identification for the repeater classes within the same clause.;
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30.4.1.1.3 aRepeaterGroupCapacity

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
The aRepeaterGroupCapacity is the number of groups that can be contained within the repeater.
Within each managed repeater, the groups are uniquely numbered in the range from 1 to
aRepeaterGroupCapacity.

Some groups may not be present in a given repeater instance, in which case the actual number of
groups present is less than aRepeaterGroupCapacity. The number of groups present is never
greater than aRepeaterGroupCapacity .;

30.4.1.1.4 aGroupMap

ATTRIBUTE

APPROPRIATE SYNTAX:
BITSTRING

BEHAVIOUR DEFINED AS:
A string of bitswhich reflectsthe current configuration of unitsthat are viewed by group managed
objects. Thelength of the bitstring is“ aRepeaterGroupCapacity” bits. Thefirst bit relatesto group
1. A “1” in the bitstring indicates presence of the group, “0” represents absence of the group.;

30.4.1.1.5 aRepeaterHealthState

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED VALUE LIST that has the following entries:
other undefined or unknown
ok no known failures
repeaterFailure  known to have arepeater related failure
groupFailure known to have a group related failure
portFailure known to have a port related failure
generdFailure  hasafailure condition, unspecified type

BEHAVIOUR DEFINED AS:
The aRepeaterHeal thState attribute indicates the operationa state of the repeater. The
aRepeaterHealthData and aRepeaterHealthText attributes may be consulted for more specific
information about the state of the repeater’ s health. In case of multiple kinds of failures (e.g.,
repeater failure and port failure), the value of this attribute shall reflect the highest priority in the
following order:
repeater failure
group failure
port failure
genera failure;

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.

AMX and Dell, Inc.
Exhibit 1025-00335



IEEE
Std 802.3u-1995 SUPPLEMENT TO 802.3:

30.4.1.1.6 aRepeaterHealthText

ATTRIBUTE

APPROPRIATE SYNTAX:
A PrintableString, 255 characters max

BEHAVIOUR DEFINED AS:
The aRepeaterHealthText attribute is atext string that provides information relevant to the
operational state of the repeater. Repeater vendors may use this mechanism to provide detailed
failure information or instructions for problem resol ution.

The contents are vendor specific.;
30.4.1.1.7 aRepeaterHealthData

ATTRIBUTE

APPROPRIATE SYNTAX:
OCTET STRING, 0-255

BEHAVIOUR DEFINED AS:
The aRepeaterHealthData attribute is a block of data octets that provides information relevant to
the operational state of the repeater. The encoding of this datablock isvendor dependent. Repeater
vendors may use this mechanism to provide detailed failure information or instructions for
problem resolution.;

30.4.1.1.8 aTransmitCollisions

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
For a clause 9 repeater, the counter increments every time the repeater state diagram enters the
TRANSMIT COLLISION state from any state other than ONE PORT LEFT (figure 9-2). For a
clause 27 repeater, the counter increments every time the Repeater Core state diagram enters the
JAM state as aresult of Activity(ALL) > 1 (figure 27-2).;

30.4.1.2 Repeater actions
30.4.1.2.1 acResetRepeater

ACTION

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:
This causes atransition to the START state of figure 9-2 for aclause 9 repeater, or to the START
state of figure 27-2 for a clause 27 repeater. The repeater performs a disruptive self-test that has
the following characteristics:
1. The components are not specified
2. Thetest resets the repeater but without affecting management information about the repeater
3. Thetest does not inject packets onto any segment
4, Packets received during the test may or may not be transferred
5. Thetest does not interfere with management functions
This causes a nRepeaterReset notification to be sent.;
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30.4.1.2.2 acExecuteNonDisruptiveSelfTest

ACTION

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:
The repeater performs a vendor-specific, non-disruptive self-test that has the following
characteristics:

The components are not specified

Thetest does not change the state of the repeater or management information about the repeater

The test does not inject packets onto any segment

The test does not prevent the transfer of any packets

Completion of the test causes a nRepeaterHealth to be sent.;

ghrwdpE

30.4.1.3 Repeater notifications
30.4.1.3.1 nRepeaterHealth

NOTIFICATION

APPROPRIATE SYNTAX:
A SEQUENCE of three datatypes. Thefirstismandatory, thefollowing two are optional . Thefirst
isthe value of the attribute aRepeaterHealthState. The second is the value of the attribute
aRepeaterHealthText. The third isthe value of the attribute aRepeaterHealthData

BEHAVIOUR DEFINED AS:
This notification conveys information related to the operational state of the repeater. See the
aRepeaterHealthState, aRepeaterHealthText, and aRepeaterHealthData attributes for descriptions
of the information that is sent.

The nRepeaterHealth notification is sent only when the health state of the repeater changes. The
nRepeaterHealth notification shall contain repeaterHealthState. repeaterHealthData and
repeaterHealthText may or may not be included. The nRepeaterHealth notification is not sent asa
result of powering up arepeater.;

30.4.1.3.2 nRepeaterReset

NOTIFICATION

APPROPRIATE SYNTAX:
A SEQUENCE of three datatypes. Thefirstismandatory, thefollowing two areoptional. Thefirst
isthe value of the attribute aRepeaterHealthState. The second is the value of the attribute
aRepeaterHealthText. The third isthe value of the attribute aRepeaterHealthData

BEHAVIOUR DEFINED AS:
This notification conveys information related to the operational state of the repeater. The
nRepeaterReset notification is sent when the repeater isreset as the result of a power-on condition
or upon compl etion of the acResetRepeater action. The nRepeaterReset notification shall contain
repeaterHealthState. repeaterHealthData and repeaterHealthText may or may not be included.;

30.4.1.3.3 nGroupMapChange

NOTIFICATION

APPROPRIATE SYNTAX:
BITSTRING
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BEHAVIOUR DEFINED AS:
Thisnotification is sent when achange occursin the group structure of arepeater. Thisoccursonly
when agroup islogically removed from or added to a repester. The nGroupMapChange
notification is not sent when powering up arepeater. The value of the notification is the updated
value of the aGroupMap attribute.;

30.4.2 Group managed object class

This subclause formally defines the behaviours for the oGroup managed object class, attributes, actions, and
notifications.

30.4.2.1 Group attributes
30.4.2.1.1 aGroupID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
A value unique within the repeater. The value of aGrouplD is assigned so as to uniquely identify

a group among the subordinate managed objects of the containing object (oRepeater). Thisvalue
is never greater than aRepeaterGroupCapacity .;

30.4.2.1.2 aGroupPortCapacity

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
The aGroupPortCapacity isthe number of ports contained withinthe group. Valid rangeis 1-1024.
Within each group, the ports are uniquely numbered in the range from 1 to aGroupPortCapacity.
Some ports may not be present in agiven group instance, in which case the actual number of ports
present is less than aGroupPortCapacity. The number of ports present is never greater than
aGroupPortCapacity.;

30.4.2.1.3 aPortMap

ATTRIBUTE

APPROPRIATE SYNTAX:
BitString

BEHAVIOUR DEFINED AS:
A string of bits that reflects the current configuration of port managed objects within this group.

The length of the bitstring is “aGroupPortCapacity” bits. The first bit relatesto group 1. A “1” in
the bitstring indicates presence of the port, “0” represents absence of the port.;

30.4.2.2 Group notifications

30.4.2.2.1 nPortMapChange

NOTIFICATION
APPROPRIATE SYNTAX:

BitString
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BEHAVIOUR DEFINED AS:

This notification is sent when a change occursin the port structure of a group. This occurs only
when aport islogically removed from or added to a group. The nPortMapChange notification is
not sent when powering up arepeater. The value of the notification is the updated value of the
aPortMap attribute.;

30.4.3 Repeater port managed object class

This subclause formally defines the behaviours for the oRepeaterPort managed object class, attributes,
actions, and notifications.

30.4.3.1 Port attributes
30.4.3.1.1 aPortID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
A value uniquein the group. It isassumed that ports are partitioned into groupsthat also have IDs.
The value of aPortlD is assigned so as to uniquely identify arepeater port among the subordinate

managed objects of the containing object (0Group). This value can never be greater than
aGroupPortCapacity..;

30.4.3.1.2 aPortAdminState

ATTRIBUTE

APPROPRIATE SYNTAX:

An ENUMERATED VALUE LIST that has the following entries:
disabled
enabled

BEHAVIOUR DEFINED AS:
A disabled port neither transmits nor receives. The port shall be explicitly enabled to restore
operation. The acPortAdminControl action provides this ability. The port enable/disable function
as reported by this attribute is preserved across repeater reset including loss of power.
aPortAdminState takes precedence over auto-partition and functionally operates between the auto-

partition mechanism and the AUI/PMA. Auto-partition is reinitialized whenever
acPortAdminControl is enabled.;

30.4.3.1.3 aAutoPartitionState

ATTRIBUTE

APPROPRIATE SYNTAX:

An ENUMERATED VALUE LIST that has the following entries:
autoPartitioned
notAutoPartitioned

BEHAVIOUR DEFINED AS:
The aAutoPartitionState flag indicates whether the port is currently partitioned by the repeater’s
auto-partition protection. The conditionsthat cause port partitioning are specified in partition state
diagramin clauses 9 and 27. They are not differentiated here. A clause 27 repeater port partitions
on entry to the PARTITION WAIT state of the partition state diagram (figure 27-8).;
30.4.3.1.4 aReadableFrames

ATTRIBUTE
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APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 15 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
A representation of thetotal frames of valid framelength. Increment counter by onefor each frame
whose OctetCount is greater than or equal to minFrameSize and less than or equal to
maxFrameSize (see 4.4.2.1) and for which the FCSError and CollisionEvent signals are not
asserted.

NOTE—This statistic provides one of the parameters necessary for obtaining the packet error rate.;
30.4.3.1.5 aReadableOctets

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 1 240 000
counts per second at 10 Mb/s

BEHAVIOUR DEFINED AS:

Increment counter by OctetCount for each frame which has been determined to be areadable
frame.

NOTE—This statistic provides an indicator of the total data transferred.;
30.4.3.1.6 aFrameCheckSequenceErrors

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 15 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one for each frame with the FCSError signal asserted and the FramingError
and CallisionEvent signals deasserted and whose OctetCount is greater than or equal to
minFrameSize and less than or equal to maxFrameSize (see 4.4.2.1).;

30.4.3.1.7 aAlignmentErrors

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 15 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by onefor each frame with the FCSError and FramingError signal s asserted and
CollisionEvent signal deasserted and whose OctetCount is greater than or equal to minFrameSize
and lessthan or equal to maxFrameSize (see4.4.2.1). If aAlignmentErrorsisincremented then the
aFrameCheck SequenceErrors attribute shall not be incremented for the same frame.;

30.4.3.1.8 aFramesTooLong

ATTRIBUTE
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APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has amaximum increment rate of 815 counts per
second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one for each frame whose OctetCount is greater than maxFrameSize (see
4.4.2.1). If aFrameToolLong is counted then neither the aAlignmentErrors nor the
aFrameCheck SequenceErrors attribute shall be incremented for the frame.;

30.4.3.1.9 aShortEvents

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one for each CarrierEvent with ActivityDuration less than
ShortEventMaxTime. Inthe 10 Mb/s case ShortEventMaxTimeisgreater than 74 BT and lessthan
82 BT. ShortEventMaxTime has tolerances included to provide for circuit losses between a
conformance test point at the AUI and the measurement point within the state diagram. In the
100 Mb/s case ShortEventMaxTime is 84 bits (21 nibbles).

NOTES

1—shortEvents may indicate externally generated noise hits that will cause the repeater to transmit Runts to
its other ports, or propagate a collision (which may be late) back to the transmitting DTE and damaged
framesto the rest of the network.

2—Implementors may wish to consider selecting the ShortEventMaxTime towards the lower end of the
alowed tolerance range to accommodate bit losses suffered through physical channel devices not budgeted
for within this standard.

3—Note also that the significance of this attribute is different in 10 and 100 Mb/s collision domains. Clause
9 repeaters perform fragment extension of short events that would be counted as runts on the interconnect
ports of other repeaters. Clause 27 repeaters do not perform fragment extension.;

30.4.3.1.10 aRunts

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one for each CarrierEvent that meets one of the following two conditions.
Only onetest need be made. a) The ActivityDuration is greater than ShortEventMaxTime and less
than ValidPacketMinTime and the CollisionEvent signal is de-asserted (10 Mb/s operation) or the
COLLISION COUNT INCREMENT state of the partition state diagram (figure 27-8) has not been
entered (100 Mb/s operation). b) The OctetCount is less than 64, the ActivityDuration is greater
than ShortEventM axTime, and the CollisionEvent signal is de-asserted (10 Mb/s operation), or the
COLLISION COUNT INCREMENT state of the partition state diagram (figure 27-8) has not been
entered (100 Mb/s operation). ValidPacketMinTime is greater than or equal to 552 BT and less
than 565 BT. At 10 Mb/s an event whose length is greater than 74 BT but less than 82 BT shall
increment either the aShortEvents attribute or the aRunts attribute, but not both. A CarrierEvent
greater than or equal to 552 BT but less than 565 BT may or may not be counted as arunt.
ValidPacketMinTime hastolerancesincluded to providefor circuit |osses between a conformance
test point at the AUI and the measurement point within the state diagram.

NOTE—Runts usually indicate collision fragments, a normal network event.
In certain situations associated with large diameter networks a percentage of runts may exceed ValidPacket-
MinTime,;
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30.4.3.1.11 aCollisions

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
For aclause 9 repeater the counter incrementsfor any CarrierEvent signal on any port in which the
CollisionEvent signal on thisport is asserted. For aclause 27 repeater port the counter increments
on entering the COLLISION COUNT INCREMENT state of the partition state diagram (figure
27-8).;

30.4.3.1.12 al ateEvents

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 75 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
For aclause 9 repeater port this counter increments for each CarrierEvent in which the Collln(X)
variable transitions to the value SQE (see 9.6.6.2) while the ActivityDuration is greater than the
LateEventThreshold. For a clause 27 repeater port this counter increments on entering the
COLLISION COUNT INCREMENT state of the partition state diagram (figure 27-8) while the
ActivityDuration isgreater than the LateEventThreshold. Such a CarrierEvent is counted twice, as
both aaCollision and as a aL ateEvent.
The LateEventThreshold is greater than 480 BT and less than 565 BT. LateEventThreshold has
tolerances included to permit an implementation to build a single threshold to serve as both the
LateEventThreshold and ValidPacketMinTime threshold.;

30.4.3.1.13 aVeryLongEvents

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has amaximum increment rate of 250 counts per
second at 10 Mb/s

BEHAVIOUR DEFINED AS:
For aclause 9 repeater port this counter incrementsfor each CarrierEvent whose ActivityDuration
is greater than the MAU Jabber Lockup Protection timer TW3 (see 9.6.1, 9.6.5). For a clause 27
repeater port this counter increments on entry to the RX JABBER state of the receive timer state
diagram (figure 27-7). Other counters may be incremented as appropriate.;

30.4.3.1.14 aDataRateMismatches

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter
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BEHAVIOUR DEFINED AS:
Increment counter by one for each frame received by this port that meets al of the conditions
required by only one of the following two measurement methods: Measurement method A: 1) The
CollisionEvent signal is not asserted (10 Mb/s operation) or the COLLISION COUNT
INCREMENT state of the partition state diagram (figure 27-8) has not been entered (100 Mb/s
operation). 2) The ActivityDuration is greater than ValidPacketMinTime. 3) The frequency (data
rate) is detectably mismatched from the local transmit frequency. Measurement method B: 1) The
CollisionEvent signal is not asserted (10 Mb/s operation) or the COLLISION COUNT
INCREMENT state of the partition state diagram (figure 27-8) has not been entered (100 Mb/s
operation). 2) The OctetCount is greater than 63. 3) The frequency (data rate) is detectably
mismatched from the local transmit frequency. The exact degree of mismatch is vendor specific
and isto be defined by the vendor for conformance testing.
When this event occurs, other counters whose increment conditions were satisfied may or may not
a so be incremented, at the implementor’ s discretion.

NOTE—Whether or not the repeater was able to maintain data integrity is beyond the scope of this standard.;
30.4.3.1.15 aAutoPartitions

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter

BEHAVIOUR DEFINED AS:
Increment counter by one for each time that the repeater has automatically partitioned this port.
The conditions that cause a clause 9 repeater port to partition are specified in the partition state
diagramin clause 9. They are not differentiated here. A clause 27 repeater port partitions on entry
to the PARTITION WAIT state of the partition state diagram (figure 27-8).;

30.4.3.1.16 alsolates

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 400 counts per
second at 100 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one each time that the repeater port automatically isolates as a consequence
of false carrier events. The conditions that cause a port to automatically isolate are as defined by
the transition from the FALSE CARRIER state to the LINK UNSTABLE state of the carrier
integrity state diagram (figure 27-9).

NOTE—Isolates do not affect the value of aPortAdminState.;
30.4.3.1.17 aSymbolErrorDuringPacket

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 160 000 counts
per second for 100 Mb/s implementations

BEHAVIOUR DEFINED AS:
A count of the number of timeswhen valid length packet was received at the port and there was at
least one occurrence of an invalid data symbol. This can increment only once per valid carrier
event. A collision presence at any port of the repeater containing port N, will not cause this
attribute to increment.;
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30.4.3.1.18 aLastSourceAddress

ATTRIBUTE

APPROPRIATE SYNTAX:
MACAddress

BEHAVIOUR DEFINED AS:
The Source Address of the last readable Frame received by this port.;

30.4.3.1.19 aSourceAddressChanges

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 15 000 counts
per second at 10 Mb/s

BEHAVIOUR DEFINED AS:
Increment counter by one each time that the alastSourceAddress attribute has changed.
NOTE—This may indicate whether alink is connected to asingle DTE or another multi-user segment.;
30.4.3.2 Port actions
30.4.3.2.1 acPortAdminControl

ACTION

APPROPRIATE SYNTAX:
Same as aPortAdminState

BEHAVIOUR DEFINED AS:
Thisaction providesameansto ater aPortAdminState and exert aBEGIN on the Partitioning state
diagram (figure 9-6) or the Partition state diagram (figure 27-8) upon taking the value “enabled” ;

30.5 Layer management for 10 Mb/s and 100 Mb/s MAUs
30.5.1 MAU managed object class

This subclause formally defines the behaviours for the oMAU managed object class, attributes, actions, and
notifications.

30.5.1.1 MAU attributes
30.5.1.1.1 aMAUID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER

BEHAVIOUR DEFINED AS:
The value of aMAUID isassigned so as to uniquely identify a MAU among the subordinate
managed objects of the containing object.;
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30.5.1.1.2 aMAUType

ATTRIBUTE

APPROPRIATE SYNTAX:
A GET-SET ENUMERATION that meets the requirements of the description below:

global Reserved for future use

other See 20.2.2.3

unknown Initializing, true state or type not yet known
AUI no internal MAU, view from AUI
10BASES Thick coax MAU as specified in clause 8
FOIRL FOIRL MAU as specifiedin 9.9

10BASE2 Thin coax MAU as specified in clause 10

10BROAD36  Broadband DTE MAU as specified in clause 11

10BASE-T UTP MAU as specified in clause 14

10BASE-FP Passive fiber MAU as specified in clause 16

10BASE-FB Synchronous fiber MAU as specified in clause 17

10BASE-FL Asynchronous fiber MAU as specified in clause 18

100BASE-T4  Four-pair Category 3 UTP as specified in clause 23

100BASE-TX  Two-pair Category 5 UTP as specified in clause 25

100BASE-FX X fiber over PMD as specified in clause 26

802.9a Integrated services MAU as specified in IEEE Std 802.9 ISLAN-16T

BEHAVIOUR DEFINED AS:
Returns a value that identifies the 10 Mb/s or 100 Mb/s internal MAU type. The enumeration of
the type is such that the value matches the clause number of the standard that specifiesthe
particular MAU. If an AUI isto be identified to access an external MAU, then type “AUI” is
returned. A SET operation to one of the possible enumerations indicated by aM AUTypeList will
force the MAU into the new operating mode. If a clause 22 M| is present, then this will map to
the mode force bits specified in 22.2.4.1. If clause 28, Auto-Negotiation, is operational, then this
will change the advertised ability to the single enumeration specified in the SET operation, and
cause an immediate link renegotiation. A changein MAU type will also be reflected in
oPHY Type.;

30.5.1.1.3 aMAUTypeList

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE of ENUMERATIONS that match the syntax of aMAUType

BEHAVIOUR DEFINED AS:
A GET attribute that returns the possible types that the MAU could be, identifying the ability of
the MAU. If clause 28 Auto-Negotiation is present, then this attribute will map to the local
technology ability. This attribute mapsto aPHY TypelList.;

30.5.1.1.4 aMediaAvailable

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED value list that has the following entries:

other undefined

unknown initializing, true state not yet known
available link or light normal, loopback normal
not available link loss or low light, no loopback
remote fault remote fault with no detail

invalid signal invalid signal, applies only to 10BASE-FB
remote jabber  remote fault, reason known to be jabber

remote link loss remote fault, reason known to be far-end link loss
remote test remote fault, reason known to be test
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BEHAVIOUR DEFINED AS:
If the MAU isalink or fiber type (FOIRL, 10BASE-T, 10BASE-F), then thisis equivalent to the
link test fail state/low light function. For an AUI , 10BASE2, 10BASES5, or 10BROAD36 MAU,
thisindicateswhether or not loopback is detected on the DI circuit. Thevalue of thisattribute persists
between packets for MAU types AUI, 10BASE5, 10BASE2, 10BROAD36, and 10BA SE-FP.
At power-up or following areset, the value of thisattributewill be“unknown” for AUI, 10BASE5,
10BASE2, 10BROAD36, and 10BASE-FP MAUSs. For these MAUs loopback will be tested on
each transmission during which no collision is detected. If DI isreceiving input when DO returns
to IDL after atransmission and there has been no collision during the transmission, then loopback
will be detected. The value of this attribute will only change during noncollided transmissions for
AUI, 10BASE2, 10BASES5, 10BROAD36, and 10BASE-FP MAUS.
For 100BASE-T4, 100BASE-TX, and 100BA SE-FX the enumerations match the states within the
respective link integrity state diagrams, figure 23-12 and 24-15. Any MAU that implements
management of clause 28 Auto-Negotiation will map remote fault indication to MediaAvailable
remote faullt.
The enumeration “remote fault” appliesto 10BASE-FB, 100BASE-X, far-end fault indication and
non-specified remote faults from a system running clause 28 Auto-Negotiation. The enumerations
“remotejabber,” “remotelink loss,” or “remotetest” should be used instead of “remote fault” where
the reason for remote fault is identified in the remote signaling protocol .
Where aclause 22 Ml is present, alogic one in the remote fault bit (22.2.4.2.9) mapsto the
enumeration “remote fault,” alogic zero in thelink status bit (22.2.4.2.11) mapsto the enumeration
“not available.” The enumeration “not available” takes precedence over “remote fault.”;

30.5.1.1.5 aLoseMediaCounter

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has a maximum increment rate of 10 counts per
second

BEHAVIOUR DEFINED AS:
Counts the number of times that the MAU leaves
MediaAvail State “available.” Mandatory for MAU type “AUI,” optional for all others,;

30.5.1.1.6 aJabber

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE of two indications. Thefirst, JabberFlag, consistsof an ENUMERATED vauelist
that has the following entries:

other undefined

unknown initializing, true state not yet known
normal state istrue or normal

fault state is false, fault, or abnormal

The second, jabberCounter, is a generalized nonresettable counter. This counter has a maximum
increment rate of 40 counts per second

BEHAVIOUR DEFINED AS:
If the MAU isin the JABBER state, the jabberFlag portion of the attribute is set to the “fault”
value. The jabberCounter portion of the attribute is incremented each time the flag is set to the
“fault” value. This attribute returnsthe value “other” for type AUI. Note that this counter will not
increment for a 100 Mb/s PHY, asthere is no defined JABBER state,;
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30.5.1.1.7 aMAUAdminState

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED value list that has the following entries:

other undefined

unknown initializing, true state not yet known
operational powered and connected

standby inactive but on

shutdown similar to power down

BEHAVIOUR DEFINED AS:
A MAU in management state “ standby” forces DI and Cl to idle and the mediatransmitter to idle
or fault, if supported. The management state “ standby” only appliesto link type MAUSs. The state
of MediaAvailable is unaffected. A MAU or AUI in the management state “shutdown” assumes
the same condition on DI, Cl and the media transmitter asif it were powered down or not
connected. For an AUI, this management state will remove power from the AUI. The MAU may
return the value “undefined” for Jabber and MediaAvailable attributes when it isin this
management state. A MAU in the management state “ operational” isfully functional, and operates
and passes signalsto its attached DTE or repeater port in accordance with its specification.;

30.5.1.1.8 aBbMAUXmitRcvSplitType

ATTRIBUTE

APPROPRIATE SYNTAX:
An ENUMERATED value list that has the following entries:

other undefined
single single-cable system
dual dual-cable system, offset normally zero

BEHAVIOUR DEFINED AS:
Returns avalue that indicates the type of frequency multiplexing/cabling system used to separate
the transmit and receive paths for the 10BROAD36 MAU. All other types return “undefined.”;

30.5.1.1.9 aBroadbandFrequencies

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE of two instances of the type INTEGER.

The first INTEGER represents the Transmitter Carrier Frequency. The value of its INTEGER
represents the frequency of the carrier divided by 250 kHz.

The second INTEGER represents the Translation Offset Frequency. The value of its INTEGER
represents the frequency of the offset divided by 250 kHz

BEHAVIOUR DEFINED AS:
Returns a value that indicates the transmit carrier frequency and translation offset frequency in

MHZz/4 for the 10BROAD36 MAU. This alows the frequencies to be defined to a resolution of
250 kHz.;

30.5.1.1.10 aFalseCarriers

ATTRIBUTE

APPROPRIATE SYNTAX:
Generalized nonresettable counter. This counter has amaximum increment rate of 160 000 counts
per second under maximum network load, and 10 counts per second under zero network load, for
100 Mb/s implementations
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BEHAVIOUR DEFINED AS:
A count of the number of false carrier eventsduring IDLE in 100BASE-X links. Thiscounter does
not increment at the symbol rate. It can increment after avalid carrier completion at a maximum
rate of once per 100 ms until the next carrier event.;

30.5.1.2 MAU actions
30.5.1.2.1 acResetMAU

ACTION

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:
Resets the MAU in the same manner as would a power-off, power-on cycle of at least 0.5 s
duration. During the 0.5 s DO, DI, and CI should beidle,;

30.5.1.2.2 acMAUAdminControl

ACTION

APPROPRIATE SYNTAX:
The same as used for aMAUAdminState

BEHAVIOUR DEFINED AS:
Executing an acMAUAdminControl action causes the MAU to assume the aMAUAdminState
attribute value of one of the defined valid management states for control input. The valid inputs
are “standby,” “operational,” and “shutdown” state (see the behaviour definition
bMAUAdminState for the description of each of these states) except that a“ standby” action to a
mixing type MAU or an AUI will cause the MAU to enter the “shutdown” management state.;

30.5.1.3 MAU notifications
30.5.1.3.1 nJabber

NOTIFICATION

APPROPRIATE SYNTAX:
The same as used for aJabber

BEHAVIOUR DEFINED AS:
The natification is sent whenever a managed MAU enters the JABBER state;

30.6 Management for link Auto-Negotiation
30.6.1 Auto-Negotiation managed object class

This subclause formally defines the behaviours for the oAuto-Negotiation managed object class, attributes,
actions, and notifications.
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30.6.1.1 Auto-Negotiation attributes
30.6.1.1.1 aAutoNegID

ATTRIBUTE

APPROPRIATE SYNTAX:
INTEGER
BEHAVIOUR DEFINED AS:

The value of aAutoNegID is assigned so as to uniquely identify an Auto-Negotiation managed
object among the subordinate managed objects of the containing object.;

30.6.1.1.2 aAutoNegAdminState

ATTRIBUTE

APPROPRIATE SYNTAX:

An ENUMERATED VALUE that has one of the following entries:
enabled

disabled
BEHAVIOUR DEFINED AS:

An interface which has Auto-Negotiation signaling ability will be enabled to do so when this
attribute isin the enabled state. If disabled then the interface will act asit would if it had no Auto-
Negotiation signaling. Under these conditionsit will immediately be forced to the statesindicated
by awrite to the attribute aMAUType.;

30.6.1.1.3 aAutoNegRemoteSignaling

ATTRIBUTE

APPROPRIATE SYNTAX:

An ENUMERATED VALUE that has one of the following entries:
detected

notdetected
BEHAVIOUR DEFINED AS:

The value indicates whether the remote end of the link is operating Auto-Negotiation signaling or

not. It shall take the value detected if, during the previous link negotiation, FLP Bursts were
received from the remote end.;

30.6.1.1.4 aAutoNegAutoConfig

ATTRIBUTE

APPROPRIATE SYNTAX:

An ENUMERATED VALUE that has one of the following entries:
other

configuring
complete
disabled

parallel detect fail

BEHAVIOUR DEFINED AS:

Indicates whether Auto-Negotiation signaling isin progress or has completed. The enumeration
“parallel detect fail” mapsto afailurein parallel detection as defined in 28.2.3.1;
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30.6.1.1.5 aAutoNegLocalTechnologyAbility

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE that meets the requirements of the description below:

global Reserved for future use
other Undefined
unknown Initializing, true ability not yet known

10BASE-T 10BASE-T asdefined in clause 14
10BASE-TFD  Full-duplex 10BASE-T
100BASE-TX  100BASE-TX asdefined in clause 25
100BASE-TXFD Full-duplex 100BASE-TX
100BASE-T4  100BASE-T4 as defined in clause 23
isoethernet |EEE Std 802.9 ISLAN-16T
BEHAVIOUR DEFINED AS:
This indicates the technology ability of the local hardware, as defined in clause 28.;

30.6.1.1.6 aAutoNegAdvertisedTechnologyAbility

ATTRIBUTE
APPROPRIATE SYNTAX:
Same as aAutoNegL ocal TechnologyAbility

BEHAVIOUR DEFINED AS:

ThisGET-SET attribute mapsto the Technology Ability Field of the Auto-Negotiation Link Code
Word, defined in clause 28. A SET operation to avalue not available in

aAutoNegL ocal TechnologyAbility will be rejected. A successful set operation will result in
immediate link renegotiation if aAutoNegAdminState is enabled.

NOTE—Thiswill in every case cause temporary link loss during link renegotiation. If set to a value incom-
patible with aAutoNegReceivedTechnologyAbility, link negotiation will not be successful and will cause
permanent link loss.;

30.6.1.1.7 aAutoNegReceivedTechnologyAbility

ATTRIBUTE

APPROPRIATE SYNTAX:
Same as aAutoNegL ocal TechnologyAbility

BEHAVIOUR DEFINED AS:

Indicates the advertised technology ability of the remote hardware. Maps to the Technology
Ability Field of the last received Auto-Negotiation Link Code Word(s), defined in clause 28.;

30.6.1.1.8 aAutoNegLocalSelectorAbility

ATTRIBUTE

APPROPRIATE SYNTAX:
A SEQUENCE that meets the requirements of the description below:

other Undefined
ethernet |EEE Std 802.3
isoethernet IEEE Std 802.9 ISLAN-16T

BEHAVIOUR DEFINED AS:
Thisindicates the value of the selector field of the local hardware. Selector field is defined in
28.2.1.2.1. The enumeration of the Selector Field indicates the standard that defines the remaining
encodings for Auto-Negotiation using that value of enumeration. Additional future enumerations
may be assigned to this attribute through the 802.3 maintenance process.;
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30.6.1.1.9 aAutoNegAdvertisedSelectorAbility

ATTRIBUTE

APPROPRIATE SYNTAX:
Same as aA utoNegL ocal SelectorAbility

BEHAVIOUR DEFINED AS:
This GET-SET attribute maps to the Message Selector Field of the Auto-Negotiation Link Code
Word, defined in clause 28. A SET operation to avalue not available in
aAutoNegL ocal SelectorAbility will be rejected. A successful set operation will result in
immediate link renegotiation if aAutoNegAdminState is enabled.

NOTE—Thiswill in every case cause temporary link loss during link renegotiation. If set to a value incom-
patible with aAutoNegReceivedSel ectorAbility, link negotiation will not be successful and will cause per-
manent link loss,;

30.6.1.1.10 aAutoNegReceivedSelectorAbility

ATTRIBUTE

APPROPRIATE SYNTAX:
Same as aAutoNegL ocal SelectorAbility

BEHAVIOUR DEFINED AS:
Indicates the advertised message transmission ability of the remote hardware. Maps to the Message
Selector Field of the last received Auto-Negotiation Link Code Word, defined in clause 28.;

30.6.1.2 Auto-Negotiation actions
30.6.1.2.1 acAutoNegRestartAutoConfig

ATTRIBUTE

APPROPRIATE SYNTAX:
None required

BEHAVIOUR DEFINED AS:

Forces Auto-Negotiation to begin link renegotiation. Has no effect if Auto-Negotiation signaling
isdisabled.;

30.6.1.2.2 acAutoNegAdminControl

ATTRIBUTE

APPROPRIATE SYNTAX:
Same as aAutoNegAdminState

BEHAVIOUR DEFINED AS:
This action provides a means to turn Auto-Negotiation signaling on or off.;
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Annex 22A
(informative)

MIl output delay, setup, and hold time budget

22A.1 System model

The discussion of signal timing characteristics that follows will refer to the system model depicted in
figure 22A-1, figure 22A-2, and figure 22A-3. This system model can be applied to each of the three
application environments defined in 22.2.1.

Figure 22A-1 depicts a simple system model in which the MII is used to interconnect two integrated
circuits on the same circuit assembly. In this model the Reconciliation sublayer comprises one integrated
circuit, and the PHY comprises the other. A Reconciliation sublayer or a PHY may actually be
composed of several separate integrated circuits. The system model in figure 22A-1 includes two
unidirectional signal transmission paths, one from the Reconciliation sublayer to the PHY and one from
the PHY to the Reconciliation sublayer. The path from the Reconciliation sublayer to the PHY is
separated into two sections, labeled A1 and B1. The path from the PHY to the Reconciliation sublayer is
separated into two sections, labeled C1 and D1.

4|—>{A1}——>|B1|—

Reconciliation

sublayer PHY(L)

meaw—

Figure 22A-1—Model for integrated circuit to integrated circuit connection

Figure 22A-1 depicts a system model for the case where the MII is used to interconnect two circuit
assemblies. The circuit assemblies may be physically connected in a motherboard/daughterboard
arrangement, or they may be physically connected with the cable defined in 22.4.5 and the line interface
connector defined in 22.6. The system model in figure 22A-2 includes two unidirectional signal
transmission paths, one from the Reconciliation sublayer to the PHY and one from the PHY to the
Reconciliation sublayer. The path from the Reconciliation sublayer to the PHY is separated into two
sections, labeled A2 and B2. The path from the PHY to the Reconciliation sublayer is separated into two
sections, labeled C2 and D2.

Figure 22A-3 depicts a system model in which the MII is used to interconnect both integrated circuits
and circuit assemblies. This system model allows for separate signal transmission paths to exist between
the Reconciliation sublayer and a local PHY(L), and between the Reconciliation sublayer and a remote
PHY(R). The unidirectional paths between the Reconciliation sublayer and the PHY (L) are composed of
sections Al, B1, C1, and D1. The unidirectional paths between the Reconciliation sublayer and the
remote PHY(R) are composed of sections A2, B2, C2, and D2.
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Reconciliation
sublayer

D2

PHY(R)

g

PHY(R)

»

A2 » B2
Al [ B1 |——

y

Reconciliation
sublayer PHY(L)
D1 |e— C1 |e—
D2 |« C2 j«
Figure 22A-3—Combined model

Each of these system models assumes a set of common timing and electrical characteristics that shall be met
at the input and output ports of the Reconciliation sublayer and PHY devices. The characteristics of the signal
transmission paths are identified for each of the sections Al, B1, C1, D1, A2, B2, C2, and D2.

22A.2 Signal transmission path characteristics

The signal transmission path characteristics are specified for each of the path sections defined in 22A.1.
The characteristics for these sections are specified so as to allow sections Al, Bl, C1, and D1 to be
implemented in the form of printed circuit board traces, while sections A2, B2, C2, and D2 may be
implemented with a combination of printed circuit board traces and wire conductors in a cable assembly.
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The signal transmission path characteristics are stated in terms of their maximum delay and their
characteristic impedance. These values are summarized in table 22A-1.

Table 22A-1—Signal transmission path characteristics

Section Maximum delay (ns) Impedance (Q)
Al,D1 5 68 = 15%
B1,C1 25 68 + 15%
A2,D2 5 68 + 10%
B2, C2 25 68 + 10%

The driver characteristics specified in 22.4.3, the receiver characteristics specified in 22.4.4, and the
signal transmission path characteristics specified in table 22A-1 can be applied to the system models
shown in figure 22A-1 or figure 22A-2. The combination of loads presented in figure 22A-3 cannot be
adequately driven by an output buffer that meets the driver characteristics specified in 22.4.3 while being
sampled by an input buffer that meets the receiver characteristics specified in 22.4.4.

To address the system model depicted in figure 22A-3, it is permissible to incorporate an additional
stage of buffering into path sections A1, A2, D1, and D2, provided that the resulting maximum delay
characteristic for those path sections does not exceed the value stated in table 22A-1. The delay
characteristic for transmission path sections A2 and D2 includes an allowance for the delay that results
from the presence of a lumped capacitive load at the end of the path. For a transmission path section
with a characteristic impedance Z,, with a lumped capacitive load C,, this delay is nominally Z,C, . In
the case of a maximum transmission path section impedance of 78 Q with a lumped load of 8 pF, the
nominal delay is 0.6 ns. Thus the allowable delay for a buffer inserted into transmission path section A2
or D2 is4.4 ns.

22A.3 Budget calculation

A recommended timing budget is shown in table 22A-2. This budget assumes that the combined system
model shown in figure 22A-3 represents a worst case.

Table 22A-2—Round-trip delay budget

Description Incremental Cumulative
delay (ns) delay (ns)
TX_CLK output a PHY (R) 0.0 0.0
Transmission path section C2 25 25
Transmission path section D2 5.0 75
clock to output in Reconciliation sublayer 15.0 225
Transmission path section A2 5.0 2715
Transmission path section B2 25 30.0
Setup time at PHY (R) 10.0 40.0
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MII driver ac characteristics

22B.1 Implications of CMOS ASIC processes

For MII drivers that drive rail to rail, such as those commonly used in CMOS ASICs (complimentary
metal oxide semiconductor application-specific integrated circuits), the ac characteristic performance
requirements of 22.4.3.2 can be met if the Vj vs. I, and V,; vs. I; dc characteristics of the driver stay
within the unshaded areas of figure 22B-1.

The variation in output resistance of a field effect transistor (FET) due to variations in supply voltage,
temperature, and process may require that a resistance be placed in series with the output of the FETs to
meet this specification. The series resistance can be part of the driver circuit, or external to the driver. If
the series resistance is not part of the driver circuit, the driver vendor shall specify the value of series
resistance required to meet the specification. A series resistor used to meet this specification is
conceptually part of the driver regardless of whether it is physically internal or external to the driver.

The propagation delay of the path between the driver and an external series resistor used to meet the
specification shall not exceed 10% of the 10-90% rise/fall time of the driver.

Voh Vol

Figure 22B-1—Driver output V-I curve
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22B.2 RominyandV, I values for operation from 5V +10% supply

Referring to figure 22B-1, Ropminy and Rojminy both equal 40 Q, and the values for the V-1 points on the
curve are given in table 22B-1 below for MII drivers that drive rail to rail from a +5V + 10% power
supply.

Table 22B-1—Values for driver output V-l curve (5V supply)

V-l point I (mA) V (V)
1, V, -20 1.10
I2, Vs -4 24
I3, Vs 4 0.40
14, V4 43 3.05

22B.3 Ry(minyandV, I values for operation from 3.3+ 0.3V supply

Referring to figure 22B-1, Ryn(min) ad Rojmin) both equal 33 Q, and the values for the V-1 points on the
curve are given in table 22B-2 below for MII drivers that drive rail to rail from a +3.3 £ 0.3 V power
supply.

Table 22B-2—Values for driver output V-l curve (3.3V supply)

V-I point I (mA) V (V)
11,V1 —20 1.10
12,V2 -4 24
13,V3 4 0.40
14.Va 26 2.10
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Measurement techniques for MIl signal timing characteristics

22C.1 Measuring timing characteristics of source terminated signals

The measurement of timing relationships between MII signals at the M1l connector is complicated by
the use of driver output impedance to control transmission line reflections on point-to-point transmission
paths passing through the connector. The voltage waveforms on point-to-point transmission paths can be
different at the M1l connector and at the end of the paths. A clean transition (or step) from one logic
state to the other at the end of a point to point path can appear as two half-steps at the M1l connector.

To eliminate ambiguity as to where on a two half-step state transition to measure timing, al timing
measurements on point-to-point transmission paths will be at the end of the path. In some cases, an end
of path must be artificialy created.

22C.2 Measuring timing characteristics of transmit signals at the Mll

The timing of TX_EN, TX_ER, and TXD<3:0> relative to TX_CLK at the MII connector is measured as
follows.

Use the time base for TX_CLK as a timing reference. Break the TX_CLK path at the MII connector,
forcing the TX_CLK point-to-point transmission path to end at the connector. Measure when the rising
edge of TX_CLK passes through Vipmin a the MII connector. Call this time T. Reconnect the
TX_CLK path at the MIl connector and break the paths of TX_EN, TX_ER, and TXD<3:0> at the Ml|
connector, forcing the paths to end at the connector. Measure when TX_EN, TX_ER, and TXD<3:0>
exit the switching region at the M1l connector. Call these times Tgy,, Ter, and Teg.gs, respectively.

The timing relationships at the M1l connector for TX_EN, TX_ER, and TXD<3:0> relative to TX_CLK
are met if (Ten — Tei)s (Ter = Taid, (Ta =T, (T2 =T, (T1— T, and (To — Teyi), respectively, meet
the timing relationships specified in 22.3.1.

22C.3 Measuring timing characteristics of receive signals at the Ml

The timing of RX_DV, RX_ER, and RXD<3:0> relative to RX_CLK at the MII connector is measured
as follows.

Break the paths of RX_CLK, RX_DV, RX_ER, and RXD<3:0> at the MII connector, forcing the paths
to end at the connector. Measure when RX_DV, RX_ER, and RXD<3:0> exit the switching region at the
MII connector relative to when the rising edge of RX_CLK passes through Vijima) - Also measure when
RX_DV, RX_ER, and RXD<3:0> reenter the switching region relative to when the rising edge of
RX_CLK passes through Vipmin) -

The timing relationships at the M1l connector for RX_DV, RX_ER, and RXD<3:0> relative to RX_CLK
are met if the times measured in the previous step meet the timing relationships specified in 22.3.2.
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22C.4 Measuring timing characteristics of MDIO

The MDIO and MDC signal timing characteristics cannot be measured using the techniques defined for
the transmit and receive signals since MDIO and MDC may connect a single station management entity
to multiple PHY devices. The MDIO and MDC timing characteristics are measured with a PHY
connected to the MII connector. The signal timing characteristics for MDC and MDIO must be met over
the range of conditions which occur when from one to 32 PHY's are connected to an STA. When 32

PHY s are connected to an STA, the total capacitance can be as large as 390 pF on MDC, and as large as
470 pF on MDIO.
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6T code words

The leftmost ternary symbol of each 6T Code group shown in table 23A-1 (broken into 23A-1aand 23A-1b
for pagination) shall be transmitted first. The leftmost nibble of each data octet is the most significant.

Table 23A-1a—100BASE-T4 8B6T code table

Data Data Data Data
octet 6T code group octet 6T code group octet 6T code group octet 6T code group
00 +-00+- 2 00- ++- 40 +0+00- 60 0-0++0
01 0+-+-0 21 --+00+ 11 ++00-0 61 00-+0+
02 +-0+-0 2 ++-0+- 42 +0+0-0 62 0-0+0+
03 -0++-0 23 ++-0- + 43 0++0-0 63 -00+0+
04 -0+0+- 24 00+0- + 44 0++00- 64 -00++0
05 0+--0+ i) 00+0+- 45 ++0-00 65 00-0++
06 +-0-0+ 26 00-00+ 46 +0+-00 66 0-00++
07 -0+-0+ 27 - -ttt 47 0++-00 67 -000++
03 -+00+- 28 -0-++0 48 000+00 68 -+-++0
09 0-++-0 29 --0+0+ 49 000- ++ 69 --++0+
-+0+-0 2A -0-+0+ 4A 000+- + 6A -+-+0+
0B +0-+-0 2B 0--+0+ 4B 000 ++- 6B +--+0+
oc +0-0+- 2C 0--++0 4c 000-+0 6C +--++0
oD 0-+-0+ 2D --00++ 4D 000-0+ 6D --+0++
OE -+0-0+ 2E -0-0++ 4E 000+-0 6E -+-0++
OF +0--0+ 2F 0--0++ aF 000+0- 6F +--0++
10 +0+--0 30 +-00- + 50 +0+- -+ 70 -++000
1 ++0-0- 31 0+--+0 51 ++0- +- 71 +-+000
12 +0+-0- 32 +-0-+0 52 +0+- +- 72 ++-000
13 0++-0- 33 -0+-+0 53 O++- +- 73 00+000
14 0++--0 A -0+0- + 4 O++- -+ 74 -0+000
15 ++00- - 35 O+-+0- 55 ++0+- - 75 0-+000
16 +0+0- - 36 +-0+0- 56 +0++- - 76 +0-000
17 0++0- - 37 -0++0- 57 O+++- - 7 0+-000
18 0+-0+- 33 -+00- + 58 +++0- - 78 0--+++
19 0+-0- + 39 0-+-+0 59 +++-0- 79 -0- +++
1A 0+- ++- 3A -+0-+0 5A +++--0 TA - -0+ ++
1B 0+-00+ 3B +0--+0 5B ++0--0 7B --0++0
1C 0-+00+ 3C +0-0- + 5C ++0- - + 7c ++-00-
1D 0- +++- 3D 0-++0- 5D ++000- D 00+00-
1E 0-+0- + 3E -+0+0- 5E --+++0 TE ++- - -+
1F 0-+0+- 3F +0-+0- 5F 00-++0 F 00+- -+

This is anggchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00360



CSMA/CD

Data
octet

80
81

I FREBY

8 &

8D

B L8 E8RB8BR8AR

9B

9D
9E
oF

6T code group
+-+00-
++-0-0
+-+0-0
-++0-0
- ++00 -
++--00
+-+-00
-++-00
0+000-
00+0-0
0+00-0
+000-0
+0000-
00+-00
0+0-00
+00-00
+-+- -+
++- - +-
+- +- +-
-+t -+
-+ +- -+
++- +- -
+- 4+ - -
-+t 4o -
0+0- - +
00+- +-
0+0- +-
+00- +-
+00- -+
00++- -
0+0+- -
+00+- -

Table 23A-1b—100BASE-T4 8B6T code table

Data
octet

FRABEBEBEBBEIEATCBBREBERESEBZRBEISZSZTRIBRSB

6T code group
0-0++-
00- +- +
0-0+- +

00+- +
00++-

00-- ++
0-0-++

00- ++
+- +4+-
-+ -+
+- -+
- -+ -+
- -+ 4 -
-+ - ++

+- -+ +

+- - - ++
0-000+
00-0+0
0-00+0

000+0
0000+

00-+00
0-0+00

00+00
+-00+
-+0+0
+-0+0
--0+0
--00+
-++00
+-+00

+--400

Data
octet

A HEBEEEERERIBHRIEERBEBARBEBRRCSCIABAIRIAALS

6T code group

+-+0+-
++-+-0
+-++-0
-+++-0
-++0+-
+4+- -0+
+-+-0+
-+ +-0+
0+00+-
00++-0
0+0+-0
+00+-0
+000+-
00+-0+
0+0-0+
+00-0+
+-+0-+
++--+0
+-+-+40
-++-+4+0
-++0- +
++-+0-
+-++0-
-+++0-
0+00- +
00+-+0
0+0-+0
+00-+0
+000- +
00++0-
0+0+0-
+00+0-

Data
octet

FAISILFPEBEAIFZIALTIISTSHAHEBLTEBEBBIBHANBOMEB

IEEE
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6T code group
+-0++-
O+-+-+
+-0+- +
-0+ +- +
-0+ ++-
0+-- ++
+-0- ++
-0+- ++
-+0++-
0-++-+
-+0+- +
+0-+- +
+0- ++-
0-+-++
-+0- ++
+0- - ++
+-000+
0+-0+0
+-00+0
-0+0+0
-0+00+
0+-+00
+-0+00
-0++00
-+000+
0-+0+0
-+00+0
+0-0+0
+0-00+
0-++00
-+0+00
+0-+00
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(informative)

Noise budget

SUPPLEMENT TO 802.3:

Worst-case values for noise effects in the 100BASE-T4 system are as shown in tables 23B-1 and 23B-2.

Table 23B-1—Carrier presence analysis

Received signal peak amplitude (min.)

792 mVp

NEXT noise

325mVp

Table 23B-2—Far-end signal analysis

Received signal peak amplitude (min.) 796 mVp
Baseline wander 14 mVp
1SI 80mVp
Reflections 60 mVp
FEXT noise 87 mVp
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Use of cabling systems with a nominal differential characteristic
impedance of 120 Q

The 100BASE-T4 standard specifies only the use of 100 Q link segments for conformance. Since
ISO/IEC 11801: 1995 a'so recognizes 120 Q cabling, this informative annex specifies the conditions for
using cabling systems with a nominal characteristic impedance of 120 Q by 100BASE-T4 conformant
stations.

The use of cables with a characteristic impedance outside the range specified in 23.6 will generally
increase the mismatching effects in the link components, inducing additional noise in the received signals.

In particular, the use of a homogeneous link segment having a characteristic impedance of 120 Q +15 Q
over the frequency band 1 to 16 MHz may add up to 1.4% of additional noise to the signals at the input of
the receivers (worst-case short-length link segment).

Therefore, in order to keep the overall noise (MDFEXT + reflections) at the same value as for a 100 Q
link segment when using a 120 Q link segment, the minimum ELFEXT loss requirement for the cable
must be increased by 2dB (i.e., from 23dB to 25dB at 12.5 MHz, see 23.6.3.2). Accordingly, the
MDFEXT noise requirement shall be decreased from 87 mV peak to 69 mV peak. In practice, this means
that cables rated category 4 or higher, as specified in ISO/IEC 11801: 1995, are required when 120 Q
cables are used with 100BA SE-T4 compliant PMDs.

NOTES

1—The use of 100 Q cords at end points in conjunction with 120 Q premises cabling may be tolerated provided that all
the components of the link are of category 5, as defined in 1SO/IEC 11801: 1995.

2—The use of 100 Q cords at any intermediate cross-connect points on 120 Q links as well asthe use of 120 Q cordsin
conjunction with 100 Q premises cabling is not alowed since it would result in worst-case jitter greater than that
allowed in this standard.

CAUTION—Users of this annex are further advised to check with the manufacturer of the particular 100BA SE-T4 cou-
plers they intend to use with a 120 Q link to see whether those couplers can operate correctly on cables with Z., as high
as120Q+15Q.
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Repeater delay consistency requirements

Proper operation of the network requires that repeaters do not cause the Inter-Packet Gap (IPG) to
disappear by propagating the end of any carrier event to different output ports with greatly different delay
times. Maximum port-to-port delays have been assigned as absolute delays to meet requirements for
detection of collision within a slot time and limiting the length of collision fragments to less than
minimum frame size. To avoid specification of minimum input-to-output propagation time as absolute
values that reduce implementation flexibility, these delays are instead implied by imposing a triangular
delay inequality relationship.

Consider three ports{A, B, C}. Using the notation SOP(xy) to mean the start-of-packet delay for an input
at port x to resulting output on port y, repeaters shall achieve this relationship for al groups of three ports
within arepeater set:

SOP(AC) < SOP(AB) + SOP(BC)

Following a frame transmitted by node A that propagates to nodes B and C, this constraint ensures that
node B cannot complete an IPG timer and initiate a transmission that arrives at node C before node C has
also advanced its own IPG timer sufficiently that a pending frame can contend for access to the network.

There is a second delay consistency requirement, one that relates to jam propagation by repeaters. Using a
notation similar to that above, SOJ(xy) stands for the start-of-jam propagation delay from port x to port y
and EOJ(xy) for the end-of-jam delay between same two ports.

To ensure proper detection of collisions and avoid generation of fragments that exceed minimum frame
size, maximum values have been imposed on SOJ and EOJ delays through repeaters. No specific minima
have been specified as all delays less than the maxima meet the collision detection and fragment length
criteria. To prevent the jam pattern from shrinking excessively as it propagates through repeaters,
repeaters shall meet this relationship between all pairs of ports:

EOJAB) >= SOJAB) — 4 bit times

This is amgggchive IEEE Standard. It has been superseded by a later version of this standard.
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Selector Field definitions

The Selector Field, S[4:0] in the Link Code Word, shall be used to identify the type of message being sent
by Auto-Negotiation. The following table identifies the types of messages that may be sent. As new
messages are devel oped, this table will be updated accordingly.

The Selector Field uses a 5-bit binary encoding, which allows 32 messages to be defined. All unspecified
combinations are reserved. Reserved combinations shall not be transmitted.

Table 28A-1—Selector Field value mappings

SA | SB3|S2|S1L| 0 Selector description

0 0 0 0 0 Reserved for future Auto-Negotiation development
0 0 0 0 1 |EEE Std 802.3

0 0 0 1 0 |EEE Std 802.9 ISLAN-16T

1 1 1 1 1 Reserved for future Auto-Negotiation devel opment

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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IEEE 802.3 Selector Base Page definition

This annex provides the Technology Ability Field bit assignments, Priority Resolution table, and Message
Page transmission conventions relative to the IEEE 802.3 Selector Field value within the base page
encoding.

As new |EEE 802.3 LAN technologies are developed, a reserved bit in the Technology Ability Field may
be assigned to each technology by the standards body.

The new technology will then be inserted into the Priority Resolution hierarchy and made a part of the
Auto-Negotiation standard. The relative hierarchy of the existing technologies will not change, thus
providing backward compatibility with existing Auto-Negotiation implementations.

It isimportant to note that the reserved bits are required to be transmitted as logic zeros. This guarantees
that devices implemented using the current priority table will be forward compatible with future devices
using an updated priority table.

28B.1 Selector field value

The value of the IEEE 802.3 Selector Field is §[4:0] = 00001.

28B.2 Technology Ability Field bit assignments

The Technology bit field consists of bits D5 through D12 (AO-A8 respectively) in the IEEE 802.3
Selector Base Page. Table 28B-1 summarizes the bit assignments.

Note that the order of the bits within the Technology Ability Field has no relationship to the relative
priority of the technologies.

Table 28B-1—Technology Ability Field bit assignments

Bit Technology Minimum cabling requirement
A0 10BASE-T Two-pair Category 3
Al 10BASE-T full duplex Two-pair Category 3
A2 100BASE-TX Two-pair Category 5
A3 100BASE-TX full duplex Two-pair Category 5
A4 100BASE-T4 Four-pair Category 3
A5 Reserved for future technology
A6 Reserved for future technology
A7 Reserved for future technology

This is amgdychive IEEE Standard. It has been superseded by a later version of this standard.
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28B.3 Priority resolution

Since two devices may have multiple abilitiesin common, a prioritization scheme exists to ensure that the
highest common denominator ability is chosen. The following list shall represent the relative priorities of
the technologies supported by the IEEE 802.3 Selector Field value, where priorities are listed from
highest to lowest.

a) 100BASE-TX full duplex
b) 100BASE-T4

c) 100BASE-TX

d) 10BASE-T full duplex

e) 10BASE-T

The rational for this hierarchy is straightforward. 10BASE-T is the lowest common denominator and
therefore has the lowest priority. Full-duplex solutions are always higher in priority than their half-duplex
counterparts. 100BASE-T4 is ahead of 100BASE-TX because 100BASE-T4 runs across a broader
spectrum of copper cabling. The relative order of the technologies specified herein shall not be changed.
As each new technology is added, it shall be inserted into its appropriate place in the list, shifting
technologies of lesser priority lower in priority. If a vendor-specific technology is implemented, the
priority of all IEEE 802.3 standard technologies shall be maintained, with the vendor-specific technology
inserted at any appropriate priority location.

28B.4 Message Page transmission convention

Each series of Unformatted Pages shall be preceded by a Message Page containing a Message Code that
defines how the following Unformatted Pages will be used.

Next Page message codes should be alocated globally across Selector Field values so that meaningful
communication is possible between technologies using different Selector Field values.

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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Next Page Message Code Field definitions

The Message Code Field of a message page used in Next Page exchange shall be used to identify the
meaning of a message. The following table identifies the types of messages that may be sent. As new

messages are devel oped, this table will be updated accordingly.

The Message Code Field uses an 11-bit binary encoding that allows 2048 messages to be defined. All

SUPPLEMENT TO 802.3:

Message Codes not specified shall be reserved for IEEE use or allocation.

Table 28C-1—Message Code Field values

M
M essage M MMM MM M| M| M M s
code # é olgl7l6ls5l a3 21110 M essage Code description

0 0|0 |0 O |0 |0 |0 |O |0 [0 |0 | Reservedforfuture Auto-Nego-
tiation use

1 0|0 |0 |0 |0 |0 |0 |0 |0 |0 |1 | NulMessage

2 0|0 0|0 |0 |O0O |0 |0 [0 |1 |0 | OneUPwithTechnologyAbil-
ity Field follows

3 0|0 |0 |0 |0 |0 |O |0 |O |1 |1 | TwoUPswithTechnologyAbil-
ity Field follows

4 0|0 |0 |0 |0 |0 |0 |0 |1 |O |0 | OneUPwithBinarycoded
Remote fault follows

5 0|0 |0 |O0O |0 |0 |0 |0 |1 |0 |1 | Organizationaly Uniqueldenti-
fier Tagged Message

6 0|0 |0 |0 |0 |O0O |0 |0 |1 |1 |0 | PHY Identfier TagCode

2047 1 /1)1 |1 11 1|1 |1 |1 |1 Reserved for future Auto-Nego-
tiation use

28C.1 Message code #0—Auto-Negotiation reserved code 1

This code is reserved for future Auto-Negotiation function enhancements. Devices shall not transmit this

code.

28C.2 Message code #1—Null Message code

The Null Message code shall be transmitted during Next Page exchange when the Local Device has no
further messages to transmit and the Link Partner is still transmitting valid Next Pages. See 28.2.3.4 for more

details.
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28C.3 Message code #2—Technology Ability extension code 1

This Message Code is reserved for future expansion of the Technology Ability Field and indicates that a
defined user code with a specific Technology Ability Field encoding follows.

28C.4 Message code #3—Technology Ability extension code 2

This Message Code is reserved for future expansion of the Technology Ability Field and indicates that
two defined user codes with specific Technology Ability Field encodings follow.

28C.5 Message code #4—Remote fault number code

This Message Code shall be followed by a single user code whose encoding specifies the type of fault that
has occurred. The following user codes are defined:

0: RF Test
This code can be used to test Remote Fault operation.
1. Link Loss
2: Jabber
3: Parallel Detection Fault
This code may be sent to identify when bit 6.4 is set.

28C.6 Message code #5—O0rganizationally Unique Identifier (OUI) tag code

The OUI Tagged Message shall consist of a single message code of 0000 0000 0101 followed by four user
codes defined as follows. The first user code shall contain the most significant 11 bits of the OUI (bits
23:13) with the most significant bit in bit 10 of the user code. The second user code shall contain the next
most significant 11 bits of the OUI (bits 12:2) with the most significant bit in bit 10 of the user code. The
third user code shall contain the remaining least significant 2 bits of the OUI (bits 1:0) with the most
significant bit in bit 10 of the user code. Bits 8:0 of the fourth user contain a user-defined user code value
that is specific to the OUI transmitted. The fourth and final user code shall contain a user-defined user
code value that is specific to the OUI transmitted.

28C.7 Message code #6—PHY identifier tag code

The PHY ID tag code message shall consist of a single message code of 0000 0000 0110 followed by four
user codes defined as follows. The first user code shall contain the most significant 11 bits of the PHY 1D
(2.15:5) with the most significant bit in bit 10 of the user code. The second user code shall contain bits
2.4:0t0 3.15:10 of the PHY 1D with the most significant bit in bit 10 of the user code. The third user code
shall contain bits 3.9:0 of the PHY 1D with the most significant bit in bit 10 of the user code. Bit 0 in the
third user code shall contain a user-defined user code value that is specific to the PHY ID transmitted. The
fourth and final user code shall contain a user-defined user code value that is specific to the PHY ID
transmitted.

28C.8 Message code #2047—Auto-Negotiation reserved code 2

This code is reserved for future Auto-Negotiation function enhancements. Devices shall not transmit this
code.
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Annex 29A
(informative)

DTE and repeater delay components

29A.1 DTE delay
Round-trip DTE delay = MAC transmit start to MDI output
+ MDI input to MDI output (worst case, nondeferred)
+ MDI input to collision detect
NOTES
1—Refer to clauses 23, 24, 25, and 26.
2—Worst-case values are used for the one T4 and one TX/FX value shown in table 29-3. (TX/FX vauesfor MAC trans-
mit start and MDI input to collision detect; T4 value for MDI input to MDI output.)

29A.2 Repeater delay

Repeater delay= SOP (start-of-packet propagation delay)
+ SOJ (start-of-jam propagation delay)

NOTE—REeéfer to clause 27.
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Annex 29B

(informative)

Recommended topology documentation

It is strongly recommended that detailed records documenting the topology components of 100BASE-T
networks be prepared and maintained to facilitate subsequent modification. Proper 100BASE-T topology
design requires an accurate knowledge of link segment and hub parameters to ensure proper operation of
single and multi-segment, single collision domain networks. Link segment documentation is site-specific
and requires careful documentation. It is recommended that the information shown in table 29B-1 be
collected for each link segment and archived for future reference. Hub performance parameters may be
obtained from manufacturer documentation.

Table 29B-1—Recommended link segment documentation

Horizontal wiring - End station
(wiring closet, from punch-down block to ca’\kgllg(s) WI;tIQr? é:(l)cr)zet connecting
end station wall plate) P cable
Length
Type

(e.g., Category 3)

Cable manufac-
turer

Cable codelid
(from manufac-
turer)

Cable delay
(in bit times per
meter)
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Annex 30A

(normative)

GDMO specification for 802.3 managed object classes

This annex formally defines the protocol encodings for CMIP and 1SO/IEC 15802-2: 1995 [IEEE 802.1B]
for the IEEE 802.3 Managed Objects using the templates specified in ISO/IEC 10165-4: 1992, Guidelines
for the definition of managed objects (GDMO). The application of a GDMO template compiler against
30A.1to 30A.8 will produce the proper protocol encodings.

NOTE—Thearcs (that is, object identifier values) defined in annex 30A deprecate the arcs previoudly defined in Annexes D1
(Layer Management), D2 (Repeater Management), and D3 (MAU Management). See |EEE Std 802.1F-1993, annex C.4.

Each attribute definition in this clause references directly by means of the WITH ATTRIBUTE SYNTAX
construct or indirectly by means of the DERIVED FROM construct an ASN.1 type or subtype that defines
the attribute’'s type and range. Those ASN.1 types and subtypes defined exclusively for CSMA/CD
Management appear in asingle ASN.1 module at the end of this annex.

Counters for these protocol encodings are specified as either 32 or 64 bits wide. Thirty-two bit counters
are used for the protocol encoding of counter attributes, providing the minimum rollover timeis 58 min or
more. Sixty-four bit counters are used for the protocol encoding of counter attributes that could roll over
in less than 58 min with a 32-bit counter. Approximate counter rollover times are provided as notes bel ow
each counter BEHAVIOUR definition. Approximate rollover time for 100 Mb/s operation is one tenth the
value of the approximate rollover time for 10 Mb/s operation except where indicated, or where one tenth
the value for 10 Mb/s operation is less than 58 min. For formal definition of the counter, refer to the
BEHAVIOUR bCM Counter in 30B.1.

30A.1 DTE MAC entity managed object class

30A.1.1 DTE MAC entity formal definition

OMACEntity MANAGED OBJECT CLASS
DERIVED FROM “CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 :
1992" :top;
CHARACTERIZED BY
pBasic PACKAGE
ATTRIBUTES aMACID GET;
ACTIONS aclnitializeMAC;

CONDITIONAL PACKAGES

pMandatory PACKAGE

ATTRIBUTES aFramesTransmittedOK GET,
aSingleCollisionFrames GET,
aMultipleCollisionFrames GET,
aFramesReceivedOK GET,
aFrameCheck SequenceErrors GET,
aAlignmentErrors GET;

REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006)
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csmacdmgt(30) package(4) macMandatoryPkg(1)} ;

PRESENT IF Conformance to DTE Management is desired.;
pRecommended PACKAGE

ATTRIBUTES aOctetsTransmittedOK GET,
aFramesWithDeferredXmissions GET,
alateCollisions GET,
aFramesAbortedDueToXSColls  GET,
aFramesL ostDueTolntMACXmitError GET,
aCarrierSenseErrors GET,
aOctetsReceivedOK GET,
aFramesLostDueTolntMACRcvError  GET,
aPromiscuousStatus GET-SET,
aReadM ulticastAddressList GET;

ACTIONS acAddGroupAddress,
acDeleteGroupAddress,

REGISTERED AS

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4)
macRecommendedPkg(2)} ;

PRESENT IF The Recommended Package is implemented.;
pOptiona PACKAGE

ATTRIBUTES aM ulti castFramesX mittedOK GET,
aBroadcastFramesX mittedOK GET,
aMulticastFramesReceivedOK  GET,
aBroadcastFramesReceivedOK  GET,
alnRangelL engthErrors GET,
a0OutOfRangel engthField GET,
aFrameT ool ongErrors GET,
aM A CEnableStatus GET-SET,
aTransmitEnableStatus GET-SET,
aMulticastReceiveStatus GET-SET,
aReadWriteMACAddress GET-SET;

ACTIONS acExecuteSelfTest;

REGISTERED AS

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4) optional Pkg(3)};

PRESENT IF The Optional Package and the Recommended Package
areimplemented.;
pArray PACKAGE
ATTRIBUTES aCollisionFrames GET,;

REGISTERED AS

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4) arrayPkg(4)};

PRESENT IF The Array Package and the Recommended Package
areimplemented.;
pExcessiveDeferral PACKAGE
ATTRIBUTES aFramesWithExcessiveDeferral  GET,;

REGISTERED AS

PRESENT IF

REGISTERED AS

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4)

excessiveDeferral Pkg(5)} ;

The ExcessiveDeferral Package and the
Recommended Package are implemented.;

{iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

managedObjectClass(3) macObjectClass(1)};

nbMACName NAME BINDING
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SUBORDINATE OBJECT CLASS OMACEntity;
NAMED BY SUPERIOR OBJECT CLASS
“ISO/EC 10165-2":system;
WITH ATTRIBUTE aMACID;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)
nameBinding(6) macName(1)};

nbMACMonitor NAME BINDING
SUBORDINATE OBJECT CLASS “|EEE802.1F" :ewmaM etricM onitor;

NAMED BY SUPERIOR OBJECT CLASS
“1SO/EC 10165-2" :system;

WITH ATTRIBUTE aScannerld;
CREATE WITH-AUTOMATIC-INSTANCE-NAMING,;
DELETE ONLY-IF-NO-CONTAINED-OBJECTS;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

nameBinding(6) macMonitor(2)};

30A.1.2 DTE MAC entity attributes

aMACID ATTRIBUTE

WITH ATTRIBUTE SYNTAX |EEE802Dot3-MgmitAttributeM odule.OneOfName;
MATCHES FOR EQUALITY;

BEHAVIOUR bMACID;

REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) maclD(3)};
bMACID BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.1;

aFramesTransmittedOK ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFramesTransmittedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) framesTransmittedOK (2)} ;
bFramesTransmittedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.2;

NOTES

1—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

2—This maps to framesSent (of the mandatory macPackage) in 1SO/IEC 10742:
1994.;
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aSingleCollisionFrames ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bSingleCollisionFrames;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) singleCollisionFrames(3)} ;
bSingleCollisionFrames BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in30.3.1.1.3;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis103 h.;

aMultipleCollisionFrames ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bMultipleCollisionFrames,
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) multipleCollisionFrames(4)} ;
bMultipleCollisionFrames BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in30.3.1.1.4;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis 125 h.;

aFramesReceivedOK ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bFramesReceivedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) framesReceivedOK (5)};
bFramesReceivedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.5;

NOTES

1—The approximate minimum time between counter rollovers for 10 Mb/s
operationis 80 h.;

2—This maps to framesReceived (of the mandatory macPackage) in ISO/IEC
10742: 1994.;
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aFrameCheckSequenceErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFrameCheckSequenceErrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) frameCheckSequenceErrors(6)} ;
bFrameCheckSequenceErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.6;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h;

aAlignmentErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bAlignmentErrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) alignmentErrors(7)} ;
bAlignmentErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in30.3.1.1.7,

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

aOctetsTransmittedOK ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bOctetsTransmittedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) octetsTransmittedOK (8)} ;
bOctetsTransmittedOK BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.8;

NOTES

1—The approximate minimum time between counter rolloversfor 10 Mb/s opera-
tionis58 min.

2—This maps to octetsSent (of the mandatory macPackage) in |SO/IEC 10742:
1994.;
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aFramesWithDeferredXmissions ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFrameswWithDeferredX missions;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) frameswithDeferredXmissions(9)} ;
bFramesWithDeferredXmissions BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.9;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis 103 h.;

aLateCollisions ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bLateCollisions;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) lateCollisions(10)};
bLateCollisions BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.10;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

aFramesAbortedDueToXSColls ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bFramesAbortedDueToX SColls;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) framesAbortedDueToX SColls(11)} ;
bFramesAbortedDueToXSColls BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.11;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operation is 53 days.;

aFramesLostDueTolntMACXmitError ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFramesL ostDueT ol ntM ACXmitError;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) framesLostDueTolntMACXmitError(12)};
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bFramesLostDueTolntMACXmitError BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in30.3.1.1.12;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis16 h.;

aCarrierSenseErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bCarrierSensekrrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) carrierSenseErrors(13)};
bCarrierSenseErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in30.3.1.1.13;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h,;

aOctetsReceivedOK ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bOctetsReceivedOK ;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) octetsReceivedOK (14)};
bOctetsReceivedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.14;

NOTES

1—The approximate minimum time between counter rollovers for 10 Mb/s
operation is 58 min.

2—This maps to octetsReceived (of the mandatory macPackage) in ISO/IEC
10742: 1994.;

aFramesLostDueTolntMACRcVError ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFramesL ostDueTolntM ACRcvETrTor;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) framesLostDueTolntMACRcvError(15)} ;
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bFramesLostDueTolntMACRcvError BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.15;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

aPromiscuousStatus ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-M gmtAttributeM odule. TrueFal se;
BEHAVIOUR bPromi scuousStatus,
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) promiscuousStatus(16)} ;
bPromiscuousStatus BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.16;

aReadMulticastAddressList ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-M gmtAttributeModule.
MulticastAddressList

BEHAVIOUR bReadMulticastAddressList;

REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) readMulticastAddressList(17)};
bReadMulticastAddressList BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.17;

aMulticastFramesXmittedOK ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bM ulticastFramesX mittedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) multicastFramesX mittedOK (18)} ;
bMulticastFramesXmittedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.18;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h,;
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aBroadcastFramesXmittedOK ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bBroadcastFramesXmittedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) broadcastFramesXmittedOK (19)};

bBroadcastFramesXmittedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.19;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h;

aFramesWithExcessiveDeferral ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFramesWithExcessiveDeferral;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) frameswithExcessiveDeferral (20)} ;
bFramesWithExcessiveDeferral BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.20;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operation is 58 days.;

aMulticastFramesReceivedOK ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bM ulticastFramesReceivedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) multicastFramesReceivedOK (21)} ;

bMulticastFramesReceivedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.21;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

aBroadcastFramesReceivedOK ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bBroadcastFramesReceivedOK;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) broadcastFramesReceivedOK (22)} ;

This is angdgchive IEEE Standard. It has been superseded by a later version of this standard.

AMX and Dell, Inc.
Exhibit 1025-00380



IEEE
CSMA/CD Std 802.3u-1995

bBroadcastFramesReceivedOK BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.22;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

alnRangeLengthErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR blnRangel engthErrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) inRangeL engthErrors(23)} ;
bInRangeLengthErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.23;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h,;

aOutOfRangeLengthField ATTRIBUTE

DERIVED FROM aCMCounter;
BEHAVIOUR bOutOfRangel engthField;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) outOfRangel engthField(24)} ;
bOutOfRangeLengthField BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.24;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80h;

aFrameTooLongErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bFrameTooL ongErrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) frameTooL ongErrors(25)} ;
bFrameTooLongErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.25;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operation is 61 days.;
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aMACEnableStatus ATTRIBUTE

WITH ATTRIBUTE SYNTAX |EEES02Dot3-MgmtAttributeModule. TrueFal se;
BEHAVIOUR bMACEnableStatus;
REGISTERED AS {is0(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) mACEnableStatus(26)} ;

bMACEnableStatus BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.26;

aTransmitEnableStatus ATTRIBUTE

WITH ATTRIBUTE SYNTAX |EEE802Dot3-M gmtAttributeM odule. TrueFal se;
BEHAVIOUR bTransmitEnableStatus;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) transmitEnableStatus(27)} ;

bTransmitEnableStatus BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.27;

aMulticastReceiveStatus ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-MgmitAttributeM odule. TrueFalse;
BEHAVIOUR bMulticastReceiveStatus,
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) multicastReceiveStatus(28)} ;

bMulticastReceiveStatus BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.28;

aReadWriteMACAddress ATTRIBUTE

WITH ATTRIBUTE SYNTAX IEEE802CommonDefinitions.MACAddress;
BEHAVIOUR bReadWriteM ACAddress;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) modifyMACAddress(29)} ;
bReadWriteMACAddress BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.29;

NOTE—This maps to locaMACAddress (of the mandatory macPackage) in
ISO/IEC 10742: 1994.;

This is anzgchive IEEE Standard. It has been superseded by a later version of this standard.
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aCollisionFrames ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-MgmitAttributeM odule.AttemptArray;
BEHAVIOUR bCollisionFrames;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) collisionFrames(30)};
bCollisionFrames BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.1.30;

NOTE—The approximate minimum time for any single counter rollover for
10 Mb/s operation is 103 h.;

30A.1.3 DTE MAC entity actions

aclnitializeMAC ACTION

BEHAVIOUR binitializeMAC;
MODE CONFIRMED;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

action(9) initializeMAC(1)};
binitializeMAC BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.2.1;

acAddGroupAddress ACTION

BEHAVIOUR bAddGroupAddress,

MODE CONFIRMED;

WITH INFORMATION SYNTAX | EEE802CommonDefinitions.MACAddress;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

action(9) addGroupAddress(2)};
bAddGroupAddress BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.2.2;

acDeleteGroupAddress ACTION

BEHAVIOUR bDeleteGroupAddress;

MODE CONFIRMED;

WITH INFORMATION SYNTAX | EEE802CommonDefinitions.MACAddress;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

action(9) deleteGroupAddress(3)};
bDeleteGroupAddress BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.1.2.3;

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggrd.
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acExecuteSelfTest ACTION

BEHAVIOUR
MODE
REGISTERED AS

SUPPLEMENT TO 802.3:

bExecuteSelfTestMAC;
CONFIRMED;

{iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

action(9) executeSelfTestMAC(4)} ;

bExecuteSelfTestMAC BEHAVIOUR

DEFINED AS

See “BEHAVIOUR DEFINED AS’ in 30.3.1.2.4;

30A.2 DTE physical entity managed object class

30A.2.1 DTE physical entity formal definition

OPHY Entity
DERIVED FROM

CHARACTERIZED BY
pBasic
ATTRIBUTES

CONDITIONAL PACKAGES
pRecommended
ATTRIBUTES
REGISTERED AS

PRESENT IF
pMultiplePhy

ACTIONS

REGISTERED AS

PRESENT IF

p100M bpsM onitor
ATTRIBUTES
REGISTERED AS

MANAGED OBJECT CLASS

“CCITT Rec. X.721 (1992) | ISO/IEC 10165-2 :
1992" :top;

PACKAGE

aPHYID GET,
aPHY Type GET,
aPHY TypeList GET,
aMIIDetect GET,
aPHY AdminState GET;
PACKAGE

aSQETestErrors GET;

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4)
phyRecommendedPkg(6)} ;

The Recommended Package is implemented.;
PACKAGE

acPHY AdminControl;

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4)
phyMultiplePhyPkg(7)};

There is more than one PHY per MAC;

PACKAGE

aSymbol ErrorDuringCarrier GET;

{iso(1) member-body(2) us(840) 802dot3(10006)
csmacdmgt(30) package(4)

This is angggchive IEEE Standard. It has been superseded by a later version of this standard.
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phy100 MbpsMonitor(8)} ;
PRESENT IF The 100 Mb/s Monitor capability isimplemented.;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)
managedObjectClass(3) phyObjectClass(2)};
nbPHY Name NAME BINDING
SUBORDINATE OBJECT CLASS oPHY Entity;
NAMED BY SUPERIOR OBJECT CLASS
OMACEntity;
WITH ATTRIBUTE aPHYID;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

nameBinding(6) phyName(3)};

nbPHY Monitor NAME BINDING

SUBORDINATE OBJECT CLASS “|EEE802.1F" :ewmaM etricMonitor;
NAMED BY SUPERIOR OBJECT CLASS
“1SO/IEC 10165-2":system;

WITH ATTRIBUTE aScannerld;
CREATE WITH-AUTOMATIC-INSTANCE-NAMING;
DELETE ONLY-IF-NO-CONTAINED-OBJECTS;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

nameBinding(6) phyMonitor(4)};

30A.2.2 DTE physical entity attributes

aPHYID ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-M gmtAttributeM odule.OneOfName;
MATCHES FOR EQUALITY;

BEHAVIOUR bPHYID;

REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) phylD(31)}

bPHYID BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.2.1.1;

aPHYType ATTRIBUTE

WITH ATTRIBUTE SYNTAX IEEE802Dot3-
MgmtAttributeM odule.Phy TypeValug;
MATCHES FOR EQUALITY;
BEHAVIOUR bPHY Type;
REGISTERED AS {is0(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)
attribute(7) pHY Type(32)} ;

This is an Archive IEEE Standard. It has been superseded by a later version of this stanggyd.
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bPHYType BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.2.1.2;

aPHYTypeList ATTRIBUTE

WITH ATTRIBUTE SYNTAX | EEE802Dot3-M gmtAttributeM odule.Phy TypeList;
MATCHES FOR EQUALITY, ORDERING;

BEHAVIOUR bPHY TypeList;

REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) pHY TypeList(33)} ;
bPHYTypeList BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.2.1.3;

aSQETestErrors ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bSQETestErrors;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) sgeTestErrors(34)} ;

bSQETestErrors BEHAVIOUR
DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.2.1.4;

NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h.;

aSymbolErrorDuringCarrier ATTRIBUTE

DERIVED FROM aCM Counter;
BEHAVIOUR bSymbol ErrorDuringCarrier;
REGISTERED AS {iso(1) member-body(2) us(840) 802dot3(10006) csmacdmgt(30)

attribute(7) symbol ErrorDuringCarrier(35)};

bSymbolErrorDuringCarrier BEHAVIOUR

DEFINED AS See “BEHAVIOUR DEFINED AS’ in 30.3.2.1.5;
NOTE—The approximate minimum time between counter rollovers for 10 Mb/s
operationis80 h,;
aMlIDetect  ATTRIBUTE
WITH ATTRIBUTE SYNTAX |EEE802Dot3-MgmtAttributeM odule. M11 Detect;
MATCHES FOR EQUALITY;
BEHAVIOUR bMI1Detect;

This is angfychive IEEE Standard. It has been superseded by a later version of this standard.
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